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Foreword

The 19th International Conference on Human–Computer Interaction, HCI International
2017, was held in Vancouver, Canada, during July 9–14, 2017. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,340 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 70 countries submitted contributions, and 1,228 papers have
been included in the proceedings. These papers address the latest research and
development efforts and highlight the human aspects of design and use of computing
systems. The papers thoroughly cover the entire field of human–computer interaction,
addressing major advances in knowledge and effective use of computers in a variety of
application areas. The volumes constituting the full set of the conference proceedings
are listed on the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2017
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2017 Constantine Stephanidis
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Engineering Psychology and Cognitive Ergonomics

Program Board Chair(s): Don Harris, UK

• Henning Boje Andersen, Denmark
• Martin Baumann, Germany
• Nicklas Dahlstrom,

United Arab Emirates
• Shan Fu, P.R. China
• John Huddlestone, UK
• Kyeong-ah Kate Jeong, USA
• Wen-Chin Li, UK
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• Jan Noyes, UK
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The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/board-members-2017.php 



HCI International 2018

The 20th International Conference on Human–Computer Interaction, HCI International
2018, will be held jointly with the affiliated conferences in Las Vegas, NV, USA, at
Caesars Palace, July 15–20, 2018. It will cover a broad spectrum of themes related to
human–computer interaction, including theoretical issues, methods, tools, processes,
and case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information is
available on the conference website: http://2018.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2018.org

http://2018.hci.international/ 

http://2018.hci.international/
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Abstract. Latency or system response time (i.e., the delay between user input and
system response) is a fundamental factor affecting human-computer interaction
(HCI). If latency exceeds a critical threshold, user performance and experience get
impaired. Therefore, several design guidelines giving recommendations on
maximum latencies for an optimal user experience have been developed within the
last five centuries. Concentrating on the lower boundary latencies, these guidelines
are critically reviewed and contrasted with recent empirical findings. Results of the
review reveal that latencies below 100 ms were seldom considered in guidelines so
far even though smaller latencies have been shown to be perceivable to the user and
impact user performance negatively. Thus, empirical evidence suggests a need for
updated guidelines for designing latency in HCI.

Keywords: System response time · Latency · User experience · Design
guidelines · Human-computer interaction

1 Introduction

Even though many technological advances aiming at fulfilling the quest for zero latency
have emerged in recent years (e.g., regarding hardware and software speed, communica‐
tion bandwidth), system latency still remains an inevitable aspect of human-computer
interaction (HCI). If latency or system response time (SRT; i.e., the time interval between
user input and system response), also known as lag or delay, exceeds a certain threshold,
users are able to perceive and become aware of latency (e.g., [18]). If it increases even
further, user experience (e.g., [35]) and satisfaction (e.g., [12]) can be impaired. Finally,
also users’ performance can be negatively affected by latency (e.g., [5]), even by latencies
below the perceptional threshold [22].

For enabling system engineers and interface designers to create systems with the best
user experience possible, several design guidelines for various applications have been
established in the last 45 years (for overviews see e.g. [3, 9]). All these guidelines try to
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answer the core question: Where are the latency thresholds? However, different guidelines
for different aspects of HCI have to be distinguished. While some guidelines deal with
human perception (e.g., what is the upper level of latency that users will just not notice?),
others deal with user experience (e.g., what is the minimum latency where users start to get
annoyed?). In this review, classic (i.e., before 1999) and more recent (i.e., since 2000)
latency guidelines for designing interactive systems are examined. In the light of technical
advances striving for zero-latency systems, our central question is: Are latencies close to
zero considered necessary in these guidelines? Therefore, we concentrate on the lower
latency limits that are specified in the reviewed latency guidelines (see Table 1).

Table 1. Latency guidelines and their lower limit latency recommendations.

Guideline Smallest latency
threshold

Characterization

Miller [23] 100–200 ms • Latency guidelines for 17 different types of HCI
• 100–200 ms is the longest acceptable latency for control
activations
• Based on the author’s expert estimation

Shneiderman and
Plaisant [31]

50–150 ms • Latency guidelines for different task complexity levels
• 50–150 ms is the longest acceptable latency for basic, repetitive
tasks
• Based on empirical data

Card et al. [7] 100 ms • Latency guidelines representing human perceptual limits
• 100 ms is the maximum latency for creating the illusion that a
system runs instantaneously
• Generalized from classic psychophysical experiments

Seow [29] 100–200 ms • Latency guidelines for different user expectations
• 100–200 ms is the longest acceptable latency for system
responses that the user expects to be instantaneous
• Foundations not clearly stated

Tolia et al. [32] 150 ms • Latency guidelines for interactions with thin clients
• Below 150 ms user performance will not be negatively
influenced and the user will not notice the latency
• Based on previous guidelines and empirical data

Kaaresoja et al. [19] visual: 30–85 ms
audio: 20–70 ms
tactile: 5–50 ms

• Latency guidelines for different feedback modalities after
touchscreen button presses
• Perceived button quality will decrease with latencies above the
thresholds
• Based on empirical data

Kaaresoja [20] visual-audio
visual: 90 ms
audio: 70 ms
visual-tactile
visual: 100 ms
tactile: 55 ms
tactile-audio
tactile: 25 ms
audio: 100 ms

• Latency guidelines for bimodal feedback after touchscreen
button presses
• Perceived button quality will decrease with latencies above the
thresholds
• Based on empirical data

Doherty and
Sorenson [11]

300 ms • Latency guidelines for different user expectations and
attentional states
• Below 300 ms the users will feel as if they are in direct control
• Based on previous guidelines and empirical data
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2 Classic Latency Guidelines

The first author to determine latency thresholds was Miller in 1968 [23]. His design
recommendations for various types of HCI were based on “the best calculated guesses by
the author” ([23], p. 271), that is, they were not based on systematic empirical investiga‐
tions (see also [5]). These early guidelines, which were focused on user acceptance (i.e.,
acceptable latencies), were theoretically grounded on two pillars: (1) common expectan‐
cies in interpersonal communication (i.e., typical patterns of interpersonal communica‐
tion) and (2) memory research. Regarding the first aspect, according to Miller, in a
conversation between two people an answer is expected within a few seconds. If the
response delay exceeds four seconds, the thread of communication breaks [23]. Miller
applied this pattern to HCI, which he viewed as a conversational act similar to a dialogue
between two people, and defined maximum SRTs for 17 different kinds of conversa‐
tional acts between the user and the system. Regarding the second aspect, due to the
limited capacity of short-term memory, human thought and problem solving processes are
interrupted if the SRT exceeds a certain threshold. The longer a chunk has to be kept
active in short-term memory, the more likely are the chances of errors or forgetting (e.g.,
the chances of forgetting an e-mail address rise with increasing delay in loading the e-
mail software). According to Miller, the longest acceptable latency for the system
response in the most basic interactions (control activations, i.e., feedback that signals
physical activation, e.g., an audible mouse click) is 100–200 ms. SRTs below 100 ms are
not mentioned by Miller. Being aware that his recommendations can only be a starting
point, Miller urged the need for empirical validation of his guidelines. Nevertheless, they
constituted a first valuable guidance for practitioners and were used as reference in
research on SRT and its effects on user experience.

In his review on SRT and human performance, Shneiderman [30] summarized
experimental research on SRT and underlined the importance of users’ expectations for
the acceptance of latencies. Expectancies are influenced by three factors [30, 31]: (1)
prior experience, (2) an individual’s tolerance for and adaptability to delays, and (3) task
complexity. First, prior experience with a certain kind of task shapes a user’s expecta‐
tions regarding the same or similar tasks in the future (e.g., if a user learns that the delay
between a search query in Google and the display of results is 300 ms, s/he will expect
future search processes to take the same amount of time). Second, several person vari‐
ables (e.g., age, professional experience, mood) determine a user’s willingness to wait.
Moreover, people can adapt to long SRTs (e.g., by fulfilling other tasks while waiting).
Third, with increasing task complexity, users are willing to accept longer SRTs. An
experiment investigating simple, repetitive control tasks [15], which Shneiderman [30]
referred to, showed SRTs below 1 s (i.e., 160 ms, 720 ms) to be superior for user
performance (in contrast to 1149 ms). Regarding more complex problem solving tasks,
the picture is less clear: While users had a more favorable attitude towards a low-latency
system (330 ms), they made fewer errors with a longer latency (1250 ms; [33]). Further‐
more, the higher the complexity, the higher users’ adaptation to the latency [30]. In sum,
for simple and repetitive tasks, users have a higher satisfaction and better performance
if SRTs are short. In contrast, users can adapt to longer SRTs in complex tasks, but their
satisfaction decreases with increasing SRT [30, 31]. Based on these empirical results,
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Shneiderman and Plaisant [31] defined task-centered latency guidelines regarding user
acceptance for tasks with different complexity levels. According to the authors, the most
basic, repetitive tasks (e.g., single keystrokes and mouse clicks) require SRTs from
50-150 ms to keep the user satisfied. However, the theoretical basis for the lower boun‐
dary of 50 ms remains unclear. Moreover, it is not explicitly stated for which kind of
tasks latencies below 100 ms are required, thus, it can only be assumed that users with
high prior task experience and a low tolerance for delays prefer very small latencies in
simple tasks (i.e., below 100 ms). Yet, as Dabrowski and Munson [9] point out, a
definition of task complexity is missing in Shneiderman’s classification, thus, it remains
unclear what exactly makes a task complex.

Choosing a different approach, Card, Robertson, and Mackinlay [7] referred to psycho‐
physical experiments investigating human perception thresholds (e.g., regarding apparent
motion; [6]) and applied those results to HCI. According to the authors, for creating the
illusion that a system runs instantaneously, a maximum SRT of 100 ms has to be applied,
otherwise the user will notice the delay (e.g., distinct lights on a graphical user interface
instead of a single light in motion; [6])1. This 100 ms threshold of perceptual processing
was later made popular by Nielsen ([24]; see also [29]). Together with the early work by
Miller [23], the work of Card et al. [6, 7] made the 100 ms threshold a frequently cited
design rule implying that longer SRTs are not acceptable to the user [27].

However, in the 100 ms rule of thumb empirical data regarding perceptual
thresholds [6] and subjective estimates regarding user acceptance [23] are somehow
entangled. In guidelines based on empirical data regarding user latency acceptance
also latencies below 100 ms are mentioned, at least for the most basic computer
tasks [31]. Nevertheless, as we will see in the next section, 100 ms remained the
lower bottom SRT guideline even in modern design guidelines, implying that SRTs
below this threshold should not affect users markedly.

3 Recent Latency Guidelines

In his book on time perception in HCI, Seow [29] emphasized the importance of user
expectations for establishing latency guidelines. He stated, similar to Shneiderman
[30], that latency acceptance is relative to users’ expectations and the nature of the
task (i.e., longer latencies are acceptable for tasks with higher complexity as these are
expected to require more computing capacity, and therefore, more time). In contrast
to Shneiderman [31], he did not derive guidelines for different levels of task
complexity but for different user expectations (i.e., instead of task-centered, his
guidelines are user-centered with a stronger focus on the interaction). According to
Seow [29], users have certain expectations regarding the responsiveness of the system
if a certain task is conducted. For instance, tasks that mimic events in the physical
world with instantaneous responses (e.g., pressing a virtual button which mimics

1 It has to be emphasized that Card et al. referred to classic experiments investigating apparent
motions. In these, influences of different framerates – and not input latency – on human percep‐
tion were investigated.
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pressing a physical button) should also show instantaneous responses (e.g., an audible
click). For this very basic kind of task, the user expects the system to respond instan‐
taneous, which means that a maximum SRT of 100 ms is required for very simple
feedback (e.g., audible click after a virtual button press), respectively 200 ms for
slightly more complex feedback (e.g., visual drop down menu). The next category,
labelled “immediate”, concerns situations in which the user expects the system to
respond by performing an action initiated by the user (e.g., the display of a letter after
a keystroke) and requires a maximum SRT of 500–1000 ms [29]. It remains unclear
on what data these latency thresholds are grounded on as no empirical data are
presented.

Different from these universal guidelines, some guidelines for single use cases have
been developed. Tolia, Andersen, and Satyanarayanan [32] defined latency guidelines
for thin clients (i.e., lightweight computers using remote access to a server to run appli‐
cations). In this case, besides the latency within the application, the end-to-end commu‐
nication from user to server and back produces additional latency. This is a particular
challenge for system engineers, because users are nowadays used to systems without
perceivable delay [32]. Based on prior empirical work and latency guidelines [23, 31],
the authors concluded that user performance is not negatively influenced by SRTs below
150 ms. Therefore, in order to perceive the thin client’s system output as immediate, the
SRT (here: end-to-end latency meaning the time it takes from user input to server and
back until the display of system output) must not exceed 150 ms, otherwise, the delay
will get noticeable (>150 ms) and, finally, the interaction becomes annoying
(>1000 ms). Thus, this guideline contains recommendations both for latency perception
and user experience.

In contrast, Kaaresoja, Brewster, and Lantz [19] made a clear distinction between
perception and user experience by empirically investigating both variables independ‐
ently and deriving latency guidelines for another specific use case: touchscreen button
presses. By experimentally manipulating the latency between the first finger touch and
system feedback as well as feedback modality (visual, audio, tactile), the authors calcu‐
lated the point of subjective simultaneity (PSS) for each feedback modality and, in
addition, assessed users’ perceived quality of the touchscreen button. Combinations of
the three different feedback modalities and nine different latency conditions (ranging
from 0 to 300 ms, in addition to the baseline system latency) were presented. Users had
to state if the feedback appeared simultaneously with their touch and, in a later but similar
phase, how s/he would rate the quality of the button (from 1 = low quality to 7 = high
quality). It was reported that the PSS for visual feedback was 32 ms, for audio feedback
19 ms and for tactile feedback 5 ms. Thus, the participants were able to perceive very
small latencies, especially for tactile feedback. Significant drops in the perceived quality
scores were found at 100–150 ms for visual, and 70–100 ms for audio as well as for
tactile feedback. Moreover, buttons with any feedback with a 300 ms latency were rated
significantly lower than the buttons with any feedback with latencies ranging from 0 to
150 ms. According to the guidelines by Kaaresoja et al. [19], latencies for visual feed‐
back should lie between 30–85 ms, for audio feedback between 20–70 ms and for tactile
feedback between 5–50 ms. Hence, their guidelines were the first to explicitly incorpo‐
rate latencies smaller than 50–100 ms, if only for a very specific use case.
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Using a similar experimental approach, Kaaresoja [20] expanded his guidelines for
bimodal feedback (i.e., visual-audio, visual-tactile and tactile-audio). It was found that
for different feedback pairs different levels of symmetry between the two feedback
modality latencies emerge, as follows. For the combination of visual and audio feedback,
the visual feedback latency should not be greater than 90 ms while the audio feedback
should not exceed 70 ms. For the combination of visual and tactile feedback, the visual
feedback latency should not be greater than 100 ms while the tactile feedback should
not exceed 55 ms. And lastly, for the combination of tactile and audio feedback, the
tactile feedback latency should not be greater than 25 ms while the audio feedback should
not exceed 100 ms.2 The empirical results [19, 20] suggest a high sensitivity for delay
of tactile feedback in tactile HCI. This finding is in line with the suggestion that inter‐
actions which mimic events in the physical world (e.g., tactile feedback after virtual
button touch) require very small latencies to be perceived as instantaneous [28].

In their review, Doherty and Sorenson [11] updated and expanded the existing
general latency guidelines [29, 30] with a special focus on the flow experience [8]. The
authors argue that in the usage of today’s frequently used interactive systems (e.g.,
smartphones, tablets) short interactions (e.g., menu navigation, scrolling) are predomi‐
nant. As it has been pointed out before, small latencies will get noticed or even annoy
the user especially in very short and basic interactions (e.g., [19, 23, 29, 31, 32]). One
negative influence of perceived latency is that users’ interaction with the system can be
interrupted, thus, users’ flow gets broken ([11]; see also [29]). Incorporating empirical
results on user expectations, perceived task complexity and perceptual limits, Doherty
and Sorenson’s guidelines [11] represent the most elaborate latency guidelines for an
optimal user experience so far. However, the authors raised the lower boundary latency
threshold for instantaneous responses to 300 ms. This figure was incorporated because
of Kaaresoja’s [20] finding that the perceived quality of the touchscreen button was
significantly lower with 300 ms latency in contrast to 0–150 ms. Thus, “[…] depending
on the input modality (mouse, keyboard, touchscreen, air, gesture, speech, etc.), the
perception of what a user would consider instantaneous will vary.” ([11], p. 4390). While
the lower limit of 300 ms gives the guideline a higher generalizability, it also decreases
its accuracy for very short interactions.

It becomes apparent that latencies below 100 ms do not play a role in most design
guidelines. The only general guideline that explicitly mentioned a latency threshold smaller
than 100 ms was the one by Shneiderman and Plaisant [31], but it was not explicitly stated
under which conditions (e.g., task demands, user status) a latency has to be as small as
50 ms to be acceptable. The only other guideline recommending maximum latencies below
100 ms is the one by Kaaresoja et al. [20], suggesting that in very basic interactions (i.e.,
control tasks; [9]) – the ones that Miller [23] called “control activations” and Seow [29]
expected to be “instantaneous” – user experience gets significantly impaired by latencies
below 100 ms. Still, following the majority of guidelines, zero-latency systems do not seem
necessary for optimal user experience. But is this really the case?

2 Note that the dependent variable was a PSS judgment. Thus, based on these results, users will
notice the delay if one of the feedback modalities exceeds the latency thresholds. If and when
the participants perceived an asynchronicity between the two feedbacks was not assessed.
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4 Empirical Evidence for the Perception of Latencies Below 100 ms
and their Impact on HCI

Within recent years, there has been a considerable growth of studies examining latency
effects in HCI even below the 100 ms threshold, possibly also because of increasing
technical potentialities (e.g., high-speed cameras). In several studies, system latency was
experimentally varied and perceptual limits were tested by applying classic psycho‐
physical methods (i.e., estimating the just noticeable difference regarding perceived
latency between two identical tasks with different latencies). These studies, which are
presented in the following, indicate that users are indeed able to perceive latencies well
below 100 ms. In addition, other studies show that even such small latencies can have
negative effects on user performance – even when the latencies are below the percep‐
tional threshold. Moreover, influencing factors on the perception of latencies are inves‐
tigated, implying that latency perception is dependent on user and task variables.

During a digital inking task using a stylus [2], users were able to perceive latencies
between input (i.e., the touch of the stylus on the screen) and visual feedback (i.e., the
appearance of the digital ink) down to 50 ms with slightly higher perception thresholds
for tasks that require more attentional resources (i.e., cause a greater workload). In a
direct dragging task on a touchscreen, users were even able to notice latencies down to
11 ms [10], 6 ms [27] and even down to 2 ms under specific circumstances [25]. And
even in a direct tapping task on a touchscreen (i.e., button press) where relatively few
data are available to make latencies salient, a perceptional threshold of 64 ms was
found [18].

So far, these results all refer to zero-order tasks. Zero order is one type of control order,
that is, the way that the system responds to a change of the position of the control [34]. In
zero-order tasks, a change in the position of the control (e.g., the mouse on the mousepad)
leads to a change in the position of the displayed system output (e.g., the cursor on the
screen; [17, 34]). In contrast, first-order control tasks require velocity control [34]. Here, a
change in the control position leads to a constant change of velocity (e.g., a button press
on a DVD remote control to raise up the playback speed to 2x). Finally, second-order
control tasks deal with a change of acceleration (i.e., changes in the rate of velocity) and
require more cognitive resources than zero- and first-order control tasks. One example in
the field of vehicle control is the relationship between steering wheel position and the
vehicle’s lateral position in the lane. Here, a constant change in the steering wheel position
leads to an increasing rate of change in the lateral position [34]. In second-order tasks,
when the input is set to zero, the output continues to change and is not instantly set to zero
as it is the case in zero- and first-order tasks [17]. Such a more demanding, second-order
task was applied in an own study [22]. Using a virtual balance task, it has been shown that
performance was already impaired by an added latency of 49 ms (technical base latency:
10.8 ms). However, participants perceived only the added latency from 97 ms on. Hence,
even though users were not able to perceive the latency, it had an effect on their performance.

The effect of latency on user performance was also examined more closely in
recent years. For instance, Brady et al. [4] applied an indirect mouse movement task
and found that an added latency of 33 ms significantly impaired user performance.
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In a pointing task, latency began to affect performance at 16 ms [14]. In a 3D game
environment, a latency of 41 ms impaired user performance in an aiming task [16].

5 Factors Affecting Latency Perception

The studies presented so far were concerned with identifying latency thresholds for
perception and performance. Other studies examined effects of influencing factors on
latency perception, suggesting that latency thresholds are not cast in stone, yet, are
system-, task- and person-dependent. Hence, a key task from an engineering psychology
perspective is to structure relevant variables affecting latency perception. In the
following, empirical results as well as assumptions regarding (1) system characteristics,
(2), task characteristics, and (3) person characteristics will be discussed.

First, concerning system characteristics, different input modalities can be distin‐
guished. When comparing direct (e.g., via touchscreen) and indirect input (e.g., with
conventional input devices such as a mouse), sensitivity to latencies is higher in direct
interaction [10, 26]. This can likely be ascribed to a higher salience of the latency because
the visual attention is located within the same place as the system input. Another factor
is the output modality: The latency perception thresholds differ with respect to the
modality of the feedback after a virtual button press. Users are extremely sensitive to a
latency in tactile feedback (when compared to audio and visual feedback) when the input
is also tactile [19, 20]. According to Seow [29], a tactile feedback after a virtual button
press is very similar to the press of a real physical button, therefore the user expects an
instantaneous response and might be more sensitive to interaction delays. Moreover, the
number of feedbacks seems to play a role in latency perception. When two feedbacks
are provided in contrast to just one, latency sensitivity is lower [18, 20, 28]. One explan‐
ation for this effect might be an additional information-processing step which is needed
to integrate the two feedbacks [25], however, this remains speculative at the present
time. In visual dragging tasks, the size ratio between physical reference and visual feed‐
back affects latency perception. If the size of the physical reference (e.g., a stylus nib)
and the visual feedback are more similar, latency perception is improved [25]. Possibly
this can also be attributed to the higher similarity to an interaction in the physical
world [29].

Second, regarding task characteristics, an important factor that has already been
incorporated in guidelines is task complexity. By experimentally varying task
complexity, two studies found that users perceive smaller latencies in simple tasks (i.e.,
dragging tasks) compared to slightly more complex, thus, demanding tasks (i.e., scrib‐
bling tasks; [2, 25]. Moreover, interaction speed affects latency perception in dragging
tasks. The faster the user’s hand motion in a dragging task, the better the latency percep‐
tion [26]. This finding is attributed to the visual effect of a fast hand motion in a dragging
task which creates the illusion that the displayed square is “attached to a rubber band to
the user’s finger” ([26], p. 453). This effect makes latency visible and salient to the user.
The latency perception model [1], which describes the process of latency perception,
postulates that the user utilizes a referent to make latency judgments. More specifically,
a referent is a stimulus within the interaction (e.g., a stylus nib, the user’s finger) that
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the user compares to the system response to evaluate the latency magnitude [1]. One
example is the user’s hand in a dragging task as described before [26]. According to [1],
the presence of a referent affects latency perception. If the hand is made invisible and
can therefore not be used as a referent, latency sensitivity is diminished in a scribbling
task [2]. Further, the modality of the referent is discussed as a factor influencing latency
perception [1].

Finally, regarding person characteristics, domain specific experience seems to be an
important factor for the perception of latencies. The experience with highly dynamic
computer games (i.e., action games, racing games, first person shooter games) was found
to correlate positively with latency perception in a dragging task [13]. Experience with
a specific musical instrument might also affect the perception of audio latencies when
playing it [21]. Moreover, age has been suggested as a factor affecting latency percep‐
tion, with younger users perceiving smaller latencies than older users [21]. Closely
connected to task complexity is cognitive load. The higher the task demands (e.g.,
because of higher task complexity, secondary tasks or environmental variables), the
higher the user’s cognitive load. This factor has been discussed with respect to latency
perception in several studies [2, 19, 25].

6 Conclusion and Implications

To conclude, while several design guidelines recommend a maximum latency of 100 ms
for an optimal user experience in basic interactions, empirical results suggest that latency
thresholds for different tasks lay substantially lower. Users are indeed able to perceive
latencies down to single milliseconds in specific tasks. Moreover, performance in zero-
order and more demanding second-order tasks already gets impaired by latencies
between 16–60 ms. Therefore, the lower boundary of 100 ms as mentioned in several
design guidelines appears outdated. Especially interactions that are very similar to phys‐
ical interactions require substantially smaller maximum acceptable latencies. Further‐
more, several factors affect latency perception and consequently user performance and
tolerance. Hence, a need for updated, evidence-based latency guidelines incorporating
system-, task-, and person characteristics emerges.

The literature review revealed further implications. First, the majority of tasks that
were utilized in empirical investigations on latency perception were zero-order tasks.
However, latency can also impair user performance and experience in first- and second-
order tasks. Especially in the emerging field of human-robot-interactions, virtual envi‐
ronments and remote-controlled systems, influences of latency should be further inves‐
tigated in more complex tasks. Second, the study of factors affecting latency perception,
user performance, and user experience needs to be intensified. Besides replicating
previous studies and examining several variables more deeply (e.g., domain-specific
experience, learning effects, attentional focus, motivational aspects), this also involves
assessing age-diverse samples with varying usage experience of the utilized devices and
highly dynamic computer games. Moreover, with technical progress aiming at increas‐
ingly reducing latencies, users likely get accustomed to hardly perceivable delays. This
could lead to a higher sensitivity for very short latencies in users with much experience
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with such modern systems and is probably one factor why guidelines from the 20th

century are not applicable anymore.
Updated latency guidelines that give specific recommendations for different user

groups and use cases will constitute a fruitful information source for interaction
designers and system engineers and will enable a more precise and differentiated eval‐
uation of the question: Is zero-latency really necessary?
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Abstract. The U.S. Air Force envisions future applications in which a single
human operator manages multiple heterogeneous unmanned vehicles (UVs). To
support this vision, a range of play-based interfaces were designed by which an
operator can team with autonomy (consisting of several intelligent agents/serv‐
ices) to manage twelve air, ground, and sea surface UVs performing security
defense tasks for a simulated military base. To enable flexible delegation control,
the interfaces were designed to enable the operator to use one or more of three
control modalities in calling and editing plays that define UV actions. Specifically,
each step defining a play could be completed: (1) manually, via mouse/click
inputs, (2) by touching a touchscreen monitor, or (3) via speech commands. This
paper reports results relevant to input modality from two experiments where
operators were free to choose which modality to employ. Operators overwhelm‐
ingly used the mouse compared to the touchscreen or speech and were faster and
more accurate with the mouse. Subjective data also favored the mouse modality
with operators commenting that it was more intuitive to use with the play calling
interfaces. Results are discussed and recommendations for further multimodal
research are provided.

Keywords: Multimodal interfaces · Unmanned systems · Autonomous vehicles ·
Speech recognition · Touchscreen

1 Introduction

Multimodal interfaces have the potential to enhance human-autonomy interaction. For
example, system inputs made with speech, gesture, and touch leverage natural human
communication capabilities. Thus, multimodal interface concepts should be evaluated
in conjunction with other technology advancements towards enabling single operator
management of multiple heterogeneous unmanned vehicles (UVs). The Air Force
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Research Laboratory (AFRL) recently led a multi-service effort to integrate several
autonomy advancements into a control station prototype referred to as “IMPACT”
(Intelligent Multi-UxV Planner with Adaptive Collaborative/Control Technologies) [1].
The interfaces in the IMPACT system were designed to support a wide spectrum of
human-autonomy control of multiple UVs (air, ground, and sea surface) as they perform
dynamic security mission tasks defending a simulated military base [2]. At one extreme,
the operator calls “plays” that define the actions of one or more UVs. With this play-
based adaptable automation approach, the operator can quickly task UVs by specifying
high level commands indicating the play type and location, and the autonomy determines
all other parameters. For example, when an IMPACT operator calls a play to achieve
air surveillance (play type) on a building (location), an intelligent agent recommends a
UV to use (based on estimated time en route, fuel use, environmental conditions, etc.)
and a cooperative control algorithm provides the quickest route to get to the building
(taking into account no-fly zones, etc.). At the other end of the control spectrum, the
operator can manually control UV movement with keyboard/mouse inputs or build plays
from the ground up with minimal autonomy assistance. Between these two extremes of
the control spectrum, the operator makes more inputs to the play, for instance specifying
parameters and constraints that the autonomy may not be aware of (e.g., current visibility
which can drive UV/sensor payload choice).

Besides providing the operator flexibility on the degree to which the autonomy assists
with UV control, the interfaces in IMPACT were also designed to provide the operator
flexibility in terms of which control modality could be employed to make inputs [1].
Specifically, plays could be called or edited: (1) via mouse/click inputs, (2) by touching a
touchscreen monitor, or (3) via speech commands. These multimodal inputs support the
overarching architecture that allows the operator to flexibly interact with autonomy at any
time, employing any of the three control modalities. In other words, the interfaces were
designed to support all three modalities for each step in utilizing the play-based interfaces.
This approach was based on past research that has shown that most users prefer interfaces
that are multimodal versus unimodal (e.g., 56–89% of users in an evaluation comparing
spoken, written, and combined pen/speech input [3]). This preference reflects a number of
advantages of having multiple control modalities available. First, the operator may prefer
selecting which modality to employ, even alternating between input modalities to capi‐
talize on the advantages of each modality [4]. Having multiple modalities available helps
prevent the overuse of any individual mode. Also, some modalities may be more aligned
with certain types of tasks or environmental situations [5]. For instance, making inputs with
speech commands may not be ideal if the operator is involved in conversations or is in a
noisy environment. Certain types of information are less amenable to vocal specification
too (e.g., temporal relationships) [6]. Having multiple modalities available also allows the
operator to leverage knowledge and past experience with respect to when and how to
deploy a modality for the most efficient and accurate inputs [4].

Past research supports the use of multimodal interaction in UV applications. The
utility of touch [7], speech-based input [8, 9], and “spatial dialog” (a combination of
speech and touch input [10]) has been examined for single air UV control. In multi-UV
control research by Levulis and colleagues [11], participants supervised a team of three
air UVs and two manned helicopters traveling towards a landing zone to deploy ground
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troops. Results showed that both touch and multimodal (touch and speech) input condi‐
tions were better than the speech-only condition in terms of task performance and
subjective ratings of workload, situation awareness, and input usability. Their tasks
focused on the input modality for monitoring and reporting status (e.g., classifying
photographs, responding to instrument warnings, and addressing task queries), in
contrast to the present research that emphasizes play-based UV control.

For play-based interfaces that establish respective human/autonomy roles in task
completion, prior research has also shown the benefits of multimodal input. In a simu‐
lation demonstration of multiple input methods (keyboard/mouse, touch, and speech)
for calling single air UV plays, pilots commented that the use of speech input was a
natural method, but multimodal options should be available since certain tasks lend
themselves to one mode versus another [12]. There were, however, concerns about the
vocabulary training and memory requirements if the number of plausible plays and
associated parameters is large. Additionally, speech commands should have a mean‐
ingful relationship (e.g., semantic) to their resulting actions [13].

Multiple air UVs were successfully controlled via plays called with speech recog‐
nition in a flight demonstration of a delegation control interface used in an urban mission
scenario. Mean reaction time to mission events was significantly shortened with speech
recognition, reflecting the ability for the operator to bypass cumbersome menu control
steps [14]. This was viewed as especially advantageous during time critical mission
phases. Similar advantages for play-based speech control were found in a simulation
evaluation comparing multimodal inputs for control of three air UVs [15, 16]. Partici‐
pants could either call plays with speech or by performing drag/drop actions to move
symbology with the mouse or finger into “activity windows” used to construct plays for
one or more UVs. Data on which control modality was used most frequently was not
reported. However, participants commented that even though the ability to employ
multiple input methods was useful, input would be even more flexible if the operator
could switch between modalities while calling a single play. In other words, all modal‐
ities should be available in specifying a play such that the operator can flexibly switch
between methods on a step-by-step basis [17].

The present paper will describe the multimodal play-based control approach used in
two recent experiments employing the IMPACT simulation (Fig. 1).

Fig. 1. IMPACT simulation
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Across the experiments, data were collected from fourteen participants familiar with
unmanned vehicle operations and/or base defense missions. Operators received briefing
and training, including multimodal control practice, for base defense mission related
tasks involving simulated air, ground, and sea surface UVs. Each of the two experiments
will be described separately, followed by a summary discussion. For each experiment,
an overview of the play-based interfaces and methodology will be provided. This will
be followed by report of the results that specifically pertain to which modality (mouse/
click inputs, touch, or speech) was employed when interacting with the play-based
interfaces, as well as other modality relevant objective and subjective data. However,
first a brief overview of key elements of the play-based interfaces will be provided as
well as methodology details common across the two experiments.

2 IMPACT Play-Based Interface Approach

Given that the previous research [12–17] supported relatively few plays (and primarily
a single UV type), extensive development was required to implement play-based inter‐
faces in IMPACT for heterogeneous UV control (see [2, 18]). The design and imple‐
mentation process was incremental. Experiment 1 provided only a few play-based inter‐
faces to control 6 UVs. In contrast, Experiment 2 featured refinements for the interfaces
utilized in Experiment 1, as well as additional interfaces to better support control of 12
UVs. The differences in play-related interfaces between the experiments will be
described in Sects. 3 and 4. As an introduction, this section provides an overview of
common elements (see [2, 18] for more details).

2.1 IMPACT Simulation

In both experiments, operators sat at the IMPACT control station supported by an AFRL
developed Fusion software framework for coordinating the communications from
multiple systems and software components (for more details, see [19]). The control
station was designed to support simulated single operator management of multiple
heterogeneous UVs performing a base defense mission. (The mission details and tasking
were informed by an earlier cognitive task analysis [20].) The operator’s key task was
to respond to mission events that required the reassignment of one or more UVs from
normal patrol to instead either investigate a threat or perform other defensive measures
(e.g., surveil the ammo dump every 30 min).

The control station for both experiments contained a keyboard, mouse, foot-pedal
(for push-to-talk speech control), and a Plantronics GameCom Commander headset with
boom microphone (for speech input and audio feedback). (Experiment 2 contained an
additional foot-pedal for radio communication with a confederate sensor operator.) Both
experiments employed four monitors (Fig. 1). The top center monitor presented a
Tactical Situation Display (TSD) that included a geo-referenced map showing the loca‐
tions of each UV and its associated on-going patrol route (white symbology, with gray
UV symbols), route if under manual control (dark gray), or ongoing play. Symbology
for each different play was presented in a unique color; if the play involved multiple
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UVs, all the UVs and respective routes were presented in the same color. Lines depicting
routes were coded to differentiate ongoing patrol and plays (solid lines) from plays being
developed (dashed lines).

Both the left and right monitors were considered auxiliary displays (Fig. 1). The left
monitor presented “help” information related to the mission and the right monitor
presented imagery from each UV’s sensor (simulated via SubrScene Image Generator;
www.subrscene.org/). While operators were presented payload information (as well as
symbology showing each sensor’s field-of-view on the map), the operators’ responsi‐
bility in both experiments was to manage the movement and tasking of the UVs. Oper‐
ators were briefed that a remotely located sensor operator (simulated in Experiment 1)
was tasked to monitor and interpret the sensor imagery and that assessment information
would be communicated from the sensor operator and/or commander via chat (and/or
radio in Experiment 2).

The lower center sandbox (touch sensitive) monitor (Fig. 1) presented elements of
the TSD, as well as several interfaces pertaining to play calling and management. This
monitor provided a workspace for operators to interact with the UVs and autonomy
support without obscuring the current state of the world (which was always visible on
the TSD). Interactions involved either keyboard/mouse/touch inputs to manually control
a UV’s movement (Experiment 2 only) or play-based interfaces to call and edit single-
and multi-UV plays. In both experiments, three input modalities (mouse/click, touch,
and speech) were implemented for operators to interact with the play-based interfaces.
All three input modalities were identical in terms of the control actions initiated, as well
as other control station feedback.

2.2 IMPACT Control: Pictorial Symbology and Speech Commands

Concise symbology (illustrated in Fig. 2) was used on the sandbox’s map and play
interfaces to represent each UV and play type [18]. Each UV symbol was shape coded
(e.g., air: plane form, ground: wheeled rectangle, surface: finned pentagon). Each play
type was depicted by a circle with inner pictorial symbology representing the UV(s)’
task (e.g., plus sign to surveil either a point/location, line for road, and square for an
area). The UV(s) associated with each play was represented by both shape and location
coding on the play icon’s surrounding circle (e.g., air UV upper left versus ground UV
lower left). Concise symbology was also designed to represent many play-related details

Fig. 2. Sample UV and play icons and associated speech commands
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(Fig. 2) such as the target size, current environment, play priority, and what factors/
constraints are pertinent to the play [18].

Each pictorial symbol utilized in the play-related interfaces presented UV/play
related information and acted as a control element to initiate the play. Selecting the
symbol with either a mouse click or single finger touch and release (“lift off” or “last
contact” touching) changed the UV/play functioning in some manner, affording the
operator the advantages of direct perception [21] and manipulation [22]. With these two
manual input modes, the operator directly acted on the object of interest.

To implement the speech input mode, a companion speech command (either a word
or phrase) was determined for each manual input. To illustrate, Fig. 2 provides the speech
commands for a sample of icons used in the play interfaces for specifying play type and
detail. During experiments, speech command reference information was displayed on
the left auxiliary monitor. (In Experiment 1, the speech system had a vocabulary of 84
words and was capable of recognizing and parsing 2160 phrases. The system was
expanded in Experiment 2 to 322 words with the capability of recognizing and parsing
tens of millions of phrases.) In both experiments, a push-to-talk (PTT) approach was
used to differentiate speech commands issued into a headset from other auditory commu‐
nications. Operators signaled the Sphinx speech recognition system [23] to start
processing the verbal input by either depressing a pedal on the floor or by clicking or
touching a bar on the lower monitor. After the PTT switch was released, operators could
confirm if the command was recognized from the auditory and visual feedback provided.
(The visual feedback was presented on the PTT bar for 2 s before fading away and also
displayed in a scrolling chat window exclusively dedicated to speech interaction).

2.3 IMPACT Familiarization for Experimental Participants

Experimental sessions began with operators completing a demographics questionnaire.
Next, operators were given a simulation overview describing the project’s goals and
introducing the concept of play calling. Operators were then seated at the IMPACT
station and given a mission briefing that included:

• A description of the UVs they would be controlling, how each UV, its route, and its
sensor footprint were represented on the map, and the tasks that each UV was respon‐
sible for performing in support of base defense operations.

• An overview of the base they would be defending including the base’s perimeter,
sectors, critical facilities, patrol zones, and the named areas of interests in the area
immediately surrounding the base.

• An explanation of their role as a multi-UV operator supporting base defense opera‐
tions: in response to chat messages from a remotely located commander and sensor
operator (played by confederates), they would be assigning high-level tasks to the
UVs while the autonomous system components flew, drove, and operated the UVs.

The experimenter then provided the operator with a high-level description of the
IMPACT interfaces. A detailed explanation of how plays could be called by using speech
commands and/or clicking or touching icons designating play types and details was
given, followed by providing time for operators to interact with the system until they
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reported being familiar with the various interfaces and three input modalities. Additional
methodological details are provided in the next two sections.

3 Experiment One

The first experiment was designed to evaluate the initial IMPACT interfaces in a 20-
minute trial, as well as identify potential design improvements. Operators were provided
13 plays to task six UVs (three air, two ground, and one sea surface) in performing the
base defense mission. Operators called plays using either speech commands (e.g., “air
surveillance”) or making touch or mouse click inputs on a Play Creator interface
(Fig. 3a). Once a play was initiated, operators selected a play location either with a
speech command (e.g., “at the flight line”), from a dropdown menu of previously iden‐
tified points, or by clicking on the map (see Fig. 3b). Further play details could be
specified with speech commands and mouse/touch inputs by expanding the interface to
show additional views of play-related options (Fig. 4). The operator could also view a
list of active plays and the progress of plays related to several parameters. For more
detailed descriptions of play calling and monitoring interfaces, as well as methodology
and evaluation results, see [20].

Fig. 3. Play Creator interface. (a) icons/buttons for each of Experiment 1’s thirteen plays. (b)
methods for identifying play location [20]

Fig. 4. Play Creator interface: Sample mechanisms for autonomy and operator to communicate
UV and other constraints and details used in generating play plans [20]
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3.1 Method

Participants. Seven volunteers from a U.S. Air Force Base participated. Three
operators had prior experience flying UAVs (Predator, ScanEagle, Global Hawk,
Shadow) as well as manned aircraft. Four operators were active Air Force security
force personnel with experience conducting base defense operations in deployed
environments (Afghanistan, Germany, Iraq, Kuwait, and Saudi Arabia). All opera‐
tors were male and reported normal or corrected-to-normal vision and normal
hearing.

Equipment. Six computers were used for IMPACT in Experiment 1 (a Dell T5610 &
five Dell R7610 s running Windows 8.1). One computer ran IMPACT and the AMASE
(AVTAS: Aerospace Vehicle Technology Assessment and Simulation - Multi-Agent
Simulation Environment) vehicle simulation (used to simulate the UVs). One computer
ran the test operator console and simulation for simulated entities in the sensor videos
(Vigilant Spirit Simulation [25]), three computers ran two simulated (SubrScene) sensor
videos, and one computer ran an XMPP (Extensible Messaging and Presence Protocol)
Chat server for simulated communications. This IMPACT version used four 68.58 cm
touchscreen monitors (Acer T272HUL; usable touch screen area: 59.69 × 33.66 cm;
2560 × 1440 resolution; tilted 45° from horizontal).

Procedure. After the general overview of the IMPACT simulation, mission-related
tasks, and input modalities available for play calling, operators received a detailed
briefing on the play-related interfaces available in Experiment 1. Next, training focused
on providing operators with experience with each input modality. Operators received
12 chat messages asking them to call a play using a specific modality (e.g., “Using
speech, call an air surveillance at Point Alpha”). Table 1 lists the exact sequence of
twelve plays operators were asked to call during this portion of the training as well as
the modality operators were instructed to use (4 plays for each modality).

Table 1. Play calling modality training

Method Play
Speech Air surveillance at point alpha
Speech Normal full coverage patrol
Speech Ground inspect at route brave
Speech Air expanding square at point charlie
Touch Air sector search at point alpha
Touch Surface parallel search at area delta
Touch Air parallel search at area bravo
Touch Ground inspect at point charlie
Mouse Air ground surveillance at point bravo
Mouse Air inspect at route charlie
Mouse Air surface parallel search at area delta
Mouse Go highly mobile at point alpha
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Operators were then trained on how to specify constraints, vehicles, and details when
calling and/or editing a play. For all three input modalities, operators were asked via
chat messages to call a specific play (e.g., “Using speech, call an air surveillance on
Point Alpha, set sensor to EO, and optimize for low impact”), then make edits to the
ongoing play (e.g., “Change the loiter type to a figure 8”). If an operator made a mistake,
the experimenter provided feedback and the operator tried again until he had successfully
completed the correct action. On average, training lasted one hour and was followed by
a short break before the experimental scenario.

The goal of the 20-minute experimental scenario was to provide operators with the
opportunity to exercise all of IMPACT’s capabilities within a realistic base defense
scenario. Operators were informed that the scenario would begin with an air UV inves‐
tigating a suspicious watercraft with all other UVs on a high alert patrol. Table 2 lists
the exact sequence of mission events that occurred. Operators were instructed to respond
to each chat message by calling one or more plays that best addressed the event. Oper‐
ators were free to choose which of the three input modalities to employ in completing
each step of the play calling process.

Table 2. Sequence of Mission Events

Event Description
1 Operator receives a chat message from the sensor operator that the unidentified

watercraft is a fishing boat
2 Operator receives a chat message from the commander to resume normal base defense

operations/patrols.
3 Intelligent agent recognizes a serendipitous surveillance opportunity (an air UV is near

a critical facility) and recommends a play (air surveillance at the critical facility) to
the operator.

4 Operator receives a chat message from the commander to send an air UV to point
charlie and to instruct other UVs to go highly mobile in response to a patrol reporting
smoke at point charlie.

5 Operator receives a chat message from the sensor operator to send a ground UV to
point charlie to get a better look.

6 Operator receives a chat message from the commander to provide the ground UV
headed to point charlie with an air UV overwatch.

Once the experimental scenario was completed (approximately five plays called),
operators completed paper questionnaires on the overall IMPACT system and its
components. Then a semi-structured interview was conducted to capture additional
feedback on IMPACT and its associated technologies including the three different input
modalities. The entire procedure lasted approximately 3.25 h.

3.2 Results

Of the seven individuals who participated in the study, six completed the training and
mission in the allotted time. Due to unanticipated time restrictions, the seventh operator
was unable to complete the study and was eliminated from the data analysis. Due to the
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small number of participants, UV operators and security force personnel data were not
analyzed separately.

Subjective feedback on touch and speech was mixed. In general, operators seemed
to like the idea of being able to execute plays via touch and speech. However, operators
expressed concerns about the touchscreen’s lack of precision (an operator might touch
an icon three times before the system registered it) and the speech system’s poor accu‐
racy (an operator might utter the same command several times before it was recognized;
the word error rate was 21.95% for in-grammar utterances).

Objective data were collected on the modality (mouse, touch, or speech) that opera‐
tors used to call plays during the experimental mission (when operators choose which
input modality to employ). Operators used the mouse much more frequently than touch or
speech (see Fig. 5). Note that data for ‘speech’ is labeled “Speech/Mouse Confirm”
because when operators used speech during the mission, they always used it in conjunc‐
tion with the mouse: operators would initiate a play call with a speech command but
execute the play by clicking the checkmark with the mouse instead of saying the speech
command “Confirm” to execute the play. Actually, only two operators employed the
speech modality during the experimental trial, and a different operator (only one)
employed the touch input modality. Operators made a higher percentage of major errors
(defined as failing to complete a play) when using touch than mouse or speech (see Fig. 5).

Fig. 5. Number of plays attempted and number of errors by input modality

Operators were also faster at completing plays using the mouse as compared to using
touch or speech (Fig. 6a). However, this difference most likely reflected the reported
problems operators had with touch input. In fact, when only plays correctly completed
(i.e., no major errors) were examined, the mean difference between time to complete a
play with the mouse and speech was just 2.5 s (see Fig. 6b). Note that operators never
correctly completed a play using touch input.

Operators overwhelmingly used the mouse input modality compared to the touch or
speech, and were faster and more accurate with the mouse as well. Several factors may
have contributed to these results. Multiple operators had difficulties with the touchscreen
registering inputs, but commented that if the touchscreen had worked better they would
have been more likely to use it. For example, one operator stated, “Touchscreen could
be extremely intuitive and quick if implemented correctly.”
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Fig. 6. Mean time to complete a play call by modality: (a) all plays, (b) plays called correctly.
(Error Bars are the standard deviations.)

Several operators also spoke favorably of the speech input modality, especially the
security force personnel, who mentioned that the speech commands were very similar
to the dispatch calls they make during security force operations. However, this prefer‐
ence was not reflected in performance, as operators used the mouse more than speech
to call plays. Several operators commented that they weren’t completely familiar with
the speech vocabulary, suggesting inadequate training. In the end, operators may have
chosen to use the mouse modality due to its reliability; clicking a play icon with the
mouse consistently resulted in the desired action, while touching a play icon or issuing
a speech command often failed to register an input.

3.3 IMPACT Modifications

Based on the results of Experiment 1 (see Sect. 3.2), several modifications were made
to improve IMPACT’s touch and speech input modalities. For touch input, the main
concern was that the sizes of selectable areas were too small (e.g., for play icons in
Fig. 3a: 6.35 mm diameter circles with 1.59 mm separation). Although smaller targets
(1.7 mm) were selectable in earlier research [26], MIL-STD-1472G [27] recommends
a 15.2 × 15.2 mm area. To help aid play icon selection in Experiment 2, the diameter of
the play icon’s selectable area was increased slightly (7.94 mm diameter). Additionally,
the touchscreen was replaced with a slightly larger one positioned at a lower tilt angle
(see Sects. 3.1 and 4.1).

For the speech modality, the finite grammar was dramatically expanded to allow
hundreds more ways to say things, resulting in a large increase in flexibility and natural‐
ness. Commands were also added to support a more complex mission (i.e., more UVs,
larger variety of play types, and ability to specify play details with speech). By modifying
the speech pipeline, the operator in Experiment 2 could change symbology clutter level
with speech and issue verbal queries to autonomy (e.g., “which vehicle can get to the flight
line the fastest?” followed by aural and text responses). This process attempted to strike a
balance between flexibility and accuracy, as changing from a closed- to an open-language
vocabulary can increase recognition errors dramatically. Besides this expansion of the
speech system language model, the acoustic model was changed, based on extensive testing.
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4 Experiment Two

Besides the modifications described in Sect. 3.3, the simulation and play-based inter‐
faces were expanded to provide operators 25 base defense related plays, in addition to
two types of patrols. The assets were also increased to 12 UVs (four each of air, ground,
and sea surface), with more variety in payload, including some with weapons. This
involved making many changes to the symbology and interfaces used in Experiment 1,
besides the modifications prompted by the operators’ comments. Figure 7 illustrates the
revisions made to the interfaces used in Experiment 1 to call a play and support operator-
autonomy communications on play details. For more details on the interfaces for play
calling and monitoring, see [24].

Fig. 7. Play Calling and Play Workbook used in Experiment 2 [24]

In addition to revising the interfaces used in Experiment 1, additional play based
interfaces were added. Two of them provided other means to employ mouse and touch
input modalities. One interface termed “radial menu” allowed operators to call plays
directly from the map, instead of utilizing the play-calling interface illustrated in Fig. 7a.
When the operators selected a location on the map (Fig. 8a) or a UV on the map (Fig. 8b),
a radial menu appeared consisting of only the play options relevant to that location or
UV (e.g., no ground based plays if a sea surface UV selected). The radial menu appeared
with a right click of the mouse or if the operator touched the screen with a finger,
continued the touch (i.e. lingered), and released upon feedback (white square presented)
that the selection was registered.

The second additional play-calling interface was available in a task manager that
maintained a list of tasks to be completed based on prompts in the chat window and
previously defined (quick reaction checklist) steps for addressing certain mission events.
As shown in the illustration (Fig. 9), the top row contains the mission prompt from chat
(“Unidentified Watercraft…”) and each row below it shows established tasks that should
be performed in response to such an event. Selecting each of these rows (a single touch
and release, signaling left mouse click) called up a row below it that either displayed
more detailed task text or a play button to select and call up the corresponding Play
Workbook (Fig. 7b) to further support the play calling.
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Experiment 2 also featured added interfaces that provided operators with further
insight into the rationale of the plans generated by the autonomy for plays as well as the
status of plays under development. These interfaces primarily presented information to
the operator to monitor play calling and execution and are of less interest to this input
modality-focused discussion. (For further details, see [2, 18, 24].)

In Experiment 2, the IMPACT prototype was compared to a baseline system (repre‐
senting current state-of-the-art [25] that did not have play-based interfaces, including
speech control. Four 60-minute experimental trials were conducted, two trials with each

Fig. 8. Illustration of radial menu when: (a) UV selected or (b) location selected

Fig. 9. Illustration of task manager that provided a mechanism for calling plays with mouse and
touch input modalities
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system with the trials varying in mission complexity (number and timing of mission-
related tasks). Trials were blocked by system and counterbalanced. Only data from the
two trials conducted with the IMPACT system were relevant to exploring operators’
modality choice when making inputs into the play-based interfaces.

4.1 Method

Participants. Eight volunteers with relevant military experience participated in this
study, four active duty and four who had previously served. Six operators had prior
experience piloting air UVs (Global Hawk, Predator, Reaper, Scan Eagle, Raven), one
operator was a former Predator/Reaper SO, and one operator was an experienced
security force and base defense expert. Seven operators were male (one female) and all
operators reported normal or corrected-to-normal vision, normal color vision, and
normal hearing. Operators’ mean age was 43.6 years (SD = 10.84).

Equipment. The experimental configuration was expanded to four stations: the C2
Operator Station, the Sensor Operator Station, the Test Operator Console, and the Simu‐
lation Station. The Simulation Station used a Dell Precision T5400 and ran One Semi-
automated Forces (OneSAF), a simulation tool that generated all friendly, neutral,
unknown, and hostile forces during the experiment, with the exception of the UVs. The
C2 Operator Station and Test Operator Console each used a Dell Precision T7910 while
the Sensor Operator Station used a Dell Precision T5600. The C2 Operator Station,
Sensor Operator Station, and Test Operator Console had identical monitor setups, with
three Acer T272HUL LED touchscreens (2560 × 1440) and one (lower center) Sharp
PN-K322B 4 K Ultra-HD LCD touchscreen (usable touchscreen area: 69.79 × 39.26 cm;
3840 × 2160 resolution; tilted 42° from horizontal). Three Dell Precision R7610 located
in a different room provided the sensor feeds for the UVs (four feeds per machine).

Procedure. Operators received briefings and training, as described in Sect. 2.3, as well
as training on the play-based interfaces added in Experiment 2. Practice trials were also
conducted to provide operators familiarity on how mission events would be prompted
(chat window and over the headset) and how to respond in trials featuring IMPACT
play-based interfaces versus the baseline system (the latter not described here). In addi‐
tion to how to respond to mission events, operators were familiarized with how to
accomplish anti-terrorism measures assigned at the beginning of each trial (e.g., image
four sides (“360”) of a certain building at a set interval (accomplished by calling point
inspect plays in a timely manner)). There were also other base defense tasks added in
Experiment 2 (such as to provide a ground vehicle scout ahead coverage with an air
UV), in addition to queries issued by the commander through chat (e.g., “How long
would it take to get a Show of Force at Gate 3 in place?”). For most queries, it was more
efficient for operators to issue speech commands to the autonomy, asking for relevant
information to answer the query. Training to address all these tasks took an entire day
to accomplish. On a second day, after refresher training, the four experimental trials
were conducted and several debriefing questionnaires were administered.
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4.2 Results

Operators’ performance was better on multiple mission performance metrics with the
IMPACT system as compared to the baseline system. For instance, operators were able
to execute plays using significantly fewer mouse clicks with IMPACT compared to
baseline. Operators also rated IMPACT higher on usability than the baseline. Detailed
results will be published elsewhere [24]. Here, results will focus on operators’ use of
the three input modalities (mouse/click, touch, and speech).

In that Experiment 2’s focus was on evaluating the IMPACT and baseline systems,
operators were not asked to compare the modalities in questionnaires. Figure 10 illus‐
trates this point by showing data from three Likert Scales addressing IMPACT features
with respect to: how easy to use, how quick to learn, and potential value for future multi-
UV operations. (Likert scales were five-point, ranging from ‘Strongly Disagree’ to
‘Strongly Agree.’) The administered questionnaire specifically had items addressing
touch and speech input modalities. However, there was not a specific scale for mouse
input. In Fig. 10, data for the mouse input modality are estimated from the scale for the
Play Calling interface (Fig. 7a), as the experimenter observed that none of the operators
used touch to interact with this interface. It cannot be determined, though, if the opera‐
tors’ ratings reflect the mouse modality and/or other features of the play calling interface
(e.g., arrangement of play icons in the rows).

Fig. 10. Ratings related to each input modality

Four operators reported that there were difficulties making inputs with touch (e.g.,
citing lack of confidence and its sensitivity to “fat fingers”). One operator reported that
after employing the mouse input, it didn’t make sense to change to another modality.
Comments pertaining to the speech input (from three operators) mentioned its unrelia‐
bility and restrictive syntax. The word error rate was 23.38% for Experiment 2 (for in-
grammar utterances). This error rate was only slightly better (~1.5%) from that achieved
in Experiment 1, despite increases in both vocabulary and phrases. The word error rate
across all utterances, both in-grammar and out-of-grammar, was 34.26%.

The degree to which operators did not employ touch and speech input is further
illustrated in Fig. 11 that shows the number of plays called with each type of play inter‐
face, as well as the modality employed (given all interactions with the radial menu, play

Evaluation of Interface Modality for Control of Multiple Unmanned Vehicles 29



tile, and task manager were made with the mouse). Of the 388 play calls made during
Experiment 2, only three used speech commands and none were made using touch input.
These data also suggest that operators did not switch between modalities in completing
steps in the play calling process. In fact, the tendency to use the mouse to confirm the
speech input reported in Experiment 1 was not observed in Experiment 2. Rather, two
operators who employed speech failed to make the confirmation response immediately
after calling the play verbally (leaving the Play Workbook open for that play while
calling other plays and then eventually closing the workbook for the verbally-called
play), escalating the play calling completion time (mean = 14.23 min).

Results depicted in Fig. 12 show that every operator primarily used the mouse input
modality. Also, seven of the eight operators employed the radial menu. However, the
results also suggest the value of providing a variety of interfaces for calling plays as

Fig. 12. Percentage of plays called with each play-based interface

Fig. 11. Number of plays called with each play-based interface and input modality type
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three operators used the task manager to call plays (the primary mechanism for two of
the operators) and three other operators primarily used the play-calling interface.

5 Discussion

Subjective data from the two experiments indicated that the mouse input modality was
better than both touch and speech modalities for play-based management of multiple
UVs. Operators preferred the mouse input modality for calling plays, commenting that
the mouse was more intuitive for exercising the play calling interfaces. In both experi‐
ments, this preference was also evident in the frequency operators chose to employ the
mouse for calling plays, rather than touch or speech. Use of mouse inputs proved to be
an efficient input modality in the IMPACT simulation.

The other two modalities for play calling were problematic: operators cited the
speech recognition rate and the touchscreen’s lack of precision. While modifications
were made in the implementation of these modalities after Experiment 1, these changes
may have actually limited their utility. For instance, it is possible that more speech
command training was needed to reap the benefits of expanding the speech model and
vocabulary. (Note: a concern for vocabulary training requirements was raised in earlier
play-related research [13].) It may also be that use of speech input is simply not ideal
for play calling. As Cohen and Oviatt [6] explain, speech-based control is most ideal
when the operator’s hands and/or eyes are busy or when there is limited screen real estate
to exercise control. With the tasking and mission employed in IMPACT, operators were
able to devote attention to the play-based interfaces and employ mouse inputs efficiently.

With respect to the touch input modality, the changes to the monitor’s size and tilt
in Experiment 2 may have complicated touch entry by increasing the reach envelope
even more, exceeding distances recommended in [26]. Touch input is more useful with
smaller reach distances and when inputs are not frequent [28]. Given the missions were
designed to require frequent play calling, it is logical that small manipulations of the
mouse to position the cursor on various play related interfaces was more effective than
reaching to touch interfaces or map locations on a large monitor. Over the course of
hour-long missions (Experiment 2), issues of fatigue noted in other examinations of
touch input (e.g., [28]) would have likely been observed. Operators may have also been
hesitant to employ touch due to arm/hand movement occluding map/play symbology on
the monitor.

These research results suggest that providing multiple input modalities for exercising
IMPACT’s play interfaces was not advantageous to the operators in these experiments.
It could be viewed that these results suggest input modality should instead be optimized
for specific tasks, rather than expending effort to enable multiple input modalities for
every task type. However, this does not mean that only a single modality should be
implemented for each task type. For instance, the present results indicate that the radial
menu play calling interface on the map was most frequently employed, compared to the
dedicated play calling interface, task manager, or utilizing speech control (Fig. 11). If
direct interactions with the map (designating a location or UV) are ideal for calling a
play, perhaps an integration of sketch and speech map inputs would be useful [29],
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enabling the operator to draw on the map with a companion speech command to call a
play (“loiter here for 10 min) or specify a play detail (“ingress here”). Continued use of
the mouse for sketching is likely more convenient compared to switching modality to
touch. However, a mechanism (e.g., button press or speech commands) would be needed
to signal the start and end of the sketch input to differentiate it from other mouse inputs.

In addition to multiple modalities available for play calling, the operators were also
free to choose modality for responding to query prompts. Despite the poor speech
recognition rate, operators’ chose the speech modality to acquire most of the information
needed to address these prompts. Additionally, several operators suggested that they
found it useful to query the autonomy in this manner. It is recommended that this capa‐
bility be expanded, along with improvements to the speech recognition system, to better
support collaboration and joint problem solving between the human operator and
autonomy.

Acknowledgments. This research supports the ASD/R&E Autonomy Research Pilot Initiative
“Realizing Autonomy via Intelligent Adaptive Hybrid Control.”
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Abstract. The core of innovation design for product service system is to provide
products and services meeting the needs of users. Traditional user research
methods have many drawbacks, such as data interference, fuzzy feedback, single-
dimensional indicators lack mutual verification, these issues have not been effec‐
tively resolved. If the designer can’t understand the users’ needs in time and
objectively, and accurately construct the users’ mental model, it will make the
design decision blurred and slow, and the design scheme lacks the utility. Taking
into account the drawbacks of traditional user research methods, we use the
multidimensional data collaborative analysis technology to obtain user, environ‐
ment, tasks and other context information. The interaction between the user and
the product service system is selected, and the context data of the target user is
acquired by using the wearable device, the eye movement measurement and
behavior analysis system. These methods can assist the designer discover the
product service system usability problem, understand the users’ needs, build the
users’ mental model. This paper focuses on the research of user mental model
acquisition mechanism in Product Service System Innovation Process. Based on
context awareness multidimensional data collaborative analysis, the users’ mental
model is constructed accurately. To promote the effective matching between the
design conceptual model and the user mental model to produce the optimal design,
avoid the waste of the design process resources.

Keywords: Product service system · User needs · Mental model · Context
awareness · Multidimensional data · Collaborative analysis

1 Introduction

Traditional enterprises are committed to providing tangible products for the people,
resulting in a large number of energy wastes in the production, sale, use, recycling
process. It also causes a shortage of resources, environmental pollution and other serious
problems affecting people’s daily lives. With the increasingly serious environmental
problems, there is an urgent need to change the traditional product design. The designer
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should research sustainable innovation design mechanism which takes into account the
needs of users, environmental benefits, social benefits and enterprise development.
Product Service System (PSS) is a kind of innovation strategy change under the social
sustainable development target [1]. Product service system provides products and serv‐
ices to users. With the rapid development of information technology, tangible products
are gradually weakening, product service system presents intelligent and non-material
characteristics. The users of Product service system are not only ordinary users, but also
disabled, the elderly, children and other primary users. Users, especially the primary
users can’t be good use of the products and services when they face to dematerialization,
information technology and high-tech products service system provided by the enter‐
prise. It will produce a negative user experience when the products and services provided
by enterprises can’t meet the user needs. Users will eventually abandon the product
service system, resulting in waste of design and service process. these presents a huge
challenge to designers. Users will generate awareness and unconscious expectations in
the process of interaction with product service system, forming a user mental model.
Designers change the inherent psychological image into a product service system
external form, forming a design concept model [2]. If the designer can’t understand user
needs and accurate construct the user mental model, it will make design decision-making
ineffective. How to obtain the characteristics of users’ needs accurately and construct
the users’ mental model in the process of product service system innovation is the main
problem to be solved.

The context of User interaction with the product service system is changing at any
time, which impacts the user physiological and psychological, so the designer should
consider user needs in a more specific context. Schilit [3] classifies the context as loca‐
tions, identifications of persons and objects, and changes in these objects. In the process
of using product service system, the context data form multi-dimensional space, and
there is regularity and correlation between data. The designer can be more intelligent,
real-time, accurate access context information Based on context-aware technology in
the process of user interaction with the product service system. Designers can objectively
understand the context status of the users, find usability issues, mining user needs and
build user mental model. The results of this research will provide reference methods for
designers to miming users’ needs, improve the efficiency and effectiveness of design
decision, and to provide more personalized service.

2 Related Works

2.1 User Knowledge and Design Knowledge

User knowledge includes the users’ physiological, psychological, cognitive, behavior,
social knowledge. Design knowledge includes the designer’s experience, thinking,
design process and product function, material, shape, i.e. [4, 5]. In the process of design
innovation, the user information data is acquired through the scientific research methods,
the user mental model is constructed according to the user knowledge and reasoning
rules as well as the user knowledge interpretation. Through the users’ knowledge
acquisition, analysis, reasoning to map the users’ mental model to the functional model
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and the program model, iterative optimization design program [6, 7]. by this method,
the designer can promote the transformation of user knowledge to product knowledge
effectively, and finally match the design conceptual model and user mental model effec‐
tively to achieve sustainable product service system innovation.

2.2 Mental Model

Psychologist Kenneth Craik [8] first proposed the concept of mental model in 1943.
Donald Norman [2] introduced the concept of mental model into the design field, and
proposed three models in the design field, namely, system model, design concept model
and user mental model.

The design concept model focuses on the designers cognitive understanding things
in the creation process. User mental model understand interrelation and Interaction
process between the user and product or system. The system model takes into account
the overall interaction model and the law of things to run. Mental model help people to
discover the laws of things and understanding new things or information, then guide
people to deal with various relationships. We can explore the formation process of the
mental model in the process of using product service system, that is, how the users form
the expectation of consciousness or unconsciousness to the existing product service
system according to the knowledge, experience and context. Mental model can also help
designer to understand users’ perception process and interpretation process when they
use product service system, that is, how users perform feature recognition, matching and
meaning of activation to design program with prior knowledge.

2.3 The User Research Methods Based on Mental Model Representation

It is important to obtain the user mental model accurately for making a design decision.
The user research methods based on mental model representation mainly applied to user
domain research of product service system. The methods include Questionnaire method,
Interview method, Observation method, Think-aloud method, concept map, Card
Sorting. i.e. the designers can understand aimed users’ psychological need and construct
users’ mental model by these methods.

Delugach et al. [9] described a method of direct acquisition of team mental models in
the form of conceptual graphs which applied a knowledge capture approach and a
supporting graphical tool. S. Angsupanich and S. Matayong [10] developed the prototype
of blinds’ mobile application. They applied the interview method to obtain the blind user
mental model in the process of Product Innovation. E. Kowalczyk and A. Memon [11]
applied the GUI testing method to obtain the user mental model. they verified the effec‐
tiveness of GUI testing methods by comparing the two mental models of 12 Android apps
– one derived from the app’s usage and the other from its public description. Lorraine
Normore and Vandana Singh [12] described a preliminary study of application to support
the user-centered design of future information and communication technologies. A. Pentel
[13] applied Think-aloud protocol to connect user emotions and mouse movements. A.
Nawaz [14] presents how the choice of card sorting techniques affected the results of the
information structure for websites.
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These methods are easy to operate, However, there are many subjective elements in
questionnaire, interview and observation, which affect the accuracy of the analysis
results. Think-aloud method is easy to increase the users’ psychological burden. Card
Sorting based on the content rather than the task, it is not suitable for the users’ real
context, which may lead to the analysis results are not accurate enough. Concept
mapping needs to refer to specific research objects and contexts, it is not suitable for
applying to cognitive information with ambiguous levels or Different styles.

2.4 The User Research Methods Based on Physiological Measurement Data

User research based on physiological measurement data, such as Skin electrical, ECG,
EEG, i.e. which help designers to gain a deeper understanding of user experience and
internal cognitive processing mechanism in the process of using product service system
[15]. Masaki et al. [16] quantified evaluated the software experience using EEG. Mauri
et al. [17] revealed that using Facebook could evoke a psychophysiological condition
characterized by high valence and high arousal. They used some methods including skin
conductance, blood volume pulse, electroencephalogram, electromyography, respira‐
tory activity, and pupil dilation. Ge et al. [18] studied the application and future research
prospects of electrophysiological parameters such as skin electrical, ECG and EEG in
user experience research. Electrophysiological Technique may apply in the design of
products and services such as helping the disabled, medical care and intelligent driving
in future. The signal is easily influenced by external environment, physical activity and
psychological stimulation when we measure the users’ physiological signals, it may
interference with accuracy of the data results

2.5 The User Research Methods Based on Eye Movement Experiment

The user research based on eye movement experiment is widely used in the design
process of products and services, which is mainly used in the study of consciousness
and unconscious demand, usability testing process. Chen et al. [19] developed different
3D animations fostered students to generate better learning performance and sophisti‐
cated mental models. They also used eye movements to evaluate users’ mental model.
Li et al. [20] proposed a method for user requirement acquisition based on eye tracking.
Lai Meng-Lung et al. [21] revealed how eye tracking technology was used for learning
study. There are also some problems in eye movement experiment, such as user eye
movement trajectory can’t completely reflect the true idea of the user; it is difficult for
researchers to distinguish clearly internal factors simply according with the eye move‐
ment data; when the number of users is small, eye movement results may vary greatly.
Thus, a single experiment using eye movements to obtain experimental results may have
deviations or errors.

2.6 The User Research Methods Based on Virtual Reality Technology

User research based on virtual reality technology can be used to study user needs, func‐
tion and program evaluation of product service system. And we can understand the users’
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experience and behavior more realistically with virtual reality technology. Virtual reality
system has been developed and applied in the design, training and ergonomic evaluation
applications. Kuliga et al. [22] suggested that virtual reality is a potential practical tool
for supporting behavioral validation in psychology, architectural research, and future
research. F. Meng and W. Zhang [23] simulated a fire emergency with virtual reality
technology and studied the pathfinding behavior in a fire accident. Otebolaku and
Andrade [24] explored and evaluated the context-aware smartphone application and
recognition classification algorithms. Dong et al. [25] explored the user experience and
assessment of context-aware smart home based on virtual reality research methods.
There are also some problems in the actual use of virtual reality, such as expensive, poor
platform compatibility, which affect the wide application of virtual reality technology
in product service innovation. In the process of experimental research, various data
acquisition methods have different characteristics.

User psychology is often affected by environmental, task, physiological, psycho‐
logical, social experience and other context factors. In the design process, the designer
should consider a variety of factors in the process of using product service system,
explore user behavior, motivation and demand in-depth, accurate obtain user mental
model, design the function and program of product service system to avoid invalid
design process and useless product service system.

3 Acquisition of User Mental Model Based on Multidimensional
Data Collaborative Analysis in Product Service System

The development of Internet of Things technology makes it more convenient to obtain
the experimental data. Designers can understand the user context more objectively,
accurate mining user mental model based on the multidimensional data collaborative
analysis method. At the beginning of the experiment, we first select the target user and
build context scenarios. Then we obtain the users’ electroencephalogram (EEG), elec‐
trocardiogram (ECG), Skin electricity, electromyogram (EMG), respiration, heart rate,
pulse and other physiological data in real time through a variety of sensor devices.
Through WIFI, GPS technology, light sensors and other physical sensors, we obtain
environmental light, noise, temperature, location and other environmental context data.
Through the behavior analysis system, we obtain the users’ action and behavior data.

The multidimensional data are huge and complex, and the data contains many
invalid data, such as noise and outliers, data duplication and missing. We remove the
noise and irrelevant data in the data set by data cleaning, and analyze the law of the
data itself and the correlation among the data. We simplify the data and find the
useful feature to reduced data size and amount of data as much as possible. We
mining, calculate and analyze the multidimensional large-scale data. We obtain the
user characteristics through clustering, association, artificial neural network and
visual analysis. The clustering algorithm gathers the data with same characteristics
together. It can help designer find product availability problems and Mining person‐
ality or common features. The association rule mining model will acquire the inter‐
dependence and correlation of different dimension data, and discover the association
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rule, correlation or causal structure through algorithm. We can find the data hidden
rules, mining user needs, obtain user mental model by these methods.

4 Acquirement of Elderly User Mental Model in the Process of
Using Intelligent TV Product Service System

The aging of the modern society is becoming increasingly serious, the proportion of
the elderly population continues to grow. “2015 World Population Prospects” shows
that in 2010, the world’s age population of 65-year-old and over 65 years is about
538 million, accounting for 8% of the world’s total population. By 2050, the number
of people aged 65 years and over 65 years will reach 1.5 billion, accounting for 16%
of the world’s total population. The increase older population has driven the devel‐
opment of a silver economy dedicated to the provision of goods and services for the
elderly. With the development of information technology, modern products and
service systems have more high-tech features. Product service system is change from
the passive service which the user makes a service request to the predictive, percep‐
tual, emotional smart service. Products with good availability service system will
give the elderly a pleasant experience and provide human services to elderly. In the
process of using the product and service, Elderly users will form the mental model
of product service system due to the limitation of experience, knowledge and other
factors, as well as physiological and psychological factors. If the designer can’t
accurately obtain the elderly users’ mental model, it will make the design concept
model and user mental model can’t effectively match, leading to poor availability
of product service system. The elderly user is not easy to understand and operate,
which affect the efficiency of task completion, trigger the frustration of older users
and form negative experience (Fig. 1).

Fig. 1. Mental model measurement of elderly users in real family context

We obtained the older users’ emotion state when they watched smart TV in the real
home environment through experimental methods. We used the Changhong 50Q3T
smart TV models to set the experimental context. We Selected 30 elders aged from 55
to 75 years old to obtain their mental model for level search and Pinyin search TV
program by simultaneous measurement their physiological, psychological and behavior
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data. We obtained the following data from a variety of sensor devices: the elders’ phys‐
iological data including ECG, skin electrical, EMG, breathing, heart rate, pulse and other
physiological data. Environmental date was including light data, temperature data and
other environmental data. There were also the elders’ behavior and activity data in the
implementation of the task. We also obtained the elders’ facial expression data through
a behavior analysis system (Fig. 2).

Fig. 2. Multidimensional data acquisition of smart TV for elderly

In this part, the project team analyzed the acquired physiological signals and
emotional data, corrected and cleaned up the acquired error data, and converted the
multi-source heterogeneous data into computable processed data form. In the algo‐
rithm, we mainly used clustering and classification algorithms. Cluster analysis is
composed of several patterns. Normally, a pattern is a vector of measurements, or a
point in a multidimensional space. Clustering analysis is based on similarity, it has
more similarity between patterns in a cluster than patterns that are not in the same
cluster. Clustering analysis algorithm is divided into partitioning method, hierarch‐
ical method, density-based method, grid-based method. The classification algorithm
finds the classification rule by analyzing the training set of the known category, and
predicts the classification of the new data. The single classification method mainly
includes: decision tree, Bayesian, artificial neural network, K-nearest neighbor,
support vector machine and classification based on association rules.

Through the study, we find that most (about 70%) of elderly users have high HF
(parasympathetic activity) and low LF (sympathetic activity) in the process of pinyin
search. They also have relatively high LF (sympathetic activity) and relatively low
HF (parasympathetic activity) in the process of level search. Behavioral data anal‐
ysis shows activity characteristics for a user to complete a search task with two
different search methods. The experimental data show that the average time for a
user to complete search task with a level search is significantly less than the average
time for a pinyin search. By observing the expression and behavioral characteristics
of older users, we find that older users often have frustration emotion in the process
of using pinyin search. These multidimensional data indicate that the user experience
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of level search is superior to pinyin search. The current TV remote control pinyin
input model is different from older users’ mental models. Some older people with
lower educational levels affect their pinyin input search operations. In addition, older
users’ poor vision and slowly behavior make pinyin search more difficult. We also
make interviews with older users, most older users tend to operate a simple hier‐
archical search approach. Some older users have suggested that they want simpler
or smarter programs to search, such as voice search. But in the process of using voice
search, the obstacles arising mainly from the voice isn’t standard, it may affect voice
search function.

The elderly perception, cognitive and physiological functions showed a downward
trend with the increase of age. Elderly vision decline, hearing dropped, behavioral delay,
the ability adaptability to various environments gradually weakened, these features
highlight the usability problems of product service system. The designer can objectively
understand the psychological needs of older users through multidimensional experi‐
mental data analysis. They should design product service system easy to use and provide
more convenient services to elders.

5 Conclusions

We propose a method for acquiring user mental models based on multidimensional data
synchronization analysis. In the process of product service system design, the designer
access to the users’ mental model objectively and accurately, they should take into
account the users’ various context factors. By using a variety of sensors, eye tracking
and behavior analysis as well as interview, designer can obtain users’ multidimensional
data information objectively and analysis users’ mental model. Through the design
knowledge acquisition and reasoning, the mapping relation between the user mental
model and the design conceptual model is established, and the iterative optimization
design scheme is realized. Finally, the effective match between the user mental model
and the design conceptual model is achieved, and the optimal product service system
design meeting the user demand is produced.

The multidimensional data collaborative analysis method is applied to the innovative
design process of the product service system. It can help designer produced reasonable
design schemes to meet the physiological, psychological needs and context character‐
istics of the users, avoid the waste of resources caused by the unreasonable design
schemes. This has certain value for sustainable innovation design theory and product
service system design practice.
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Abstract. The claim that 100 ms system latency is fast enough for an optimal
interaction with highly interactive computer systems has been challenged by
several studies demonstrating that users are able to perceive latencies well below
the 100 ms mark. Although a high amount of daily computer interactions is still
characterized by mouse-based interaction, to date only few studies about latency
perception thresholds have employed a corresponding interaction paradigm.
Therefore, we determined latency perception thresholds in a mouse-based
computer interaction task. We also tested whether user characteristics, such as
experience with latency in computer interaction and interaction styles, might be
related to inter-individual differences in latency perception thresholds, as results
of previous studies indicate that there is considerable inter-individual variance in
latency perception thresholds. Our results show that latency perception thresh-
olds for a simple mouse-based computer interaction lie in the range of 60 ms
and that inter-individual differences in latency perception can be related to user
characteristics.

Keywords: Latency � System response time � Human-computer interaction �
Mouse-based interaction � Latency perception

1 Introduction

Optimizing system latency (the time delay between user input and the output response
of a computer system [13, 16]) is a common challenge in any interactive computer
system. System latency can degrade user experience [2, 18] and lead to a less efficient
interaction with a given system [10, 11, 13, 17]. Consequently, specifying design goals
in terms of acceptable latencies has been a fundamental research topic in
human-computer interaction for several decades [4, 13, 14]. Ideally, an interactive
computer system should mimic physical systems as closely as possible to allow for a
fluid and natural interaction. Hence, an optimal computer system should have no
subjectively perceptible time delay between system input (e.g., hand movements) on
the one side and respective system output (e.g., cursor movement) on the other side.
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Determining this latency perception threshold (also termed just noticeable difference,
JND [16]) means to find the system latency where users cannot distinguish between a
system with and without additional latency anymore.

In the past, common latency design guidelines typically proposed the design goal of
100 ms system latency for an optimal interaction with highly interactive computer
systems [5, 14]. However, recent research [6, 16] has shown that users can perceive
much lower latencies (around 10 ms) when interacting with a touchscreen device
(i.e., direct-touch interaction). Studies applying indirect input paradigms suggest that
users can detect latencies as low as 50 ms when using a touchpad or a stylus [3, 6]. For
mouse-based interaction, first research indicates that latencies below 100 ms can impair
performance [10, 17]. While a high amount of daily computer interactions is still
characterized by mouse-based interaction, there are only few studies about latency
perception thresholds employing a corresponding interaction paradigm. Therefore, it
appears relevant to validate these recent results with this prevalent interaction type.

Furthermore, previous studies have provided evidence for the existence of con-
siderable inter-individual differences in latency perception thresholds. Annett and
colleagues [3] found latency perception thresholds in the range of 30–80 ms and
60–105 ms for stylus-based tasks (drawing and writing). An even greater range of
20–100 ms was reported by Jota, Ng, Dietz, and Wigdor [11] for a tapping task where
participants had to evaluate the time delay between tapping a touch display and the
appearance of a rectangle. Explaining this variability of latency perception thresholds
found across users in different tasks should be informative for latency perception
studies as well as latency design guidelines, as the average latency perception threshold
of a population is of relatively little value when the population variance is high. One
way of explaining this variance might be its relation to inter-individual differences in
user characteristics. Two classes of variables of particular interest in this case might be
the previous experience with latency in computer interaction [20], and inter-individual
differences in interaction styles [19].

The objective of the present research was twofold – first, we aimed to determine the
magnitude of latency perception thresholds in a mouse-based human-computer inter-
action task. Second, we intended to explore factors which may lead to inter-individual
differences in these identified latency perception thresholds.

2 Background

2.1 Perception of System Latency

Echoing Annett and colleagues [3]: “From a psychological and interaction perspective,
it is imperative to understand the processes governing latency perception before rec-
ommendations for future systems are made” (p. 173). One way of shedding light on the
underlying processes of latency perception is the comparison of latency perception
thresholds across different tasks. In experimental tasks where participants solely relied
on the temporal offset between an input and an output (e.g., tapping on a touch screen
and waiting for a change of the display), latency perception thresholds have been found
to be considerably higher compared to tasks where latencies lead to changes on more
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salient dimensions, such as the spatial offset between finger position and cursor posi-
tion in direct-touch interaction [16]. Abstracting from this, perceiving relatively low
system latencies seems to require the comparison of the input state and the output state
of a computer system along dimensions influenced by system latency that are readily
perceivable (e.g., spatial information in contrast to temporal information).

The spatial offset between the input device and the cursor in direct-touch pointing
or dragging tasks which is caused by system latency, can be directly processed in the
visual system [15, 16]. Compared to this, the perception of latency in mouse-based
pointing or dragging tasks should require a more complex comparison. This is because
information about the input and the output are distributed across different perceptual
modalities (somatosensory system and visual system respectively) and have to be
transformed before being compared. More distributed representations of the input state
and the output state should therefore hinder their comparison, effectively leading to
higher latency perception thresholds. Indeed, Annett and colleagues [3] found that
making visual information about the input state (but not the output state) of a system
unavailable increased latency perception thresholds in an inking task.

While the available information about the input and the output state of a system
fundamentally shape how latency is perceived, there are other factors which should
also determine if a user will perceive latency when performing a given task. Following
Annett and colleagues’ [3] latency perception model, two main factors influencing
latency perception are contextual demands (e.g., task requirements, environmental
factors) and the observer of the system. Observer characteristics relevant for latency
perception may include experience of how latency manifests in computer interactions,
as well as practice with tasks highly sensitive to latency. If the observer of the system
also provides the input of the system, characteristics of the interaction, such as
movement speed of the input device controlled by the user, should be of importance for
latency perception, as they may lead to a higher saliency of the system latency. Hence,
differences in movement speed and experience with tasks where latency detection is
relevant may be used to explain inter-individual variance of latency perception
thresholds.

2.2 Movement Speed

Higher movement speeds in dragging or pointing tasks cause a larger spatial offset
between the input device and the cursor when latency is present, because the input
device travels a farther distance before the cursor position is updated and this change is
displayed [15, 16]. In direct-touch dragging tasks the spatial offset between the finger
and the center of the dragged object is still perceivable at latencies as low as 10 ms
when moving at a moderate pace [15]. This means that even at very low latencies an
increase in movement speed should increase the spatial offset between the hand and the
cursor and therefore make it more likely that users will perceive latency. This rela-
tionship between movement speed and latency perception should be the same for
mouse-based interaction, albeit being less pronounced, because of the more complex
comparison of mouse position (i.e., input state) and cursor position (i.e., output state).
While direct-touch dragging allows to continuously compare finger position and cursor
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position, evaluating the simultaneousness between mouse position and cursor position
may only be possible when initiating or changing the direction of a movement
(i.e., when the cursor has once started to follow a movement vector of the hand it is
difficult to estimate the displacement distance to the position of the mouse).

2.3 Experience with Latency in Computer Interaction

Apart from comparing input state and output state of a system, users might also draw
from their experience about how latency manifests in the computer interaction to
compare the actual output state of the system with an expected output state (i.e., if there
was no perceptible system latency). A common activity where users might gather
experience about the impact of system latency and practice latency detection are highly
dynamic computer games, such as action games, racing games, or first person shooter
games. Because these games require very fast and precise reactions depending on the
output state of the system, they are especially susceptible to system latency, so even
small system latencies can impair performance. This is also a reason why these games
are a relevant research subject for studying the influence of latency on user perfor-
mance [10].

2.4 Research Questions and Hypotheses

The purpose of the present study was to answer two questions – first, we aimed to
determine the magnitude of latency perception thresholds in a mouse-based
human-computer interaction task.

Q1: Of which magnitude are the latency perception thresholds in a mouse-based
human-computer interaction task?

Our second research question concerning the inter-individual differences of latency
perception thresholds was:

Q2: Are there user characteristics related to inter-individual differences in latency
perception thresholds?

In respect of the second research question we hypothesized that higher movement
speeds should lead to a higher discrepancy between expected and actual mouse cursor
position and therefore to a higher perceptibility of latency, resulting in a lower latency
perception threshold of individuals with higher average mouse movement speeds.

H1: Higher mouse movement speeds are related to lower latency perception
thresholds.

We also expected individuals with a higher exposure to highly dynamic computer
games, such as action games, racing games, or first person shooter games, to exhibit
lower latency perception thresholds, as they might have a higher sensitivity towards a
mismatch of actual and predicted mouse cursor position.
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H2: More experience with highly dynamic computer games is related to lower latency
perception thresholds.

3 Method

3.1 Participants

Twenty students (10 female, age 19–36 years, M = 23.45, SD = 3.32) which were
recruited via the local psychology student mailing list took part in the experiment. All
participants had normal or corrected-to-normal vision and normally used their right
hand for handling computer mice. Participants signed an informed consent sheet at the
beginning of the experiment and received partial course credit for participation.

3.2 Experimental Setup

Procedure. Participants were asked to complete a mouse-based dragging task on a
computer screen. The task was to move a grey square representing the mouse cursor
from the left side of the display to the right and back again without pausing. The left
and right target areas were each indicated by two short dashes at the bottom and the top
of the display (see Fig. 1). Both target areas covered 20% of the display. Moreover,
participants were allowed to touch the left and right edges of the screen. Therefore, no
precise dragging was necessary to perform the task which means that the task difficulty
(i.e. index of difficulty according to Fitts’ Law [8]) and only a relatively low level of
coordination was required (i.e., low workload for action control).

Fig. 1. Dragging task. Participants were instructed to move the grey square representing the
mouse cursor from the left to the right side of the screen and back again without pausing. Arrows
were not present in the experiment.
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To determine participants’ latency perception thresholds we used an adaptive
threshold estimation approach (ZEST – for more details regarding this method see
section “Scales and Measures”) in a two-alternative forced-choice discrimination task
(2AFC task). Hence, each trial consisted of two subtrials showing (a) the reference
system with baseline latency and (b) the probe system with additional latency ranging
between 1 and 300 ms. The systems were presented in a randomized order. After
finishing both subtrials, participants were asked to indicate in which subtrial the system
reacted instantaneously, that is without additional latency. The latency perception
threshold was defined as the additional latency of the probe system where participants
were able to correctly distinguish between the reference system and the probe system
75% of the time. This is a commonly accepted perception threshold value for 2AFC
tasks lying between the maximum hit rate of 100% and the baseline hit rate of 50% (the
guessing probability when performing at chance level) [16, 21].

To ensure that participants were familiar with the task and understood how added
latency becomes apparent, they completed a short training with a fixed and relatively
high probe latency of 200 ms. The training ended when five trials in a row were
answered correctly. It took participants five to eight trials to finish the training. The
experimental trials where divided into two separate ZEST runs providing two per-
ception threshold estimates for each participant. Each ZEST run consisted of 30 trials,
except for the first three participants who took part in the study where the number of
ZEST trials was still set to 20 trials. While this is a small inconsistency in our
methodology that should be considered in interpreting our results, the effect on the
results should be small and should, at the most, only lead to a somewhat lower pre-
cision of our estimates (i.e., instead of biasing results in a certain direction). However,
it also has to be noted that there is no linear relationship between the number of ZEST
trials and reliability of determining the latency threshold (i.e., the effect of increasing
the number of ZEST trials from 20 to 30 is relatively small).

Hardware and Software. The hardware setup consisted of a computer with a 3.3 GHz
processor (Intel(R)Core™ i7-5820k), a mouse with a polling rate of 1000 Hz and a
sensor resolution set to 800 dpi (Logitech G303), and a 24-inch-monitor with a refresh
rate of 144 Hz (Acer XF240H). The experimental task was implemented in C++ using
the open-source libraries of SFML (www.sfml-dev.org) for 2D visual displays. System
latency was manipulated by delaying the update of the mouse cursor position for a fixed
amount of time throughout the probe subtrials.

System latency. To measure the latency of the computer system we recorded the
mouse and the monitor with a 1000 Hz high speed camera (Sony RX100IV) while
running the program of the experimental task and initializing a sharp movement of the
mouse with a solid object [10]. The latency of the system was then calculated from the
number of frames elapsed between the start of the mouse movement and a first update
of the mouse cursor position. We measured the baseline system latency and the system
latency with additional latency to assess the accuracy of the latency manipulation ten
times each. The mean baseline latency of the system amounted to 8 ms (SD = 1.7 ms).
Adding 200 ms latency through the software resulted in a mean system latency of
207 ms (SD = 1.5 ms) differing only slightly from the expected system latency of
208 ms when considering the baseline of 8 ms.
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3.3 Scales and Measures

Estimation of Latency Perception Thresholds. The Bayesian threshold estimation
approach ZEST [12] allows to perform exact threshold estimations within as little as
20 trials [1]. Starting from a hypothetical prior distribution of perception thresholds,
this procedure estimates the perception threshold (and therefore the optimal latency of
the probe to test for this threshold) based on the participant’s performance in each prior
trial. This means that a correct (incorrect) answer at a given latency level leads to a
decrease (increase) of the participant’s estimated perception threshold which in turn is
used as the latency level of the probe for the next trial. The update of the prior
distribution is done via multiplication with a likelihood function which gives the
probability of a correct (or incorrect) answer depending on the participant’s current
estimated perception threshold and the latency of the probe [1].

We used the Weibull function as our likelihood function, which is also dependent
on the fixed parameters for the guessing rate (c), the lapsing rate (k), the slope factor
(b) and the parameter e. Because we used a 2AFC task, c was set to .50 (the hit rate
when performing at the level of chance), k was set to .03, b was set to 3.5 as suggested
in [22] and e was set to −0.03 (following Eq. 4 from [1]). The prior distribution was a
normal distribution on a log scale centered on 2 with a standard deviation of 0.7 –

resulting in a prior distribution mean of 100 ms (10 to the power of 2) and the inclusion
of thresholds from 20 ms (�10 to the power of 1.3) up to 500 ms (�10 to the power of
2.7) within ±1 SD of the mean. The upper bound for the probe latency for each trial
was set to 300 ms, because previous studies indicate that users should readily perceive
system latencies of this magnitude [3, 6] and higher system latencies are not repre-
sentative for normal computer systems [10].

Movement speed. We measured participants’ movement speed in two ways. The first
measure was the average movement speed across all probe subtrials, the second
measure was the average covered distance after the first 100 ms of movement for each
probe subtrial focusing on the first acceleration of each subtrial. Both measures were
computed from a log file of the cursor position on a millisecond time scale. We
included the second measure to focus on the first displacement of the mouse cursor,
where we assumed additional latency to be best visible, as well as to control for the
possibility that some participants might move slower in certain sections, which would
in turn systematically decrease their average movement speed.

Experience with highly dynamic computer games. To assess the amount of the
participants’ practice with highly dynamic computer games we asked for the time they
typically spent playing highly dynamic computer games, such as action games, racing
games, or first person shooter games within a week. We asked this question with regard
to the past six months (six month experience), as well as the period in the participants’
lives when they were most actively playing these games (lifetime experience).

Are 100 ms Fast Enough? Characterizing Latency Perception Thresholds 51



4 Results

4.1 Magnitude of Latency Perception Thresholds

With regard to our first research question (Q1) we computed measures of central
tendency and dispersion of participants’ latency perception thresholds. Because the
retest reliability of the two latency perception threshold estimates of each participant
was high (r = .87), their mean was used for subsequent analyses. The latency per-
ception thresholds’ range was 34–137 ms with a mean of 65 ms (Median = 54 ms) and
a standard deviation of 30 ms. The latency perception threshold distribution was
right-skewed and a Shapiro-Wilk test indicated that the latency perception thresholds
were non-normally distributed (W(20) = 0.88, p = .021).

4.2 Inter-individual Differences Related to Latency Perception
Thresholds

To address our second research question (Q2) we aimed to quantify the strength of the
associations between latency perception thresholds and average movement speed,
average covered distance after 100 ms, as well as six month, and lifetime experience
with highly dynamic computer games. We decided to not analyze the six month
experience with highly dynamic computer games, because 60% of the participants did
not play any of these games in the past six months causing a substantial restriction of
variance for this variable. The percentage of participants without any lifetime experience
with highly dynamic computer games was only 30%. The average time spent playing
highly dynamic computer games within a week in the period of the participants’ lives
where they were most actively playing these games was 10.25 h (Median = 4, SD =
12.73). Because of the non-normality of the latency perception threshold distribution we
used non-parametric Spearman correlations.

To test our first hypothesis (H1) we computed the correlation between latency
perception thresholds and average movement speeds, as well as average covered dis-
tance after 100 ms. Both higher average movement speeds and higher average covered
distance after 100 ms were associated with lower latency perception thresholds (rS =
−.23, rS = −.35 respectively), but the correlations did not reach statistical significance
(p > .05).

As proposed in our second hypothesis (H2), a higher lifetime experience with
highly dynamic computer games significantly correlated with participants’ latency
perception threshold values (rS = −.42, p = .031). To further illustrate the effect of the
lifetime experience with highly dynamic computer games we split the sample into two
groups along the median of this variable. The mean latency perception thresholds of the
groups with a high and low lifetime experience with highly dynamic computer games
were MHigh Exp. = 52 ms (SDHigh Exp. = 6 ms), and MLow Exp. = 78 ms (SDLow Exp. =
11 ms) respectively.
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5 Discussion

Our results indicate that on average users are able to perceive latencies around 60 ms
(combining the median latency perception threshold and our baseline system latency)
in mouse-based interaction tasks. We also found considerable inter-individual differ-
ences in latency perception thresholds in our sample with some participants reaching or
even surpassing the 100 ms mark. These results come close to values reported in recent
studies where participants performed other forms of indirect input tasks [3, 6, 11].
Furthermore, we found that observer characteristics can play a role in latency per-
ception, as the inter-individual differences in latency perception thresholds were related
to the experience with highly dynamic computer games, such as action games, racing
games, or first person shooter games. The average latency perception threshold of the
group with little prior experience with highly dynamic computer games was about
25 ms higher than the thresholds of the high-experience group.

There was also a tendency for participants with higher movement speeds to have
lower latency perception thresholds, but the effect was too small to reach statistical
significance. While others have argued that an increased spatial offset between input
device and cursor caused by higher movement speeds does not increase the saliency of
latency [3], we would not rule out this possibility given our results and with our small
sample size in mind, which restricted the power to detect such a relatively small effect.
Albeit the difference between our two measures of average movement speed is small,
we found a greater effect of movement speed on latency perception thresholds for the
measure of covered distance after 100 ms, which only included information about the
first left-to-right movement in our experiment. We would argue that there might be
types of movements or specific movement phases (e.g., movement onset, direction
changes) where movement speed could be relevant for latency perception, but studies
with a higher power would be needed to detect this effect.

5.1 Practical and Theoretical Implications

The most important practical implication of the present study might be that latency
perception thresholds can be associated with user characteristics. This means that when
measuring latency perception thresholds or designing a computer system based on the
results of these measurements, one should also consider the user characteristics of the
sample the measurements were conducted with, the user characteristics of the target
audience, as well as the fit of these two groups with respect to their relevant user
characteristics.

While our results give support to the notion that user characteristics play an
important role in latency perception in principle, our experiment does not allow to
pinpoint the mechanisms that caused this effect. We theorized that the experience with
highly dynamic computer games should make it more likely for users to perceive lower
latencies, as these games implicitly provide the user with some information about how
latencies manifest in computer interaction. Other mechanisms possibly mediating the
relationship between experience with highly dynamic computer games and latency
perception thresholds might be the participants‘motivation to perform well in a
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computer interaction task, aspects of the interaction style apart from pure movement
speed, or cognitive abilities, such as spatial perception.

Another confounding variable could be the latency of the computer systems par-
ticipants interact with on a day-to-day basis. As highly dynamic computer games have
higher hardware requirements compared to normal office software or web browsers,
users who play (or played) these games also might own a faster computer system to
match these hardware requirements. It is possible that participants of our study might
have referred to their usual latency experience as a baseline when doing the 2AFC task.
It also has to be noted that our study only provided correlational data which does not
necessarily imply a strong causality between experience with highly dynamic computer
games and latency perception thresholds.

5.2 Future Research

Firmly establishing the connection of latency perception and user characteristics cannot
be achieved with a single study, especially when taking into account the relatively
small sample size of the present one. Therefore, subsequent studies are needed to test
this relationship and possible mediators, such as mentioned above. Apart from probing
the relationship of experience with highly dynamic computer games, subsequent
studies might also focus on gathering more data about interaction styles, such as
movement speed or the role of strategies for latency compensation, which can also
involve the adaptation of movement speeds [7, 9]. Yet another avenue for future
research might be the influence of user’s normal latency experience when interacting
with their own computer systems. As was pointed out before [16, 20], user’s expec-
tations about how much latency a system should exhibit are highly influenced by the
technical standard they gather their experiences with, which is continuously improving.
These expectations could also be related to user’s latency perception or effect it indi-
rectly through altered interaction styles.

6 Conclusion

The results of our study provide some new insights for the understanding of latency
perception. First, we found that latency perception thresholds for a simple mouse-based
task lie well below 100 ms, similar to the results of studies about latency perception
thresholds for other indirect input tasks [3, 6, 11]. However this does not necessarily
mean that users will perceive latencies below 100 ms or find them disturbing [3]. In the
light of the available information about latency perception thresholds the recommen-
dation of 100 ms system latency [5, 14] should nevertheless be scrutinized in further
studies [4]. Second, we demonstrated that inter-individual differences in latency per-
ception are related to user characteristics, in this case the experience with highly
dynamic computer games. We also argued that interaction characteristics such as
movement speed might play a role in latency perception, although further studies are
needed to investigate this effect. Together these findings open up many possibilities for
future research about latency perception, particularly the role of user characteristics and
interaction styles.
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Abstract. In general, soft keyboards are used for tablet PCs much as they are
for smartphones. However, since the screen size is larger than for smartphones,
user gaze is dispersed. In this paper, we propose a new keyboard for tablet PCs,
in which an assistive window is introduced to decrease visual shifts, and eval-
uate the usability and usefulness of the keyboard. Results of an experiment are
reported confirming that the gaze dispersion showed a reduction of 90% com-
pared to an existing keyboard, although the typing error rates and typing time
did not greatly improve. These results indicate a way to reduce visual disper-
sions on larger screen devices.

Keywords: Tablet PC � Soft keyboard � Visual attention shifts � Typing error
rates

1 Introduction

Recently, the use of tablet personal computers (PCs) has steadily on the risen, and
applications for them have been continuously developed [2, 29]. However, the tablet
PC has been used only as a device for consuming information rather than producing it
because its input devices are insufficient compared to those of desktop and laptop PCs
[15, 26]. To make better use of a tablet PC, it is necessary to improve the existing soft
keyboards.

Most recent soft keyboard designs for mobile devices have had the goal of reducing
typing errors that are a consequence of faulty touch [4, 18, 20] or decreasing muscle
fatigue of the hands [6, 19, 22]. Research to date has been mostly aimed at improving the
soft keyboard that operates on a small screen like that of amobile phone [3, 16]. But tablet
PCs have larger screens than mobile phones do, as illustrated in Fig. 1. Consequently,
when typing on soft keyboards, visual shifts occur more often and the distance between
the typed message and the keyboard is larger. This greater distance between the keyboard

© Springer International Publishing AG 2017
D. Harris (Ed.): EPCE 2017, Part II, LNAI 10276, pp. 57–70, 2017.
DOI: 10.1007/978-3-319-58475-1_5



and positions on the screen should result in more eye fatigue than on a smartphone, as
well as other negative effects [24, 27]. Eye movements interfere with a person’s visual
working memory, which could disrupt a user’s task performance [11, 21]. Consequently,
the user would spend more time visually searching for a target key and moving the
responding hand to the target position [27]. This interference should have a negative
effect on keyboard usage, such as typing speed and typing errors [27].

In the present study we propose a new type of soft keyboard for tablet PCs that can
reduce the fatigue and typing error rates associated specifically with visual shifts
between the keyboard and typed message. We also report a study evaluating the
keyboard’s usability.

Fig. 1. Distances between the cursor and keyboards: (a) 5.5 inch Mobile Phone, (b) 8.3 inch
Tablet PC.
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2 Literature Review

A number of researchers have evaluated the typing performance and user satisfaction of
existing keyboards [5, 7, 17]. Kim and Park [17] analyzed and evaluated the usability
of seven smartphone soft keyboards designed for Korean. Similarly, Cuaresma and
MacKenzie [7] compared the four keyboards using QWERTY layout. As a result, they
showed that the “Octopus” (implemented by K3A, http://ok.k3a.me/), which provided
the prediction of the words on top of the next letter, was the fastest. Chaparro et al. [5]
compared soft keyboards with physical keyboards. They found that participants typed
faster with the physical keyboard, but also committed more typing errors.

In addition, there has been research that compared different keypad sizes [25, 29].
With stylus input, MacKenzie and Zhang [25] reported that a smaller keypad increased
errors but did not reduce speed compared to a larger keypad. In contrast, with multiple
finger input, Sears and Zha [29] showed that keypad sizes did not affect data entry
speeds, and making the keypad smaller did not increase error rates or negatively impact
preference ratings.

Previous work found that users who were experienced with desktop systems were
better with the QWERTY layout [5, 7, 23, 25]. Therefore, they recommended using the
QWERTY layout soft keyboards on Tablet PCs.

The lack of tactile responses on soft keyboards is well-documented and makes it
difficult for users to get key-click confirmations during text entry with soft keyboards
[12, 13]. To solve this problem, Han and Kim [13] showed that the typing performance
was improved by adding tactile feedback to the existing visual display on a commercial
tablet and phone.

Additionally, there were attempts to design a new keyboard layout by rearranging
split-keys [9, 23, 28]. MacKenzie and Zhang [23] designed a keyboard layout applying
a model which predicted the upper-bound text entry rates for soft keyboards, and
considered the shortest path [30]. Schoenleben and Oulasvirta [28] introduced a key-
board design that allows ten-finger touch typing by utilizing a touch sensor on the back
side of a device. The new layout was unfamiliar to users. After training, the new
keyboard typing was faster than a QWERTY keyboard. Also, Go and Tsurumi [9] used
existing QWERTY layout, and added the text entry option of the pie menu as the
selection method to overcome the limited size of soft keyboard.

Many studies have examined typing patterns on soft keyboards [1, 8, 10, 14, 16, 18].
Hirche et al. [14] proposed a novel approach to text input to resolve the inherent
difficulties with text input on mobile phone. They used a very limited set of buttons that,
by using word prediction and hints, would only require minimal finger movements.
Similarly, Findlater and O. Wobbrock [8] introduced two novel personalized keyboard
interfaces, both of which adapted their key-press classification models. In addition, since
the cause of many typing errors on soft keyboards is that their buttons are too small,
improving input efficiency by predicting words typed by users and changing the button
size dynamically have been studied [1, 8, 16, 18].

However, several studies not only evaluated the typing performance, but also
measured the physical discomfort when typing with soft keyboards [6, 22]. Except for
the study of Paek [27], however, most studies focused on decreasing muscle fatigue of
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the hands or arms. According to the study of Paek [27], gaze movement between the
on-screen keyboard and the text entry area affects input performance because it gives
inefficiency and extraneous workload to the user. To reduce gaze movement, methods
such as Glass Pad (placing the keyboard on the text area as a semi-transparent state and
moving along the cursor when entering text) or String Cursor (displaying strings on the
keyboard entered by user) were developed [27]. However, because those methods are
based on use of a pen to enter characters, the results may not be useful when entering
characters by hand.

Most prior studies of soft keyboards either evaluated the typing performance of soft
keyboards, proposed a new type of keyboard, or examined a method to decrease muscle
fatigue of the hands or arms. These studies demonstrate a lack of research for reducing
the dispersion gaze when using soft keyboards on tablet PCs. Therefore, we aim to
focus on decreasing the dispersion gaze, then, we offer a new soft keyboard design
intended to reduce dispersion gaze and evaluate whether it in fact does so. The
remainder of this paper is organized as follows. In Sect. 3, we propose a new soft
keyboard design and explain the specific experimental method. In Sect. 4, we report a
usability study that evaluates how much improved the proposed new soft keyboard is in
performance and preference compared to a traditional keyboard. Lastly, in Sect. 5, we
conclude and discuss future research.

3 Method

3.1 New Soft Keyboard Design

As mentioned, the cause of visual attention shifts when using the soft keyboard is that
the window in which the text is displayed and the keyboard for entering text are not in
the same area. Therefore, we designed a new soft keyboard to shorten the distances
between the text window and the soft keyboard for entering text. The new soft key-
board is based on a QWERTY layout, which is the most commonly used, with an
assistive window added onto the soft keyboards, different from existing keyboards
(Fig. 2). This assistive window immediately displays the texts entered through the soft
keyboard. In other words, the entered texts are shown at the top of the soft keyboard so
that users can recognize which texts are being typed without looking at the text win-
dow. This closer proximity should reduce user’s eye dispersions since users do not
have to look at the text field.

Additionally, we designed the assistive window so that color of the background is
black and color of text is yellow, in order to make the typed strings conspicuous [27].
Furthermore, through showing all currently typed text lines when entering strings, it is
possible to identify typographical errors easily from typing without the user’s eyes
having to move to the actual text window. And the assistive window expands to show
all of the typed text until user presses the enter button.
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3.2 Experimental Design

There is a necessity to receive assessment and feedback about how much eye disper-
sions are actually reduced by the new soft keyboard. To perform such an assessment,
we conducted an experiment with five male and five female Korean university students
whose mean age was 23.8 years. The device that we used is Gpad, an Android 8.3 inch
tablet PC (Table 1). Seven participants were majoring in Industrial Engineering, one in
Mechanical Engineering, one in Computer Engineering, and one in English language.
90% of the participants had used smartphones more than three years. Seven of the
participants had used the QWERTY keypad on their smartphones, and seven had
experience of using tablet PCs. And we used a QWERTY keyboard in Korean for
experiment.

The experiment was performed over two days (sessions), and one session consisted
of two tests. In each test, the same set of 20 sentences was presented to participants
with different keyboard settings. Participants were instructed to memorize each sen-
tence and type it as quickly and correctly as possible, without reading it again. All
presented sentences were selected randomly from among 300 catchy short sentences
such as proverbs and brief lines in movies. Two sets of sentences (set A and set B) were
provided. The sentences of Set A and B were selected randomly form among 300
sentences for each session, so the sentences of Set A and B were different for each
session. The order of presenting the sentences for the two keyboard tests was different.

Fig. 2. The new soft keyboard with an assistive window (The window is highlighted with a
red-line surround). (Color figure online)
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One set (set A) was used in the first session, and the other set (set B) in the second
session. The proposed new soft keyboard was used on one test, and the existing soft
keyboard was used on the other test in the same session. The keyboard order was
counterbalanced across the two sessions for each participant to control for order effects.
Furthermore, the typing speed (Dependent Variable (DV1, unit: Characters per minute,
CPM) and typing error rate (DV2, unit: %) were measured for each test. The error rates
were calculated by dividing the sum of the number of backspace keystrokes and of
touching the text field to modify the typing errors into total amounts of characters in a
sentence. Also, the experimental tests were videotaped to measure the number of eye
movements (DV3, unit: number). An experimenter watched the tapes and recorded an
eye movement each time gaze movement between the on-screen keyboard and the text
entry area occurred, similar to the study of Paek [27].

After each test, rating scores were gathered. Participants evaluated the keyboard on
which they had just been tested with 3 questions about its usefulness, 4 questions about
usability, and 1 question pertaining to overall satisfaction. The questions were
seven-point Likert items ranging from 1 being mostly disagree to 7 being mostly agree.
To test the internal consistency of the ratings, one paired question (Questions 4 and 8
about eye strain) was included in the questionnaire. At the end of each session, a total
of 8 questions were also assessed by participants in order to get user feedback about the
new soft keyboard. Lastly, at the end of all tests, a “scenario analysis” was performed
by showing 7 scenarios that were similar to real situations and asking each participant
which keyboard s/he would want to use in each scenario.

The procedure was as follows. Participants’ informed consent, including for video
recording the tests, was given at the beginning. Then, in the first step, the participants
were asked to provide their demographic information and were informed about the
overall experimental procedure. After that, the first session was performed. When each
test was completed, the evaluation ratings were gathered. At the end of the session,
participants were asked to provide feedback about the new soft keyboard. The second
session was conducted similarly to the first session after one or a few days. Finally, the
“scenario questions” were administered at the end of the second session; they were
designed to determine whether the proposed new soft keyboard was regarded as
preferable in several contexts.

Table 1. Device descriptions

Model LG G pad 8.3

Display 8.3 inch IPS LCD
1920 � 1200 pixel
Touch screen

Size (WxHxD) 216.8 � 126.5 � 8.3 mm
Camera 5 MP/1.3 MP
Weight 338 g
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4 Results

4.1 Typing Speed, Errors, and Visual Shifts

An analysis of variance (ANOVA) for the typing speeds showed no difference between
the two keyboards, F(1, 9) = 1.95, p = 0.196. The error rates also showed no difference,
F(1, 9) < 1.0. Most important, as shown in Fig. 3, the number of visual shifts was
markedly diminished when using the new soft keyboard, F(1, 9) = 54.25, p < .0001.

4.2 Usability, Usefulness and Satisfaction

ANOVAs conducted for each question showed that there were significant differences
between the new soft keyboard and the existing soft keyboard on all questions except
for question 3. Besides, the level of reliability on the paired question was high,
Cronbach’s Alpha equal to 0.939. The results of each question are shown in Table 2.

According to these results, participants agreed more strongly that they could type
accurately with the new soft keyboard than with the existing soft keyboard (Question 1).
Although error rates were not improved (see Sect. 3.1), the ratings for low probability of
mistyping were higher with the new soft keyboard (Question 2). However, participants
did not indicate any advantage for the new soft keyboard over the existing keyboard for
typing fast (Question 3).

(a) (b)

(c)

Fig. 3. Graphs of (a) typing speed, (b) error rate, and (c) number of visual shifts (Error bars are
standard error of the mean).
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Usability of the new soft keyboard showed better results than the traditional soft
keyboard. The participants indicated that their eyes were more fatigued with the
existing keyboard than the new keyboard (Question 4). When using the new soft
keyboard, they agreed more strongly that they could find errors easily (Question 5) and
quickly (Question 6). Moreover, the ratings showed much stronger agreement with the
statement that there were many visual shifts for the existing soft keyboard than for the
new soft keyboard (Question 7), which was borne out by the performance results in
Sect. 3.1.

Also, there were meaningful differences between the new soft keyboard and the
existing soft keyboard for the ratings of usefulness, F (1, 9) = 11.18, p = 0.009, and
usability, F(1, 9) = 16.21, p = 0.003, averaged across the relevant questions, and
satisfaction, F(1, 9) = 76.53, p < .0001. When using new soft keyboard, the scores of
all aspects were higher than using the existing one, as shown in Fig. 4. As a result, we
could find that the proposed soft keyboard achieved the goal such as typing accuracy,
speed, and less discomforts.

Table 2. Summary of rating scores

Aspects Questions New
keyboard

Existing
keyboard

F value
(df = 9)

p-value

Usefulness 1. I could type accurately
with this soft keyboard
without errors.

5.1 4.0 14.83 0.0039

2. The probability of
mistyping was low with this
soft keyboard.

5.0 3.5 7.80 0.0210

3. I could type fast with this
soft keyboard.

4.9 4.8 0.17 0.6911

Usability 4. My eyes got easily tired
when I use this soft
keyboard.

3.0* 4.0 16.36 0.0029

5. It was easy to notice
typing errors with this soft
keyboard.

6.0 3.2 56.00 <.0001

6. I noticed typing errors
quickly with this soft
keyboard

6.0 3.2 63.43 <.0001

7. There were many visual
attention shifts when I use
this soft keyboard.

2.4* 5.2 40.09 0.0001

8. My eyes were tired when
I use this soft keyboard

3.3* 4.1 9.26 0.0140

Satisfaction 9. I am satisfied with this
soft keyboard.

5.9 4.0 76.53 <.0001

Note: Bold font indicates which keyboard was rated higher (or lower with *negative questions)
for significant differences
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4.3 User Feedback

The average score of each question was over 5.0 on the 7 point scale, except for
question 4 (Table 3).

The new soft keyboard was judged as helpful to the participants (Question 1), and
the texts in assistive window were rated as conspicuous and showed improved read-
ability (Question 2). Furthermore, most of participants responded that they could find

(a) (b)

(c)

Fig. 4. Rating scores of (a) usefulness, (b) usability, and (c) satisfaction (Error bars are standard
error of the mean).

Table 3. User feedback scores of new soft keyboard

Questions Mean

1. Using assistive window was helpful to decrease eyestrain when typing the
sentences.

5.4

2. The words on the assistive window stood out so it was easy to read the typing
words.

6.0

3. I found the typing errors easily through the assistive window. 5.8
4. Thanks to the assistive window, the typing errors were decreased. 4.1
5. The assistive window was located on the appropriate place. 5.7
6. When typing, the assistive window irritated my eyes. 2.9*
7. I put eyes more often on the assistive window than the input window. 5.7
8. I could find the typing errors faster with the assistive window. 6.3

* Negative question
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typing errors on the assistive window more easily (Question 3) and faster (Question 8).
However, they did not indicate that it decreased typing errors (Question 4).

The typing was somewhat faster even if typing error rates were not improved. This
might be attributable to the typing errors being detected quickly thanks to the assistive
window. The participants also replied that the new soft keyboard was not unpleasant to
the eyes (Question 6) and was located on the appropriate place (Question 5), so they
looked at the assistive window more often than text field (Question 7). As a result, the
total average score over all of eight questions was 5.3, indicating that the new soft
keyboard was perceived as effective.

4.4 Scenario Preferences

Seven kinds of scenarios were presented to the participants, and we asked them to
choose which keyboard type they wanted to use in each scenario. The preference
results are shown in Table 4.

As a result, most of the participants responded that the new soft keyboard is better
in cases of ‘writing long documents such as a report’, ‘writing e-mails with 5 to 10 lines
to professor’ and ‘typing a web address’ which got more than 5 votes. According to
them, the new soft keyboard can guarantee typing accuracy.

However, they responded that the existing soft keyboard is better in the case of
‘writing a message for messenger’ because most of people generally understand
friends’ tiny faults and text fields are already on its soft keyboard in some messengers.

Table 4. Preference results by each scenario

Scenarios Number of choices Main comments by individuals
New
keyboard

Existing
keyboard

1. Writing long
documents such as
a report

7 3 The new keyboard was more useful for
long documents.

2. Writing e-mails
with 5 to 10 lines

9 1 The new keyboard was more useful for
long documents.

3. Writing for SNS
(Facebook, Blog
etc.)

5 5 The new keyboard was not preferred since
typing errors can be ignored.

4. Writing a
message for
messenger

2 8 The new keyboard was not preferred since
typing errors can be ignored.

5. Making a simple
note

5 5 The new keyboard was not preferred since
typing errors can be ignored.

6. Typing a web
address

10 0 The new keyboard was easier and more
accurate.

7. Typing an ID
and password

5 5 The new keyboard was not preferred since
password might be exposed on the assistive
window.
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For ‘writing for social networking sites (SNSs) like a blog or Facebook’; some par-
ticipants said that the new soft keyboard is better because people should post carefully
on SNS, whereas others answered that the new soft keyboard is not necessary because
SNS is a site for communicating with friends similarly to messengers.

Meanwhile, in the case of ‘making a simple note’, the number of choices for the
new and existing keyboards did not differ. One group said that the new soft keyboard is
not necessary because typing errors are not important in notes, and the other group said
that the new keyboard is preferred since the typing accuracy of their notes is important
for later use. In the last question, ‘typing in an ID and password’, there was an opinion
that the new soft keyboard would have a benefit because this case requires accuracy,
but there also was the negative point that passwords can be exposed by the assistive
window.

5 Conclusion

We designed a new soft keyboard to shorten the distance between the text window and
the soft keyboard for entering text. An assistive window was added just above the soft
keyboard. The entered texts were shown in the assistive window so that users could
recognize which texts were being typed without looking at the text window. This
assistive window reduced user’s eye dispersions.

The following conclusions can be drawn on the basis of the results of the experi-
ment. First, the newly proposed soft keyboard did not significantly increase typing
speed. There were not any differences of typing error rates, but typing was somewhat
faster with the new soft keyboard. This is because the typing errors can be detected
more quickly and easily with the assistive window, although there were no differences
on typing error rates. The ability to detect and correct errors would make participants
think that the typing error rates were lower with the new soft keyboard.

Second, the new soft keyboard greatly reduced the number of visual attention shifts
from fixating on the keyboard to the screen. Unlike the existing soft keyboard for
which visual shifts occurred on average of 50 times, the proposed new soft keyboard
required them an average of 5 times, a reduction of 90% against the existing one. The
reason is that users could check typing strings through the assistive window just above
the keyboard so they did not need to move their gaze to the text field. Also, many users
responded that ‘the new soft keyboard helps me to reduce eye fatigues’ thanks to the
reduced visual shifts.

Third, the users answered that they need the proposed new soft keyboard when
accuracy is required because it has the strength of allowing them to detect errors easily
through the assistive window. Overall satisfaction with the new soft keyboard was also
higher than with the existing soft keyboard. Participants answered that when they used
the new soft keyboard, they ‘could type more accurately without error’ and ‘typing
error rate was less during typing’. So, we could know the user satisfaction in aspects of
usefulness was increased through the three questions. Also, the first two questions
indicated that users felt that typing error rates were decreased since they detected typing
errors more quickly. Additionally, the new soft keyboard’s scores about usability
questions over eye fatigue, visual shifts, and detecting error were higher.
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The user feedback results indicate that the new soft keyboard was viewed posi-
tively. The participants responded that they gazed at the assistive window more often
than the text field. Consequently, the window was helpful to reduce eye fatigue,
comfortable to see the text, and easy to find typing errors. We could know that the new
soft keyboard proposed in this paper was designed well toward reducing user’s eye
fatigue by reducing the number of visual attention shifts. Also, as intended, users
generally looked at the assistive window of the new soft keyboard rather than the actual
text field. In addition, the new soft keyboard drove improvement in aspects of use-
fulness and usability. Nevertheless, the typing error rates were not reduced; the sen-
tences used in the study may have been too short to show this benefit, so an additional
experiment with long sentences needs to be implemented in future work. And we did
not include word recommendation. Word recommendation is just above the soft key-
board, but to consider only the effect of the assistive window we did not include word
recommendation. As noted above, word recommendation has been applied in the basic
soft keyboards of smartphone manufacturers such as Apple, Samsung, and LG.
Therefore, if word recommendation is added in our new soft keyboard, we could expect
improvement in usability such as typing speed and error rate.

In summary, a soft keyboard with an assistive window, which can minimize visual
attention shifts while typing on tablet PCs, was proposed to support producing text
content in tablet PC environments. Enhancing the ability to produce content in tablet
PCs may require not only an improved soft keyboard but also a variety of supported
input devices and applications according to content types. However, the present study
is meaningful because the soft keyboard is inevitable on tablet PCs, and the tablet PCs
with the assistive window can be used in a wider application area since it minimizes
shifts of visual fixation and reduces eye fatigue. Moreover, the new keyboard can also
be used for research material that can effectively reduce visual shifts on a variety of
devices in addition to tablet PCs.
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Abstract. Safety-critical systems are often designed from a technical point of
view. This technocentric approach causes usability problems and, hence, hinders
the protection or restoration of safe conditions, such as in emergency response,
or even implies safety risks. A systematic literature review was conducted to
identify key aspects for a more human-centered design for higher usability and
safer system use. General emergency management and response literature as
well as study results from various other fields, such as police work, firefighting
and nuclear power plants were analyzed. Communalities and differences were
contrasted and important overarching design recommendations for safety-critical
user interfaces were deduced.
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1 Introduction

The importance of usability is widely acknowledged. However, not all systems and
interfaces are designed correspondingly. Especially in the field of safety-critical sys-
tems, the far-reaching importance of usability and the often low market potential in this
field are facing each other. In the work routine, lack of usability can lead to discontent
and negative attitudes towards what is supposed to be assistive software. Regarding
safety management, the risk of operational mistakes with major consequences increases
in high-stress situations as a lack of usability can no longer be outbalanced by enhanced
attentional resources. Safety-critical contexts necessitate that information can be easily
retrieved by the operators. High usability standards for human-machine interfaces
facilitate efficient information access, for example to gain the overview of a
safety-critical situation and, in general, to reduce the mental strain in highly demanding
emergency situation.

1.1 Psychological Stress of Emergency Personnel

In potentially hazardous situations emergency forces experience increased psycho-
logical stress. Negative emotional stress like anxiety, for instance anxiety because of
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far-reaching operation errors, reduce the processing efficiency of information (Pro-
cessing Efficiency Theory, PET [13]). Processing efficiency is to be distinguished from
performance efficiency, because the latter can be maintained on a relatively high level
up to a certain extent, enabled by compensation mechanisms when there are enough
resources like time. However, also the performance efficiency decreases when this limit
is exceeded [13]. Based on the PET Eysenck et al. [14] demonstrated the further impact
of anxiety on the control of attention in the Attentional Control Theory, ACT. Figure 1
shows the enhanced positive effect of lowered task difficulty in high-stress situations
according to the Yerkes-Dodson law [48] on the relationship between arousal and
performance [47].

Helpful reviews on stress can be found, for instance, in the highly exhaustive
overview by Staal [42], depicting the relations between stress, cognition and human
performance, the long established textbook on engineering psychology by Wickens
et al. [47], and the neuroscientific overview on decision-making in high-stress situa-
tions by Starcke [43].

1.2 Motivation and Method for the Present Work

This paper is motivated by but not limited to a key topic in safety emerging over the
past years, that is the threat of terrorism. Every item such as a suitcase that appears to
be unsupervised and abandoned nowadays becomes easily suspected to contain
improvised explosive devices (IEDs). Instructions to build IEDs can be easily accessed
by everyone via the Internet. In most cases, the content of suspicious luggage turns out
harmless but in rare cases IEDs are indeed contained posing a high risk to the

Fig. 1. Inverted U-shaped curves according to the Yerkes-Dodson law [48] regarding the
relationship between arousal and performance in dependence on task difficulty (based on
Wickens et al. [47]).
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emergency services and also to every other person in close distance. Therefore, the
emergency services are obliged to examine every such item with the utmost care and
caution. The safest solution for the emergency services is a remote-controlled system,
for instance in form of a robot, which allows them to maintain a safe distance to the
suspicious item. At the same time, this distance creates new challenges. The emergency
services need to efficiently retrieve information about the item, with the information
being fully reliable and offering them a basis to decide on how to proceed in depen-
dence on their conclusion whether or not the content is dangerous.

The literature in the specific field of usability of user interfaces for detecting IEDs is
limited. Therefore, a systematic literature review was performed for human-computer
interaction in safety-critical contexts in general, covering various fields. Six positive
categories and one negative exclusion superordinate category with single terms were
formed. The six positive categories were usability (usability, design, usability problems,
operational, mistake, error, human factors engineering, information processing, decision
support), interface (interface, human-machine, human-computer, person-machine, user,
technology, computer), emergency (emergency, emergency case, emergency situation,
safe/safety, secure/security, safety-critical system, disaster, crisis, terror/terrorism,
hazard, risk, danger), fields (police, defuse bombs, bomb disposal, mitigation measure,
improvised explosive devices, fire service/fire fighters, surgery/surgeons, nuclear, power
plant), personnel (emergency personnel, security personnel, action force) and stress
(panic, fear, mental stress, psychological stress). The focus was on the collaboration
between human and technology. Therefore, the exclusion category was defined as
collaboration comprising the terms team, communication, collaborative, teamwork. The
principles and approaches for user interface design in general and specifically for
safety-critical situations were contrasted, communalities merged and recommendations
derived for user interfaces for safety-critical contexts.

2 Principles of Usability for Safety-Critical Contexts:
Literature Review

In addition to the general usability literature and fundamental guidelines (see Sect. 2.1),
14 theoretical and empirical studies regarding usability of safety-critical systems were
identified in the cross-categorical literature search. The implications for safety-critical
systems in general are elaborated for the five theoretical and literature based studies in
Sect. 2.2, for the three studies with regard to user interface design in firefighting in
Sect. 2.3, for the four studies with regard to nuclear power in Sect. 2.4, and for a
cross-sectional study integrating avalanche, firefighting, ambulance and police work
and for a study with regard to disaster relief operations in Sect. 2.5.

2.1 Fundamental Guidelines for Usability in General

ISO 9241-110:2006 [22] defines seven general principles to be taken into consideration
for human-machine dialogue design (see Table 1). These principles can partly be
tracked back to the literature guidelines such as the ten usability heuristics by
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Nielsen [33] and the “Eight Golden Rules” for interface design by Shneiderman [40].
For instance, the recommendation of conformity with user expectations in the DIN EN
ISO 9241-110 [22] can be followed back to the term consistency in Nielson [33] and
Shneiderman [40] referring to the same goal. Yet, there are differences acknowl-
edgeable over time, such as from error prevention with emphasis on help and docu-
mentation [33] over error prevention with easy reversal of actions [40] to error
tolerance [22]. Completeness is not yielded at in this section as the particular focus of
this lies on specifically safety-critical systems.

2.2 Theoretical and Literature Based Studies with Regard to Usability
for High-Stress Situations

While there is a large amount of literature on general interaction design, such as Sharp
[39], usability, such as Welker [46] and user experience, such as Sauro [38], formative
studies considering high-stress implications for human-computer interaction (HCI) are
sparse. Szalma and Hancock [44] provide an overview of stress theory and its historical
development, identifying the positive evaluation of the user interface characteristics as

Table 1. Fundamental guidelines for usability.

Type Recommendations

DIN EN ISO
9241-110 [22]

Principles for dialogue
design

• Suitability for the task
• Self-descriptiveness
• Controllability
• Conformity with user expectations
• Error tolerance
• Suitability for individualization
• Suitability for learning

Nielsen (1994)
[33]

“Ten Usability Heuristics” • Visibility of system status
• Match between system and real world
• User control and freedom
• Consistency and standards
• Error prevention
• Recognition rather than recall
• Flexibility and efficiency of use
• Aesthetic and minimalistic design
• Help users recognize, diagnose, and
recover from errors

• Help and documentation
Shneiderman
(1998) [40]

“Eight Golden Rules” for
interface design

• Consistency
• Universal usability
• Informative feedback
• Dialogue design yielding at closure
• Prevention of errors
• Easy reversal of actions
• Support of internal locus of control
• Reduction of short-term memory load
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the key factor for coping with the demands following appraisal theories based on
Lazarus and Folkman [29] and Lazarus [27, 28]. Lazarus and Folkman [29] framed in
the appraisal theory the view of stress as outcome of the personal evaluation of
environmental demands, i.e. the person-environment transactions. Szalma and Hanock
[44] outline general principles for stress mitigation in human-computer interaction
present requirements for further research. One suggested possibility to mitigate stress in
an emergency situation is the training of the operators until automaticity (see Table 2).
The approach focuses the skill level. Section 1.1 discussed the potentially impaired
information processing efficiency under negative emotions according to the PET [13].
Szalma and Hancock [44] take up on this aspect and refer to the reduced ability of
solving complex problems and analytical thinking under stress, pointing to the rele-
vance to keep the effort of the working memory to a minimum and enable the operator
to extract information as fast as possible.

In a prior study, Hancock and Szalma [19] had developed a study on jobs which
have to be performed in the presence of high task workload and situational stress. Based
on a literature review, they had derived a number of general principles or guidelines for
display design for these conditions. They recommend to minimize information dispersal
over multiple sources when working under stressful conditions and to link new infor-
mation to data in the moment it is being processed, because operators under stress might

Table 2. Theoretical and literature based studies.

Area Main recommendations

Szalma and
Hancock
(2008) [44]

Task loading and stress
in HCI

• Operator training until skill automaticity
• Promotion of fast information extraction
• Minimum requirements of memory workload

Hancock and
Szalma (2003)
[19]

Jobs of high task
workload and
situational stress

• Minimize information dispersal over
multiple sources

• Link new information to currently processed
data

• Simple display design with simple graphics
• Centralized information in an overall view
and single figure

Turoff et al.
(2004) [45]

Emergency response • Specific training
• System adaptability
• Self-explanatory design
• Hierarchical structured system directory
• Easy access to data and information
• Immediate data updates
• Data as one unit of information

Rahman et al.
(2012) [37]

Sociotechnical systems • Emergency controls should not be reduced to
touch screens, push buttons, or comparable
controls

• Emergency controls should be compatible to
the operator’s perceptual, cognitive and
motoric abilities in a stress situation

• Emergency controls should adapt to skills
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neglect new information. Displays that ask for data transformation should be avoided in
favor of data presentations with simple graphics [19]. An efficient way to alleviate stress
is to require as little information processing as possible. The simplicity of the display
design was named as important possibility to facilitate the perception in a stressful
situation. In line, simple graphics were demanded for faster comprehension as they
reduce the effort for the working memory and support direct instructions [19], resulting
at best in centralized information in an overall view and single figure. The temporal
dimension should be further captured into an integrated display to counteract the tem-
poral distortion in stress situations and simplify the extraction of information, the
temporal dimension should be captured into an integrated display [19].

Turoff et al. [45] developed design principles and specifications for a “Dynamic
Emergency Response Management Information System” (DERMIS). Their premises
and requirements concern systems for all types of crisis and emergency situations, such
as systems dealing with fires, bombs, hazardous materials or transportation interrup-
tions. The general requirements they set include that the system should be easy to learn
after a specific training and adapted to the task requirements and roles of emergency
personnel. The learning effort should be minimized by means of self-explanatory
design. Functions regarding the communication process were omitted. From their
research, they derive general design principles that are applicable for any emergency
response system. Principles that are easily transferrable also to other systems are seen
in the recommendations that the system directory should be hierarchical structured to
provide easy access to the data and information in the system, that updates should be
synchronized right away and that relevant information and data should be linked and
presented as one unit of information [45].

Another approach to the design of human-machine interfaces is the idea to follow the
naturalistic perceptions of an operator in emergencies as well as his decisions and actions.
The authors of this concept used studies on emotional arousal (e.g. [10, 11, 30, 48]) and a
model called direct perception-action coupling (DPAC) which merges direct perception
and embodied cognition and has been developed to describe the available capacities of an
operator under stress. Rahman et al. [37] hold the view that emergency controls should be
compatible to the operator’s perceptual, cognitive and motoric abilities in a stress situ-
ation and adapt to his “immanent and remnant [mostly bodily] skills” [37]. As
human-machine interaction is not seen as a process of symbolic or logical reasoning,
principles of this approach are direct perception and embodied action. According to the
authors, interaction takes place in an almost automatic and non-conscious way. To allow
an automatic and intuitive handling of the system, human-machine interfaces should not
be reduced to touch screens, push buttons or controls, which all look and feel similar but
rather expedient controls that integrate the cognitive and motoric skills of an operator in a
stressful situation. Comparable controls are simple, such as single-acting controls in
firefighting or aerial systems [37].

2.3 Studies with Regard to Usability of Interfaces in Firefighting

Fires are worldwide feared threats, especially in warm areas, regularly leading to
numerous fatalities, such as in the most recently Oakland warehouse and the Baghdad
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hospital fires in 2016. The physical demands of firefighting [18] but also the psy-
chophysical and psychological responses of firefighters [41] are known since the 1990s.
However, research on computer-aided firefighting assistance considering the HCI began
only later in the 2000s ([23], see Table 3), criticising the insufficient use of computers.

Using field studies, interviews and low-fidelity prototypes, Jiang et al. [23]
developed an incident command system, which supports decisions of firefighters who
have to take many factors and different sources of information into account. The
evaluation showed the importance of redundancy and that direct interaction should be
kept to a minimum. As a certain degree of automation helps the operator to handle
challenging situations [23], their work resulted in software and hardware prototypes to
assisst spontaneous and opportunistic interactions for firefighters within a structure,
introduced in Jiang et al. [24].

Prasanna et al. [36] investigated human-computer interfaces of fire emergency
response systems in an empirical study. End uses participated in their study on a fire
operations system, using a software prototype for the evaluation. Prasanna et al. [36]
followed the concept that emergency response information systems should support the
operator’s situation awareness (SA) to enable better decision making [26]. Prasanna
et al. [36] found evidence for the applicability of enhancing SA over the three levels
perception, comprehension and projection, introduced by Endsley [12], with perception

Table 3. Studies with regard to usability of interfaces in firefighting.

Area Main recommendations

Jiang et al.
(2004) [23]

Incident command system for
firefighters

• Accountability of resources and
personnel

• Situation assessment through
multiple information sources

• No information overload
• Resource allocation
• Communication support
• Minimum of direct interaction
• Partial automation

Prasanna et al.
(2013) [36]

Information and decision
support system for fire
emergency response

• Avoidance of information overload
• Avoidance of work related stressors
• Avoidance of attention tunnelling
• Appropriate use of salience
• Reduction of system complexities
• Balance of automation
• Low working memory requirements
• Suitable use of mental models
(measuring units, notations,
abbreviations, colors)

Monares et al.
(2011) [31]

Mobile collaborative application
for firefighters

• Self-learning system by log file
recording and processing

• Individual information selection by
information layers

• Simple graphics, icons
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regarding the status, attributes and dynamics, comprehension, referring to a holistic,
graphical aided information representation rather than isolated information sets of
numbers, and projection regarding trends of situational parameters. Prasanna et al. [36]
recommend to avoid information overload by layered information architectures and by
outbalancing push- and pull-type information. Dashboards are viewed as the most
helpful aid to avoid attention tunneling. They further warned that salience has to be
used appropriately to help the operator focus, without misleading and confusing him.
Also automation should be balanced well, because excessive use might push the user
“out of the loop” [36].

“MobileMap” [31] is a mobile collaborative application designed to support fire-
fighters in their decision-making and communication in urban emergency situations.
The idea of the application was the possibility to analyze information after a fire in
order to learn for the future. Therefore, the application recorded all interaction, which
were then conceived to the analysis of the emergency and aided the decisions of the
personnel afterwards. Features of importance for usability were among others
pre-loaded maps of cities with several zoom levels, the salience of emergency specific
depict points of interest (POIs, e.g. police stations and hospitals), the differentiation into
several information layers, the extensive use of graphical elements with a variety of
icons and the overall simple user interface design [31].

2.4 Studies with Regard to Usability of Interfaces in Nuclear Power
Plants and Nuclear Emergencies

Unlike firefighting and emergency response systems, a general risk is inherent in
nuclear systems, raising the question of the meaning of “Design for safety”, as pointed
out by Boy and Schmitt [4]. Control room operators in power plants observe and work
with highly complex systems where user interfaces need to offer effective, efficient and,
above all, safe operation. Additionally, intelligent decision support system for nuclear
emergencies are considered (see Table 4).

Carvalho et al. [5] aimed at the modernization of the ANGRA I power plant from a
human factors perspective. The operations were observed by cognitive task analysis
(CTA) to provide ideal decision support in the new system. In an emergency, the
operators have to follow specific procedures, which are based on four major design
aspects of technical accuracy, real-time receipt of the procedure task, easy compre-
hension and error elimination or at least reduction. The field studies and observations of
the operators’ performance in simulators, together with heuristic and scenario-based
evaluation, have shown major generalizable aspects for safety-critical displays.
Attention should be paid to adequate font sizes and formats, especially in displays with
complex information, color contrast and graphics in general to prevent information
overload, especially in numeric information. Furthermore, it was recommended to
match the size of icons to their function. In all, structured presentation informing the
user about deviations of measured values from reference points, i.e. information should
not be thought of and presented as data but in form of information supporting the
operator in the task of the evaluation [5]. Carvalho et al. [6] added the critical point of
media mixes requiring different cognitive resoures.
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A human-system integration approach, based on the resilience engineering intro-
duced by Hollnagel et al. [20], was applied in the safety design of the control and
management of a nuclear power plant in Boy and Schmitt [4], defining different
automation levels. Their spectrum ranges from the computer offering no assistance,
where the human has to decide on his own and perform every action himself, over the
computer offering a certain amount of decision or action alternatives to autonomous
decision-making and action. As automation leads to complexity but can also aid to
reduce problems with procedure accumulation, it has to be well-balanced in the
human-computer system [4].

Table 4. Studies with regard to usability of interfaces in nuclear power plants and nuclear
emergencies.

Area Main recommendations

Carvalho et al.
(2008) [5],
Carvalho et al.
(2011) [6]

Redesign of supervisory control
operator interfaces in nuclear power
production

• Adequate font sizes
and formats

• Appropriate color
contrast

• Use of graphics to
avoid information
overload

• Size of icons matching
the function

• Structured presentation
of information

• Uniform media usage
Boy and Schmitt (2013)
[4]

Control and management of nuclear
power plant

• Determination of
automation levels

• Balancing of
automation

Papamichail and French
(2004) [34]

Decision support system for nuclear
emergencies

• Support of
understanding the
system

• Completeness of
information

• Format of output
• Volume of output
• Ease of use
• Ease of learning
• Information output at
appropriate time

• Flexibility/adaptability
of the system

• Performance
(accomplishment of
task)

• Usefulness
(performance of user)
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The design and evaluation of the intelligent decision support system for nuclear
emergencies by Papamichail and French [34] was human-centred. The aim was to help
decision makers in the elaboration and ranking of alternatives [34]. General recom-
mendations can be seen in the emphasis of facilitating the system understanding and the
claim of completeness of the provided information. Easy system use and learnability
are implied [34], building on definition of Bailey and Person [1]. In contrast to
Hancock and Szalma [19], Frassl et al. [16] and Turoff et al. [45] demanding immediate
information provision, Papamichail and French [34] pointed to times that are more
suitable for information output than others are. Furthermore, the authors recommended
that the system should be able to adapt or adjust to new conditions, demands or
circumstances [34].

2.5 Empirical Studies with Regard to Usability in Other Fields

Some empirical studies with regard to usability in safety-critical contexts cannot be
assigned to just one field, but are not to be neglected. Nilsson and Stølen [32], for
instance, used results of their plurality of cross-sectional empirical studies with
emergency response actors to define generalizable requirements for user interfaces,
which they validated through observations and interviews in a training exercise. They
consulted studies of avalanche rescuing, fire fighters, police and ambulance services
(Table 5).

Based on these studies, it was concluded that user interfaces should present an
“operational picture” [32], meaning a definition of the operational area, which is rel-
evant during the emergency with information about all factors, like objects and persons
involved in an incident [7], logging, which was based on the conclusions of Chittaro
et al. [8] for a log of all occurrences during the emergency as well as accessing services
for information [45], meaning that the information from different sources should be
presented together. It was further pointed to resource management, i.e. presenting the
available resources like personnel and equipment, taken up from Pottebaum et al. [35]
based on description logistics and the work of Joshi [25] on map-based interfaces for
emergency work. In line with Humayoun et al. [21], functionalities to support emer-
gency personnel by providing plans and tasks explicit during the operations, which also
reports the progress or fulfilment of the task, were recommended. For the design of the
user interface, Nilsson and Stølen [32] further suggested designated hardware buttons,
multimodal user interfaces [9] and augmented reality techniques [17].

Frassl et al. [16] developed a system for collecting, managing and distributing
information in relief operations of disasters. In line with the spiral model of Boehm [2],
the generated system has passed through several prototype iterations with feedback
from assessment experts, logistics experts and other end-users. Resulting functional
requirements for the behavior and provided services are partly generalizable. In terms
of data management, Frassl et al. [16] recommended that information should be offered
in report forms which support the assessment of the situation. The user interface should
provide a situation map for visualization of all geo-referenced data similar. Regarding
the device control, data from external sensors has to be processed automatically to
relieve the user from configuration tasks. Another aspect is the instant synchronization
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of information, also in situations of difficult network connectivity. Requirements to the
characteristics for systems used in disaster management missions are seen in the
simplicity of the usage and the implementation of only essential functions and con-
figurations, additionally to be accompanied by help of the system. Decision-making
should be supported by the integrity of the provided data. Therefore, the system should
give details about how reliable the respective information is [16].

3 Discussion

A systematic, cross-sectional literature search was conducted for studies regarding
usability and interface design in safety-critical contexts. In addition to the general
usability literature and fundamental guidelines, five theoretical and literature based
studies, three studies with regard to user interface design in firefighting, four studies
with regard to nuclear power, a cross-sectional study integrating avalanche, firefighting,

Table 5. Empirical studies with regard to usability in other fields

Area Main recommendations

Nilsson and Stølen
(2011) [32]

Emergency response
(avalanches, firefighting, police,
ambulance)

• Operational picture
• Log of occurrences
• Easy information access
• Resource management
• Supply of plans and tasks
• Designated hardware
buttons, multimodal user
interfaces

• Augmented reality
techniques

Frassl et al. (2010) [16],
Frassl et al. (2012) [15]

Disaster relief operations • Support for assessment of
situation

• Situation map
• Automatic processing of
data

• Instant synchronization of
information

• Simplicity of the usage
• Support of decision making
by integrity of provided
data

• Autonomous work of
system

• Reliability in case of system
failure

• Interoperability
(information exchange)

• Frugality of the system
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ambulance and police work and a study with regard to disaster relief operations were
identified and analyzed for generalizable usability recommendations for safety-critical
systems. Five recommendations specific to or of enhanced importance in safety-critical
systems were formulated:

Information processing efficiency is impaired under negative emotions, such as
stress and anxiety ([13], see also Sect. 1.1). Keeping the required memory workload to
a minimum was identified as a cross-sectional key-topic, demanded in theoretical work
([44], see Sect. 2.2) as well as in empirical work in firefighting ([36], see Sect. 2.3).

• Recommendation 1: Keep required memory workload to a minimum.

The use of simple graphics and simple structures was identified as a major topic in
theoretical work [19] and interface design in power plants [5] and for firefighting [31].

• Recommendation 2: Use simple graphics and simple structures.

In line, the avoidance of information overload was found as an important aspect in
interface design in firefighting [23, 36] as well as in power plants [5, 6].

• Recommendation 3: Avoid information overload.

Time pressure and time-criticality are inherent in safety-critical contexts. As a result,
remarks on immediate and automatic updates of data were found in various literature,
such as in theoretical work by Hancock and Szalma [19] and Turoff et al. [45] and
empirical and prototype-based work for emergency response systems by Frassl et al.
[15, 16]. However, Papamichail and French [34] pointed to the differences in timely
suitability of information output. It is concluded that the provision of new data, or
information as prepared data for easier information processing, should be bound to
timely and relevance restriction.

• Recommendation 4: Provide important updated information as fast as possible.

Automation is often used to support the user by now. However, the
“operator-out-of-the-loop” phenomenon, where the user overly relies on the system, is
well known [12]. In order to keep the human in the loop, balancing the degree of
automation was found to be of importance in firefighting [23, 36] and nuclear power
control [4].

• Recommendation 5: Keep the operator in the loop by a suitable automation degree.

However, recommendations alone cannot ensure high usability standards in systems.
Formative evaluations with end-users, if at all possible, and iterative system design are
needed, as also generally established in ISO 9241 part 210 “Human-centred design
processes for interactive systems” [22]. A very popular model is the spiral model by
Boehm [2], applied for example by Frassl [15, 16] for disaster management tool design.
Also regarding safety critical-systems, Boring et al. [3], for instance, reemphasized the
importance of usability evaluations in the context of nuclear power plant control units
as a formative method during the early design stages, not as a summative method at the
end of a project.
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Abstract. This research has adopted eye movement technique to study the
influence of warning character on the information processing, which involves in
two experiments. With our study, we have made our focus of research on the
warning position, warning icon and warning border as a visual stimulus means. In
our investigation, we have been keeping on with such commonly-made eye-
movement recording parameters, such as the Fixation Count, the First Fixation
and Duration by using an Eye Link II eye tracker, which is in a position to reflect
the subject’s attention and conversion of the attentions. What is more, we have
done a single factor variance analysis (ANOVA) in hoping to work out the
experimental data due to the kinds of eyemovement parameters, and the following
conclusions were drawn: (1) The warning position on the warning interface affects
the machining process of the warning. When the warning is embedded in text, the
warning is more noticeable and the perceived hazard level is higher. (2) Consistent
with the results of the relevant studies onwarnings on product labels, there are also
icon effects on the warning interface, and the icon can improve the salience of the
warning itself and the level of perceived danger. (3) There are also border effects
on the warning interface. The appearance of the border makes the warning more
significant and the perceived hazard level can be improved. The research results of
this paper can also be adopted as the warningmessage design reference, which has
had a great significance in improving the identification of warning message and
reducing the rate of visual accidents on interface.

Keywords: Digital interface �Warning characteristics �Warning effectiveness �
Eye tracking

1 Introduction

Warning sign is an important part of safety signs and widely used in industrial pro-
duction, transportation, life and other fields in the past [1]. With the rapid development
of technology and the Internet, more and more user interfaces are replaced by digital
interfaces. These interfaces contain a large number of dynamic, complex information.
Man identify and perceive danger information conveyed by warning information to
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guide their behavior, so as to effectively avoid possible accidents. The process of the
warning information has an effect on human behavior can be divided into four stages:
discovery (attention stage), recognition (recognition stage), information judgment and
decision (judgment stage), and compliance operation (behavior stage) [2]. In the whole
process, the discovery stage is the prerequisite to comply with the operation, that is, the
visual attention level of the warning information directly affects the human observance
behavior of safety. Therefore, it is important to study the visual attention feature of the
warning information, which can improve the recognition of the warning information
and reduce the occurrence of the accident.

2 Background

2.1 Warning Information Processing Model

Wogalter and Laughery (1996) [3] have also applied the general information Com-
munication Theory model to the field of warning research and proposed Human
Information Processing, which considers warnings processing includes the following
five cognitive processes: attention, understanding, attitudes and beliefs, Motivation,
compliance behavior. Wogalter et al. (1999) [4] extended this information processing
model, fitting communication components such as information sources, transmission
channels, and receiver characteristics into the model, and proposed Communication-
Human Information Processing model (C-HIP). Laughery (2006) [5] proposed an
information communication model in the field of warning, and improved the C-HIP
model. Laughery believed that the information communication model consists of four
parts: the sender of the warning message, the warning message, the media, the recipient
of the information, and discussed the influence factors of warning effectiveness from
three aspects: the characteristics of the warning itself, the individual characteristics and
the scene characteristics. Wu Xiaoli (2015) [6] proposed Error-Cognition Mapping
from the perspective of the error factor and bring it into the complex information
interface design. Figure 1 is a review and reorganization of warning information
processing model.

2.2 Eye Movements and Warning Research

When individuals are browsing visual information, the visual informationwill be passed to
the brain through visual system, the brain through the control of human eye movement to
express interest in visual information, and this process is known as visual perception [7].
Individuals usually express their interest in visual objects or areas through initiative,
frequent gaze. In cognitive psychology, the concept of gaze is called “selective attention”.
Visual selective Attention use an information processing bottleneck mechanism, which
allows only a small part of the information into the human eye to reach the short-term
memory and visual attention area. Significant enough visual stimulus can be highlighted
from the entire complex scene, and this significance has nothing to do with the purpose of
observation, it occurs quickly in a bottom-up manner [8]. This mechanism of visual
selection of attention can enable individuals to quickly locate objects or regions of interest
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in complex visual environments [9]. Test data of eye movement reflects individual
attention and the conversion of attention. Therefore, the attention degree of visual stimuli
can be obtained by collecting and analyzing the corresponding eye movement data.

3 Study 1: Effect of Warning Position and Warning Icon
on the Warning Information Processing

Based on the previous research, experiment 1 will study the characteristics of the indi-
vidual reading warning interface under different presentation characteristics of the
warning using a 2-level factorial design. Variable 1: the warning position, including
warning information embedded in the text and located at the bottom of the text. Variable 2:
the warning icon, including warning information with icon and without icon.

3.1 Participates

A total of 14 male and 26 female graduate students aged between 23 and 27 years
(M = 23.8, SD = 2.1) who used computer almost every day were recruited. All par-
ticipants had normal or corrected vision without color blindness or color weakness. The
participants would get a gift after the experiment.

3.2 Experimental Materials

The experiments were conducted in the ergonomics lab of Southeast University under
normal lighting condition (about 300 lux). The stimuli were generated by one computer

Fig. 1. The warning information processing model
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with a 2 GHz Intel Core i7 processor. The computer was running under the Mac OS
operating system. The display used was a 23.8-inch LCD monitor (Dell u2414 h). The
graphics adapter was used at a resolution of 1920 � 1080 pixels and a frame rate of
60 Hz. The viewing distance used was 50 cm.

First of all, according to the principle that the experimental material should be
similar to the real environment as much as possible to ensure the external validity and
extensibility of experimental results, the experimental materials used in this study were
selected from a number of control systems which include warning interfaces. The
interfaces included a section of reading material, which contained warning information
(Fig. 2). Contents of the reading material covered many areas, including driving, flight
control, scheduling, organization and management. A total of 10 interfaces was selected.

Next, some modifications were made to the raw material to ensure that when
participants viewed each warning interface, the familiarity and reading time is roughly
the same. All warning interfaces layouts used the same format——the outline para-
graph structure. Each experimental material had approximately 3–4 paragraphs and
there was only one warning message on each interface. Word number of each material
was also roughly the same, being controlled between 158 and 172. In order to avoid
different brands affected the participants reading the experimental material, the mate-
rial’s brand was hidden. All factors of the warning information (fonts, spacing, etc.)
were controlled to be consistent except for the warning position and warning icon.
Experiment 1 was designed to examine the influence of warning position and warning
icon on the warning information processing, adopting 2 (layout: embedded text, bottom
of text) � 2(icon: yes, no) two factors within subjects design. The layout refers to the
location of the warning information in the warning interface. “Embedded text” means
that the warning information is presented near the text associated with the warning
information, “bottom of the text” means the warning information is separated from the
text and presented separately at the bottom of the page. The icon refers to whether a
warning icon is displayed in the warning information, see Fig. 2. In this study, a
triangle with an exclamation mark is used as a warning icon, see Fig. 3.

Finally, 2 warning interfaces were selected randomly from the 10 warning inter-
faces using as exercise materials and the remaining 8 warning interfaces were used as
the formal experimental materials for the participants to read. In order to ensure that

Fig. 2. Experimental material (embedded text, icon) & (bottom of text, no icon)
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each participant observed each warning interface and read each alarm format, the
content of the warning interface and the appearance order of the warning format were
carried out (latin squares) balanced design.

3.3 Procedure

The task of the subject was to read the theme carefully and try to remember the contents
of the warning interface. The participants were presented the 8 warning interfaces one
by one. The “Space” button was used to turn the pages after each material had been
read. Inform the participants that after the reading was complete, they need to fill out a
paper questionnaire and determined the sentence in the questionnaire right or wrong
according to the contents they had read. Before the start of the formal experiment, the
participant first performed an exercise. Before the formal experiment began, the par-
ticipants were given an exercise. Exercise was to read 2 warning interfaces continu-
ously and judge four sentences which had been show to the participants right or wrong
after the reading is complete.

In order to balance the reading material and warning feature sequence effect, the
experiment will be randomly divided into 8 groups, so that each material can only be
read once, participants can also read all the warning features. In order to ensure that the
similarity between the experiment and the real environment, after reading all the
materials, participants were presented an interference task to detect whether the
warning information into the long-term memory before memory test.

4 Results

4.1 Memory Performance

The correct rate of the questionnaire part was compared, the results in Table 1.

Fig. 3. Warning icon

Table 1. The mean and standard precision of the correct rate under different conditions

Position Embedded text Bottom of text
Icon M SD M SD

No 0.83 0.27 0.79 0.30
Yes 0.84 0.29 0.83 0.31
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1. Main effects of warning position showed no significant (F(1,39) = 0.291, P > 0.05).
Warning information embedded in text and at the bottom of text had no significant
effects on the correct rate.

2. Main effects of warning icon showed no significant (F(1,39) = 0.291, P > 0.05).
Having icon and no icon had no significant effects on the correct rate.

3. There was no significant interaction effect of warning position and warning icon
(F(1,39) = 0.053, P > 0.05). It showed that there is no significant difference
between warning position and warning icon in the correct rate.

4.2 Time of Entering the AOI

The time of entering the area of interest (AOI) when the participants read the warning
interface was compared. The results are shown in Table 2.

The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

1. Main effects of warning position showed significant (F(1,30) = 61.422, P < 0.001).
Warning information embedded in text and at the bottom of text had significant
effects on the participants’ time of entering the AOI. Warning information
embedded in text had a significantly shorter entry time than it at the bottom of the
text.

2. Main effects of warning icon were significant (F(1,30) = 4.298, P < 0.05). Having
icon and no icon had significant effects on the participants’ time of entering the
AOI. Having icon had a significantly shorter entry time than no icon.

3. There was no significant interaction effect of warning position and warning icon
(F(1,30) = 0.047, P < 0.05). It showed that there is no significant difference between
warning position and warning icon in the participants’ time of entering the AOI.

4.3 The Number of Fixations in the AOI

The number of fixations in the AOI when the participants read the warning interface
was compared. The results are shown in Table 3.

Table 2. The mean and standard deviation of the time of entering the AOI under different
conditions (s)

Position Embedded
text

Bottom of
text

Icon M SD M SD

No 18.44 8.15 26.81 10.43
Yes 16.62 8.12 25.35 10.54

The Study of Presentation Characteristics of the Warning Information 91



The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

1. Main effects of warning position showed significant (F(1,30) = 18.461, P < 0.01).
Warning information embedded in text and at the bottom of text had significant
effects on the participants’ time of entering the AOI. The number of fixations in
embedded text was significantly greater than it at the bottom of the text.

2. Main effects of warning icon were significant (F(1,30) = 7.869, P < 0.01). Having
icon and no icon had significant effects on the participants’ time of entering the
AOI. The number of fixations in having icon was significantly greater than it in no
icon.

3. There was a significant interaction effect of warning position and warning icon
(F(1,30) = 6.799, P < 0.05). Further analysis found that when the warning infor-
mation was embedded in the text, there was a significant difference in the number of
the participants’ fixation in having warning icon and no icon. The number of
fixations in having icon was significantly greater than it in no icon under this
conditions. When the warning information was located at the bottom of the text,
there was no significant difference in the number of the participants’ fixation in
having warning icon and no icon. Regardless of whether the warning information
has an icon, the participants had significant differences in the number of fixations in
embedded text and bottom of text. Warnings embedded in text have significantly
more fixations than warnings at the bottom of text. see Fig. 4.

Table 3. The mean and standard deviation of the number of fixations in the AOI under different
conditions (times)

Position Embedded
text

Bottom of
text

Icon M SD M SD

No 14.63 5.85 12.21 4.31
Yes 17.74 6.16 12.03 5.17

Fig. 4. The number of fixations in the AOI under different warning characteristics
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4.4 AOI Total Residence Time

AOI total residence time when the participants read the warning interface was com-
pared. The results are shown in Table 4.

The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

1. Main effects of warning position showed significant (F(1,30) = 15.080, P < 0.01).
Warning information embedded in text and at the bottom of text had significant
effects on the participants’ time of entering the AOI. The number of fixations in
embedded text was significantly greater than it at the bottom of the text.

2. Main effects of warning icon were significant (F(1,30) = 4.575, P < 0.01). Having
icon and no icon had significant effects on the participants’ time of entering the AOI.
The number of fixations in having icon was significantly greater than it in no icon.

3. There was a significant interaction effect of warning position and warning icon
(F(1,30) = 4.647, P < 0.05). Further analysis found that when the warning infor-
mation was embedded in the text, the participants had a significant difference in the
AOI total residence time between the icon warning and no icon warning. The AOI
total residence time for the icon warning was significantly longer than the no icon
warning. When the warning information was located at the bottom of the text, there
was no significant difference in the AOI total residence time between the icon
warning and no icon warning. Regardless of whether the warning information has
an icon, the participants’ AOI total residence time had no significant differences in
the warning position. See Fig. 5.

4.5 The Percentage of the AOI Residence Time Occupies Total Reading
Time

The percentage of the AOI residence time occupies total reading time when the par-
ticipants read the warning interface was compared. The results are shown in Table 5.

The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

1. Main effects of warning position showed significant (F(1,30) = 19.685, P < 0.01).
Warning information embedded in text and at the bottom of text had significant
effects on the percentage of the residence time occupies total reading time.

Table 4. The mean and standard deviation of AOI total residence time under different
conditions (s)

Position Embedded text Bottom of text
Icon M SD M SD

No 3.85 1.54 3.22 1.37
Yes 4.57 1.64 3.16 1.52
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The percentage of the embedded text residence time occupies total reading time was
significantly more than the bottom of text residence time occupies total reading
time.

2. Main effects of warning icon were significant (F(1,30) = 4.285, P < 0.05). Having
icon and no icon had significant effects on the percentage of the embedded text
residence time occupies total reading time. The percentage of having icon residence
time occupies total reading time was significantly more than no icon residence time
occupies total reading time.

3. There was no significant interaction effect of warning position and warning icon
(F(1,30) = 1.401, P > 0.05). It showed that there is no significant difference
between warning position and warning icon in the percentage of the AOI residence
time occupies total reading time.

5 Discussion

Experiment 1 results showed that the position of warnings affected the warnings
information processing. According to the Gestalt Psychology, individuals in life are
perceived according to certain organizational rate experience. Continuity is a good
organizing principle. The parts which are close to each other are more easily formed
into the whole body for processing.

Fig. 5. The AOI total residence time under different warning characteristics

Table 5. The mean and standard deviation of the percentage of the AOI residence time
occupies total reading time under different conditions (%)

Position Embedded text Bottom of text
Icon M SD M SD

No 3.59 1.11 2.97 1.37
Yes 4.16 1.76 3.26 1.37
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When the warning information was embedded in the text, the warning interface
could be read more fluently, individuals could better perceive the specific content and
point of the warning information. They could be aware of the danger would happen in
which specific step of the operation and how it should be prevented directly and
clearly. But when placed at the bottom of the text, the warning message has no explicit
directivity, resulting in individual underestimating the importance of the warning, and
the warning is not deep-level processing.

Similarly, a warning icon can also enhance the significance of the warning infor-
mation and the danger degree of the warning message individual perceived. The pres-
ence of the icon in the warning made the participant notice the warning faster and longer.
From the perspective of the choice mechanism of attention, the vast majority of warning
information on warning interface was text, the emergence of icon stimulus could quickly
attract people’s attention, made people aware of the warning. At the same time, attention
not only includes bottom-up processing, as well as top-down processing. The knowl-
edge and experience individual already have as well as the expectations of the stimulus
will also affect individual attention processing process. Warning icons are often asso-
ciated with dangerous information, which has existed in individual long-term memory.
When individual saw the warning icon again, the level of risk perception can be raised.

6 Study 2: Effect of Warning Position and Border on the Eye
Gaze Warning

In this study, we investigated the characteristics of the individual reading warning
interface under different presentation characteristics of the warning using a 2-level
factorial design. Variable 1: the warning position, including warning information
embedded in the text and located at the bottom of the text. Variable 2: the warning
border, including warning information with border and without border.

6.1 Participates

A total of 15 male and 25 female graduate students aged between 23 and 27 years
(M = 23.3, SD = 2.6) who used computer almost every day were recruited. All par-
ticipants had normal or corrected vision without color blindness or color weakness. The
participants would get a gift after the experiment.

6.2 Experimental Materials

The source of the experimental material is the same as the experiment 1. The content of
the warning interface and the appearance order of the warning format were also carried
out balanced design. Experiment 2 was designed to investigate the effect of warning
position and border on the eye gaze warning, adopting 2 (layout: embedded text,
bottom of text) � 2 (border: yes, no) within subjects design. The border refers to
whether a border is displayed in the warning information, see Fig. 4.
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6.3 Procedure

Experimental procedure is the same as experiment 1.

7 Results

7.1 Memory Performance

The correct rate of the questionnaire part was compared, the results in Table 6.

1. Main effects of warning position showed no significant (F(1,28) = 0.375, P > 0.05).
Warning information embedded in text and at the bottom of text had no significant
effects on the correct rate.

2. Main effects of warning border showed no significant (F(1,28) = 0.191, P > 0.05).
Having icon and no icon had no significant effects on the correct rate.

3. There was no significant interaction effect of warning position and warning border
(F(1,28) = 0.415, P > 0.05). It showed that there is no significant difference
between warning position and warning border in the correct rate.

7.2 Time of Entering the AOI

The time of entering the area of interest (AOI) when the participants read the warning
interface was compared. The results are shown in Table 7.

The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

Table 6. The mean and standard precision of the correct rate under different conditions

Position Embedded text Bottom of text
Border M SD M SD

No 0.80 0.25 0.80 0.27
Yes 0.88 0.22 0.83 0.27

Table 7. The mean and standard deviation of the time of entering the AOI under different
conditions (s)

Position Embedded
text

Bottom of
text

Border M SD M SD

No 17.62 6.38 24.99 7.23
Yes 16.04 7.08 23.57 6.57
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1. Main effects of warning position showed significant (F(1,28) = 51.642, P < 0.001).
Warning information embedded in text and at the bottom of text had significant
effects on the participants’ time of entering the AOI. Warning information embedded
in text had a significantly shorter entry time than it at the bottom of the text.

2. Main effects of warning border were significant (F(1,28) = 4.335, P < 0.05). Having
border and no border had significant effects on the participants’ time of entering the
AOI. Having border had a significantly shorter entry time than no border.

3. There was no significant interaction effect of warning position and warning border
(F(1,30) = 0.013, P < 0.05). It showed that there is no significant difference
between warning position and warning border in the participants’ time of entering
the AOI.

7.3 The Number of Fixations in the AOI

The number of fixations in the AOI when the participants read the warning interface
was compared. The results are shown in Table 8.

The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

1. Main effects of warning position showed significant (F(1,28) = 11.114, P < 0.01).
Warning information embedded in text and at the bottom of text had significant
effects on the participants’ time of entering the AOI. The number of fixations in
embedded text was significantly greater than it at the bottom of the text.

2. Main effects of warning border were significant (F(1,28) = 11.663, P < 0.01).
Having border and no border had significant effects on the participants’ time of
entering the AOI. The number of fixations in having border was significantly greater
than it in no border.

3. There was a significant interaction effect of warning position and warning icon
(F(1,28) = 0.090, P > 0.05). It showed that there is no significant difference
between warning position and warning border in the number of fixations in the AOI.

Table 8. The mean and standard deviation of the number of fixations in the AOI under different
conditions (times)

Position Embedded
text

Bottom of
text

Border M SD M SD

No 14.07 4.47 11.29 5.36
Yes 16.02 6.08 12.74 5.12
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7.4 AOI Total Residence Time

AOI total residence time when the participants read the warning interface was com-
pared. The results are shown in Table 9.

The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

1. Main effects of warning position showed significant (F(1,28) = 9.441, P < 0.01).
Warning information embedded in text and at the bottom of text had significant
effects on the participants’ time of entering the AOI. The number of fixations in
embedded text was significantly greater than it at the bottom of the text.

2. Main effects of warning border were significant (F(1,28) = 8.793, P < 0.01).
Having border and no border had significant effects on the participants’ time of
entering the AOI. The number of fixations in having border was significantly greater
than it in no border.

3. There was a significant interaction effect of warning position and warning border
(F(1,28) = 0.442 P > 0.05). It showed that there is no significant difference between
warning position and warning border in the AOI total residence time.

7.5 The Percentage of the AOI Residence Time Occupies Total Reading
Time

The percentage of the AOI residence time occupies total reading time when the par-
ticipants read the warning interface was compared. The results are shown in Table 10.

Table 9. The mean and standard deviation of AOI total residence time under different
conditions (s)

Position Embedded text Bottom of text
Border M SD M SD

No 3.59 1.11 2.97 1.37
Yes 4.16 1.76 3.26 1.37

Table 10. The mean and standard deviation of the percentage of the AOI residence time
occupies total reading time under different conditions (%)

Position Embedded text Bottom of text
Border M SD M SD

No 3.59 1.11 2.97 1.37
Yes 4.16 1.76 3.26 1.37
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The analysis of variance (ANOVA) method was used to analyze the data. The
results showed as follows:

1. Main effects of warning position showed significant (F(1,28) = 14.586, P < 0.01).
Warning information embedded in text and at the bottom of text had significant
effects on the percentage of the residence time occupies total reading time. The
percentage of the embedded text residence time occupies total reading time was
significantly more than the bottom of text residence time occupies total reading time.

2. Main effects of warning border were significant (F(1,28) = 5.233, P < 0.05).
Having border and no border had significant effects on the percentage of the
embedded text residence time occupies total reading time. The percentage of having
border residence time occupies total reading time was significantly more than no
border residence time occupies total reading time.

3. There was no significant interaction effect of warning position and warning border
(F(1,28) = 0.794, P > 0.05). It showed that there is no significant difference
between warning position and warning border in the percentage of the AOI resi-
dence time occupies total reading time.

8 Discussion

From the results of Experiment 2, it can be deduced that the warning information and
the border can attract the individual attention quickly, and last the attention to the
warning information longer. It is worth noting that the results of the two experiment
showed that participates’ memory performance was no significant difference, which is
inconsistent with previous studies. It may be due to the fact that the average reading
time of the warnings in this study is long, which leads to no difference in memory
scores. The three features of position, icon and border may only affect the phase of
perceiving and understanding in the warning information processing, while no effect on
the subsequent long-term memory stage. It is also possible that, because there are few
experimental materials in this study, the subjects only need to read the eight warning
interfaces without time limit, and the memory score test adopts the form of recognition,
the task is simple, memory performance no difference.

9 Conclusion

In this study, two experiments were conducted to investigate the effect of warning
features on the warning process, and the following conclusions were drawn:

1. The warning position on the warning interface affects the machining process of the
warning. When the warning is embedded in text, the warning is more noticeable and
the perceived hazard level is higher [6].

2. Consistent with the results of the relevant studies on warnings on product labels,
there are also icon effects on the warning interface, and the icon can improve the
salience of the warning itself and the level of perceived danger.
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3. There are also border effects on the warning interface. The appearance of the border
makes the warning more significant and the perceived hazard level can be improved.

Some suggestions for the warning interface designer:
The warning information should be presented in the description text. The study

found that when the warning is embedded in the text, the warning reading time is
significantly longer, providing greater possibilities for the following individual
observance behavior of safety. At the same time, warnings on the warning interface
should use features such as borders and icons to improve the significance of warnings.
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Abstract. With the aim of designing an interface that supports troubleshooting
of a dialysis machine, a medical-engineer (ME) cognitive task analysis was
conducted in this study, with the error messages currently provided by a
hemodialysis machine also being analyzed and evaluated. First, we developed the
“error-message mechanism diagram” for the given problem, indicating the
relationship between the error message and the notifying conditions of this
message (corresponding to the candidate for the cause of the problem). Next, we
developed the “cognitive task flow diagram,” which shows the cause candidates
generated by the ME until the source of the problem was detected. This diagram
also clarifies the manner in which the ME verifies the cause candidates and the
information or knowledge employed by the ME. Then, for the given problem, we
compared the cognitive task flow diagram of an ME who successfully detected
the problem cause and corresponding error-message mechanism diagram to
evaluate the efficacy of the error messages currently provided by the device.

Keywords: Troubleshooting � Cognitive task analysis � Medical equipment
and hemodialysis

1 Introduction

Hemodialysis is a medical treatment in which moisture and waste matter accumulated
in the patients’ body because of renal failure are removed by the extracorporeal cir-
culation of blood. Patients must receive treatments for approximately four hours, three
times a week, at dialysis hospitals. If the renal function is not improved, waste materials
drained from their kidneys accumulates in their body. Until December 2015, there were
more than 320,000 dialysis patients in Japan; this number is on an increasing trend as
the number of patients suffering from diabetic nephropathy increases, which is the
cause of dialysis initiation [1] .

The dialysis device (machine) used in such a hemodialysis treatment is indis-
pensable for dialysis medical safety and quality improvement because it can circulate
the patient’s blood extracorporeally at a constant speed, partly proceed to remove waste
matter and moisture inside the body, and automatically detect abnormalities in the
patient’s physical condition. For this reason, medical engineers (MEs) responsible for
maintenance and management of machine are obliged to perform periodic/daily
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inspections (inspection before and after treatment) of the machine, and the contents of
inspections are bound by the guidelines of Japan Association for Clinical Engineers [2].
The machine operates by separating liquids, such as the dialytic fluid from the blood,
within the internal circulatory system. This principle is the same for dialysis machines
in other countries [3]. Further, a typical dialysis machine used in many hospitals in
Japan has a self-checking function that can detect problems such as internal leaking or
pressure abnormalities. If a problem occurs, the machine displays error messages on its
monitor to indicate an irregularity, for example, “Pump voltage abnormality.” How-
ever, the cause of an irregularity and the involved machine parts are not identified in
these messages (Fig. 1).

The characteristics of such dialysis machines are similar to those of industrial
plants. The Engineering Equipment and Material Users Association (EEMUA), which
pertains to plant-related industry, has stated that a desirable error message should
provide “detailed information of the causes of trouble, which can help in trou-
bleshooting,” in their guidelines [4]. However, from a cost perspective, it is unfeasible
to detect problematic parts automatically by attaching sensors to all the parts in a
hemodialysis machine. Therefore, MEs responsible for the maintenance of these
devices must detect the cause of a problem by gathering information on the internal
status of the machine (e.g., the pressure or voltage) and by monitoring the interior of
the machine, based on error messages. As the machine is always used for hemodialysis
treatment, the speed and accuracy with which MEs can identify the causes of trouble
and restore can greatly affect the patient safety and treatment quality.

Further, even in a general device (not only a dialysis machine), it is common for
users to perform troubleshooting. Therefore, the interface must be designed to instruct
the operation so that the user can deal with the trouble promptly and appropriately, and

Fig. 1. Dialysis machine
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to present the cause candidates in an easy-to-understand manner is important and is a
major problem [5, 6].

In the current situation surrounding such troubleshooting support, to troubleshoot
efficiently and effectively, it is important to detail the manner in which the error
messages indicate the machine irregularities to the user.

With the aim of designing an interface that supports machine troubleshooting, an
ME cognitive task analysis was conducted in this study, along with the analysis and
evaluation of the error messages currently provided by a hemodialysis machine.

2 Method

2.1 Design

In this study, we conducted a cognitive task analysis of MEs who can efficiently and
effectively identify the cause of trouble. We then developed a “behavioral model,”
which shows the cause candidates generated by the ME until the source of the problem
is detected. By designing the interface along this model, the contents of an alarm
system is expected to be displayed, as required by MEs, on the machine monitor.

Next, we developed the “error-message mechanism diagram” for a given problem,
indicating the relationship between the error message and the notifying conditions of
this message (corresponding to the candidate for the cause of the problem).

This error message mechanism diagram is said to clearly show the current state of
user support on the machine regarding cause identification. Therefore, we compared the
“behavioral model” with the corresponding error-message mechanism diagram to
evaluate the efficacy of the error messages currently provided by the device.

In the hospital, where the study was conducted, approximately 100 patients receive
dialysis treatment in 52 beds daily.

2.2 MEs’ Behavioral Model During Troubleshooting

Five types of issues. One expert ME (with 13 years of experience) made five types of
trouble-triggering mechanism in the dialysis machine (Nikkiso Co., DCS-27). Table 1
shows the contents of the trouble and error message displayed on the machine monitor.

Recording ME Behavior during Troubleshooting. Seven MEs with 4–25 years of
experience performed troubleshooting tasks on a dialysis machine with five types of
problems (Table 1). In this task, MEs performed routine inspections by using the
self-diagnosis function of the machine. Specifically, as warnings related to each task
were sequentially displayed on the monitor during self-diagnosis, MEs were asked to
search for the cause of each problem, and they exchanged parts of the machine as
necessary. Although no time limit was set for each task, we allowed the MEs to
abandon the cause specification through a declaration.
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In this study, eye-tracking systems (EMR; EMR-8 manufactured by Nac Co.) and
wearable cameras were attached to MEs. We then recorded gaze point at the time of
cause identification (Fig. 2). In addition, we conducted the Virball Protocol Law (i.e.,
we recorded the MEs’ free-standing voice about “what they were thinking at the
moment,” “what kind of cause candidate can be considered,” and “what kind of
intention they were gazing at”), and recorded behavior by using a video camera.

Development of ME Behavioral Model. Based on the eye-tracking records, cognitive
task flow diagrams were depicted for each problem. They show the information and
knowledge employed by the ME, the candidate cause generated by the ME, and the
procedure used to verify the candidate cause.

Table 1. Summary of five types of problems.
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2.3 Development of Error-Message Mechanism Diagrams

Based on the machine manufacturer’s instruction manual and alarm list, error-message
mechanism diagrams were created for each problem, and show the candidate cause of
trouble assumed by the machine manufacturer.

3 Results

3.1 Results of ME Behavioral Model/Error-Message Mechanism
Diagrams

Figures 3, 4, and 5 show the error-message mechanism diagrams for Problem Nos. 2, 3,
and 5, respectively, in Table 1 and the behavioral model of theMEwho succeeded/failed
in detecting the source of the problem within the shortest period.

The top row of each figure presents the error-message mechanism diagrams,
showing the message contents and candidate causes indicated by the messages.

The lower row of each figure represents the ME behavioral model, showing the
information and knowledge employed by the ME, the candidate cause generated by the
ME, and the procedure used to verify the candidate cause. These items are shown in
chronological order from left to right.

Fig. 2. Video image (bottom right: eye camera image)
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Fig. 3. Error-message mechanism diagram and behavioral model for Problem No. 2.
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Fig. 4. Error-message mechanism diagram and behavioral model for Problem No. 3.

Fig. 5. Error-message mechanism diagram and behavioral model for Problem No. 5.
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3.2 Comparison Result of Error-Message Mechanism
Diagram and Behavioral Model

The comparison of the error-message mechanism diagram and behavioral model of
MEs in each problem yields the following characteristics regarding the interface design
related to the apparatus alarm.

Interpretation of MEs Regarding the Implication of the Error Message. In
Problem No.1, the list of candidate causes was generally consistent with those of the
error-message mechanism diagram. This could be because the ME recalled one
irregular condition “pump is locked” based on the error message “De-aeration pump is
locked.”

In contrast, in Problem Nos. 2, 4, and 5, the list of candidate causes generated by
the ME was more extensive than the candidate causes presented in the error-message
mechanism diagram (Fig. 3A). It is assumed that an ME considered two possible
irregularities: “the self-check was not conducted appropriately” and “the self-check was
conducted appropriately but there is a leak in the plumbing,” based on the error
message: “The self-check result for the plumbing leakage is unacceptable.”

Moreover, with Problem No. 3, the MEs could not understand the meaning of the
error message “pump cell No. 1 is closed (the absorbing side)” or could not generate
the cause candidate (in Fig. 4: error-message mechanism diagram) assumed by the
machine maker. Therefore, it seemed that this message was not able to support the
cause identification of the MEs.

Furthermore, with the error message “A test of the decompression is unacceptable”
in Problem No. 4, it was found that the cause candidate cannot be generated because
the MEs cannot understand the type of mechanism used to conduct the test.

Support on the Verification Order of Multiple Cause Candidates. For each
problem, the device monitor does not show the order in which candidates of the
multiple-cause candidates in the alarm mechanism diagram should be verified (which
candidate is the probable cause of high probability, etc.). Therefore, the verification
order of the cause candidates varied among the MEs (Fig. 5: B-1).

Moreover, in Problem No. 2, despite the assumption by the machine maker that the
defect of the machine part “SV 41” is the most probable cause candidate, it is not
clearly displayed on the monitor (Fig. 3: B-2).

Furthermore, in Problem No. 2, the word “SV 41” is used as an error message even
though the machine manufacturer assumes cause candidates for parts other than SV 41
(in the error-message mechanism diagram of Fig. 4); thus, some MEs only generated
candidate causes of SV 41 (Fig. 3: B-3).

Number and Range of Cause Candidates indicated by Error Message. In Problem
Nos. 2, 4, and 5, the cause candidates indicated by the error message (e.g., piping
leakage) are in a wide range in the machine; thus, the cause candidates generated by the
MEs are very large (Figs. 3 and 5: C-1). Therefore, even among the MEs who suc-
ceeded in identifying the cause, the cause candidates generated vary.
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On the contrary, in Problem Nos. 2 and 4, the machine manufacturer did not
assume the cause candidate generated by the MEs (in Fig. 3: error-message mechanism
diagram). The content was a cause of trouble that could occur because of a mistake in
setting up the machine in advance by a ME, for example, “valve mounting error”
(Fig. 3: C-2).

Support for Verification of Cause Candidates. For the cause candidate generated by
the MEs, the dialysis machine does not show the verification method for whether it is
the true cause. In addition, the normal state of each part of the machine is not shown
(Figs. 4 and 5D). Therefore, the MEs did not know the verification method, or made a
mistake in the verification, that is, the machine does not appropriately support the
narrowing down of the cause candidates.

Display of Pressure Value and Other Factors in the Machine Monitor. When
generating a cause candidate, MEs often used a piping diagram (a simplified diagram of
piping showing parameters, such as pressure values, in piping) displayed on the
machine monitor (Fig. 6). In this piping diagram, the operating state of the pump was
indicated in “flashing red”; however, in Problem No. 4, there was a case in which the
ME mistook it as a troubleshooting site. In contrast, in this piping diagram, only the
pressure value of the piping is shown, and it does not indicate in which area the
pressure value is abnormal; thus, the machine cannot support verification of the cause
candidate.

Further, in addition to the piping diagram, the pressure and voltage values in the
machine can be confirmed but they show the real-time and maximum pressure values in
a certain period. Therefore, it is difficult for the MEs to verify the cause candidate by
the transition of the pressure value (Fig. 5: E-1). In addition, the device did not show
the transition of the pressure value in the normal state; this was a reference for judging
whether the verification is defective (Fig. 5: E-2).

Fig. 6. Piping diagram.
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4 Discussion

4.1 Interface of the Dialysis Machine

EEMUA lists eight requirements for a desirable error message in a plant, such as a
chemical factory, that has characteristics similar to a dialysis machine (Table 2) [4].
Therefore, in this section, we discuss the features of the alarm interface in the dialysis
machine; this was clarified by comparing the error-message mechanism diagram and
behavioral model of the MEs from the viewpoint of these eight requirements. Con-
sidering “Timely,” of the dialysis equipment, an error message was announced
immediately after the occurrence of trouble, and the timing is assumed to be appro-
priate in troubleshooting by the MEs; thus, it was excluded from consideration.

Relevant/Understandable. As specific machine-part names were provided in the error
message, many MEs did not generate cause candidates related to other parts of
machine. It is important to show the error message in detail so that the corresponding
operation after the alarm notification can be understood by MEs. However, from the
earlier tendency, if a specific part name is included in the message, there is a possibility
that other parts will not be handled as a cause of trouble by the MEs.

In addition, for an error message that the MEs cannot understand, for example, the
alarm message “pump cell No. 1 in the water removal pump is closed (the absorbing
side)” in Problem No. 3, the MEs have to generate a cause candidate by relying on the
part name (in this case, the water removal pump) included in the message. Therefore,
this message can be meaningless or obstructive for the cause identification by the MEs.

Unique. Originally, it is desirable to uniquely express one irregular device state, such
as “De-aeration pump is locked” in the error message. However, with the accuracy of
the trouble detection sensor attached to the current dialysis machine, it is difficult to

Table 2. Eight requirements for a desirable error message in a plant (EEMUA) [4]

Requirement Summary

Relevant For each alarm, the corresponding operation after the occurrence of the
alarm is indicated

Understandable For each alarm, a message is shown to make it easier to understand the
present situation, the expected future situation, and the corresponding
operation to be taken

Unique Each alarm is designed to notify one trouble
Prioritized Each alarm is designed to provide a message indicating the priority of the

corresponding operation
Diagnostic For each alarm, information for diagnosing the current situation, the

expected future situation, and the source of the trouble is provided
Advisory Each alarm provides a guide for the operator to deal with the trouble
Focusing Each alarm is designed so that an operator notices it quickly and reliably
Timely Each alarm is designed to occur at an appropriate timing
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obtain the error-message uniqueness by matching the irregular state and message on a
one-to-one basis. In other words, one error message might have multiple meanings.

In contrast, in the messages of Problem Nos. 2, 4, and 5 (such as “A test of the
decompression is unacceptable”), the MEs may understand only one of the plurality of
meanings (such as “The test was not successful” and “The test went well but failed”).
In other words, there is a possibility that it will hinder the generation of the cause
candidate by the MEs.

Moreover, when the trouble area indicated by the error message extends to the
entire machine, the cause candidates generated by the MEs were in excess, thus tending
to be difficult to verify.

Prioritized/Diagnostic/Advisory. For all problems, the machine did not show how to
narrow down the cause candidates generated by the MEs (method of verifying whether
it is a true cause), and the verification order of the multiple cause candidates is not
clear. In addition, the machine did not show the verification criteria for the cause
candidates, such as the appearance of the machine parts in the normal state and the
value of the pressure in the machine. As a result, the MEs failed to conclude/reject the
cause candidate, abandoned it, or misdiagnosed it; therefore, it is considered that these
information are important for prompt and accurate cause identification.

In addition, with some troubleshooting, it was determined that MEs may verify the
cause candidate by the trend of the machine’s pressure value. However, the present
machine only shows real-time and maximum pressure values during a certain period,
and it seemed that the MEs found it difficult to read the tendency of the pressure.
Therefore, it seems that machine manufacturers must display data, such as pressure
values, on the device monitor by using a display method that conforms to the method of
verifying the cause candidate by the MEs.

Focusing. In the piping diagram used by almost all the MEs during the generation and
verification of the cause candidate, in one case, the ME mistook the “flashing red,”
indicating the operation state of the pump, as the trouble cause place. As described
earlier, it is contemplated that a high-focus level display in the dialysis machine
monitor should be avoided because there may be misunderstood as a warning indi-
cation at troubleshooting.

4.2 Characteristics of MEs Who Succeeded/Failed to Perform
Troubleshooting

By comparing the behavior models of MEs who succeeded and failed in trou-
bleshooting, we discuss the characteristics of the MEs as users of the dialysis machine.

Generation of Cause Candidate. The following tendencies were observed regarding
the generation of cause candidates for MEs who failed troubleshooting.
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• Generation of cause candidates biased toward one part or display (e.g., piping
diagram).

• As the MEs never experienced a trouble in the contents of an error message, they
cannot generate a cause candidate or can only generate a cause candidate within
their individual experience.

• Generation of cause candidates unrelated to the error message (forcibly link can-
didates to the troubles experienced in the past).

Owing to these tendencies, it is considered that the experience of MEs in deter-
mining the trouble greatly affects the generation result of the cause candidate.

Verification Order of Cause Candidates. Among the MEs who generated multiple
cause candidates, the MEs who failed troubleshooting conducted the verification in a
random order. In addition, the cause candidate was upheld without judging/rejecting it,
and multiple candidates were verified simultaneously. By referring to the behavioral
model of the MEs who succeeded in troubleshooting, the following three patterns
regarding the order of verification of the cause candidates were observed.

• Verification from the cause candidates that can be easily verified.
• Verification from the cause candidates related to the central part of the machine

(which can cause troubles in a plurality of places).
• Verification from highly probable cause candidates.

Thus, for troubleshooting, it is important to know the cause candidates with high
occurrence frequency and severity and verify the cause candidates in order of these
viewpoints.

Method for Verifying Cause Candidates. For verifying whether the cause candidate
is a true cause, the MEs who failed in troubleshooting only observed or were confused
by the disassembling of all machine parts considered to be related. As a result, although
the generated cause candidate was correct, some MEs misdiagnosed it in the verifi-
cation process.

In contrast, the following patterns were observed in the verification method of
successful MEs.

• They selectively used observation, palpation, and a simple test (e.g., passing air
through a syringe to a filter) according to the cause candidate (They knew the
verification method suitable for the cause candidate).

• They verified cause candidates only with the help of acquired information and their
internal knowledge (know the clear verification criteria).

As information about the verification method, that is, the verification standard and
verification order are not shown in the machine, it would be better to present the
information based on these viewpoints.
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4.3 Summary

Based on the above discussion, we modeled the problems in the interface design of
dialysis machine and MEs, who are users of the machine (Fig. 7). It is necessary to study
the interface design and analyze the education of MEs to improve these problems.

Fig. 7. Model of problems in interface design of dialysis machine and MEs.
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5 Conclusion

With the aim of designing an interface that supports machine troubleshooting, an ME
cognitive task analysis was conducted in this study. In addition, the error-message
mechanism diagram and ME behavioral models regarding troubleshooting were clar-
ified. We then compared the models, and clarified problems in the design interface for
an alarm system of the machine and for MEs who are users of the machine, and then
compiled these problems into a model. It is necessary to conduct a hearing survey of
the MEs based on these diagrams, and study the type of alarm interface that should be
designed using the obtained model.

By evaluating and improving the interface design related to the troubleshooting of
the equipment by using the method of this research, it is expected that alarms for
required contents will be displayed on the device when the user needs it.
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Abstract. This article presents lessons learned in the design, implementation
and evaluation of a task of computerized decision-making to be used in a
non-invasive collaborative and hybrid brain-computer interface, which used the
Emotiv EEG for extract neural feature and response time as behavioral feature.
The task developed was based on RSVP and has controlled levels of difficulty
that can cause uncertainty. It is believed that the participants’ general satisfac-
tion was good, since the majority indicated that they had an easy understanding
of the task. The task proved to be efficient for the initial purpose, that is, to
generate difficulty to the participants and the experiment can be balanced with
respect to the difficulty of executing the task. However, it was not possible to
find relationships between the emotions felt by the participants in their sub-
jective answers and in their emotions collected through the Emotiv EEG. It was
possible to verify that the participants with less response time tend to answer
more correctly, which can indicate their level of confidence, as expected.

Keywords: Collaborative BCI � Hybrid BCI � EEG � RSVP �
Making-Decision � Response time

1 Introduction

A Brain-Computer Interface (BCI) measures directly the brain activity associated with
the user’s intention, and translates it into control signals which are detected and
interpreted by applications [1–3]. The non-invasive BCIs can be based on the elec-
troencephalogram signs (EEG), a device that distributes electrodes by the scalp and,
through them, registers the electrophysiological brain activity [4]. A hybrid BCI (hBCI)
consists of the combination of two or more types of BCI, two or more signal acqui-
sition techniques, or a combination of a BCI with other interaction techniques not based
on BCI [5–8]. But a Collaborative BCI (cBCI) integrates the brain activity of a group of
individuals, with the main aim to improve the classification of signs or increase human
capacity [9]. Similar to a conventional BCI, a cBCI system has key parts for its
operation, and will be applied to two of them: signal acquisition and signal processing.
First, the brain signals to a group of users are acquired by various recording devices
and, then, are synchronized with environmental events which are common among all
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the users. After this, the processing of the collected data takes place in order to decode
the intentions of the users, and, finally, they are translated to operating commands [9].

Currently, BCI equipments are easily found on the market, as the case of Emo-
tiv EEG and Neurosky MindWave. In spite of this, it only [10] used resources which
are present in this equipment for the prototyping of a cBCI for humorous content
classification in images. In this study, we used the Emotiv EEG.

A concern/limitation of the BCI area is the application of these systems in a real
environment, especially with regard to the extension of human capacity, because other
systems usually present more satisfactory results than a BCI [9]. In this way, it is
necessary to find daily tasks that can benefit from its use. The Decision Making
(DM) is an issue that has been discussed in the area of Economics and Administration
[11]. In addition to being a day-to-day task, it shows, in many cases, complex prob-
lems, especially when there is risk or uncertainty [12]. A way to minimize those cases
is the DM. However, some research shows that communication is not always an ally of
this process [13]. With regard to the cBCIs, where the application domain is the
decision making, there are studies that use the techniques of Go/NoGo [15, 16] and
Rapid Serial Visual Presentation (RSVP) [17–19]. Through an RSVP, one can simulate
adverse conditions to the user. Thus, to decrease the display time of an image at a rate
where it is not possible to complete the identification of the elements, there is an
uncertainty and the user needs to make a decision.

This article presents lessons learned in the design, implementation and evaluation
of a task of computerized decision-making to be used in a non-invasive collaborative
and hybrid brain-computer interface, which used the Emotiv EEG.

2 Method

We decided to perform an experiment similar to the one presented in [17], which
developed a cBCI and used tasks based on RSVP. Despite the record in the RSVP
design considerations, it was not considered the information coming from the inten-
tional blink, saccadic movements and memorization after 6 s, which would require a
longer time on the data analysis. Some important requirements were raised:

• After performing the task, ask the user for an auto report of his/her experience
during the experiment, for possible triangulation of information with the neural and
behavioral data collected.

• Some tasks are more emotional and can stimulate various mental processes. With
this, the development of a simple task that doesn’t involve emotional issues may
facilitate the mapping of which processes are important.

• Use simple motor tasks, because, just as the stimuli, can interfere with the mapping
that is important.

• Binary responses tasks are the most common and fit well in the original purpose of
the work, as visual recognition tasks (search for targets) or planning.
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2.1 Sample

Unlike what happens in the traditional research, the choice of the participants was
intentional (not probabilistic), that is, they were chosen on the basis of the interest
issues to the study, profile and availability to perform the tasks.

2.2 Data Collection and Instruments

The planning process of the data collection was based on five questions, suggested by
[20]. It was analyzed the following characteristics of each participant of the research:

1. Profile by means of a questionnaire;
2. Neural Feature (NF) of the Affective Suite registered by the Emotiv EEG;
3. The Decision Making (DM) registered through the application containing the tasks;
4. Response Time (RT) registered through the application containing the tasks;
5. Perceptions by means of questionnaires.

The questionnaires were made available in digital form and were answered in the
presence of the researcher, at specific times, following a given order. The log with the
data collected by the BCI was automatically registered in a database.

It was used the Emotiv EEG and its Affectiv Suite for the acquisition of the NF, which
monitors in real time the subjective emotions experienced by the user, based on brain
waves, being possible to detect: engagement, meditation, frustration, instant excitement
and long-term excitement. The detection of the engagement can investigate measures,
such as surveillance, alertness, concentration, stimulation and interest. Instant Excite-
ment detection can determine measures, such as excitement, nervousness and restless-
ness. Finally, the long-term excitement detection performs the same measurements as the
previous detection, but its diagnosis is usually more accurate, since it analyzes these
measures in a longer period of time (in minutes). The meditation detection represents the
relaxation or stress level. The frustration measurement already recognizes what the own
name says [21]. For all the detections, the values are represented in the scale of 0 to 1,
considering 1 as a strong existence of the emotion, and 0 as the absence. Still, the same
detection can point out different emotions, as the meditation detection, in which values
close to 1 indicate mental relaxation, and around 0 represents stress or discomfort.

The task was developed using the game engine Unity 3D. For the storage of the
collected data, it was used the embedded database SQLite. For the access to the
Emotiv EEG Affectiv Suite data, it was used the software Mind your OSCs, which
accesses the Emotiv engine, collects the data and makes them available through the
OSC Protocol.

Each participant performed a sequence of 2 stages, each one containing 56 tests.
Each test begins with the presentation of a white fixation cross centered on the com-
puter screen with a duration of 1 s. This allows the participant to prepare him/herself
for the presentation of the stimuli. After this, two screens are presented, each containing
a set of images that are geometric shapes. The first set of images appears for about
80 ms and is immediately followed by a mask for 250 ms. The mask is used to erase
any remnant of the first set. After 1 s, the second set for 100 ms is shown on.
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As a result, the participant must decide, as soon as possible, if the two sets are identical
or different. The answers are given through a conventional QWERTY standard key-
board positioned in front of the user. The F key must be used to indicate the same sets
of images while the key J must indicate different sets. These keys were used because
they have embossed marking, differentiating them in the keyboard. The response time
of each decision is stored. The next test takes 5 s to begin, after the appearance of the
second set of elements. Figure 1 illustrates this dynamic.

Each set consists of 3 geometric shapes, which can be any combination of triangles,
squares and circles. Each shape can take one of the colors, white (1, 1, 1) or gray (0.65,
0.65, 0.65). With this, it can be said that each of the three elements in a set has two
features, color and shape. Therefore, each set has a total of (2 � 3)3 = 216 different
combination possibilities. If the two sets of one test are considered, we have
2162 = 46.656 possible combinations. In this sense, features may be shared, that is,
when they occur in the same position in two sets of an essay.

In this way, each pair of a test set is sorted by the number of these shared features,
which is called the Degree of Match (DoM). If all the elements of the first set are
distinct from the elements of the second set, we have a DoM = 0. In the case of an
element share a features, for example, the same color, we have a DoM = 1. In this way,
the DoM of each test can range from 0 to 6. To exemplify, in Fig. 1, which has in the
first position of the first set a gray triangle. In the second set, the first position has a gray
circle. In this case, the two elements share a features, the color. Still, in the second set,
the second element is a gray triangle. Although they present the same shape and color,
the triangle of the first set does not share features with that one of the second set, since
they are not in the same position.

The combination of elements of the first set is randomly generated. In order to
produce a proportional experiment at the level of difficulty for the second set, some
restrictions were adopted in the randomization of the combinations, using the DoM
values to define the difficulty of each test, and, thus, to generate equal proportions of
each DoM level in the experiment. In this case, the experiment had in its totality of tests
a multiple value of 7, which represents the amount of possible DoM, totaling 96 different

Fig. 1. Developed task RSVP based

118 Â. Schuh and M. de Borba Campos



sets and 16 identical sets. After the generation of the elements sets for the assays, they
were stored to be used with all the participants, in order to perform the same experiment,
increasing its repeatability and reproducibility. No set of stimuli is repeated.

The display time of the first set of elements stays below of what would normally be
required for its complete visualization and perception, according to [22]. This can help
to identify the confidence level of the participant, who, by failing to identify all the
components of the set with high difficulty, may be in doubt, and present a longer
response time, as described in the study of [17]. In comparison with [17], the waiting
time after the response was increased, so that it was possible to register the features,
mainly, of frustration and stress.

2.3 Procedures

The experiment was performed in a controlled environment, in a closed room with a
table, in which were placed a portable computer that runs the applications, a 19-inch
monitor, a mouse and a keyboard, an Emotiv EEG that was connected to the computer
through the Wireless adapter, and two chairs. During the experiments, only the par-
ticipant and the evaluator remained in the room. The laptop screen was used by the
evaluator for monitoring, while the 19-inch monitor was used by the participant in the
use of the task. All the evaluations were done individually.

For each of the evaluations, the previous configuration of the environment lasted
about 40 min. This process took into account the organization of the environment,
configuration of the applications and the preparation of the Emotiv. This stage is
fundamental to the experiment because the bad hydration and the improper positioning
of the electrodes can generate noise in the signals captured by the Affective Suite, or
the lack of the Emotiv communication with the application of the data collection or the
application of the tasks can generate the lack of some data registration.

With the configured environment, the researcher explained to each participant the
research objectives, data collection procedures, the collected data confidentiality,
estimated duration of the experiment, discomforts that might be felt during the tasks,
among other informations. The participation only occurred after the participant’s
agreement manifestation, in the informed consent of the research.

The pre-test questionnaire was applied and, afterwards, the researcher positioned
the Emotiv on the participant’s head, then he tested if all the electrodes were correctly
placed and explained the task that was to be performed. The equipment was placed
before the actual task was done, so that during the explanation of the task, it was
self-calibrated to the participant, as recommended by the equipment manufacturer.
Then, the participant positioned himself in front of the monitor, with the index fingers
on the keys F and J. After that, the evaluator started the task. After performing the first
56 attempts, the user answered the questionnaire regarding his/her perception about the
first stage. After completion, the volunteer performed the second stage of the experi-
ment and answered the second questionnaire. Finally, the participant completed the
final questionnaire about his/her overall perception of the experiment. Only at the end
is that the equipment was removed from the participant’s head. This process took about
40 min for each participant.
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3 Results

Initially, the sample was composed of 11 participants who answered the questionnaires
and performed the activities. However, in the analysis of the database, it can be seen
that all the Emotiv EEG data coming from a participant had not been recorded.
Therefore, this participant was disregarded of the final sample. On the other hand, we
chose to keep the data of another participant who did not only have the recorded
frustration data. Thus, the final sample consisted of 10 participants.

3.1 Profile of the Participants

The questionnaire regarding the participants’ profile contained 8 mandatory questions,
besides the name and an identifier, which were filled out by the researcher.

Of the 10 participants of the experiment, 9 were male and 1 was a female. 8 par-
ticipants are between 18 and 27 years and 2 participants are between 28 and 37 years.
As for nationality, 9 were Brazilians and one was Colombian. None of the participants
indicated to be photosensitive, thus, do not have sensitivity to light.

As for the use of the hands, all of them indicated to be right-handed and informed
that the right hand is the one with which, preferably, they handle the mouse and the
mouse buttons. Regarding the general use of the keyboard, 4 participants reported
using both hands and all their fingers and write without looking at the keyboard, 2
reported using their left hand and all their fingers, being that one of them does not look
to the keyboard while typing, 2 participants use only their right hand and all their
fingers, and 2 others did not report the hand that they usually use to write, but reported
typing without looking at the keyboard. To write messages on the smartphone, 8
participants indicated that they use both hands and, predominantly, a finger of each
hand, and 2 participants indicated that they use only they right hand and, predomi-
nantly, a finger of that hand to write the messages. When asked about the frequency of
the perception of games use in the week before the experiment, the majority (60%)
reported that they did not use this type of game, 20% played 3-4 days, 10% played
every day and 10% played for 1–2 days.

3.2 Questionnaire Stage 1

The explanation of the questions in the Questionnaire Stage 1 was made prior to the
activities of the Stage 1. This procedure was adopted in order that the participant had
knowledge of what he/she should answer and observe during this stage. At all times,
the participant remained with the BCI connected and in operation to prevent it from
being recalibrated.

This questionnaire had 6 questions, 4 of which were of multiple choice, 1 with
answers based on semantic differential scales, and the other one was open, which are
discussed below.

Have you felt any visual discomfort? (Fig. 2): participant 3 reported that he had
visual discomfort but, even though he did not specify the timing, it is believed to have
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been during the course of the task because he suggested that the ambient light could be
darker. Moreover, comparing the participants’ responses with their accuracy and error
rates between the stages of the experiment, it cannot be said that such sensations
perceived by the participants reflected in their performance.

In general, about the use of keys in the keyboard to indicate the choices “same” and
“different”, do you consider that it was: the range of answers had a scale of 1 to 5,
representing from the more difficult (1) to the easier one (5). The average of the answers
was 4.1, indicating that the use of the F and J keys were found to be easy to use.

Participant 5 was the only one who considered the use of the keys more difficult
than easy, even though he/she indicated that he/she makes use of the keyboard without
looking at the keys. It is noteworthy that this participant was the one that obtained the
best rate of success in Stage 1, with 91% of success (51 questions). He/she was the
participant who obtained the best overall score (88.4%–99 questions). The participants
who considered the F keys and J easy to be used had their levels of accuracy rates near
average, just above or below.

Overall, how did you feel during the challenges? This question was divided in 8
questions, applied with semantic differential scales, as follows, and the answers from 1
to 5:

• Distracted (1) � Tuned (5): the average was 4.1, demonstrating that the participants
felt themselves to be more attentive than distracted on the achievement of the
challenges. Only the Participant 5, who considered the use of the keys harder to be
used, indicated that he/she was more distracted than attentive in performing Stage 1;

• Uncompromised (1) � Engaged (5): the average was 4.4, demonstrating that the
participants felt themselves to be more engaged than uncompromised while per-
forming the challenges;

• Frustrated (1) � Satisfied (5): considering that 3 is the central point of the scale and
the average was 3.4, it demonstrates that the participants felt themselves a little
happier than uncompromised while performing the challenges. Only Participant 2

Fig. 2. Have you felt any visual discomfort?
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indicated that he/she was frustrated while performing the activities, however, his/her
accuracy rate in Stage 1 remained on the average (82.1% and 46 issues);

• Bored (1) � Excited (5): the average was 4.2, demonstrating that the participants
felt themselves more excited than bored while performing the challenges;

• Stressed out (1) � Relaxed (5): considering the central point of the scale and that
the average was 3.3, it demonstrates that the participants felt themselves a little
more relaxed than stressed while performing the challenges. Participants 2, 5, 11
and 12 indicated that they were more stressed than relaxed while performing Stage
1. Of these, Participant 12 presented the lowest accuracy rate, being of 58.9%,
which is equivalent of 33 hits. At the end of the experiment, its average rose to
67.9%, with a total of 76 hits;

• Nervous (1) � Calm (5): the average was 3.7, demonstrating that the participants
felt themselves a little calmer than nervous while performing the challenges. Par-
ticipants 2, 5 and 11 indicated that they were more nervous than calm, and had
already indicated they were more stressed than relaxed;

• Angry (1) � Quiet (5): the average was 4.2, demonstrating that the participants felt
themselves more calm than angry while performing the challenges. Only Participant
2 indicated to be angrier than calm;

• Uncertain (1) � Confident (5): the average was 3.8, demonstrating that the par-
ticipants felt themselves confident than uncertain while performing the challenges.
Participants 2 and 5 indicated that they were uncertain than confident while per-
forming the activities of Stage 1. On the other hand, if the accuracy rate of the
Participant 2 was 82.1% 2 and 46 hits, which was the average of the participants in
Stage 1. Participant 1 was the one that got the best accuracy rate in Stage 1, which
was of 91.1% and 51 hits.

Overall, do you think that your accuracy rate was better at identifying the “same”
or “different”?As previously described, this stage had 56 pairs of screens (stimulus
set), 8 of which represented the same screens and 48 different screens. Most partici-
pants (80%) (Participants 2, 3, 4, 5, 6, 7, 9, 10, 11) consider that their accuracy rate was
better in identifying the different, one participant (10%) (Participant 12) considers that
his/her rate was better in identifying the same and the other (10%) (Participant 6)
considers that there is no significant difference in identifying the same or the different.
These results demonstrate that the participants are aware of the difficulty to observe
small details in stimuli, demonstrating the efficiency of the proposed task.

Do you think that your accuracy rate was better in that phase of Stage 1? The
majority (80%) (Participants 2, 3, 4, 6, 9, 10, 11 and 12) consider that their accuracy
rate was better in the final phase of the stage, in keeping with the already informed
statements. Of these, only Participant 3 did not have his/her answer confirmed, being
that in the first half of Stage 1, he/she made 23 hits, and in the second half he/she hit 21
times. One (10%) (Participant 5) found that there was no significant difference in
his/her accuracy rate, confirmed by the correct answers, being that 25 were in each half
of Stage 1. Another (10%) (Participant 7) could not state, being that there was an
increase of 6 hits in the final half of Stage 1.
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3.3 Questionnaire Stage 2

The procedure adopted in the second stage was the same from the previous stage, that
is, before the battery of tests was started, the questionnaire was read and explained,
which contained 6 identical questions to the previous questionnaire, which are dis-
cussed below.

Have you felt any visual discomfort?
Participants were asked if they felt uncomfortable sensations during the visual task. The
answers are illustrated in Fig. 3.

4 participants (40%) (Participants 2, 4, 6 and 7) reported that they had more visual
nuisance at the end of the stage. Of these, Participant 2 had also indicated that he/she had
it only at the end of Stage 1, Participants 4 and 7 indicated that they had no nuisance in
Stage 1, and Participant 6 had indicated that he/she had at the beginning of Stage 1.

Four participants (40%) (Participants 5, 9, 10 and 11) had no nuisance. Of these,
Participants 5, 10 and 11also did not indicate nuisances in Stage 1. And Participant 9
had indicated nuisance at the beginning of Stage 1.

Participant 1 (10%) (Participant 12) reported that he/she had nuisance at the
beginning of the stage, being that he/she indicated no nuisance during Stage 1.

The other one (10%) (Participant 3) did not specify in what time he/she had visual
nuisance, but continued recording suggestion so that the test environment was less bright.

Overall, about the use of keys on the keyboard to display the choices “same” and
“different”, do you consider that it was: The answers range had a scale of 1 to 5,
representing from the more difficult (1) to the easier one (5). The answers average was
of 4.4, being that most of the participants kept their assessments. Participants 5 and 12
considered that the use of these keys got easier in Stage 2. Thus, considering that the
average of Stage 1 was of 4.1, it can be inferred that the use of the keys throughout the
experiment facilitated their learning and use.

Fig. 3. Have you felt any visual discomfort?
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Overall, how did you feel during the challenges? This question was divided in 8
questions, applied with semantic differential scales, as follows, and the answers were
registered from of 1 to 5:

Distracted (1) � Tuned (5): the average was 4.3, demonstrating that the participants
felt themselves to be more attentive than distracted on the achievement of the challenges.
Only the Participants 4 and 6 indicated having diminished their attention, from 4 to 3
and from 5 to 3, respectively. The other ones indicated or an increase (Participants 3, 5, 9
and 11) or kept the same level from Stage 1 (Participants 2, 7, 10, 12);

• Uncompromised (1) � Engaged (5): the average was 4.6, demonstrating that the
participants felt themselves to be more engaged than uncompromised while per-
forming the challenges;

• Frustrated (1) � Satisfied (5): considering that 3 is the central point of the scale and
the average was 3.7, it demonstrates that the participants felt themselves a little
happier than uncompromised while performing the challenges;

• Bored (1) � Excited (5): the average was 4.2, demonstrating that the participants
felt themselves more excited than bored while performing the challenges;

• Stressed out (1) � Relaxed (5): considering the central point of the scale and that
the average was 3.6, it demonstrates that the participants felt themselves a little
more relaxed than stressed while performing the challenges;

• Nervous (1) � Calm (5): the average was 3.6, demonstrating that the participants
felt themselves a little calmer than nervous while performing the challenges;

• Angry (1) � Quiet (5): the average was 4, demonstrating that the participants felt
themselves more calm than angry while performing the challenges;

• Uncertain (1) � Confident (5): the average was 4, demonstrating that the partici-
pants felt themselves confident than uncertain while performing the challenges.

Overall, do you think your hit rate was better in identifying the “same” or “dif-
ferent”? Most of the participants (80%) (Participants 2, 4, 5, 7, 9, 10, 11 and 12)
consider that its accuracy rate was better in identifying the different, one participant
(10%) (Participant 3) considers that its rate was better in identifying the same and other
participant (10%) (Participant 6) considers that there is no significant difference in
identifying the same or the different. As in Stage 1, the participants demonstrate
awareness of the difficulty to observe small details in stimuli, demonstrating the effi-
ciency of the proposed task.

Do you think that your accuracy rate was better in which phase of the Stage 1?
Three participants (30%) (Participants 9, 11 and 12) believe that their accuracy rate was
better in the early phase of the stage, however, they had in average 4.6 hits in the final
half of Stage 2. Three participants (30%) (Participants 4, 6 and 10) believe that there
was no significant difference in their accuracy rate, in spite of this, the participants had
an increase at the end of Stages 5 and 8 and 1 hit, respectively. One participant (10%)
(Participant 3) thinks that he/she was better between the phases, which was validated,
and between the Test 70 and the 88, he/she obtained 25 hits, against 23 hits in the other
tests of Stage 2. One participant (10%) (Participant 2) believes that his/her accuracy
rate was better in the final phase and other participant (10%) (Participant 7) didn’t
know what to inform.
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3.4 Final Questionnaire

Upon completion of Stage 2, and completing the questionnaire relating to that stage, a
final questionnaire was applied.

Do you consider that the more challenges similar to those that have been presented
have to solve, the better your attention to observe visual sequences? Eight participants
(80%) (Participants 2, 3, 5, 7, 9, 10, 11 and 12) consider that the greater the experience
with the task, the higher their attention. One participant (10%) (Participant 4) believes
that there would be no improvement in attention and other one (10%) (Participant 6)
believed to be indifferent. However, one can’t see this performance improvement
during the experiment.

Do you consider that the more similar challenges to those which were presented
you have to solve, the better will be your agility to use the keys of the keyboard to
indicate “same” and “different”? Six participants (60%) (Participants 2, 4, 5, 7, 9, and
12) consider that the greater the experience with the task, the higher will be their agility
with the keys. Three participants (30%) (Participants 3, 6 and 10) positioned them-
selves as indifferent to the improvement. Finally, one participant (10%) (Participant 11)
considers that it wouldn’t make any difference. It was found that there is a small
improvement in the average answer time of the participants between the stages, being
923 ms in stage 1 and 870 ms in stage 2.

Considering that it is a visual attention challenge, do you consider that the time
that separates one challenge from another (marked by the screen +) was: Eight par-
ticipants (80%) (Participants 2, 3, 4, 5, 6, 7, 9 and 12) consider that time is suitable and
2 participants (20%) (Participants 10 and 11) indicated that it could be higher.

Considering that it is a challenge of visual attention, do you consider that the time
to identify the sequences same and different was: The majority of the participants
(70%) (Participants 2, 3, 4, 5, 6, 10 and 12) consider that the time could be higher,
while 3 participants (30%) (Participants 7, 9 and 11) believe that the time was
appropriate. This confirms that the participant’s perception goes against the difficulty
proposed in the task.

Considering that it is a challenge of visual attention, do you consider that the time
to identify the sequences same and different should vary along the Stage? For example,
start with a longer duration and reduce it until it stabilizes. Nine participants (90%)
(Participants 2, 3, 4, 5, 6, 9, 10, 11 and 12) considered that time could be reduced
according to the experience with the task, but 1 participant (10%) (Participant 7) felt
that it could not be reduced.

Considering that it is a challenge of visual attention, do you consider that the
background colors and objects are clearly identified? Five participants (50%) (Par-
ticipants 6, 7, 9, 11 and 12) consider that the colors used are clearly identified. Four
participants (40%) (Participants 2, 3, 5 and 10) consider that the colors are not easily
identified and, finally, one participant (10%) (Participant 4) considers it as indifferent.
The difficulty in identifying the colors is related to the proposed time of exhibition,
however, the majority of the participants were able to notice these differences.
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3.5 Relationship Between Measures and Responses

In the previous sections, we sought to present the participants’ perception to perform
the experiment, data resulting from the data collection by means of a questionnaire.
This section seeks to present the data collected through the BCI and discuss possible
relations between neural and behavioral measures, as well as the participants’ per-
ceptions. It also includes discussion of error rates and relation to the difficulties of the
proposed task.

As for the data collected regarding to the neural measurements, each test generated,
on average, 70 records of each of the 5 measures extracted by the Emotiv EEG, which
are engagement, frustration, meditation, excitement, and long-term excitement. Also,
the response times of each test were stored.

Due to the generated data volume, it was performed summarization of the neural
feature data per assay. The summarization is a descriptive statistics area technique,
which consists of the synthesis of the data collected and, despite the loss of informa-
tions, it is still a minor factor compared to the gain provided in the interpretations [23].
The average will be used as a summarization method, since it is tried to understand if
the increase or decrease of some of the neural features can influence in the decision
making.

In Table 1 are presented the average of each of the neural and behavioral measures,
along with its standard deviation, minimum and maximum value. Due to a read error, the
frustration data of Participant 7 were not recorded correctly and not to interfere with the
general analysis, the frustration data of this participant were not considered in the anal-
ysis. Therefore, the other features are based on data of 10 participants while the frustration
is based on the data of 9 participants. It turns out that, considering the central measures
and the standard deviation, the analyzed periods do not have considerable differences.

Table 2 summarizes the amounts of errors and hits by difficulty level of all users.
There are 112 trials per participant, distributed equally in the DoM 7 levels, from 0 to 6.
It is verified that the greater the DoM, the greater the difficulty of the user to perceive
the details of the image, and, in this way, greater the error rate. On the other hand, it is
verified that DoM 6 has more hits than DoM 5. This occurs, since the user, when he/she
cannot identify a different features with a higher incidence in DoMs 5 and 6, ended up
voting as if it were the same. In the case of DoM 6, the answer is considered correct. In
this way, it is believed that the applied theory of RSVP in the proposed task, fulfills its
role, generating the difficulty in recognizing the more complex images.

Table 1. General information about the recorded measures, * 9 data users.

Feature Average Median STD Minimum Maximum

Engagement 0.5712 0.5750 0.1187 0.0984 1.0000
Excitement 0.3360 0.3010 0.1552 0.0214 0.9885
Meditation 0.3811 0.3659 0.0636 0.2149 0.6667
Frustration* 0.4599 0.4177 0.1734 0.1203 1.0000
Response time 0.8967 0.8000 0.4155 0.0800 3.8600
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Table 3 presents the accuracy and error rates of the participants in stages 1 and 2.
The data has been leased to a decimal place. It can be verified that 2 participants (2 and
9) had a small increase in the accuracy rate (both from 82.1% to 83.9%), being only
one question. Three participants (7, 11 and 12) had greater increases in the accuracy
rate (from 78.6% to 87.5%, from 73.2% to 85.5%, and from 58.9% to 76.8%,
respectively), with 5, 7 and 10 questions, respectively. Three participants (3, 4, 10) had
a slight increase in the error rate (from 21.4% to 23.2%, from 14.3% to 16.1% and from
16.1% to 17.9%, respectively), being only of one question, while one participant
(5) had an increase of 3 wrong questions (from 8.9% to 14.3%). One participant
(6) maintained his/her score in two stages, with 85.7% of accuracy.

Table 2. Accuracy rate and error by levels of DoM

Difficulty Accuracy Errors Not rated

0 156 4 0
1 150 10 0
2 153 6 1
3 131 28 1
4 126 34 0
5 89 71 0
6 109 51 0

Table 3. Accuracy rate per participant between stages
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Still, the next questions addressed the user’s perception during the execution of the
experiment. Table 4 present a summary of the data collected.

In order to compare the neurophysiological measures with the participants’ sub-
jective answers, a table of the same scale of the collected neurophysiological measures
was created. Initially, for each participant, the maximum and minimum values of each
of the neural variables were found. After that, the maximum by the minimum was
subtracted, and the result was divided by 5, in order to obtain the extreme values of
each of the 5 levels of the scale. After that, the average of each of the neural variables
was extracted for each of the stages. Afterwards, these values were classified in a scale
of 1 to 5, based on the values obtained in the first operation. In the case of the neural
measure Frustration, the values were inverted, being the lowest value 5 and the higher
1. This was necessary to adjust the scale used in the questionnaire that varied from
Frustrated (1) to Satisfied (5). The obtained values are shown in Table 5.

General Engagement was compared to Distracted vs. Tuned and Uncompro-
mised � Engaged, general Excitement was compared to Bored vs. Excited, general
Meditation was compared to Stressed vs. Relaxed, Nervous vs. Calm and Irritated vs.
Quiet, and lastly, general Frustration with Frustrated vs. Satisfied.

From 160 possible answers (8 subjective questions in 2 stages to the 10 partici-
pants), 4 participants had no equal value between the subjective and the neural answers.
Only 15 answers of all participants obtained the same values between the subjective
responses and the neural variables, however, these were not repeated between the
stages. As an example, Participant 2, for the subjective answer of the Stage Distracted
vs. Tuned, got level 4, the same level of his/her neural feature Engagement for Stage 1.
When analyzing the increase or decrease in the levels between stages, we noticed 22
times of the 84 possible changes, being that from the 22 times, 12 times remained the

Table 4. Subjective answers per participant (ID) ans per Stage 1 (S1) and Stage 2 (S2).
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same values for stage 1 and stage 2. As an example, participant 4, for the subjective
answer Distracted vs. Tuned, had a variation of 1 level between stage 1 (level 4) and
stage 2 (level 3), as to the levels of the neural feature Engagement, also occurred a
decrease of 1 level between stage 1 (level 3) and stage 2 (level 2), i.e., the same
behavior.

When analyzing the participants’ average, a similar behavior between the subjective
answers and the neurophysiological measures can be noticed in two cases. As for the
General Excitement, 2.1 was obtained in both stages, being that in the “Bored �
Excited” questionnaire it was obtained 4.2 in both stages. Still, in the case of general
Meditation regarding the question “Stressed � Relaxed”, the two participants had an
increase between 0.3 and 0.4 points. However, for both cases, physiological measures
presented medium-low levels and the subjective answers presented medium-high levels.

In this sense, we sought to analyze the relationship between the subjective answer
for “Uncertain � Confident” with the participant’s accuracy rate. Participant 5 got the
best accuracy rate, reaching 88.4%, however, it was not the participant who said to be
confident. In the first stage, his/her accuracy rate was 91.1%, and his/her subjective
answer was 2, the lowest recorded. The same participant also indicated an improvement
in his/her security, raising from 2 to 4 in the second stage, however, his/her accuracy
rate decreased to 85.7%. Participant 4 indicated an increase of his/her security from 4 to
5 between stage 1 and stage 2. On the other hand, his/her security rate fell from 85.7 to
83.9, i.e. a hit less. Participant 6 indicated a drop from 5 to 4 points in his/her security
between the stages, but his/her accuracy rate remained at 85.7% in both stages. Par-
ticipants 7, 11 and 12 obtained the highest accuracy rate variations between the both
stages, however, their perceptions among the stages remained the same. In this way, no
evidence was found that could satisfactorily relate the participants’ subjective answers

Table 5. General levels for neural features per participant (ID) ans per Stage 1 (S1) ans Stage 2
(S2).
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that were collected through questionnaires with the neural measurements, which were
recorded by the BCI through the adopted formulas.

The RT was analyzed using boxplot graphs (Fig. 4), where it was found that the
values for correct answers are concentrated in lower values than in the wrong answers.
This behavior was expected, as previously described, since participants with greater
certainty make decisions more quickly. However, we can see that most of the values still
share the same distribution. This may indicate that the participants are right even in doubt.

4 Conclusion

This article presented lessons learned from the design, implementation and evaluation
of a computerized decision-making task for use in a non-invasive, collaborative and
hybrid brain-computer interface using Emotiv EEG. The BCI area has advanced in the
last few years, especially in new approaches such as hybrid BCIs and collaborative
BCIs. End-user equipment, such as Emotiv EEG, facilitates the access to the signal
acquisition equipment.

It is believed that the participants’ general satisfaction was good, since the majority
indicated that they had an easy understanding of the task. As for the visualization time
of the stimuli, the task proved to be efficient for the initial purpose, that is, to generate
difficulty to the participants, along with the DoMs. In this way, the experiment can be
balanced with respect to the difficulty of executing the task.

However, it was not possible to find relationships between the emotions felt by the
participants in their subjective answers and in their emotions collected through the
Emotiv EEG’s Affective Suite. Moreover, it was possible to verify that, in an empirical
way, the participants with less response time tend to answer more correctly, which can
indicate their level of confidence, as expected.

Fig. 4. Response times bloxpot graph for all participantes
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Abstract. Touchscreen technology has gained increasing popularity over the
last decade in a variety of personal, public and occupational settings. It is of
great significance to investigate the effects of interface design factors that may
affect the use of the technology. This study was conducted to investigate the
effects of key size (ranged from 10 to 25 mm with 5-mm increments), gap
(presence and absence) and the location of key characters (upper left, upper
right, central, lower left and lower right) on usability metrics (i.e., task com-
pletion time, accuracy rate and user preference) in touchscreen input tasks.
Fourteen undergraduate students (8 male and 6 female) participated in this study
and were required to complete letter input tasks. The results indicated that there
was a significant effect of key size on task completion time and accuracy rate,
while gap and the location of key characters yielded no measurable effect on
user performance. The performance was better for larger key sizes (� 15 mm)
than smaller ones. The location of key characters significantly interacted with
gap on accuracy rate. Users preferred 15 mm key size, the presence of gap and
centrally located key characters. The results may help with the design of more
usable and safe touchscreen technology.

Keywords: Touchscreen � Key size � Gap � Location of key characters

1 Introduction

Touchscreen technology has gained increasing popularity over the last decade due to its
natural and convenient human-technology interaction. It is widely used in a variety of
personal, public and occupational settings [1, 2], including varied complex information
systems implemented in healthcare facilities, aviation industry, and nuclear power
stations [3, 4].

The use of touchscreen technology can bring a number of advantages. First,
touchscreen can be easily accessed and operated by a wide range of users, including
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inexperienced and disable user [5–8]. Second, touchscreen can reduce physical
dimensions of a device, as physical keys that are usually applied in traditional input
devices such as keyboards or mice can be replaced by on-screen virtual keys [7, 9, 10].
Third, it appears that the intuitive human-technology interaction provided by touch-
screen can make the technology more attractive [6]. Finally, the design of touchscreen
interface can be easily adjusted to provide only the keys that are relevant in a specific
task at a given time (e.g., providing digit keys only in digit input tasks) [11].

In spite of its convenience and potential benefits, touchscreen interfaces, if poorly
designed, are likely to result in frustration and irritation for users, in inefficiency and
disruption in work process, and in a higher likelihood of committing errors [12, 13].
These negative outcomes might rise safety issues to both systems and users [7].
Therefore, it is important to investigate the effects of interface design factors that may
affect the use of the technology so as to provide usable and safe touchscreen interfaces.

Previous studies have addressed several important design factors for touchscreen
interfaces, such as key size and gap between keys [11, 14–19]. For example, Pfauth and
Priest suggested that key size is one of the most important factors in touchscreen use
when the touchscreen interface involved a hierarchical menu display [20]. Chen et al.
investigated the effects of key size and gap size on touchscreen input performance by
individuals with varied motor abilities [14]. Their results indicated that as key size
increased, the performance for disable participants improved, while the performance
for non-disable group plateaued at a key size of 20 mm. Chourasia et al. evaluated the
effect of posture (i.e., sitting and standing) on touchscreen performance and touch
characteristics during a digit entry touchscreen task among individuals with and
without motor-control disabilities [15]. They found that standing affected touchscreen
performance only at smaller key sizes (i.e., key sizes smaller than 20 mm) and led to
greater exerted force and impulse compared with sitting. Colle and Hiszem investigated
effects of key size (i.e., 10 mm, 15 mm, 20 mm and 25 mm) and gap size (i.e., 1 mm
and 3 mm) on touchscreen numeric keypad performance [11]. They found that task
input time was longer and error rate was higher for smaller key sizes, while the
performance plateaued as key size increased up to 20 mm. Jin et al. examined a number
of key sizes (i.e., 11.43 mm, 13.97 mm, 16.51 mm, 19.05 mm, 21.59 mm, and
24.13 mm) and gap size (i.e., 0 mm, 3.17 mm, 6.35 mm, 12.7 mm and 19.05 mm) for
touchscreen interfaces with older adults [19]. Their results indicated that 19.05 mm size
yielded the highest accuracy rate. In addition, these studies consistently found that gap
size did not affect user performance [11, 14, 15, 19]. However, they did not consider
scenarios where there is no gap between keys.

Although key size and gap between keys have been widely examined [14, 15],
consensus on design guidelines for the two factors seems lacking [14]. For instance,
International Organization for Standardization (ISO) recommends that the size of the
touch-sensitive area should be at least equal to the breadth of the index finger distal
joint for the ninety-fifth percentile male, while the Electronic Industries Association
(EIA) recommends 19.05 mm as the minimal touch-sensitive size. Moreover, the
America National Standards Institute (ANSI) suggests a minimal key size of 9.5 mm
with a 3.2 mm gap, and states that key sizes larger than 22 mm lead to no performance
improvement.
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Besides key size and gap, there exist other important factors (e.g., the location of
key characters on keys) that may affect the usability of touchscreen but have not been
previously investigated. Theoretically, key characters could be presented in any loca-
tion on the key area. In practice, the location of key characters vary in different types of
keys. For example, it is widely encountered in traditional physical keyboards that key
characters located in upper left area for letter keys, in upper left, central or lower right
area for some function keys, and in upper or lower left for numeric keys. However,
there seems to have few design guidelines to guide the design practice for the location
of key characters. In addition, the location of key characters is likely to provide users
for behavioral cues, especially in touchscreen input tasks. It is possible that users may
hit the character on a key directly rather than other areas of the key when they are
required to click the key. Hence, the location of key characters may affect a user’s
decision on the area that their fingertips would touch on the keys, and thereby affect the
input accuracy. Moreover, users’ hands and fingers could cover key characters when
they touch the keys. The degree to which key characters are covered may be different as
the characters are located in varied locations within the key area. For example, key
characters in lower right could be fully covered when users’ fingers get close to the
touchscreen interface, while key characters in upper left could be well seem until users’
fingers press the interface. Therefore, the location of key characters may have important
impacts on the usability of touchscreen devices in input tasks; but this speculation
requires further confirmation.

The purpose of this study was to examine the effects of key size, gap and the location
of key characters on the usability of touchscreen devices. While many previous studies
focused on small, mobile devices [21–23] and examined digit input tasks [14, 15], we
based our study on a large touchscreen interface and examined letter input tasks.

2 Methods

2.1 Experimental Design

A three-factor (4 � 2 � 5), within-subjects design was employed in this study, with
key size (i.e., 10 mm, 15 mm, 20 mm and 25 mm), gap (presence (i.e., 2 mm) and
absence), and the location of key characters (upper left, upper right, central, lower left
and lower right) serving as independent variables, and sets of usability metrics
(i.e., task completion time, accuracy rate and user preference) serving as dependent
variables. Task completion time referred to the amount of time a participant needed to
complete a task. Accuracy rate was calculated as the proportion of correctly input
characters in a task. User preference was assessed using a paper-based questionnaire
that asked participants to choose their preferred button design from varied levels of the
three examined factors.

2.2 Participants

Fourteen undergraduate students (8 male and 6 female), aged from 21 to 23 years,
participated in this study. All participants were right-handed and reported having
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normal or corrected to normal vision. The study protocol was approved by the insti-
tutional review board of Shenzhen University.

2.3 Materials and Tasks

ADELL All-In-One touchscreen computer (screen size: 23 in., resolution: 1600 � 900)
used to present our experimental tasks. The touchscreen was titled back with a 70-degree
angle from the horizontal level, as suggested by previous studies [14, 15]. Task sce-
narios were created by Visual Studio 2012 in a Microsoft Foundation Classes operating
system. The experimental interface contained a target box, an input box and an
experimental keyboard (See Fig. 1 for an example) with square keys. White was applied
to the background of the touchscreen keyboard interface, with grey for key characters.
The task required the participants to enter a random six-letter string shown in the target
box using the experimental keyboard.

2.4 Procedures

Before the experiment, participants provided informed consent and were given detailed
information of test procedures. They were instructed to sit and adjust the chair
according to their preference. Following several practice tasks to familiarize themselves
with the test, participants were asked to click a start button on the center of the screen to
initiate the main experimental tasks. Participants were asked to respond with their index
fingers as quickly and accurately as possible. The combinations of key size, gap and the
location of key characters were randomized in a full factorial design. There were three
letter tasks for each of the combinations. Upon the completion of all tasks, the

Fig. 1. Screenshot for an experimental touchscreen interface (Experimental condition: 20 mm
key size, the absence of gap and key characters located in the upper left area. English words in
parentheses are used for explanation only and would not show in the test).
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preference questionnaire was administered to elicit participants’ preference on button
design. The whole experiment could be completed within half hour.

2.5 Data Analysis

Three-way repeated measures analyses of variance (ANOVAs) were used to determine
the main and interaction effects of key size, gap and the location of key characters on
user performance. Past hoc analyses were performed with Bonferroni adjustment where
necessary. Chi-square test was performed to examine the difference in user preference.
Level of significance was set at ɑ = 0.05. Statistical analyses were performed using
SPSS Version 22.

3 Results

3.1 Task Completion Time

Table 1 presents ANOVA analysis results for task completion time. There was a sig-
nificant main effect of key size on task completion time while gap and the location of
key characters did not yield any effect. On average, the task completion decreased by
8% as the key size increased from 10 mm to 20 mm. The location of key characters
had a marginal interaction effect with key size (F (12, 156) = 1.729, p = 0.065)
(Fig. 2), but not with gap (Fig. 3).

Table 1. Effects of key size, gap and the location of key characters in task completion time (s).

Descriptive
analysis

ANOVA

Mean SD F values p values

Key size 4.137 0.006
10 mm 5.9 1.5
15 mm 5.5 1.2
20 mm 5.4 1.6
25 mm 5.7 1.4
Gap 0.495 0.482
Absence 5.7 1.6
Presence 5.6 1.3
The location of key characters 0.675 0.61
Upper left 5.6 1.3
Upper right 5.7 1.5
Central 5.6 1.6
Lower left 5.8 1.2
Lower right 5.5 1.4
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3.2 Accuracy Rate

Table 2 presents ANOVA analysis results for accuracy rate. Key size was found to have
a significant effect on accuracy rate while gap and the location of key characters alone
did not yield any effect. On average, the accuracy rate increased from 95.2% to 97.6% as
the key size increased from 10 mm to 25 mm. Accuracy rate plateaued at 15 mm key
size with little improvement for larger key sizes. The location of key characters had a

5.0  

5.2  

5.4  

5.6  

5.8  

6.0  

6.2  

6.4  

6.6  

Upper left Upper right Central Lower left Lower right

T
as

k 
co

m
pl

et
io

n 
tim

e 
(s

)

The location of key characters

10 mm
15 mm
20 mm
25 mm

Fig. 2. Task completion time (s) by key size and the location of key characters.
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Table 2. Effects of key size, gap and the location of key characters on accuracy rate (%).

Descriptive
analysis

ANOVA

Mean SD F values p values

Key size 4.761 0.030
10 mm 95.2 8.3
15 mm 97.4 4.9
20 mm 97.2 6.0
25 mm 97.6 4.5
Gap 2.112 0.147
Absence 97.2 5.2
Presence 96.5 7.0
The location of key characters 0.723 0.576
Upper left 96.1 8.7
Upper right 97.2 4.7
Central 97.1 6.8
Lower left 96.6 5.0
Lower right 97.2 4.6
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significant interaction effect with key size (F (4, 52) = 2.634, p = 0.044) (Fig. 4), but
not with gap (Fig. 5).

3.3 User Preference

Table 3 shows the user preference data on key size, gap and the location of key
characters. The majority of participants preferred 15 mm key size (64%, v2 = 16.286,
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Table 3. Distribution of user preference by key size, gap and the location of key characters.

Percentage

Key size
10 mm 0%
15 mm 64%
20 mm 36%
25 mm 0%
Gap
Absence 43%
Presence 57%
The location of key characters
Upper left 29%
Upper right 0%
Central 71%
Lower left 0%
Lower right 0%

140 D. Tao et al.



p = 0.010), the presence of gap (57%, v2 = 0.286, p = 0.900), and centrally located
key characters (71%, v2 = 27.429, p = 0.001).

4 Discussion

This study examined the effects of three touchscreen design factors (i.e., key size, gap
and the location of key characters) on user performance and preference during letter
input tasks. In general, key size yielded a significant effect on touchscreen input per-
formance, while gap and the location of key characters alone had no measurable effect.
User performance improved as the key sizes increased up to 15 mm. The location of
key characters was found to marginally interact with button size in terms of both task
completion and accuracy rate. Users generally preferred 15 mm key size, the presence
of gap between keys, and key characters that were centrally located.

4.1 Effects of Key Size

The results indicate that user performance improved as key size increased up to 15 mm.
Little benefit could be obtained in larger key sizes. The value is within the recom-
mended range of 15–20 mm for minimal usable touchscreen button sizes that are
reported in previous studies [11, 14, 15, 18, 19]. However, it should be noted that the
recommended range is relative broad, suggesting that variations exist, and the context
of use should be considered in the touchscreen interface design. For example,
Chourasia et al. found that while 15 mm button size was sufficient to achieve optimal
performance during sitting, 20 mm button size was required during standing [15]. Chen
et al. found that healthy adults could only get minimal gains from button sizes larger
than 20 mm, while disabled adults continued to obtain benefits as button size increased
above 20 mm [14].

4.2 Effects of Gap

Previous studies reported no effect of gap size on user performance [11, 14, 15, 19].
However, these studies only examined the presence of gap size (e.g., 3 and 5 mm in
study by Chourasia et al. [15], and 1 and 3 mm in study by Chen et al. [14]), and
ignored the absence condition (i.e., no gap between keys). Our study extended previous
research by examining both presence (i.e., 2 mm) and absence of gap. Results indicated
that the absence of gap size did not affect user performance. One explanation for this
may be that the difference between the presence and absence of gap manipulated in our
study was small so that no effect was detected. This finding has important implication
in that gap between keys could be removed to obtain a minimal touchscreen keyboard
area, especially in cases where the touchscreen interface is limited. However, it should
be noted that users generally preferred touchscreen keyboards with the presence of gap.
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4.3 Effects of the Location of Key Characters

Another important contribution of the present work to the literature is that we provided
empirical evidence on the effects of the location of key characters. In particular, our
study examined five commonly encountered locations of key characters (i.e., upper left,
upper right, central, lower left and lower right). Although it is assumed that the location
of key characters might provide behavioral cues for users and affect input performance,
we found no effect of the location of key characters on touchscreen input performance.
One reason for this could be that most of our touchscreen keys were large enough so
that the participants are unlikely to hit the area outside the key scope. We found that the
location of key characters interacted with key size in terms of accuracy rate. The
accuracy rate was lower if the keys were located in the upper and lower left in the key
area for the smallest key size (i.e., 10 mm). Another explanation may be that the key
characters in our study were also large enough so that key characters could not be fully
covered by users’ hands and fingers wherever the key characters was located. Users
could always see the characters in varied location conditions and obtain behavioral
cues. However, it should be noted that participants generally preferred centrally located
key characters, which could be applied in design practice to improve user satisfaction.

4.4 Implications and Future Directions

The results of this study lead to the following implications for the design of touch-
screen interfaces. First, a key size of 15 mm could be recommended as the minimal
usable option across gap and the location of key characters. However, this value came
from healthy young adults in a static, sitting posture. Whether it could be an equally
optimal size for other user groups and across varied contexts of use is unknown and
requires further confirmation. Second, gap between keys, though yielded no measur-
able effect on user performance, could be an important design factor in touchscreen
interface design. Removing the gap between keys could save space for limited
touchscreen interfaces and would not lower user performance, while the presence of
gap is likely to increase user satisfaction. Finally, our results did not indicate an optimal
location of key characters in user performance. In this case, a centrally located key
character could be a better option as it was preferred most by users. However, more
research efforts are required to examine the effects of the location of key characters in
relation to other factors, such as tasks and use scenarios. In general, specific design
guidelines regarding the examined factors in our study are lacking and should be
established from future empirical evidence.

5 Conclusions

This study examined the effects of key size, gap and the location of key characters on
touchscreen use. In general, key size had a significant effect on touchscreen input
performance. The performance improved as the key sizes increased and plateaued at
15 mm. The presence of gap and the location of key characters, though having no
measurable effect alone, affected the use of touchscreen interface through their
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interaction effects with key size and with each other. The factors examined in this study
require further examination to determine their effects in a variety of touchscreen usage
scenarios. The results may help with the design of more usable and safe touchscreen
technology.
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Abstract. The prospect of using unmanned systems in dull, dirty, or dangerous
jobs to save work or even lives has drawn increasing attention in the DoD.
Unmanned ground vehicles are used in theatre to get views into buildings or to
destroy suspected IEDs. Unmanned air vehicles are used to get views over the
next hill or to deliver munitions on targets thousands of miles away. While the
automation and sensing capabilities have increased, interaction with these sys-
tems is still fairly rudimentary. Deployed systems typically use tele-operation or
waypoint control, in some cases requiring operators to carry heavy operator
control units. These approaches place a high burden on the operator in terms of
the added weight and the constant attention required to operate the systems. In
fact, many of these systems require more than a single operator to control a
single platform, which increases the cost and logistics of using them. This paper
describes natural, multi-modal interfaces as an alternative to the current state of
the practice in controlling unmanned systems, with the goal of leveraging how
people already communicate with each other in order to reduce the physical and
cognitive burdens of interacting with unmanned systems. We describe approa-
ches and challenges in designing, building, and evaluating natural interfaces. We
present our Smart Interaction Device (SID) as an example natural interface for
interaction with unmanned systems, and highlight some use cases we have
applied it to in the air and ground domains.

Keywords: Unmanned systems � Natural interaction � Multi-modal interface �
Dialogue systems

1 Introduction

The prospect of using unmanned systems in dull, dirty, or dangerous jobs to save work
or even lives has drawn increasing attention in the DoD. Unmanned ground vehicles
(UGVs) are used in theatre to get views into dangerous buildings or to destroy suspected
improvised explosive devices. Unmanned air vehicles (UAVs) are used to get views
over the next hill or to deliver munitions on targets thousands of miles away. While the
platform and autonomy capabilities have increased, interaction with unmanned systems
is still fairly rudimentary. (Throughout this paper, we will abbreviate ‘unmanned
vehicle’ as UxV to generalize across different domains, and will use ‘unmanned vehicle’
and ‘unmanned system’ interchangeably.) Deployed ground systems use tele-operation
for control, making them essentially remotely controlled vehicles with cameras and
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actuators. Deployed UAVs typically include some autonomy for waypoint or route
following, along with control loops to keep the aircraft aloft. Because the user’s
interaction with these systems is at a fairly low level (tele-operation or low-level
commands to set waypoints), there is a high burden on the operator. In fact, many of
these systems require more than a single operator to control a single platform, which
increases the cost and logistics complexity of using the platforms. Much of this has to do
with lack of autonomy – these deployed systems lack the capabilities to perceive or
navigate their environment without running into problems very quickly. The result is
that human operators are relied on to control much of UxV movement and sensing.

The DoD expects that advances in autonomy will allow unmanned ground vehicles
to move along with a squad to carry their extra gear, or swarms of unmanned air
vehicles to quickly search an area. Even further, the DoD is looking to have unmanned
systems act as teammates rather than tools. Greater autonomy can help expand the uses
of these systems, making the platforms more capable and reducing some burden on the
operator, but there is still the need for an operator to communicate tasking or other
information to the UxV in an efficient and effective manner. An operator who is
performing other tasks will not be able to attend fully to one or more UxVs, either to
drive or monitor them. To be more useful in operations, communicating with these
systems needs to be as easy and as natural as communicating with a teammate or a
subordinate.

This paper describes natural, multi-modal interfaces as an alternative to the current
state of the practice in controlling unmanned systems, with the goal of leveraging how
people already communicate with each other in order to reduce the physical and
cognitive burdens of interacting with UxVs. We describe approaches and challenges in
designing, building, and evaluating natural interfaces. We also describe our Smart
Interaction Device (SID) as an example natural interface for interaction with unmanned
systems, and highlight some use cases we have applied it to in the air and ground
domains.

2 Natural Interaction

Instead of using devices such as joysticks, game controllers, or keyboards as ways to
interact with robots, an alternative is to consider the ways in which people interact with
each other. By allowing users to interact in ways that are familiar to them, without
having to learn new devices, the expectation is that users should be able to learn how to
interact with these systems more quickly, and that they would find the user interfaces
more intuitive and familiar in general. In some cases, they may also free a user from
having to carry additional equipment (such as an operator control unit or a laptop) to
communicate with unmanned systems.

People use many modes naturally. Speech is obviously a common mode of inter-
action, and this includes the words people speak as well as the prosodic elements such
as pitch and intonation as ways to carry meaning. Gestures, too, are quite natural to
people, and can include movements of the hands, arms, fingers, and other body parts,
and these motions or held shapes are meant to convey specific meaning. In military
domains especially, drawing maps and sketching on maps are common and natural

146 G. Taylor



ways to interact. Gaze, body language, and even the distance people stand from each
other are ways in which people naturally communicate.

A person’s task, and the environment in which that task is performed, often
influences the modes of interaction. If the environment is noisy, or the task demands
absolute quiet, then spoken communication may not be useful or desirable. If two
participants cannot see each other, gesture is not effective. Resource limitations also
play a role – if one participant has her hands full, then gesture will not be possible.

Having multiple modes to choose from can be useful in different ways. In some
cases, the same information can be conveyed in different modes – e.g., saying goodbye
or waving goodbye. This redundancy allows someone to choose how to communicate
in the moment without loss of information. Redundancy also allows someone to use
two modes simultaneously to make sure the message is received. On the other hand, not
all modes are equally capable or as effective at conveying the same information. For
example, giving a verbal description of an object may be less efficient than simply
pointing at it. Often people will mix modes to communicate effectively – e.g., verbally
saying a destination while also tracing a path on a map. This mixing of complementary
modes can be more efficient than trying using just one [1].

Besides the mode of interaction (speech, gesture, etc.), another facet of natural
human interaction is dialogue – communicating over time, with contributions from two
or more participants. Dialogue can be used to ensure that the participants have a
common ground for what’s being communicated [2]. Dialogue can also be used to
overcome failures in communication, where one person may ask for clarification if
something is not clear, or if some information was missed because of a noisy envi-
ronment. Dialogue also aids in efficient communication, where the dialogue itself
serves as context for understanding references that someone might use in the con-
versation. A sign that dialogue is an aspect of natural interaction is that a participant
can get frustrated when another participant fails to follow conversational rules [2, 3].

Naturalness in an interface is not defined solely in terms of the modes of interac-
tion. A gesture-based interface that forces the user to place her arms in uncomfortable
positions is not really natural. A speech-based interface for a robot that consists only of
the verbal commands, forward, turn-left, turn-right, and stop might use a natural mode,
but the language itself is possibly not very natural to the task. To make robot to do
anything useful would take a great deal of effort and time. One goal of many
human-system interfaces is supervisory control, which Sheridan describes as having
three requirements: some level of system autonomy, user situation awareness of the
system’s behavior, and high-level interaction [4]. A robot that still requires low-level
control will never let the user achieve supervisory control because she will be too busy
driving it inch by inch.

3 Related Work

The last few years have seen a surge in natural interaction in commercial products.
Speech-enabled assistants such as Amazon Echo®, Apple Siri®, Google Now®, and
Microsoft Cortana® aim to make tasks such as playing music, finding directions, or
searching the internet easier. While their speech recognition and language understanding
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capabilities are impressive, they are still fairly limited in the kinds of interactions they
support, and typically don’t give more than one-shot answers to questions or requests.
Spoken interfaces to robotic systems have appeared in research systems for a long time.
Fairly simple speech interfaces for robotic systems have also appeared in consumer-
oriented robots, including the recent Cozmo® from Anki.

Researchers have investigated gesture recognition for some time, with impressive
work being done in domains such as carrier deck hand-and-arm signals [5] and
American Sign Language [6]. The recent introduction of relatively inexpensive sensor
systems such as Microsoft Kinect®, Leap Motion®, and Thalmic Labs’ Myo® arm-
band have spawned a new wave of interest in gesture recognition as an input modality.
Gesture-based interfaces have also begun to make their way into other commercial
products. Some of the augmented reality headsets that are now available, such as
Microsoft HoloLens® and Atheer Air®, include a handful of simple hand gestures as
ways to select objects or invoke menus, in part of out necessity since these systems do
not come with typical devices like keyboard and mouse.

Body posture, facial expressions, and gaze as user interface controls largely remain
in the realm of research labs. Likewise, while mixing modes such as speech and gesture
together is a common trait of human interaction, it is still largely a research endeavor.
There are some exceptions, of course. For example, gaze-based control has found a
place in user interfaces for physically disabled users, using gaze to for a wide variety of
computer tasks [7]. Microsoft’s HoloLens® allows a user to move a cursor with his
head (a proxy for gaze), and, when the cursor is over a button, the user can say “select”
to press the button.

Dialogue is another dimension of natural human interaction, and a number of
dialogue systems have been researched, from personal assistants that help make
reservations [8] to chat-bots for question-answering [9]. While dialogue systems exist
in commercial products, most are quite limited. They take the form of customer support
systems, such as automated phone systems for airlines or banks that essentially a user
through a menu via speech, or in the form online chat-based help systems that help
screen questions before a human operator takes over.

Perhaps the closest to the work we describe here is that of the WITAS system [10],
which includes mixed modes and simple dialogues for natural interaction with
unmanned systems. Our work is also inspired by the QuickSet system [11, 12], in
which users could engage in multi-modal dialogues to construct military simulation
scenarios. Our work also squarely fits into the area of supervisory control [4], in which
we aim to supplement the UxV’s autonomy by raising the level of interaction with
them, as well as helping the operator maintain awareness about the system’s behavior.

4 Designing for Natural Interaction

As might be gleaned from the earlier discussion of natural interaction, how interaction
happens in practice can be quite involved, and is affected by the task, the environment,
the reliability of the communication channel, the skill of the participants, and their
choices of how best to communicate. If we are to design natural user interfaces for
people to interact with unmanned systems, we need to understand how natural
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interaction happens in context, and provide for the kind of flexibility and resiliency that
is afforded by natural interaction in those contexts.

4.1 Discovering Interaction in Context

Designing for natural interaction typically starts as a discovery process. In many cases,
the UxV use case involves using the system in a similar role that a person would play
(for example, a large UGV playing the role of rear security in a dismounted squad). In
these cases, we can use the person-to-person analog as the model for how participants
interact. If we limit the scope of interaction with unmanned platforms to task-oriented
communication (as opposed to, for example, small talk), we can start by studying how
people communicate naturally when performing the task. Standard task analysis
methods can provide a framework for understanding the task itself and even the
cognitive elements of the task [13], but these methods do not typically focus on
communicative aspects of a task. Instead, methods such as interaction analysis [14]
focus on the interaction itself. From the interaction perspective, we need to understand
a number of elements. What language(s) do participants use to communicate? What
modalities do they use, and under what conditions? What do they talk about? Why do
they communicate? What do they do when communication breaks down? How does
the context change the communication? Consider some examples. If a squad needed to
maintain quiet while moving to occupy a position, how would the squad leader tell the
squad to halt? If a team were geographically dispersed, how would a leader commu-
nicate a new mission to a remote subordinate unit? Understanding these elements is the
first step in building a user interface when an unmanned system is one of the
teammates.

In other cases, a UxV may be used in a new task, or offer a new capability, for
which there is no real analogue in that use context, or for which there are only typical
“artificial” interface equivalents. For example, dismounted infantry units might have
access to small UAVs, but the only interface to them may be through joystick or GUI
control on a laptop. If we want to introduce natural modes of interaction, we must
discover how these users might want to interact with these systems.

Wizard of Oz (WoZ) studies are a standard method to discover new types of
interactions and user preferences [15]. For example, suppose a user didn’t have access
to a keyboard and mouse, but instead had a map, a pen and a microphone, how would
that user want to interact an unmanned system for different tasks? In Wizard of Oz
studies, user interface mockups are built but are not connected to a real system, and
instead a “wizard behind the curtain” makes it seem like the user interface is having an
effect. These studies let researchers design hypothetical interfaces to explore different
ways of interacting without having to also implement the real system. One challenge in
designing WoZ studies is getting users outside of their mentality of using a typical user
interface, which might be a practiced way of interacting with the system. Additionally,
standard graphical interfaces often provide visual hints for the kinds of inputs the
system can accept, which helps the user along. Natural interfaces do not often provide
these hints, and, in their absence, users can be at a loss for how to interact without some
kind of prompting or training. Another challenge in Wizard of Oz studies is giving the
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“wizard” all the right tools and interfaces to implement the expected behavior of the
system; without good supporting tools, the wizard’s job can be quite frantic behind the
curtain.

In these latter cases where there is no prescribed natural way of interacting with a
UxV, it might also be useful to look for other analogs. For example, a typical UAV
operator in a small infantry unit might be accustomed to flying the vehicle directly with
a joystick in order to get the vehicle in position to see inspect an area. However, the
unit leader likely gave a command to the UAV operator in some natural way. That
operator’s job includes translating the unit leader’s commands into commands for the
UAV using the joystick. To make the operator’s interaction more natural, we might
look to the leader-operator interactions as a way to understand how the operator might
want to interact with the vehicle. This may only be a starting point, however; the UAV
operator brings particular skills in translating the leader’s commands into UAV com-
mands, and there may be other types of inputs the operator would need to give to the
system, or other types of feedback the operator would need from the system, for
effective operation.

4.2 Designing for Failure

Accounting for the practical differences between truly natural interactions as humans
perform them, and the limitations of today’s sensors and recognition systems, is one of
the challenges of actually building these kinds of systems. For example, speech rec-
ognizers, while getting very good, are still not wholly reliable. Often one compromise
is to limit the interaction language to account for these deficiencies – for example, by
limiting the lexicon or grammar to a particular sub-language. However, this can have
the negative effect of putting increased burden on the users to “unlearn” what might be
natural for them, and then learn the limited inputs the system can actually recognize,
with regular mistakes when they fall back to their typical language.

Another approach to this problem is to design for failure from the beginning. When
two people communicate, one might fail to perceive an input, fail to recognize the
input, or fail to understand the meaning of the input, for any number of reasons.
Automatic recognition and understanding systems will also never be 100% reliable,
and so the system must be designed in such a way as to accommodate these different
types of failure.

Giving the user insight into what was recognized before the system acts on the
input is one approach. Texting apps on smart phones often take this approach: when
speaking instead of typing in a text window, the phone will often show the results of
the speech recognizer before sending the text. This gives the user an opportunity to
correct any errors manually before accepting the result. Of course, there is a cost – the
message does not get sent out very quickly if the user reviews the message, and has to
fix it, it beforehand.

Providing feedback to the user when recognition succeeds can also be helpful in
maintaining the user’s awareness about what the system is doing. If the direct result of
the input is not obvious (for example, the unmanned system is not visible), or the effect
will not happen for some period of time, the user may have no way of knowing what
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input was recognized or what command was issued. Making the user aware at least
gives her the opportunity to make an adjustment. Whether the user corrects the
recognition before the recognized input is acted on or after the user notices something
went wrong in the system is akin to a management by consent versus management by
exception approach to supervisory control [16].

This simple input-with-feedback exchange is an example of a type of dialogue with
the user, with the intent of giving the user some awareness of what the system is doing.
In addition to helping keep participants in sync, dialogue can help overcome failures in
communication. Unlike the texting example above, there is no chance in regular spoken
interaction for a person to see what another participant will recognize or understand.
Dialogues might include asking the speaker to repeat when something was not heard,
or asking for clarification when something is not understood. These different types of
dialogue give the participants a chance to recover when something goes wrong. In
building natural interfaces for unmanned systems, giving the system the ability to
exercise these dialogue strategies can help keep the user aware of the system is doing as
well as help overcome the inevitable failures in communication.

5 Smart Interaction Device

Over the last several years, we have been developing a system we call the Smart
Interaction Device (SID), a natural multi-modal, dialogue-based interface to help users
interact with unmanned systems [17, 18]. SID acts as a facilitator between a user and
unmanned systems, allowing the user to communicate in familiar terms, and providing
task-relevant information back to the user. SID allows for multiple input modes,
including redundant modes and complementary modes, and communicates in multiple
modes back to the user. SID frames all interaction with the user as a dialogue, working
within familiar dialogue protocols to facilitate shared understanding and to overcome
communication failures, and using the dialogue itself as context for understanding the
user’s inputs.

Figure 1 shows a high-level depiction of SID’s architecture. SID Core contains
three domain-independent modules that help facilitate the user’s interaction with the
unmanned platforms. The Dialogue Management component maintains the dialogue
state and uses it as context to understand user inputs and provide feedback to the user.
The Situation Awareness component maintains awareness of the unmanned platforms
(progress and problems) and generates alerts and notifications in user terms rather than
platform terms. The Planning and Execution module translates user-level commands
into commands that the unmanned systems can understand. The processes within these
modules can be tailored to specific tasks and domains.

Two implementation-specific modules are also part of the architecture. On the left
side of SID Core is the Multi-Modal I/O component that fuses together multi-modal
user inputs and also generates multi-modal outputs. Between the user and the system
(and not depicted) is a range of input devices, sensors, and recognizers that take the raw
inputs and generate semantic parses from them. Depending on the use case, these
include recognizers for speech, gesture, and sketch, along with associated language
parsers, the outputs of which are passed to the input fusion process, which generates
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hypotheses about the user’s intent. Likewise, there are a variety of output devices and
displays that portray information to the user: speech generation, video, text, graphics,
and haptic devices. On the right side of SID Core is a plugin framework for interfacing
directly with a range of unmanned systems.

An important aspect of SID, and other user interfaces we have built for unmanned
systems, is providing transparency into the behavior of the UxV. This relies in part on
the systems themselves providing information back about their progress and status,
which SID then translates into user terms. In some cases, there may be standard reports
that a user expects and which is built into the domain-specific application – e.g., the
robot reached a destination or spotted a threat. SID also allows the user to query status
on demand, such as by asking “Robot, what are you doing?” or “Where are you
going?” This information may also be on a graphical display, but it may also be easier
for the user to ask for status verbally rather than look at a screen. Providing natural
ways of querying the system and conveying information back to the user in different
ways is also important to keep the user informed throughout the varying situations.

The architecture depicted above describes a general framework that we have
instantiated for several use cases. The core behavior of the system has largely remained
intact, but we have extended it to apply to a particular domain and task. Likewise, the
specific I/O devices and platforms typically vary per domain and task, so we have built
particular adapters to for these devices and platforms. In this section, we describe two
different applications of SID, which include different use cases, different I/O devices,
and different interaction languages.

5.1 Remote Operations

There are many use cases in which the operator and the unmanned systems may not be
co-located, and in fact may be tens or thousands of miles away from each other. Even
many small UAV operations are beyond line of sight, where the operator needs to rely
on some external means to get a sense of the vehicle location and current task. In these
types of operations, a map is a standard tool that people use to coordinate behavior.
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Where both participants have an identical map that each can see and refer to, they use
the map for coordination and situation awareness. The map can provide visual land-
marks that can be used as reference points for tasking (“Fly to the bend in the river”) or
for reporting location (“I just reached the bend in the river”). Map-based tasks are
especially rich with mixed-mode interactions [19] where, for example, one participant
can speak some information while drawing on the map to convey other information
(e.g., saying, “Go here” while pointing to the map).

We have implemented in SID these kinds of interactions using a tablet-based map to
showUxV positions and tasks, and to allow the user to create new reference objects (e.g.,
waypoints, routes) and tasks that refer to them (e.g., “Follow this route” while sketching
the route). Map-based interactions such as drawing or pointing are through touch on the
screen. Speech is through a microphone on the tablet or worn by the user. Once these
reference objects are created and named, the user can refer to them later – e.g., “Follow
route blue.” A Wizard of Oz study early in the design process helped us identify the
kinds of interactions users would want supported with this kind of system [18]. The
study showed that pointing gestures as well simple sketches of points, routes and areas
could account for over around 85% of the drawn inputs. This allowed us to build an
effective interface using only a few simple drawing elements.

An example of one such implementation is shown in Fig. 2 below. On the upper
left side is a log of the conversation between the user and the system, which gives the
user a sense of what they have been conversing about. In this case, we also display
what was recognized last, and the user must deliberately send the message after
checking it, with the ability to manually change it if something was misrecognized. On
the right side is a display that shows the position of the aircraft on the map (labeled as
STX-1), along with a waypoint and two areas that have been constructed by the user.

Fig. 2. A user interaction with a UAV with a speech-and-sketch map-based interface
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Dialogue plays a role when the user gives ambiguous commands, refers to refer-
ence objects that don’t exist, or when recognition fails for some reason. If the system
failed to recognize the input, it will generically ask the user to repeat. If the user was
ambiguous in the input, the system will ask for the specific information that helps
complete the command (e.g., “Where do you want me to go?”). The user can reply with
a brief answer to fill in the missing details, even using multiple modes in the reply (e.g.,
“Here” while pointing on the map).

5.2 Proximal Operations

Another use case is when the operator and the UxV are in close proximity such that
they can see each other. An analogous use case in human operations would be a
dismounted infantry squad on patrol. In this case, a large “robotic mule” UGV might
travel with the squad to help carry extra equipment or to provide some surveillance
capabilities. While a map-based interface such as described earlier could be used, one
goal is to minimize the equipment that the operator has to carry and to keep his hands
free for other tasks. Another goal is to help the warfighter keep his head up, looking at
his surroundings instead of at a screen. Speech and gesture as modes help afford this
kind of hands-free, head-up interaction, both among the members of the unit and
between the operator and the UGV. In some cases, both speech and gesture are
redundant modes: a command might be given using speech or gesture, such as in a
“stop” command. The kinds of hand and arm signals in this domain are meant to be
seen from a distance, so are fairly gross in detail and thus cannot convey a great deal of
information (this is in contrast to, for example, American Sign Language, which is a
complete language in and of itself, but is generally meant for face-to-face interaction).

We have implemented in SID these interactions using a few different technologies,
most recently using a worn device as a means to capture both spoken inputs using a
microphone and gesture inputs using the on-board inertial measurement unit (IMU)
(see [20] for details). Redundant speech and gesture inputs cover basic tele-operation
kinds of behaviors (forward, backward, left, right, stop), but also more autonomous
behaviors such as following the user. Other speech commands that do not have gesture
equivalents include taking control of the vehicle, releasing control, defining named rally
points, and routes based on the position or movement of the UGV, maneuvering to those
points or along those routes, and maneuvering in finer granularity such as turning a
specific amount. Figure 3 shows some gesture interactions with a large UGV.

Fig. 3. Examples of gestures being given to control a large UGV (person on board the vehicle is
a safety operator.)
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6 Evaluation Approaches

There are many different approaches to user interface evaluations, most of which apply
just as well to human-robot interfaces [21]. The inclusion of natural interaction as part
of a user interface introduces new facets to the evaluation, and a few new challenges.

One factor that makes natural interfaces unique is that they can fail to recognize or
understand the user. It is therefore important to measure the performance of input
recognizers and related components in a wide range of conditions. Some of these
conditions are environmental. For example, speech recognition is susceptible to sur-
rounding noise, and even different types of noise may affect recognition differently
(e.g., constant white noise, versus periodic, versus other people talking in the back-
ground). Different lighting conditions or other objects in the scene can affect
vision-based gesture recognition. It is also important to evaluate the system with a wide
range of users – ideally those who are good proxies for the target user. Speech rec-
ognizers may perform differently with different voices (e.g., from gender or age of the
user, or accents), or with simultaneous user activity (e.g., running while speaking), or
emotional state. Gesture recognizers have to account for different body shapes and sizes
and different ways in which people might make a gesture. Each individual recognizer
can be evaluated in isolation apart from other system-wide evaluation. While it does
not tell the whole story about the user interface, it is an important first step to get a
sense of how the system will perform and how natural the interface is.

User interface evaluations in general are often comparative, assessing one against
another, and natural interfaces are no different. In comparative evaluations, learnability
is often an important metric: how quickly someone can become a proficient user. One
motivation behind natural interfaces is that they are meant to be closer to how people
communicate, so should be easier to learn. Such hypotheses need to be tested for
particular interfaces. If the specific inputs are artificial constructs that use natural modes
but where the input language is invented or limited in some way that requires training,
then learnability may suffer. For example, speech interfaces often have a fixed input
language that the user has to get just right, otherwise the system fails to recognize the
inputs. (Frequent and common deviations from this accepted language can be an
opportunity to learn how the language coverage needs to be expanded.)

Other typical comparative metrics include the amount of time it takes to perform a
task, and the amount of work for each task, in each of the two systems. In terms of
natural interfaces, where recognition can fail, it is important to capture the cost of that
recognition failure, both in terms of total time and in the amount of work (and frus-
tration) it causes the user. Standard measures like NASA TLX [22] can be used to
measure perceived workload, and progress on secondary tasks can serve as a proxy for
objective workload. As with human communication failures, this failure can happen at
multiple levels – in recognizing the raw inputs or in understanding the user in context –
and understanding how and why this failure happens is important. It may also be
important to measure how aware the user is of system failures; some failures may not
be recognized, which can cause more problems further down the line.

Dialogue as part of a natural interface is also an important element to consider in
the evaluation, and multiple approaches have been used to evaluate the utility, impact,
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or even the naturalness of dialogue [23]. Where dialogue is used to help keep the user
informed, it is important to measure that, such as by using standard situation awareness
measures [24, 25]. Where dialogue is used to help recover from errors, it is important to
measure the effect of the system on that recovery. Dialogue can also help make the
interaction more efficient, leveraging the dialogue as context to help understand brief or
otherwise ambiguous inputs. It can also be important to evaluate different dialogue
strategies that might engage the user in different ways. In these cases, the study con-
ditions would include isolating different strategies to measure their effect
independently.

We will be exercising many of these aspects of evaluation in an upcoming study
evaluating an interface for large robotic mules, with the help of the Army Research
Laboratory’s Human Research and Engineering Directorate (ARL/HRED) Field Ele-
ment, and the participation of Soldiers at Fort Benning. There are several goals to the
study. One is to look at user preferences between gesture and speech in cases where the
input modes are redundant. We plan to put the interface through three trials on
pre-defined courses: in one case, participants will use speech only; in another, gesture
only; and in the third, they can use either mode interchangeably. We aim to understand
not overall preference for a mode, but the contexts in which one is preferred over the
other. Another goal is to assess the utility of some inputs that only have speech forms,
such as defining routes and rally points, and tasking the vehicle using those control
measures. In addition to quantitative measures of the effectiveness of different inter-
actions, we also simply want to understand how Soldiers use the system in practice,
based on their training and operational experience. This includes looking at the cov-
erage of interactions we have so far and how they support Soldier tasks. This also
includes understanding how the particular fit and form of the interface (a worn device)
works with the way in which they operate. Putting the system in the hands of repre-
sentative users and getting their feedback from an operational perspective is a critical
step in understanding the interface’s true value to its intended users.

7 Conclusions

Continuously improving recognition algorithms and the low cost of sensors has driven
an increased interest in natural interfaces for computing systems, including for
unmanned systems. In this paper, we have described an approach to designing and
building natural interfaces for unmanned systems, including how to identify natural
interaction in specific use contexts: how people interact today in these cases, or how
they might want to interact with unmanned systems in the absence of traditional input
devices. We have identified different dimensions of natural interaction, including the
use of different modes (e.g., speech and gesture), ways in which use of these modes
might be redundant or complementary, and ways in which interactions can become
dialogues.

Natural interfaces can help improve the usability of unmanned platforms; however,
this requires not just adding speech or sketch to the interface, but also taking into
account the context of use. These modes have to be applied in ways that people find
natural to a particular task, especially in ways in which they use those modes for the
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same or similar tasks. In designing theses systems, it is important to keep in mind how
limitations in recognition technology can impact the design of the interaction languages
themselves, and how these designs can subsequently affect the usability of the system.
If the language understood by the system is too contrived or outside of what people use
in their daily activity, the “naturalness” of the interface may be compromised and, in
fact, make the system harder to use. It is also important to recognize that natural
interfaces by – by the nature of natural inputs – will never be completely reliable, and
to design the system to account for and recover from those failures. Framing interaction
as a dialogue between the user and the system, and implementing dialogue strategies
that are familiar to people, is one way to overcome these failures.

Natural interfaces also present some unique challenges for evaluation, for a number
of reasons. Since one goal of natural interfaces is to be closer to how people com-
municate, it is important to design studies to measure this specifically. Because natural
interfaces can fail to recognize or understand user input, it is also important to measure
those failure rates and the impact they have on the task. Where additional mechanisms
are used to mitigate those potential failures, such as shrinking the interaction language
artificially or through the use of dialogue, the impact of those mechanisms must also be
evaluated.

To illustrate some of these aspects of natural interfaces, from design to evaluation,
we have described an example system, the Smart Interaction Device (SID) that
incorporates many of the natural interaction features described. In the development of
SID, we have applied it to multiple different domains and tasks, which has included
integration with many different input devices and recognizers, covering speech, sketch,
and gesture. We have also integrated and demonstrated SID with over a dozen different
unmanned platforms, both air and ground, including heterogeneous, multi-platform
demonstrations.
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Abstract. The military benefit of unmanned reconnaissance for infantry as the
most exposed military branch is obvious. Furthermore, unmanned systems can
also support by transporting heavy equipment, including sensor payloads usu-
ally not fielded by infantry units. While larger assets are typically controlled
from afar, smaller assets can be controlled directly by nearby troops and satisfy
immediate reconnaissance needs. In this work, the design, implementation and
evaluation of a user interface (UI) for integrating unmanned platforms into the
German army’s infantry platoons is presented. More specific, two unmanned
aerial vehicles and two unmanned ground vehicles were to be integrated into a
platoon. This work highlights the user interface aspects, training effort and
organizational changes. German paratroopers and mountain infantry assisted
with the requirements analysis and UI evaluation. In addition, the German Army
Concepts and Capabilities Development Center supported the evaluation. The
effort to bring unmanned systems into infantry units is motivated, related work
concerning the control of unmanned systems is presented, the results of the
requirements elicitation for this undertaking is reported, the design and imple-
mentation as well as the instruction strategy are outlined and the results of a test
campaign reported. The paper concludes by summing up the current state and
outlining future work regarding UI development for soldier-multi-robot-teams.

Keywords: Automation and autonomous systems � Command and control �
Display design � Team working

1 Introduction

During dismounted operations, soldiers are most exposed to the enemy. Good recon-
naissance can greatly improve survivability by enabling soldiers to avoid disadvanta-
geous situations. Unmanned systems (US) can satisfy reconnaissance needs without
risking human scouts. Furthermore, unmanned ground systems (UGV) can help lighten
the typically high load for the individual infantrymen and therefore increase patrol
range or provide transport for heavier equipment than infantry carries normally [1].
Small-scale US and those operating in close vicinity of dismounted troops can and
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should be controlled directly as opposed to operation by a remote ground station. This
eliminates additional communication outside of the platoon structure. To this end, the
integration of two unmanned aerial vehicles (UAV) and two UGV into German
infantry platoons was investigated, which included the whole process chain [2]. Aside
from the user interface (UI) aspects, this included the development of the high-level
communication protocol among others [3]. Controlling US can be cumbersome [4],
even more so for dismounted units [5, 6]. If equipment is too complex, the operators
need to set-up and their position has to be secured. This leads to reduced overall
mobility of the platoon. Also, training time rises with increasing complexity and new
structures or processes in the platoon. On the other side, the dismounted operation of
US requires attention and thus reduces situational awareness [6]. Obviously, integrating
robots into an infantry platoon is therefore a delicate process with many trade-offs to
consider. In this work, we highlight the UI aspects of the overall project. We will first
provide a brief overview over related work. The method chapter will go through
requirements, the relevant hardware, the UI-design and the role concept. A description
of the instruction for the soldiers follows and results from an evaluation campaign are
presented and discussed. We conclude by summing up and giving an outlook to
upcoming research and open questions.

2 Related Work

The presented work is based on previous research in the areas of autonomous air- and
ground robot teams [7], human-multi-robot interaction with quasi-natural command
languages [8] and the control of heterogeneous teams of robots [9]. Mi and Yang
compiled a survey on human-robot interaction in swarms [10]. An important conclu-
sion drawn from different sources is that the level of automation is case dependent.
Designing for a human-oriented semi-autonomy fulfills best the requirements of
keeping the user in the decision loop while automating non-critical tasks. Furthermore,
trust in intermediate automation is higher than trust in fully automated systems [11].
Naturally, higher automation means less interaction required [12]. The balance between
automation and human decision making therefore has to be designed carefully. Barnes
et al. [13] give a broad overview on work by Israeli and U.S. researchers concerning the
HCI design in context of dismounted control tasks for US. Reviews on Human Factors
issues in US control form the base of this research [14, 15]. Some of the work also
focuses the design for mixed initiative between human and autonomous decisions and
is expanded by Barnes et al. [16]. A reduction of the required number of operators for a
small UAV is reported by Stroumtsos et al. [17]. The resulting UI requires the user’s
full attention, since the waypoint navigation is relatively fine-grained. There is also
work on the influence of agent transparency on operator performance that is the degree
to which an operator is able to assess the current status and intentions of the system
[18]. This is relevant for the UI design, as creating such transparency usually involves
parts of the UI. Clare et al. [19] report on three different so-called Human Supervisory
Systems (HSC) to control US. In another paper, Clare et al. report on scheduling
strategies for mixed initiative control of a multi UAV system [20]. How to keep human
operators in the loop, especially for making critical decisions, is investigated by
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Franchi et al. [21]. They present a framework, which allows shared control between
human and US as well as between multiple operators. Cook et al. [22] investigate
attention guidance in such supervisory control settings. In Taylor et al., a multimodal
supervisory control implementation is presented, which allows for different kinds of in-
and output. Most importantly it aims to reduce misunderstandings between man and
machine by dialogue-based interaction including questions to clarify the user’s intent
[23]. Endsley presents the human-autonomy systems oversight model, which aims
among others at mitigating the decrease of operator awareness when autonomy is rising
[24]. Dawson et al. [25] highlight cooperative supervision, which plays a part in this
work as well. Demir et al. [26] focus on a similar topic, namely the team’s situation
awareness while cooperatively supervising US.

Evans [27] reports benefits of displaying planning information of US to the
supervisor, which show themselves in reduced direct tele-operation. A mobile ground
control unit on a tablet for search and rescue is used in Peschel et al. [28], but it is used
to control only one UAV. They conclude that dedicated mission specialist interfaces
can benefit role performance if designed and implemented carefully. Pitman and
Cummings describe the design of hand-held touch controls for a single UAV with a
focus on manual controls [29]. Their work has been extended to include object
detection warnings and collision alerts [30]. An ongoing research project is the
Unmanned Tactical Autonomous Control and Collaboration (UTACC) effort of the U.
S. Marine Corps Warfighting Laboratory (MCWL) [31]. It focuses on cognitive load
and how to enable warfighters to better cope with the ever rising information flood
achieved by technical systems on modern battlefields. Bommer [32] also studies mental
workload for multi-vehicle control and concludes that reducing task complexity is the
key to enabling operators to control large amounts of UAV.

3 Method

In the following we present and motivate underlying requirements and how they were
compiled, relevant hardware used in the system and the UI-Implementation itself.

3.1 Requirements

The problems of integrating US into infantry units result in conflicting requirements.
Aerial reconnaissance experts and instructors of the German paratroopers were there-
fore interviewed to set priorities. First of all, required attention was reduced by widely
automating standard operations and providing high-level controls. More details are
required to access all system functionality, while realizing quick access. The mission
context requires taking interruptibility, consistency and also environmental lighting
into account. Organization-wise, integration into the existing structure of platoons is
mandatory. Requirements also follow from the intended system function and some
were set beforehand by the procurement bureau. Basic requirements include controls
for the swarm and sub-groups. Natural sub-groups are ground and air systems and go
down to single systems. Commands are annotatable with the intentions defensive,
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neutral and aggressive where applicable. The platoon leader is able to adjust the dis-
tance of vanguard robots. UGVs are assignable to squad leaders and to follow them.
UGVs can integrate into defensive positions while UAVs support reconnaissance and
stationary sensors can be added. UGVs evade together with the soldiers and keep out of
firing lines to avoid ricochets. UAVs report low battery status and await approval for a
battery swap, except in emergencies. Feedback is automatically prioritized and
acquired from the user. UGVs perform automated transport tasks between two points
with pauses to handle freight. UGVs can follow a person. Platoon formation can be
dissolved, resulting in execution of individual commands. US report the following
objects and events: nuclear, chemical, biological and radiological agents (NCBR),
improvised explosive devices (IED) and mines, jamming, snipers, alarm posts. Further
required functions are: Move to coordinate, guard coordinate, observe coordinate,
provide imagery, reconnoiter an area, cancel order, return to base or rallying point,
emergency stop and manual control for UGVs. Additionally displayed items are the
system and equipment status, completed commands, acquired imagery. System status
includes the current task, if in formation, overall task, damages, battery, connectivity
and stock of deployable equipment. These requirements are also partially found in
other US efforts, e.g. in the U.S. UGV Interoperability Profile [33].

Infantry operations require high attention, resulting in a need for quick interaction,
but also the consideration of interruptions. Consistent user guidance helps intuitive use.
This includes menu design, map overview and all the icons and interaction-elements
used. Especially displays in smartphone-size require optimal use of the available dis-
play space. Outdoor use necessitates good readability regarding contrast and lumi-
nescence. To include the user’s point of view, two semi-structured interviews were
performed with two aerial reconnaissance experts and two paratrooper platoon and
squad leaders. Furthermore, eleven instructors from the paratroopers were polled with a
questionnaire. The interview included closed and open questions. Open questions
served to poll facts and circumstances as well as a view into user motives. After
presenting the study, the current procedures for a specified scenario were queried: An
infantry unit redeploys to a new emplacement. Terrain, roads and buildings are known,
but obstructions by enemy forces are to be expected, e.g. ambushes, IEDs or blockages.
The focus was on infantry leadership and reconnaissance. Questions targeted what an
appropriate course of action in this situation is, how reconnaissance is reported and
what consequences follow from these reports. After the functions provided by US were
explained, it was queried how these systems would be used and which information and
input would be required by the soldiers. Questions targeted the tasks US would per-
form, the required user input, environmental conditions, operator tasks and crucial
feedback. A qualitative analysis was performed and a questionnaire for validation and
prioritization developed. Priorities were high, medium or low.

All topics could be expanded by own ideas. Specific topics were the event types to
report, information types to display on the map, helpful map overlays, preferred US
controls and general issues, e.g. storage in troop carriers. Reports of enemy units and
IEDs are of high priority. A possibility for manual classification by type, strength and
behavior of units and to mark recognized objects in video feeds was highly prioritized.
Terrain information and information on neutral units and crowds were a medium
priority. Additional mentions were unit movement directions, own forces, motivation
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and behavior of forces. High priority information to be displayed on the map were own,
allied and enemy positions, IEDs, terrain information, satellite image, tactical icons,
north-arrow and position or direction of enemy shooters. Neutral units and sensor
orientation were ranked medium and air-space order as low priority. Additional
mentions were a 3D-view and a Universal Transverse Mercator (UTM) grid. Of high
priority for US control was waypoint-navigation, observation areas and backup con-
trols. Of medium priority was the definition of combat sectors. There were highly
prioritized general concerns about US reliability and handling, namely US storage in
troop carriers, terrain traversability, transport and endurance of batteries, specifically
for UAV. In the discussion about map overlays, only single ideas were posed in the
questionnaire regarding what would be useful. Mentions were air-space order,
color-filters, blockages, terrain type, operation plan, event history, road network,
night-vision, reconnaissance imagery, waypoints, own units, ethnics and enemy.

3.2 Organizational Integration

An important part of the integration into the existing structure of an infantry platoon is
fitting the US into the existing command hierarchy. While the platoon leader has to
decide in which way the US should be used, his or her other tasks already generate a
significant load. Permanent direct control by the platoon leader therefore cannot be
realized. This problem was discussed during the interviews and a new assistant role is
proposed. The squad leader unmanned systems, or UXS, is to function analogous to the
other squad leaders, as far as the platoon leader is concerned, but commands robots
instead of men himself. Like the platoon’s radio operator, he is integrated into the
so-called “Zugtrupp”, the team directly surrounding the platoon leader and normally
consisting of the platoon leader himself, a radio operator and two additional soldiers for
protection. Thus, the platoon leader can have direct access to the UI and the squad
leader UXS is protected in situations where more complex interaction is necessary. The
latter can possibly mitigate the generally greater vulnerability of dismounted units,
which seems to affect the subjective workload while controlling US [4]. This allows for
the use of a tablet-sized device, which would be prohibitively large for platoon
members operating without dedicated protection.

The squad leader UXS is furthermore assisted by an artificial intelligence, the
so-called swarm control. It mainly performs the translation of high level to low-level
commands and manages the US in holding formation with the human part of the
platoon. This solution also roughly follows results reported by Oron-Gilad and Parmet
[34], which indicate a reduced attention to surroundings and higher required training
for continuous or repeated dismounted use of video feeds from UGV. To ease infor-
mation sharing in the platoon, the remaining squad leaders are fitted with
smartphone-sized devices in forearm-mounts to mainly consume information, but also
to control single US if required. The mounting allows for a quick access to the device.
Since there will always be situations where control by platoon members becomes
difficult, there is also the role of backup operators. They monitor the swarm of US from
a workstation in a support vehicle and can take control when the platoon’s resources
are bound (e.g. in a firefight). Due to their more protected environment, their UI can be
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more complex and thus allow for more fine-grained controls. Their workstation also
functions as an interface to higher command structures. This is analogous to attached
reconnaissance units, who normally bring the US equipment and a lightly armored
scout vehicle with them.

3.3 Hardware Used

Two Garm 2 UGVs (Fig. 1 left) and two AirRobot 200 UAVs (Fig. 1 middle) were
used. For more information on the robotic systems, see e.g. Brüggemann et al. [2]. The
tablet used was a Nexus 9 (HTC). It measures 228.25 � 153.68 � 7.95 mm and
weighs 436 g. Its display measures 226 mm diagonally with a resolution of
2048 � 1536 px. The backup operator’s vehicle workstation had a notebook with a
17” 1920 � 1080 px display with mouse and keyboard input. The squad leaders used
Nexus 5 smartphones (LG) in custom-built forearm-mounts (see Fig. 1 right). The
Nexus 5 measures 137.8 � 69.1 � 8.6 mm and weighs 130 g. Its display measures
126 mm with a resolution of 1920 � 1080 px.

3.4 UI-Design and Implementation

According to Young and Kott there are roughly three primary paradigms for
multi-robot control: Switching, playbook or policy-based control [35]. Switching
assigns individual tasks and adjusts coordination if needed. Playbook uses pre-set plans
with appropriate parameters. Policy-based control is rule-based and uses dependencies
between actors to react to given situations. Our UI is best described as a hybrid between
playbook and policy-based control. It consists of a map, a list of orders and units each,
a unit detail view and an event ticker (Fig. 2). The map displays own units, US’
waypoints and spotted objects. The detail view is available for own and spotted units.
In the latter case, time of detection, underlying sensor data (e.g. imagery) and the
possibility for a quick classification of the object’s type, strength and behavior is
provided. Orders can have different connotations in the form of a neutral behavior, as
well as aggressive and defensive behaviors. Examples are following a detected object
(aggressive), ignoring it (neutral) or avoiding it (defensive). Parameters for different
orders are collected by a wizard. Default parameters are selected initially, to allow for
skipping details. The system features implicit interaction, e.g. formation keeping and

Fig. 1. Garm 2 (left), AirRobot 200 (middle) and forearm-mounted Nexus 5 (right).
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automatic task allocation. While this influences the users’ possibilities for interaction, it
is not part of this work for being more on the vehicle side of interaction. The base UI
was born out of a testing environment for interoperability. As a custom tool for use by
specialists, it was deemed unfit for the actual use case and optimized in this regard. The
context of use includes environmental, mission and device constraints. Other infantry
activities and the different displays had to be considered. In the following, the UI
components are presented. The UI’s core is an interchangeable map. As of now, a
topographic and a satellite map, switchable by button, are implemented. This function
can be extended to include more map types and also map overlay functions.

The controls are mostly analogous to commercial map applications, like pinch and
zoom. Additional buttons are added for centering on (1) the user, (2) the selected unit(s)
and (3) on the whole unit. For points (2) and (3) there can be multiple units selected at
once, in which case the map zooms to the bounding box containing all selected units.
The surrounding area and thus potentially relevant contacts are kept in view. The change
of the viewport is animated to ease spatial orientation. The zoom scale is displayed near
the map controls. Units are symbolized by according to NATO APP6. As a fast way to
assess US status, we implemented a binary color coded bar (red/green) representing
general state and an icon for the current task. Units displayed in the map are selectable to
access details. The exact coordinates and further information depending on the type of
unit is shown in a pop-up panel on the right display border (Fig. 3 left). For own US,
more details on status and current orders are displayed. Image sensor readings are
displayed as a thumbnail which is switchable to full screen. When the detail view is
open, the current sensor orientation is represented on the map. Showing it only on
request avoids cluttering the map for larger swarm sizes. Reconnoitered units can be
classified by affiliation, strength, type and behavior (Fig. 3 right).

The choices are strongly simplified to avoid overburdening the user. The tab
“orders” on the left display border brings up a list of orders reflecting the capabilities of
the selected units, e.g. a system without image sensors would not offer image capturing
(Fig. 4 left). The selected units are permanently displayed in the lower left display
corner and can be changed through the “units” tab. Issuing orders is implemented as a

Fig. 2. The different components of the user interface.
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wizard, which leads the user through the required inputs. Orders without parameters,
e.g. “Cancel order”, are issued directly. Depending on the type of parameters, there are
different input possibilities. The overall behavior of the US can be set through the
buttons offensive – neutral – defensive, neutral being the default (Fig. 4 right). The
current selection is highlighted. Geographical coordinates can be chosen directly
through the map. When editing single coordinates, they can be reset by drag and drop
or by just setting another point (Fig. 4 right). For multiple coordinates only drag and
drop works. Coordinates can also be deleted through a pop-up context menu. General
settings are realized by simple buttons. Pre-set choices are realized like this, e.g.
choosing a target squad leader from a list for controlling an US. After issuing an order,
the user is notified by a so-called toast as a confirmation.

It is temporarily shown in the lower display center (Fig. 4 left). As mentioned
before, units can be selected through the “units” tab on the left display border (e.g.
Fig. 3). All entries fulfill two functions: Units can be selected and deselected on the
right side of each entry and the left side opens up the information panel for the details
on this unit. The currently selected units are always displayed on the lower left. They
are furthermore highlighted with an orange bounding box in the map view. Different
types of information are generated in the overall system and they have different pri-
orities for the user. This is represented in the UI by three different categories: Info,
warning and alert (e.g. Fig. 3). Info contains all notifications with informative char-
acter, e.g. feedback from an US about reaching a target waypoint or that it is now
controlled by a squad leader. The warning category contains mainly technical prob-
lems. These could e.g. be a lost radio connection or a stuck UGV. The alarm category
finally contains all threats for the own unit. Examples are detected unknown or enemy
contacts in the closer vicinity, sniper detection and NRBC-sensor alarms.

Notifications are displayed in the color code of their categories and a military time
stamp in a news ticker at the upper border of the display. Info is coded in white,
warnings in yellow and alarms in red. Notifications are also collected regarding their
category. Each category can be accessed through respective buttons to the right of the
ticker to access a list filtered by the category. The text on these buttons additionally
indicates the number of read and unread messages. In the filter views, a list containing
the notifications sorted by date is opened at the right border of the display.

Fig. 3. Context menu with detail information on own system and sensor orientation (left);
Unknown object with time, position and the quick classification (right). (Color figure online)
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Each notification represents a link to the coordinates associated with it, which is either
the reporting unit or the coordinate of a detected event. Unread notifications are dis-
played in bold print. Notifications which are no longer needed can be deleted through
an additional button. Activating the category button again closes the filter view. Apart
from running on different devices, the UI is also adapted software-side to the respective
roles to better fit the different contexts of use. These adaptions are presented in the
following. The leader UXS is intended to wield the primary control over the overall
system of US. The UI was presented in depth above and only serves as a reference for
the other roles here. The squad leaders are mainly information consumers in this
system. They can access a minimalized UI on their smaller devices. The news ticker is
smaller in size and thus presents fewer notifications at once.

The main information medium is to be the digital map with the current situational
information. The context menu can only be shown alternatively to the map, since the
display size is too small to show both at once with acceptable text and button sizes,
which would be preferable [36]. In this context menu, the display is split into a
video-feed and the detail view itself. Should a squad leader be given command over an
US, the UI generally offers the same functionality, albeit with reduced display size
which will affect performance in terms of time [37]. The monitoring and supporting
function of the operator requires more details and permanent video-feeds (Fig. 5). The
vehicle working place offers more space and protection, so this is not as large a
problem as for the dismounted users. The operator has the possibility to directly control
US, which is for now implemented for the ground systems. In direct control mode, the
respective video-feed is enlarged and a software directional pad is displayed alongside
a slider for the speed of the vehicle (Fig. 5 right). Stemming from the functional and
technical requirements, there is a range of necessary interaction possibilities for the
users. While the displays were described above, this section covers giving orders and
the underlying semantics of it. The order “Battery Change” is intended for the flying
systems as of now. It serves to order a system to return to the platoon and land to enable
a battery change before an automatic return on critical battery state is activated. The
order requires a UAV to be selected with no additional parameter.

To cancel orders which were given in error or which are just not needed anymore,
the “Cancel Order”-order can be given. Addressed units will stop their current order.
No further parameters are needed. The “Move” order requires a selected US and two

Fig. 4. Units and command sent feedback (left); behavior selection and waypoint input (right).
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parameters. The general behavior is set to neutral by default, but can also be defensive
and offensive. The second parameter is a coordinate on the map which has to be
selected by tapping on it. The button “Send Order” finally submits the order to the
system. Another way to move US is to let them “Follow” something else. As of now,
this is restricted to ground systems and following specific squad leaders. The squad
leaders can be selected from a list after which the order can be sent. Apart from
automatic reconnaissance while on the move, US equipped with image sensors can be
ordered to “Take a Photo” of a specific coordinate. Selecting the coordinate is analo-
gous to the “Move”-order, but the selected point is the photo-target.

The photo will be taken when the system is in sensor range of the target. The leader
UXS can “Assign US to Squad Leader”s if the need arises. As of now, the order can
only be executed for single systems and the only parameter required is the target squad
leader, which is chosen from a list analogous to the “Follow”-order. If the platoon stops
for longer durations, the swarm of US can be ordered to go into a “Safeguarding”
formation around the halting point. The order does not require any parameters. For a
“Transport”-order there are two waypoints needed, which are then automatically
patrolled by the US, including pre-set halts to load or unload cargo. Setting the way-
points is analogous to the “Move”-order, but additionally a once-set point can be
moved by drag-and-drop activated by a long press. Alternatively, points can be deleted
by a popup context menu, accessible with a single tap on the point.

Units assigned to squad leaders can “Return to Formation” by the respective order.
The loss of control is displayed to the user in question. Apart from a selected US which
is currently assigned to someone else, no parameters are needed. Getting into “For-
mation” means a marching formation in this case. The order is initially sent to all US,
which then accordingly arrange themselves in regards to the human platoon members.
All current orders are overwritten by this order. It can be given only to the whole
swarm. The “Manual Control”s on the mobile devices are a backup control for
line-of-sight operation. They are designed analogous to the operator, providing a
software directional pad and a speed bar. Due to the necessary awareness for the
controlled US, the rest of the UI is not available, except for alarm notifications. After
the last functionalities were implemented, a final size adjustment of text and interaction
elements for the respective devices was performed. Too small elements negatively
affect the errorless usage [38, 39], which is especially problematic in combination with
the parameterless and thus directly submitted orders.

Fig. 5. User interface for the operator role. With enlarged video-feed on the right.
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4 Instruction

The introduction into the controls of the multi-UXV system follows the argumentation
of Vogel-Walcutt et al. [40] regarding instructional strategies for military training.
Without direct instruction, especially novices to the respective application field tend to
turn to inefficient problem solving strategies by using their limited knowledge in lar-
gely random search or trial-and-error strategies respectively [41]. Direct instruction is
therefore particularly, but not exclusively, a necessary part of optimally designed
training processes for novices [42, 43]. With growing expertise, training has to be
adapted to avoid redundant or unnecessary instructions [44]. Vogel-Walcutt et al. [40]
characterize instructional strategies by the phase of the training cycle (Pre-, During-,
Post-training), the experience level of the trainee (novice, journeyman, expert) and the
type of knowledge to be conveyed (declarative, procedural, conceptual and integrated).
Knowledge typically consists of facts, procedures, concepts, strategies and beliefs [45,
46]. Based on this, Vogel-Walcutt et al. [40] differentiate between declarative, pro-
cedural, conceptual and integrated knowledge. Declarative knowledge is base fact
knowledge, procedural knowledge entails the knowledge of work steps for task com-
pletion, conceptual knowledge is knowledge about relations between information
fragments and integrated knowledge is knowledge which is fused with existing
knowledge and can be applied to new situations. In short, knowledge types range from
solitary knowledge fragments to their linking relations in an application context. While
declarative knowledge can be memorized with relative ease, integrated knowledge
requires a deeper understanding of the domain. Regarding the re-orientation of the
German army’s education and training [47], acquiring integrated knowledge can be
interpreted as the main goal of educational processes.

Only after the realization of how to integrate new knowledge into a field of duty
and own experience it can be expected that training content will be applied even under
unexpected circumstances. Minimally directed instructions, e.g. explorative or
problem-oriented learning, expect the trainee to find the underlying principles of the
training content him- or herself. More directed approaches can however better
accommodate to cognitive capabilities of the trainee, which was shown in controlled
and randomized experiments [43, 48]. Only after building a base of domain knowledge
can the strengths of less directed approaches be leveraged [49]. Since knowledge and
competency acquisition are gradual processes, instructions should accordingly be
adapted to the progress [50]. The personnel to be trained were available only for a short
time, so an adaption was not performed. Military operations are performed by teams of
soldiers, making coordinated skills and effective communications as important as
individual aspects [51]. Since the UXS swarm is integrated into existing structures,
only the coordinated usage of the swarm is of concern. The pre-training phase prepares
the training and addresses mainly novice level trainees, which are expected in our case.
Information material about the project goals and their role in using the system were
provided beforehand. This helps building an initial seed for integrative knowledge for
their field of duty.

Right before the introduction began, the soldiers were told about the goals of the
introduction to ease building conceptual knowledge. The during-training phase consisted
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of presentation, instruction and exercise of the training content. The content was deliv-
ered through the scientific personnel, pocket-cards and the system itself. This parallel
multimedia presentation can further the intake of procedural, conceptual and integrated
knowledge. Usage of the system is trained in three tasks of rising complexity. This
segments the overall process and helps understanding. Training with the real system
builds procedural knowledge. The training tasks are solved under supervision, providing
immediate feedback. Furthermore, a sample solution is generated and presented during
this process. Error-correction entails the background of the error, which eases conceptual
understanding and following this, integration into existing knowledge. A supervised
training task is preferred for novices, since the base knowledge for open problem solving
is not yet acquired. The training was performed on military exercise grounds and thus a
known environment for the soldiers, which can aid in the transfer to the own working
environment. The post-training phase forgoes testing the learned knowledge and consists
mainly of a summary feedback of the training. Background information for success and
failures are given for further reflection on the learned content and to aid conceptual and
integrated knowledge acquisition. The goal of the instruction was to enable the soldiers to
operate the UXS-system safely and to make them aware of special situations. The
instruction took about two hours. Its four main aspects are presented in the following.

The soldiers were given details on the US and the communication features to better
understand the equipment. This included technical and scenario-wise limitations. They
were provided with information on UAV flying height, vehicle speeds, sensor loads,
automatic detection, ranges, battery change procedure and safety measures during the
scenario run. The leader UXV received an introduction into his role as the coordinator
of the US and his interfacing role for the platoon leader. He had the opportunity to
make himself acquainted with the tablet and the hand carrying loop. The remaining
squad leaders received information on their role as mainly information consumers and
also had the opportunity to try out the mounting of the devices. Analogous to the set-up
of the pocket-cards, the elements of the map, unit selection and commands, context
information and the news-ticker were explained (Fig. 6).

Fig. 6. User interface elements explained on the pocket-card (in German).
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The scenarios were discussed with the platoon leader. An introduction to the sce-
nario and the plan how to use the US’ capabilities were performed by him. As such we
could observe how the system would be used when no further constraints are in place.

5 Evaluation

The project presentation centered on a demonstration of the overall system capabilities.
German mountain infantry participated in evaluating the UI. They were observed while
using the system. Their remarks were protocolled and questionnaires were filled out by
them. A realistic scenario was provided to ease the transfer of results to reality.

5.1 Scenario Implementation

Several scenarios were planned beforehand. With the feedback from the platoon leader
and the procurement bureau, two scenarios were chosen. In scenario 1 “Reconnaissance
on the march”, the platoon is operating in known terrain and current maps are existent.
The threat level is unknown, but scattered enemy forces are to be expected. The platoon
is to redeploy towards a 2 km distant position. The existent road network is to be used.
The platoon moves on the road towards the assigned position. No enemy activity is
implemented in this scenario. It served to show that the US can follow the platoon
without slowing it down and that the leader UXS is able to control and monitor the
swarm without a significant increase in task load. In scenario 2 “Stationary Control,
dynamic support”, the situation is analogous to scenario 1. The platoon is split into an
observation post and a scout team, which is to push forward ca. 600 m into a small
forest. The observation post is to deploy stationary ground sensors.

The UAVs use a rolling deployment pattern to ensure continuous observation from
above. To reconnoiter their movement corridor, the scout team squad leader can request
a UAV. Enemy small arms fire is coming from the north. An unmanned resupply
transport for the scout team is deployed from the troop carrier halting spot once they are
in their assigned position. No enemy forces are expected to be on this route. The scout
team unloads the cargo at a position behind their post. The scenario served to show that
the US are able to detect, localize and report threats by themselves to enable decision
makers to react quickly and adequately. Additional intelligence can be gathered by
sending out single US. The battery change of the UAS can be accomplished with little
time and under mission context. US are able to support securing the stationary post.
Additional sensors can be added on the fly into the existing swarm. The leader UXS
does not suffer added significant load. Assigning US to other leaders is fast and safe.
The UGVs are able to perform a transport between halting spot and scout team and
reintegrate into the swarm afterwards. An introduction to the complete system
including the hardware platforms and their capabilities lasted about two hours and
preceded the scenario runs. Afterwards, soldiers were free in using the system to
accomplish their goals. They received pocket-cards for reference, but field usage was
not observed. During the final exercise an observer from the German Army Concepts
and Capabilities Development Center participated. He and the platoon leader provided
reports on utility and usability of the overall system.
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5.2 Short Evaluation

A short usability test was performed to check the UI concept’s feasibility. Users had to
solve representative tasks with the system. To observe the intuitive use, the leader UXS
had to solve three short tasks before the introduction to the system. He was told that the
tasks were no means to check his skills, but to find weaknesses in the system. The
situation for the tasks was being a leader of four US. The specific tasks were to:
(1) Reconnoiter a chosen coordinate with UAV 1 in offensive mode. (2) Open the
camera view of UGV 1. (3) Classify an object as an entrenched enemy armored
vehicle. The observation yielded insights for different UI-aspects. Users primarily
searched the map view to find units. Drag and drop was tried out to move units. The
function “Get Picture” was unclear. Feedback by the news ticker was perceived to be
helpful. Regarding the context menu, a function to turn the camera, a file administration
for a reconnaissance results overview and a send function for imagery were missed.
Additional information was missed regarding movement direction, sensor orientation
and battery status. Finally, confirming waypoint input was unclear.

5.3 Questionnaires

After the exercises, n = 6 soldiers participated in two short questionnaires, the intuitive
interaction (INTUI) [52] and the System Usability Scale (SUS) [53], both in German.
The INTUI is an instrument to capture intuitive use. The users’ replies are depicted in
Table 1 and Fig. 7. The highest value is 7; the lowest value is 1. With opposing
statements, perceived interaction with a product is reported for four components.
A high value in Effortlessness (E) indicates a perceived effortless interaction and low
attentional requirements. This matches classical usability the most. For Gut Feeling
(G) a high value indicates more intuitive than rational interaction, which is an important
feature of intuitive decision making in decision psychology and also in everyday
language. A high value for Magical Experience (X) indicates a high quality experience.
The interaction is perceived as extraordinary and fascinating. It has a broader scope
than task fulfillment alone, analogous to user experience (UX).

For Verbalizability (V) high values state that interaction over time is well describ-
able, which indicates a logical sequence of interaction steps. However, the origin of
relevant knowledge for intuitive use is often unconscious and thus not verbalizable.

Table 1. Descriptive statistics of the of the INTUI results.

Scale M SD

Effortlessness (E) 5,3 0,575
Gut feeling (G) 3 1,089
Verbalizability (V) 5,9 1,068
Magical experience (X) 5 1,072
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Interaction consists of many small, unconscious decisions, which together form a
meaningful, verbalizable sequence. The System Usability Scale questionnaire measures
experienced usability as the so-called SUS-score and consists of ten items (see Fig. 8).
It ranges from 0 (worst application imaginable) to 100 (best application imaginable). It
is used to determine perceived user friendliness of software. The questionnaire contains
five positive and negative statements each, regarding the usability of the system.
The UI scored 76.25, which equates to good usability.

5.4 Field Observations and Comments

Observations and user comments from the evaluation were protocolled. Handedness
was discussed. Keeping the dominant hand mostly free will obviously increase
acceptance. The leader UXS wished for something similar to the forearm-mounts.
Providing mountings and storage suited for both left- and right-handers are a general
requirement for system introduction. Mounting a tablet-sized device to the forearm
however restricts flexibility, so there is no trivial solution to this problem. At first, the
vanguard UGV was relatively close to the platoon (75 m). The soldiers reported being
drawn to march faster, possibly leading to security risks. A larger distance was per-
ceived to be much better, but it remains an open question, to which extent the soldiers

Fig. 7. Graphical depiction of the INTUI results.

Fig. 8. The SUS-score range.
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are still influenced. Orders for sub-groups of the US were requested by the soldiers.
This was discussed but not implemented due to the small swarm size. UGVs were seen
as a platform for transport, IED-detection, jammers and sniper detection. Soldiers
wished for alarms to be transmitted when a soldier is not looking at the device, which
can possibly be implemented by vibro-tactile or audio cues.

The visualization of the sniper detection was found to be unintuitive. Shot direction
and source as well as how much shooting occurred (caliber, cadence, etc.) were difficult
to determine. Improved filters for own fire were requested. Wishes regarding display
duration for shot detection differed between ranks: For the platoon leader five minutes
and more were discussed, while for squad leaders 90 s should suffice. It was discussed
if the displayed image of US should automatically switch to movement direction and if
a scrollable 360° feed could help. Despite the need to detach the swarm from the
platoon leader by introducing a proxy role, the platoon leader noted that quick access to
sensor visualizations would be helpful for him. Grid visualization with thumbnails of
available sensor readings could be a solution which also helps squad leaders without
direct command of US with faster access to the sensors. Also, remaining battery charge
or alternatively the estimated remaining flight time was requested by the soldiers.
Manual input of observations was requested to add to the situational overview. The
possibility to manually mark objects in video feeds was requested again, after being
mentioned during the pre-implementation interviews, to compensate failures in
automation. The size of the smartphones and the resulting decision to only show the
video feed itself lead to mapping problems between feed and observed map section.
The idea to integrate traditional radio communication for the interaction between
consumers and controllers was generally received well, but deeper integration was
requested to eliminate device switching. Finally, a planning mode for pre-recording
action sequences was requested.

6 Conclusion and Future Work

The project was intended to make a step forward towards the introduction of US into
the German armed forces on a swarm scale. The success of such an undertaking is not
only a technical problem, which is why the project had three goals: (1) Study of the
technical challenges, like the necessary level of automation in control and sensor data
processing, but also the interoperability, technical communication and architecture.
(2) Study of the integration of US into an infantry platoon. This means integrating into
existing structures and processes to create a soldier-multi-robot-team in which the US
can be precisely controlled even in stressful situations. (3) Proof of concept with a real
test run. The diverse methods and requirements, many of whom were generated
together with intended users of the system, needed to be integrated into a whole. Only
with such an overarching system all concepts and ideas can be evaluated and checked
for their benefits and disadvantages. A real demonstrator also shows how long the way
from research to the real use of the system still is. Progress was made in all areas.
The UI implementation was well received by the participating soldiers. However, there
are still many aspects to be improved. An aspect which came up during the interviews
was using different in- and output modalities, which were restricted to visual output and
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touch input in this project. Audio and haptics could be used as alternative output
modalities, as long as the notifications are discreet but noticeable enough. This also
addresses notifying users who are not looking at the display.

A study by Oron-Gilad et al. reports benefits of additional tactile cues in simulated
hostile environments [54]. Alternative visual displays could be new data glasses or
more generally Helmet Mounted Displays (HMDs). Further possible input modalities
can be gesture, speech, head and/or eye tracking. Some work in this area exists already
and will function as a basis [15, 55]. The very concrete scenario of the tests leaves open
the questions how generalizable the elements of the UI are or if elements are missing.
Mission planning functions will help to accommodate different use cases.
Ophir-Arbelle et al. studied how video feeds from UGV and UAV are used by dis-
mounted soldiers [56, 57]. They could show that combined ground and air footage
improves the reconnaissance performance. Such combinations of US are possible in the
system we used, so the use of a combined view is worth looking into. Another
important aspect is system security. Jeong and Ha present a design and implementation
of a secure architecture for multi-user situations in UAV control [58]. Security con-
siderations can impact the UI design, especially active mechanisms like rights man-
agement. We plan to address open aspects in future projects and to further develop the
possibilities US can provide to dismounted soldiers in their dangerous tasks.
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Abstract. With the improvement of computer capability and the development
of visualization technology, dynamic visualization could be displayed smoothly.
However, the span limitation of human’s working memory is a natural barrier to
obtain the massive information in parallel. Here, we designed a simple psy-
chological experiment to validate the necessity of the halt in the dynamic
visualization. In this 2 � 2 between-subjects design test, 21 graduate students
participated in the control group and experimental group respectively to com-
pare the influence of the halt in the visualization under the conditions of the
simple search task and the complex search task. The eye movement data of
number of fixation points and total fixation duration of each single material were
recorded to investigate the real-time cognitive load. The results showed that the
performance improved significantly when the halt added in the complex search
task, along with the real-time workload reduced. However, the performance and
cognitive load have no significant change in the simple search task. It demon-
strated the need for the appropriate halt in the complex data visualization.

Keywords: Dynamic visualization �Working memory span � Eye movement �
Cognitive load

1 Introduction

The notion that working memory is the basis for temporary storage and processing
the complex information and it does effect the understanding ability of human was
generally accepted ever since the seminal studies proposed by Baddeley [1, 2].
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Studies have been completed to establish the high correlation between the working
memory and the study ability [3, 4]. Other human’s cognitive abilities are much higher
than the short-term memory storage, thus the working memory should be seen as a
short board and the key factor of human’s cognitive ability. Due to this, numerous
researchers were interested in the working memory.

The big data visualization nowadays with the characteristics of high dimensions
and magnanimity is usually displayed in a dynamic form. Along with the development
of computer hardware and software technology, the dynamic visualization could reach
the close to real-time and presented smoothly. The smoother of the visualization, the
better of it, is that reasonable? Since human is the cognition subject, the unique index
for evaluating the visualization should be the human’s cognitive performance. Due to
the complexity of big data, visual cognitionis a typical complex task usually accom-
panied with high cognitive load. Therefore, the visualization mechanism of large
database should follow the characteristics of working memory to acquire better cog-
nitive effects. In the experiments of our previous study [5], we noticed that the recall
accuracies of the subjects were significant higher in the condition of temporally shield
than the condition of skip gradually and the condition of skip directly without halt. This
finding made us to pay attention to the relationship between human’ working memory
features and the information’s visualization presentation.

According to the prior studies, working memory includes both the functions of
processing and the storage [6, 3]. As for the process of working memory, one
description was task-switching resource-sharing model [7, 8], while another was
time-based resource-sharing model [9]. There was no essential difference between these
two resource-sharing models. According to these resource-sharing models, processing
and storage were competition for the limited working memory resources when we
receive the novel information. As time progresses, attention switched from processing
to the retrieval, refreshing of decaying memory traces was needed to recall the past
items. However, previous studies were focused on the phonological loop subsystem
(i.e., reading task) of working memory [10, 11]. And since the on-screen visualization
is based on the graphical understanding, it involves more of the visuospatial sketchpad
subsystem of working memory, our research was more focused on the visuospatial
sketchpad subsystem. And the major goal of this study is to establish whether we need
to empty our working memory storage in appropriate time during the displaying of
dynamic visualization to let the novel information in.

Eye tracking data have already been used to measure human’s mental workload in
real-time and accurately [12, 13]. The eye tracking measure is better than the traditional
performance measure on reaction time or accuracy for its precise temporal reflection of
mental process. It can indicate the time, space and duration data about the participants’
fixating on certain stimuli. Studies revealed that total duration time index performed a
better predictor than other index like blink duration [14]. So, we choose the concurrent
eye movement data total duration time and fixation number and the performance data
reaction time to estimate the real-time cognitive load in this study.
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2 Experiment

2.1 Subjects and Materials

The theoretical background and the results of the previous studies led to the following
experiments to verify the validity of the halt in the dynamic visualization. The
experiment was 2 � 2 between-subjects design with one experimental group and one
control group. We designed two kinds of experimental material, as shown in Fig. 1.
One was arrayed in dot matrix, while another was in annular, and both of them were
common to see in data visualization. In the matrix figure, there was 1 target dot and 329
distraction dots, and 2 target dots with line connected and 90 distraction dots in the
annular one. The matrix (labeled Vis. 1) was defined as hard task for more interferences
in the figure and it’s hard to distinguish the similar target dot in it. And the annular
(labeled Vis. 2) was defined as easy task since the distraction dots were much less than
the matrix figure and the line connected the two target dots made the subjects identify
and judge easier. The target of the searching task was a solid polygon with approximate
circular shape while the interfering objects were circular solid points, seen in Table 1.
The meaningless of both the target graphic and the distractors could prevent the sub-
jects to use the image thinking during the searching tasks. The subjects were asked to
reaction by press the keyboard as soon as they found the target node.

And 21 graduate students participated in each group. The Tobii X2-300 compact
contactless eye tracker was used to collect the eye movements’ and performance data.
The instrument sampling frequency is 30 Hz, the staring accuracy is 0.4°–0.5° and the
head movement range is about 50 � 36 cm. The resolution ratio of experimental
animation material is 1280 � 960 px. The experimental materials were presented by a
HP 21 inch screen with the brightness of 92 cd/m2. The laboratory was in the normal
lighting conditions (40 W fluorescent). The distance between the subjects and the
screen was about 550–600 mm.

Since there was no exact value about the visual short-termmemory retention [15, 16],
a 700 ms interval of blank screen was setup before each visual graphic in the experi-
mental group based on experience. Both the experimental group and the control group

Fig. 1. Two kinds of experimental material (a) was arrayed in dot matrix, the corresponding
searching task was hard; (b) was arrayed in annular, the corresponding searching task was easy.
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tested two kinds offigure three times (including the trials with homogeneous figure). The
only difference between the experimental group and the control group was the 700 ms
interval before the figure presented in each trial.

2.2 Procedure

The materials presented in experimental group were as same as in the control group. The
procedure of the test trial in each experimental group was showed in Fig. 2. The top row
was a test trial in the control group, and the below row was a test trial in the experiment
group with a 700 ms blank interval before each test picture. The subjects were tested
repeatedly in six homogeneous trials, and in each trail the location of the target point
appeared randomly in each test trial while the form of the materials keeping consistent.
In order to avoid the effect of the attention blink on the experimental results, a blank
picture with “+” was displayed for 500 ms to eliminate the visual residue [17]. The
reaction time was recorded from the moment when the picture displayed in the screen to
the moment when subjects pressed the keyboard as soon as they found the target.

Table 1. Interference objects and target object of the material in both the experimental and
control group

Fig. 2. The procedure of a test trial in each group. The top row is a test trial in the control group,
and the below row is a test trial in the experiment group with a 700 ms blank interval before each
test picture.
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3 Results

The two-factor ANOVA was used to analyze the results with the two factors of task
difficulties and blank interval. The response time (RT), the number of fixation time (N)
and the total fixation duration (FD) were taken as the dependent variables. Among
them, searching time data RT represented the searching performance level and the
concurrent eye movement data N and FD could reflect the subjects’ real-time workload
situation. As to estimate the situation of performance and eye movement under a certain
workload, the data of the first trial in each group were not counted in. The results
showed that the average values of searching time, number and the total duration of the
fixation were relatively higher in the condition of hard task (Vis. 1) and the condition in
control group (without blank intervals). As seen in Fig. 3, the lines of reaction of three
factors RT, N and FD had the intersecting tendencies with strong consistency. It
implied that the influences of the blank interval were different in the conditions of
different task difficulties and the lower performance and the higher real-time workload
in the situation when the task got hard or the blank interval was omitted.

Fig. 3. The interaction appeared in the dependent variables of RT, N and FD.

“Smooth’’ or “Intermittent’’? The Necessity of Halt in the Dynamic Visualization 183



In particular, seen from the results of pairwise T-test analysis between the control
group and the experimental group (Table 2), there were significant differences in RT
(t = 2.163, df = 41, sig. = 0.036 < 0.05), N (t = 2.124, df = 41, sig. = 0.040 < 0.05),
and FD (t = 2.174, df = 41, sig. = 0.036 < 0.05) in the condition of hard task. And
these differences were unidirectional, that were, the performance level increased (RT
decreased) when the blank intervals were added. And no significant differences existed
in the condition of easy task, with the results of RT (t = −0.827, df = 41, sig. =
0.413 > 0.05), N (t = −1.025, df = 41, sig. = 0.312 > 0.05), and FD (t = −0.847,
df = 41, sig. = 0.401 > 0.05).

Besides the value of concurrent eye movement data fixation number and total fix-
ation duration, the difference of real-time workload in different tasks could be seen
clearly in the heat map, seen in Fig. 4. The top row (a, b) was the heat maps of the
saccadic data of a typical subject in experimental group (with halt); the bottom row (c, d)
was the heat maps of the saccadic data of a typical subject in control group (without halt).
Figure 5 showed the overlapped heat map of total 21 subjects in each group. As same as
Fig. 4, the left two maps (a, c) showed the eye-movement heat maps generated by the
same experimental figure. We can see the obvious differences in the saccadic number
and path between the left two maps (a, c), and these differences hardly be found in the
right two maps (b, d). It showed whether there was a halt to be significantly affected the
eye movement in the condition of hard task, and no significant difference in eye
movement in the condition of easy task, due to the low level of overall workload.

We can see the different searching preferences from the figure of eyemovement track.
In the trials of matrix figure, subjects always scanned the figure with the habit of reading
words. They scanned from left to right and from top to bottom generally, than they
wandered around the suspected target to make sure the answer. In the trials of annular
figure, most of the subjects browsing along the circle (counterclockwise majority),

Table 2. The pairwise sample T-test results between the control group and the experimental
group with the dependent variables RT, N and FD

Control group-
experimental group

Paired difference t df Sig.
(two-sides)Mean Standard

deviation
Standard error
of the mean

The 95%
confidence
interval for the
difference

Lower
limit

Upper
limit

Pair 1 RT of Vis1 5.341 16.000 2.469 .355 10.327 2.163 41 .036*
Pair 2 RT of Vis 2 −.642 5.030 .776 -2.209 .925 −.827 41 .413
Pair 3 N of Vis 1 16.643 50.784 7.836 .818 32.468 2.124 41 .040*

Pair 4 N of Vis 2 −2.262 14.307 2.208 -6.720 2.196 −1.025 41 .312
Pair 5 FD of Vis 1 4.042 12.048 1.859 .288 7.797 2.174 41 .036*

Pair 6 FD of Vis 2 −.569 4.343 .670 -1.922 .785 −.849 41 .401

* The mean difference is significant at the 0.05 level (two-sides)
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Fig. 4. The heat maps of two selected subjects of the experimental group and the control
group. The top row (a,b) is the heat maps of the saccadic data of a subject in experimental group
(with halt); the bottom row (c,d) is the heat maps of the saccadic data of a subject in control group
(without halt).

Fig. 5. The overlapped heat maps of 21 subjects of the experimental group and the control
group. The top row (a,b) is the overlapped heat maps of the saccadic data of 21 subjects in
experimental group (with halt); the bottom row (c,d) is the overlapped heat maps of the saccadic
data of 21 subjects in control group (without halt).
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than stayed around the suspected targets to determine. In Fig. 5(c),it was hard to see the
underlying experimental figure since the gaze points almost distributed on the entire
figure. The circular motion of the eyeball was much easier than the repeat horizontal
movement. It was one of the reasons that mean reaction time in the annular figures was
shorter than in the matrix figures.

In addition, all the Pearson correlation coefficients between any two factors of RT,
N and FD in each trial were greater than 0.90 and reached the significance at the 0.01
level. This result strongly proved the high degree of correlation between the perfor-
mance and eye movement. Since the concurrent eye movement index reflected the
instantaneous cognitive load, the high correlation between operational performance and
cognitive load in the interface task was confirmed again.

4 Discussion

The reason of the results should be attributed to the limitation of working memory
span. Based on the previous studies, working memory fulfills the functions of pro-
cessing and storage at the same time. When the novel information flows into working
memory and the amount exceeds the span restriction of the working memory (e.g., in
Vis. 1), the processing performance would be undermined. In this study, the processing
task was to judge the point to be the target or interference one. And if the tolerance of
the novel information were within the span limited of working memory (e.g., in Vis. 2),
the processing performance would not be influenced. The experimental results showed
that the storage and processing processes competed for limited attention resources
when the memory span demands for the current task excessed what it can tolerate.
Since the experimental materials in this study were abstract graphic, which were dif-
ficult to convert to verbal memory, the working memory involved in this study was
Visuospatial Sketchpad subsystem. And it exhibits the same span limitation as same as
the Phonological loop in the previous studies.

Therefore, we can explain the results as the following. When the visual complexity is
low, the halt has no significant influence in the cognitive load and the searching per-
formance. While the visual complexity getting higher, the appropriate halt has a positive
meaning to reduce the overall workload and improve the search performance. Based on
the characteristics of big data visualization, the visual materials which we see in our
real-life situation tends to be much more complex than in the experimental conditions
(since all the factors of texts, graphics, background, etc. that could increase the overall
cognitive load have been removed) in this study. So we can reasonable assume that the
dynamic data visualization in reality should be in a complex task condition.

The fact that the interval time before each searching task could reduce the cognitive
load and improve the searching performance implied a positive meaning of the halt. So
we need not pursue a completely smooth and interval-free dynamic visualization and the
appropriate halt is beneficial to the human’s understanding. Maybe we need to set a
reasonable pause or blank before the query information appears on the path of infinite
pursuit of fluid visualization. We should halt for a while and consider people’s ability to
accept. As we know, visualization is the bridge between the human and the data. The best
visualization of data should be the most suitable one for human to read and understand.
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In this paper, the definition of complex and simple task was too simple, we need to
further define the task complexity to obtain more accurate conclusions. However,this
research makes sense with the dynamic visualization design to some extent. Follow-up
research of this study is how to set the halt in a visualization to make it not abrupt but
friendly.

5 Conclusion

The spatial organization form of visualization objects could affect subjects’ visual
search path. The nodes arranged in annular would result in higher search performance
than in progressive sort. Due to the span limitation and the competition between storage
and processing in human’s working memory, in the complex cognitive task such as
reading big data visualization which inevitably with a high cognitive load, the
appropriate pauses and blank would be beneficial to cognition in the course of dis-
playing dynamic visualization. And in condition of simple cognitive task, the halt in the
dynamic display is not necessary.
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Abstract. Objective: In this paper, some manual control rendezvous and
docking operations were researched, astronaut manual rendezvous and docking
cognitive decision-making process and its operational characteristics were
analyzed, and then the manual rendezvous and docking operations mistakes
criteria was determined. Method and Result: By capturing operation errors
during the operations, it can be easy to find weak points in astronaut’s training to
provide future reference Conclusion: It can accumulate the basis data for further
process optimization rendezvous and docking procedure evaluation methods.
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1 Introduction

Manually controlled rendezvous and docking refers to the operation in which an
astronaut observes the relative positions and attitudes of two space vehicles through
shipborne equipment such as a television camera on the tracing space vehicle, and then
operates the manual controller to perform rendezvous and docking [1]. Manually
controlled and automatic rendezvous and docking technology serve as backup for each
other [2]. In the man–machine interface system that comprises the astronaut and the
spacecraft, the astronaut handles control operations while performing the manually
controlled rendezvous and docking operation. In these operations, certain errors are
unavoidable. These operational errors are anthropogenic as they result from human
error [3].

Human factors analysis and classification system is a qualitative method employed
in research on human errors. Specific and targeted human error corrections and pre-
ventive measures can be determined through retrospective classification analysis. The
classification of human errors may be applied in many fields including spaceflight,
nuclear power, transport, and other technically complicated areas [4–7]. Human error
classification research has already been performed abroad. Several human error clas-
sification systems have been proposed, for example, Norman [8] proposed promulgating
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the seven-stage action theory of human behavior in man–machine interactions, Reason
[9, 10] proposed human apparent error and human hidden intention error classification
models, and Rasmussen [11, 12] proposed the error classification method of
knowledge-based, rule-governed, skill-oriented, cognitive behavior models, among
other classical classification theories.

Currently, operational errors in manually controlled rendezvous and docking per-
formed by astronauts are not clearly defined. In this paper, the evaluation criteria
mainly pertained to handling operational errors based on the abovementioned human
error classification models and the practical training experience of the astronaut. By
analyzing manual control rendezvous and docking operations, operational errors were
classified as relative spatial relationship perception errors, control decision errors, and
handle operation execution errors based on cognitive psychology. As these operational
errors will increase the number of repetitions of an operation in the entire manually
controlled rendezvous and docking process, it can result in increased fuel consumption.
Meanwhile, the in-flight stability of the spacecraft will also be affected and the failure
rate of the docking mission will increase. It is of vital importance to determine a
method to recognize operational errors in the training process more accurately and
increase the operational accuracy rate of astronauts during training for manually con-
trolled rendezvous and docking missions. By laying down criteria to capture error
classifications effectively, this paper provides support for cognition, decision process,
and the design of corresponding software for capturing operational errors made by
astronauts.

2 Operational Definition

Astronauts accomplish rendezvous and docking of two spacecraft through several
operations using the control handle. Each operation includes the processes of per-
ception, which pertain to the perceived relative spatial orientation of the two spacecraft,
decisions relating to handle control, and implementation of actual operational behavior.
The determination of relative spatial orientation provides the basis for control handle
decisions necessary for further control and implementation of the corresponding handle
operation. The result of each operation will serve as feedback to provide new status
information for determining the subsequent spatial positioning of the spacecraft.

The procedures for image perception, control decision, and operational imple-
mentation are conducted continuously and consecutively in the manually controlled
rendezvous and docking mission until the docking process between the two spacecraft
is complete. Thus, each control handle operation used for the control of the rendezvous
and docking process in the astronaut’s manual was studied to decide the corresponding
operational error criterion.

The astronaut performs manually controlled rendezvous and docking by controlling
the handle for translational motion and the attitude handle to complete the operation.
Each time the astronaut controls the handle, a corresponding output voltage is gener-
ated. The thrust size and direction of the spacecraft propulsion system are determined
based on the direction and size of the output voltage of the handle. Thus, the opera-
tional motion of the astronaut can be recognized by the change in output voltage of the
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handle during the docking process. Therefore, each operation was defined as the
process from the start of operation of the control handle (for translation or attitude) to
the end stage where production of voltage signal from the handle is reset to zero, which
is the voltage signal at the initial position.

3 Handle Control Characteristic and Operation Analysis

The two handles in rendezvous and docking equipment have different control char-
acteristics. Thus, the operation strategies are also slightly different. Therefore, it is
necessary to perform classification analysis on the observed errors.

3.1 Translational Handle Control Process and Error Analysis

The translational handle has two handle heads, one of which can be propelled forward
and backward to control the translational motion of the spacecraft in the forward and
backward directions. The big-head handle can have translational motion along a single
axis or both axes to separately or simultaneously control the translational motion of the
spacecraft in the downward, left, or right directions.

During manually controlled rendezvous and docking, the translational handle can
change the thrust direction. In addition, the size of the spacecraft influences its speed.
When the translational handle returns to zero, the speed of the spacecraft is unchanged.
When the acceleration returns to zero, the spacecraft maintains an approximately con-
stant forward speed. This requires the astronaut to prejudge an appropriate opportunity
to slow down or speed up to maintain the spacecraft in an appropriate position [10].

The translational position reflects the relative position and distance between two
spacecraft. The astronaut estimates the relative position information between two
spacecraft using the image information. Later, the astronaut controls the handle to make
the engines of the spacecraft to produce higher speeds. At a remote distance, positional
deviation can be estimated using information such as the lateral visible area of the
target spacecraft. At a close range, the astronaut can estimate the positional deviation
by using the distance between the scribed line on the upper chassis and the center of the
cross target. In actual operation, the astronaut may incorrectly perceive the current
image information, incorrectly estimate the spatial position relationship, fail to consider
the relationship between current position and speed during decision-making, or commit
control operation errors, all of which can cause the spacecraft to travel beyond the
preset position with increasing deviation in translational position. Thus, errors relating
to the translational handle operation were regarded as rendezvous and docking oper-
ation errors.

3.2 Attitude Handle Control Characteristics and Process Analysis

The attitude handle has three axes of rotation. It can rotate around a single axis, around
two axes at the same time, or around all three axes to control the roll, pitch, and
off-course attitude.
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The attitude relationship reflects the relative attitude angle between two spacecraft,
including those for off-course, pitch, and roll. The attitude of the maneuvering spacecraft
should be consistent with the attitude of the target spacecraft to complete rendezvous
and docking successfully. Therefore, the astronaut must adjust the flight attitude of the
spacecraft during the rendezvous and docking process. With regard to the judgment of
attitude, the astronaut needs to reconstruct the spatial relationship between the two
spacecraft based on the spatial image, which requires imagining the three-dimensional
relative attitude relationship using the two-dimensional frame information. Thus, the
attitude relationship of the spacecraft must rely on accurate imagination and judgment
regarding three-dimensional space of the two spacecraft to allow correct adjustments.
During the actual operation, it is easy to err in perceiving current image information,
misjudge the attitude direction relationship, operate the wrong handle when making
decisions, or perform an incorrect operation while controlling the handle; these errors
result in a large deviation in spacecraft attitude direction and high fuel consumption,
which prevent successful docking. Therefore, attitude handle operation errors were
regarded as rendezvous and docking operation errors in this paper.

3.3 Field Switching Control Characteristics and Process Analysis

The astronaut observes the target spacecraft mainly through the image information
captured by wide field and narrow field cameras during the process of rendezvous and
docking. The field angle of the wide field camera is large, which makes it convenient
for the astronaut to observe the target spacecraft from a longer range and acquire
comprehensive information of the docking channel. The field angle of the narrow field
camera is small, which makes it convenient for the astronaut to observe the aim-point
and other information regarding the target spacecraft clearly to accomplish rendezvous
and docking accurately. In an actual docking operation, when the maneuvering
spacecraft is at a remote distance, the astronaut can switch to the narrow field camera to
acquire detailed image information at the time when the target spacecraft appears at the
center of the display screen that displays the frame captured by the wide field camera.
In engineering design, the position of the wide field camera can deviate from the target
position of the spacecraft. Over-reliance on the wide field camera can present a risk of
failure during docking.

4 Design of Operational Error Criteria

Based on the above-mentioned analysis, manual control rendezvous and docking
operation errors were divided into three categories: translational handle operation
errors, attitude handle operation errors, and field switching operation errors.

4.1 Operational Error Criteria for Translational Handle

With the objective of determining the translational handle control characteristics,
translational handle operation errors were considered to exist under the following four
conditions:
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Error in Control Direction. The operator makes a control action in the opposite
direction, which results in increased deviation between the spacecraft and the target
location. For example, when the spacecraft is moving leftward at a certain speed and
the operator moves the handle towards the left to make the spacecraft accelerate further
leftward, it can result in the spacecraft deviating from the target spacecraft at a higher
speed.

Insufficient Degree of Operation. The current speed of the spacecraft and relative
deviation between it and the target spacecraft are misjudged resulting in a low degree of
control. For example, when the spacecraft is moving toward the target point and the
astronaut operates the handle to slow down the spacecraft, an insufficient degree of
control can cause the spacecraft to overshoot its intended target position.

This error can occur in two circumstances:

1. The perception of speed is wrong. For example, when the spacecraft is moving
close to the target spacecraft and the braking mechanism is insufficiently applied,
the spacecraft will not be able to slow down and stop at the target point.

2. The perception of position is wrong. For example, when the spacecraft is moving
close to the target point, an insufficient deceleration due to miscalculation of
position can cause the spacecraft to overshoot the target point.

Excessive Degree of Operation. The degree of control may be in excess if the operator
misjudges the current speed of the spacecraft and the relative deviation between the
targets. For example, when the spacecraft is moving towards the target point, the
astronaut operates the handle to accelerate the spacecraft to get it closer to the target point.
An excessive degree of operation causes the spacecraft to overshoot the target point.

The operator may also incorrectly perceive the position. For example, an excessive
amount of control operation causes the spacecraft to overshoot the target point.

An incorrect perception of speed can also lead to an excessive amount of control
operation. For example, when the spacecraft is too close to the target spacecraft and
excessive acceleration is applied, the spacecraft will not be able to slow down suffi-
ciently to stop at the target point.

Untimely or Omitted Operation. When speed of the spacecraft or relative deviation
between the targets are misjudged, the control handle is not operated in time, the
spacecraft comes close to the target spacecraft at a high speed, or direct deviation
between the two spacecraft is small, the maneuvering spacecraft will overshoot the
target spacecraft if there is a lack of timely manipulation of speed.

Operational Error Classification for Translational Handle

Error 1: direction operation error
Error 2: perception of speed was wrong, which resulted in excessive operation
Error 3: perception of position was wrong, which resulted in excessive operation
Error 4: perception of speed was wrong, which resulted in insufficient operation
Error 5: perception of position was wrong, which resulted in insufficient operation
Error 6: untimely or omitted operation
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4.2 Operational Error Criteria for Attitude Handle

With the objective of determining the attitude handle control characteristics, attitude
handle operation errors were considered to occur in the following two circumstances:

Control Direction Error. If the current relative attitude of the spacecraft is mis-
judged, it can result in wrong adjustments of direction when controlling the attitude
handle. For example, when the spacecraft is in left drift, the astronaut may operate the
handle in a wrong direction resulting in an increase in the angle of the left drift.

Excessive Control Operation. Because the relative attitude between two spacecraft is
usually very small in actual manually controlled rendezvous and docking, the spacecraft
will have an angular speed of forward and backward drift. The attitude of spacecraft can
be changed by controlling the handle. Thus, accurate attitude operation is critical for
operational quality. In this study, we focused on errors caused by the operator because of
incorrect perception, incorrect decision, or incorrect operation. Therefore, we mainly
aimed to capture the errors relating to the direction of attitude control. The control of the
attitude angle was judged as an operational error only if the adjustment made to the
attitude angle was no larger than the deviation of the initial adjustment.

Operational Error Classification for Attitude Handle

Error 1: error in direction of operation
Error 2: error in degree of operation

4.3 Field Switching Operational Error

According to the requirements mentioned in the manual control rendezvous and
docking training, docking must be completed during the time when the narrow field
camera is being used. For the convenience of implementing follow-up operations, it is
required that the astronaut should stabilize the target aircraft to the center of the screen
when there is a distance of 30 m between the two spacecraft. Therefore, 30 m was
selected as the specified distance by which it is necessary to have switched to the
narrow field camera. Not switching to the narrow field camera at X <= 30 m was
defined as an operational error.

Field Switching Operational Error Classification

Error: narrow field switching was not conducted when X <= 30 m

5 Implementation of Operational Error Capture Software

Operational error capture software can identify incorrect operations made by astronauts
during manually controlled rendezvous and docking. In addition, the perception and
decision-making process of astronauts were analyzed using a complementary ques-
tionnaire. The system included two major modules: the data access module and the
error treatment module.
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The data access module is responsible for reading the initial data from the ren-
dezvous and docking simulator and generating output data after the errors are corrected.
According to the definition of the manually controlled rendezvous and docking oper-
ation, the operation begins from the absolute value of the voltage signal received by the
manually controlled rendezvous and docking simulator, which is 0.5 V, and ends when
the voltage signal returns to zero again. This is marked as a manually controlled
rendezvous and docking operation unit of the astronaut. During the entire task exe-
cution process, the data access module extracted the operation units for error analysis
from the simulator continuously. The output process consisted of error judgment,
extraction of error operation by treatment module, error classification information, and
generation of error questionnaire module. The error analysis for perception and deci-
sion making errors was output to an Excel file. For convenience of further data analysis,
the output content includes operator ID, starting time of the task, total time, generated
error operation number, relative flying speed of the spacecraft when an incorrect
operation occurs, relative translational deviation, off-course attitude, direction of
incorrect operation, and value of generated voltage.

The error treatment module is the essence of the software, which conducts error
identification and classification according to the error judgment procedure performed
on manually controlled rendezvous and docking operational data of astronauts.
According to the operation units extracted by the data access module, the error judg-
ment was conducted using a combination of error criteria and status information on the
operation units obtained from the simulator. If it was determined that the operation
units were in error, the error types were classified. In addition, the resulting information
regarding error type, error quantity, and error rate (error quantity/total operation units)
were transmitted to the data access module.

6 Software Testing

The operational error capture software had to be tested to verify its accuracy. In this
study, primary instructors from the Chinese Astronaut Center were recruited to test
various types of errors by designing specific test cases.

In the above-mentioned error criteria, the categorization of manually controlled
rendezvous and docking operation errors and the defined error types included the
procedures for translational handle, attitude handle, and field switching. There were
nine types of errors in total. In the actual operation, the circumstances under which
these nine types of errors occurred were recorded. These included the 9 error types
corresponding to 37 error circumstances and 20 proper operational circumstances.
When designing test cases, all 57 correct and error circumstances were taken into
consideration. In this paper, 120 operational test cases were designed, which were
aimed at the above-mentioned 57 operational circumstances. After testing all cases, the
software met the criteria specified in the design requirement and judgment accuracy of
the error software was 100%.

After the testing was concluded, it was replayed through a video. The accuracy and
coverage of error identification were estimated by spaceflight experts. It was discussed
and reviewed by astronauts and the engineering department. It was concluded that the
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design of the error capture software was satisfactory, which made the software capable
of detecting operational errors in the manually controlled rendezvous and docking
process for the benefit of the astronaut. The criteria used were reasonable but not
excessively strict, which can be utilized for the detection of manually controlled ren-
dezvous and docking operation errors.

7 Summary

In this study, the currently available classification models of human errors were
reviewed. The operational characteristics of manually controlled rendezvous and
docking process and the operational decision-making process of the astronauts were
analyzed using cognitive psychology and based on manually controlled rendezvous and
docking training given to astronauts. The same training guidelines were used to
develop the criteria for rendezvous and docking operational errors, which were used for
detecting errors in the perception stage, decision-making stage, and operational per-
formance stage of the astronaut. Depending on the operational axis, operational errors
were classified into translational handle control errors, attitude handle control errors,
and field switching operational control errors. According to the cognitive process, the
operational errors were classified into spatial perception errors, control
decision-making errors, and handle operation errors. During their compilation, the error
criteria were reviewed and tested by training instructors and astronauts. The accuracy
of the error criteria was ensured by creating a detailed design and by modifying each
error condition. This laid the foundation for further improvement of the error capture
software. Additionally, this has provided a reference for evaluation of rendezvous and
docking and improved the astronaut training process.
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Abstract. A lot of work has been carried out over the last decade to apply
touchscreen technology to the flight deck of large commercial passenger aircraft.
In fact, several industry solutions are now available and aircraft equipped with
touchscreen solutions will be flying in the very near future. In contrast, Direct
Voice Input (DVI) technology is still several years away from entering com-
mercial service on large transport aircraft; nevertheless, it has a lot of potential
and can even overcome some of the limitations associated with touchscreen
technology. This paper presents a prototype application based on DVI which
enables pilots to interact with the autopilot by means of voice commands. This
application is composed of a speaker dependent speech recognition module and a
command recognition module. The results of an evaluation of the DVI applica-
tion are presented and discussed in detail and areas of improvement are outlined.
The DVI application is part of a bigger solution which is intended to combine the
benefits of touchscreen technology and DVI into a single multimodal interface.

Keywords: HMI � Touchscreen � DVI � Cockpit � Multimodal

1 Introduction

To this day, pilots of large commercial aircraft – including those produced by Airbus
and Boeing – still interact with on-board avionic systems using conventional interfaces
such as the Flight Control Unit (FCU)1 for autopilot control, the Control and Display
Unit (CDU) for flight management, and the Radio Management Panel (RMP) for
communication and navigation frequency selection. Information about the current state
of the aircraft and its various systems is shown on a number of instrument displays such
as the Primary Flight Display (PFD) and Navigation Display (ND).

A lot of work has been carried out over the last decade to introduce new modes of
interaction to the flight deck, such as touchscreen technology. There are several
advantages associated with this technology, such as the ability to manage avionic

1 Mode Control Panel (MCP) in the case of Boeing aircraft.

© Springer International Publishing AG 2017
D. Harris (Ed.): EPCE 2017, Part II, LNAI 10276, pp. 200–210, 2017.
DOI: 10.1007/978-3-319-58475-1_15



systems in a more intuitive manner, and to control systems and view their status from
the same display. Touchscreen solutions are already beginning to appear on business
jets [1] and will soon be introduced to commercial passenger aircraft as well [2].

A number of research projects have explored the application of touchscreen tech-
nology to the flight deck [3–6]. In [6] the University of Malta developed a concept for
tactical and strategic flight control which is based on the use of a touchscreen device
which can be placed on the table in front of each pilot. With this device, each pilot can
interact with multiple avionic systems through a single interface without having to
reach out to different controls located around the flight deck. This can be particularly
advantageous when flying through turbulence. An image of the touchscreen interface is
shown in Fig. 1.

Another mode of interaction which can be introduced to the flight deck is voice
control (also known as Direct Voice Input (DVI)). Voice control has many potential
benefits; for instance, pilots can issue commands ‘hands-free’, thus allowing them to
use their hands for other tasks. Also, pilots do not need to look down at a particular
screen and can therefore spend more time looking outside for other aircraft and
potential obstacles. On the other hand, voice control presents a number of challenges,
including the ability to cope with voice differences (such as accents and intonations)
and noise in the cockpit. DVI has been used on military fighter jets (such as the
Eurofighter Typhoon) for several years [7] but is yet to be introduced on commercial
aircraft. In [8] the authors explore the use of multiple modes of interaction – including
touch and voice control – for the purpose of flight management.

This paper focuses on an ongoing research project which builds on the results of [6]
by extending pilot interaction with cockpit avionics through the use of DVI. This will
enable pilots to use voice commands and/or touchscreen gestures to control the aircraft.
One of the advantages of DVI that is exploited in this project is the possibility to
recognize commands that are issued by the pilot when acknowledging (repeating)

Fig. 1. The touchscreen interface concept
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instructions or clearances issued by Air Traffic Control (ATC).2 For instance, if ATC
requests the crew to fly on a certain heading, the pilot will repeat the heading
instruction back to ATC and the DVI application will recognize the pilot’s heading
command. Then, all the pilot has to do is execute the command. Hence, this has the
potential to reduce crew workload.

The rest of this paper is organized as follows. Section 2 highlights the main
requirements associated with DVI. Section 3 presents the voice commands which were
defined for tactical flight control. Section 4 describes the main components of the DVI
application. Sections 5 and 6 discuss the preliminary evaluation of the DVI application
and Sect. 7 presents the main conclusions of this work.

2 DVI Requirements

In order to ensure that voice control can be applied to the cockpit environment in a way
that is acceptable to pilots, while still being compatible with current flight deck pro-
cedures and operations, the DVI application needs to meet a number of challenging
requirements, including:

Standard phraseology – The wording and structure of the voice commands should
be based on standard phraseology that is used between pilots in the cockpit, as well
as between the crew and ATC. This reduces the amount of training that would be
required for pilots to use the DVI application, and makes it easier to recall specific
instructions.
Flexibility – The application should be able to cope with common variations of the
same word or command. For example, the number 250 in the command ‘SET
SPEED 250’ can be expressed in different ways such as ‘TWO HUNDRED
FIFTY’, ‘TWO FIFTY’ and ‘TWO FIVE ZERO’. Similarly, certain words may be
omitted from a command or the order of words may differ, without affecting the
meaning of the command.
Robustness and recognition accuracy – The application should have a high speech
recognition rate (of at least 98%) and should be able to cope with the noise levels of a
typical flight deck environment. Ideally, the application should be speaker inde-
pendent such that it can recognize different voices and cope with variations in accent,
pitch, intonation and other speech characteristics. This is important since flight crew
members change between flights. Alternatively, if a speaker dependent solution is
used, users need to log onto the system in order to identify themselves and ensure
that the correct voice profile is used by the application.
Response time – The DVI application should recognize commands in a timely
manner (ideally within 200 ms) and provide adequate visual and/or aural feedback
to the user. This is especially important in critical situations and when the pilot
needs to react quickly to ATC instructions.
Safety – Depending on the nature of the command and the criticality of the situation
at hand, a voice command may need to be confirmed by the pilot prior to execution.

2 This is known as ATC read back.
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This confirmation introduces a delay but may be necessary to ensure that the correct
command will be executed. The research project described in this work is inves-
tigating whether command confirmation should be mandatory in all cases or not. In
order to enhance safety, the DVI application should also validate the voice com-
mands and check that they are consistent with the current state of the aircraft. The
user should be informed if an invalid command is detected.

3 Voice Commands for Tactical Control

Voice commands were defined for various aspects of tactical flight control (i.e. autopilot
control via the FCU), including: switching the autopilot ON or OFF, engaging different
autopilot modes, and selecting target values for speed, heading, altitude and vertical
speed. A non-exhaustive list of voice commands for autopilot control is presented in
Table 1 together with some examples which demonstrate the command syntax used.

Table 1. Voice commands for autopilot control

Function Description Command

Autopilot
ON/OFF

Switch the first autopilot ON AUTOPILOT ONE ON
Switch the second autopilot OFF AUTOPILOT TWO OFF

Speed mode Engage Selected speed mode SELECT SPEED
Engage Managed speed mode MANAGE SPEED

Target speed Set speed in knots SET SPEED 2-50 KNOTS
SPEED 2-5-0
SET 2-50 INDICATED
INCREASE 2-50 KNOTS

Set speed in Mach SET SPEED DECIMAL-7-8
Maintain present speed MAINTAIN PRESENT SPEED

Heading mode Engage Selected heading mode SELECT HEADING
Engage Managed heading mode MANAGE HEADING

Target
heading

Specify absolute heading SET HEADING 1-3-5 DEGREES
SET HEADING 1-3-5

Set heading to a cardinal compass
value

HEADING NORTH

Specify absolute heading and
direction of turn

TURN LEFT HEADING 1-3-5
LEFT HEADING 1-3-5

Specify relative heading change LEFT 10 DEGREES
RIGHT 90 DEGREES

Vertical mode Engage Managed climb mode MANAGE CLIMB
Engage Open climb mode OPEN CLIMB
Engage Managed descent mode MANAGE DESCENT
Engage Open descent mode OPEN DESCENT

(continued)
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From Table 1 it can be observed that there are various instances where the exact
same function can be performed using different voice commands. For instance, when
setting an aircraft speed of 250 knots, one of (at least) four different commands can be
used. This is representative of the variations that can be found in practice. It can also be
observed that, apart from setting the value of an autopilot parameter, the user can also
engage autopilot flight modes. For instance, in the case of heading and speed, the user
can switch between Selected mode (in which case the autopilot follows a user-selected
heading or speed) and Managed mode (in which case the autopilot follows the FMS
plan). In the case of altitude, the user can engage an Open or Managed climb/descent
mode. For a Managed climb or descent, the autopilot follows the FMS plan. For an
Open climb, the auto-throttle is set to full climb thrust whereas, for an Open descent,
the auto-throttle is set to idle thrust. Furthermore, any constraints on the FMS plan are
disregarded during an Open climb or descent.

The ‘EXECUTE’ command is issued by the pilot after each of the voice commands
shown in Table 1. This enables the pilot to confirm that the voice command has been
correctly identified by the DVI application.

4 DVI Application

The DVI application is composed of two main modules, the first of which is a speech
recognition module. For this project, the commercially available Dragon Naturally-
Speaking Premium 13.0 voice recognition engine by Nuance® was used. This is a
speaker dependent speech recognition system which uses advanced machine learning

Table 1. (continued)

Function Description Command

Target altitude Set altitude in feet SET ALTITUDE 5000 FEET
SET ALTITUDE 5000
STOP CLIMB 5000 FEET

Set altitude in Flight Level (FL) SET FLIGHT LEVEL 0-9-0
DESCEND FLIGHT LEVEL 9-0

Level off the aircraft LEVEL OFF
Stop the descent STOP DESCENT NOW

Target vertical
speed

Descend at a particular vertical
speed

DESCEND 1500 FEET PER
MINUTE
DESCEND AT 1500 FEET PER
MINUTE OR MORE

Continue climb/descent at current
vertical speed

SELECT VERTICAL SPEED

Upset
recovery

Level off aircraft and maintain
current heading and speed

STOP

Confirmation Confirm and execute command EXECUTE
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algorithms (such as Deep Neural Networks (DNN)) to recognize speech and is able to
adapt and learn in order to improve its recognition accuracy.

The speech recognition software comes with a default dictionary that can be
updated by the user. It also has a training sub-module that can be used to train the
software to recognize individual words. In fact, during the development of the DVI
application, the speech recognition software was trained to recognize each of the words
used in the voice commands. Furthermore, the dictionary was modified by removing
words which sounded similar to those used in the voice commands. This was done in
an attempt to improve the recognition accuracy of the software.

The second main module of the DVI application is a custom-built software package
which processes the output of the speech recognition module in order to identify
specific voice commands. This is essentially done by checking whether the words,
format and syntax of phrases spoken by the user match one of the predefined voice
commands for autopilot control. If a match is found, the software checks the validity of
the command, such as by checking that any numerical values are within a certain range,
depending on the current aircraft configuration. For instance, the upper and lower limits
of target speed vary dynamically with flap setting. The software also checks for
inconsistencies in the commands. For example, if the user issues the command
‘DESCEND FLIGHT LEVEL 100’ but the aircraft is at flight level 50, an inconsis-
tency is detected.

The DVI module is activated (and therefore listens to voice commands) only while
the user presses the Push-to-talk (PTT) button. The speech that is detected by the
application is displayed to the user. If the voice command is invalid, the user is
informed by means of the error message ‘INVALID COMMAND’. If the command is
valid but the parameter being set (e.g. speed) exceeds certain limits, the error message
‘INVALID RANGE’ is shown. On the other hand, if the command is recognized by the
system and is valid, it is read back to the user via the headset. The user can then
confirm the command by saying ‘EXECUTE’. This will trigger the DVI application to
transmit the command to the flight simulation platform. In this research, X-Plane is
used as the flight simulation environment and the aircraft model is the Airbus 320 New
Engine Option (A320neo).

The voice commands are defined in a script file, together with the associated actions
and any preconditions and/or constraints. The user can easily modify this script file
without having to recompile the source code. The following is a small section of the
script file which defines commands for setting an absolute heading:

TargetHeading,#x# 
#x# 
Range: 0..360 
Type: integer 
{ 
SET HEADING #x# DEGREES 
SET HEADING #x# 
HEADING #x# 
HEADING #x# DEGREES 

} 
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In this sample of the script file, four variations of the same heading command are
defined between curly brackets. The target heading is represented by ‘#x#’ and is
constrained to integers between 0 and 360. If the command is valid and is confirmed by
the user, the target heading is loaded into the variable Target Heading which is
transmitted to the A320neo model in X-Plane. The target heading will then appear on
the simulator’s FCU and PFD and the aircraft will start turning towards that heading.

5 Evaluation

In order to get user feedback on the DVI application before extending it to other
functional areas (including the FMS and communication system), a preliminary eval-
uation was carried out with a number of commercial airline pilots, with one pilot per
evaluation session. Each evaluation consisted of a briefing, an acclimatization session,
some test scenarios, and a debriefing.

During the briefing, the pilots were first given an overview of the scope and
objectives of the project and the evaluations. Then they were asked to complete a short
questionnaire about their flying experience. After the briefing, the pilots were shown
how to use the DVI application; then, they were provided with a headset and told to
train the speech recognition software by reading out loud a list of words which formed
part of the voice commands. Following that, they were allocated some time to practice
giving the application voice commands.

The main part of the evaluation session consisted of a number of test scenarios
where the evaluation pilot was given instructions by one of the researchers who acted
as a pseudo Air Traffic Controller (ATCo). These included instructions to adjust the
aircraft speed, heading, altitude and vertical speed. After each instruction, the evalu-
ation pilot had to read the instruction back to the ATCo (according to standard pro-
cedure) while pressing the PTT button, thereby activating the DVI application. If the
application recognized the instruction correctly and considered it to be valid, the pilot
had to confirm it and then the command was executed.

Following the test scenarios described above, the evaluation pilot was asked to
close his eyes while the aircraft was initialized in an unusual attitude. The pilot was
then asked to open his eyes and recover the aircraft using voice commands. This test
was repeated twice. When the tests were complete, a debriefing was carried out and the
evaluation pilot was asked to complete a questionnaire related to various aspects of the
DVI application.

During the evaluations, qualitative data was gathered by means of questionnaires,
video recordings, semi-structured interviews and direct observation.

6 Results and Discussion

Three professional civil air transport pilots flying part 25 certified aircraft (Airbus
A319/A320/A321) participated in the evaluations. Their flying experience ranged from
six years to over20 years and their age ranged from 33 to over 40 years. Two of the
pilots were male first officers while the third pilot was a female captain. Only one of the
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pilots had prior experience of using applications based on voice recognition. A photo
showing the pseudo ATCo with one of the pilots is presented in Fig. 2.

In general, the pilots agreed with the idea of having voice control in the cockpit as
an additional mode of interaction. Two of the pilots said that this would be particularly
useful in abnormal or critical situations, such as in the event of smoke in the cockpit.
When asked to rate the applicability of voice control to particular avionic systems and
functions, the pilots assigned the ratings given in Table 2. From this table it can be
observed that the pilots felt that voice control is most suited to the FMS and the
communications system, and least suited to the manipulation of flight controls.

In the case of the FMS, one of the reasons for the high score could be the fact that,
with current flight deck interface technology, flight plan modifications (such as the
addition of a waypoint) require the pilot to navigate through various menus and press
multiple buttons on the CDU. In contrast, with voice control, the same operation could
potentially be performed with a single voice command. One of the pilots suggested that
voice control could also be used to transmit messages via the Aircraft Communications
Addressing and Reporting System (ACARS).

Fig. 2. The pseudo ATCo (left) and evaluation pilot (right) during one of the evaluation sessions

Table 2. Ratings assigned by the evaluation pilots for the application of voice control for
different systems or functions (1 = totally disagree, 5 = fully agree)

System/function Rating Total rating
Pilot 1 Pilot 2 Pilot 3

Autopilot 3 4 2 9
FMS 4 4 4 12
Communications system 4 4 4 12
Checklist completion 4 3 2 9
Control manipulation
(e.g. flaps, gear lever, speed brakes)

3 2 2 7
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The pilots were also asked to rate various aspects of the DVI application Table 3.
As can be observed from this table, the pilots assigned a score of 3 or more to the
majority of the aspects of the DVI application, with the recognition accuracy and
responsiveness of the application scoring the least. The following paragraphs explain
some of the reasons behind these scores and discuss potential solutions to improve the
performance of the DVI application.

As explained previously, the speech recognition software had to be trained to
recognize the voice of the evaluation pilot before the beginning of the test scenarios.
This was done by reading out loud each of the words used in the voice commands and
checking that they were correctly identified by the system. As expected, in each case
there were a number of words which were either recognized intermittently or not at all.
In this case, the first step was to train the speech recognition module by repeating each
of the words individually for a number of times. If, after the training, the software was
still unable to recognize a particular word (e.g. maintain), the dictionary was modified
manually by removing any similar-sounding words (e.g. maintenance) which were not
being used in any of the voice commands.

The steps described above improved the recognition accuracy of the application
during the acclimatization phase; however, during the actual test scenarios, a number of
words were still identified incorrectly. This suggests that the training phase of the
speech recognition software was not sufficient and that more time was required to
enable the software to adapt to (and learn) the user’s voice.

Another solution to improve the performance of the DVI application is to add
context to the speech and command recognition process. For instance, certain groups of
words are always spoken together in a particular command (such as ‘OPEN CLIMB’ or
‘FLIGHT LEVEL’). In this case, it is possible to train the speech recognition software to
recognize a whole phrase (group of words) rather than individual words. Also, in the
case of similarly-sounding words, the DVI application can correctly identify an
ambiguous word by taking into account any words which are spoken before or after that
word. For example, if the speech recognition software outputs ‘10 LEFT HEADING
1-3-5’ (where ‘TURN’ is incorrectly recognized as ‘10’ due to the similarity between the
two words), the DVI application can examine the whole command and determine that
‘10’ is out of context and consequently replace it with ‘TURN’.

Table 3. Ratings given by the evaluation pilots for various aspects of the DVI application
(1 = poor, 3 = acceptable, 5 = excellent)

Aspect of DVI application Score Total
ratingPilot

1
Pilot
2

Pilot
3

Phraseology and structure of voice commands 3 3 5 11
Accuracy of voice and command recognition 3 3 3 9
Speed of command recognition (i.e. responsiveness
of the application)

4 3 1 8

Textual representation of voice commands for pilot
confirmation

4 3 3 10
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Another possible solution to improve the accuracy of speech recognition is simply
to use a higher quality microphone with noise-cancelling properties. This would reduce
the impact of any background noise on the speech recognition process.

The DVI application is currently designed to wait for pilot confirmation (via the
‘EXECUTE’ command) before executing a voice command. Although this adds a level
of safety to the system, all of the pilots agreed that this feature is not desirable or
justified in time-critical situations where quick pilot reactions are essential. For
instance, when recovering from a stall (or any other upset condition), the ‘STOP’
command would be sufficient and should be executed immediately. The pilots also
suggested that the wording could be changed from ‘STOP’ to ‘RECOVER’ or ‘LEVEL
OFF’ since the intention of either of these commands was clear and unambiguous.

The DVI application rated quite well in terms of phraseology; however, the pilots
felt that this aspect could be improved by allowing for more flexibility during read back
of ATC instructions. One of the pilots also suggested that, when the command is read
back to the pilot by the DVI application prior to execution, the phraseology used could
be similar to that of the Flight Mode Annunciator (FMA)3. This would make it easier
for the pilot to confirm that the correct command will be executed.

An issue that was occasionally observed during each of the evaluation sessions was
that pilots either forgot to press the PTT button before issuing a voice command, or
released the PTT button too early (i.e. before the text corresponding to the command
appeared on the display). One possible solution to this problem is to replace the
functionality of the PTT button with a dedicated voice command.

7 Conclusion

This paper presented a prototype application based on DVI technology which enables
pilots to interact with the autopilot by means of voice commands. The application was
evaluated with the participation of commercial airline pilots and the overall feedback
was positive. Several suggestions for improvement were made and a number of
potential solutions were identified.

The DVI application is part of a bigger solution that is designed to provide pilots
with multiple modes of interaction with avionic systems. The next steps will focus on
the application of DVI to other functional areas (including flight management, com-
munication, and checklist execution), the integration of voice control with the touch-
screen interface developed in [6], and the evaluation of the complete integrated solution
in a representative cockpit environment.

Acknowledgments. The work presented in this paper was carried out as part of
TOUCH-FLIGHT 2/ePM, a project financed by the Malta Council for Science & Technology
through FUSION: The R&I Technology Development Programme 2016. The authors would like
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3 The FMA appears on the PFD and is the primary status indicator of auto-flight and auto-thrust modes
and engagement status of the auto-pilot, flight directors, and auto-thrust.
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Abstract. The display & control device is the hub of human-machine inter-
action in the whole spacecraft’s human-machine environment system. The
rationality of its design affects the level of integration between human and
machine directly. Therefore, the optimization design studies of manned space-
craft cabin’s display & control device plays an important role on the develop-
ment of spaceflight. The paper researches the design methods of manned
spacecraft cabin’s display & control device from the perspective of
human-machine ergonomics. The specific steps of research are: Firstly, we will
refine the design principles of human-machine interface by constructing the user
behavior model; Secondly, we will work out the design and layout solutions of
spacecraft cabin’s display & control device based on the information from user
behavior model; Finally, an eye-tracking experiment will be proposed to verify
and optimize the solutions.

Keywords: Display & control device � Human-machine interface design �
Behavior model � Eye-tracking experiment

1 Introduction

With the development of modern computer technology, the technology of
human-machine interaction has become the key theory on the design of display &
control device. The design concept of people-oriented is to change the behavior of the
machine system into the act of communication between users and machine easily,thus
it helps to improve the operation safety, reliability and efficiency. The display & control
device is a main part of human-machine environment system, which bridge users and
machine information exchange in the environment of human-machine system. British
scholar [1] began to study the control panel layout in 1967, multiple computer control
panel layout programs were developed (1973 and 1977 respectively), Dr. M.P. Dan [2]
put forward computer aided design system (CADS) and expert system (ES), which are
applied in the design of ergonomics in the cab of the vehicle. But the method can only
be applied to the design of human-machine interface with few components and small
layout area, Wei Ning Fang [3] established the constraints between control units and
locomotive operation according to the task, function and ergonomics requirements,
Wei Liu [4] studied the application of situated cognition in human-machine interaction
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design, he pointed out that the study of situational awareness on transportation,
intelligent home furnishing, robot intelligence and other related research fields have
practical significance. In order to meet the requirements of ergonomics in the design of
display & control device, it is necessary to carry out scientific research and experiment,
such as the experimental method, the observation method, the subjective questionnaire,
the virtual simulation method and the intelligent algorithm model, etc. Due to the
limitation of space on the spacecraft, the display &control devices tend to be integrated
and systematic. The visual perception and cognitive burden of astronauts are increased
because of the excessive display parameters. Therefore, the research on the basic
principles of human-machine interaction and physiological characteristics of human
beings have become more and more important in the space exploration.

After analyzing the deficiencies of the existing methods of human-machine inter-
face design, the following two steps are proposed to design the layout of display &
control device based on physiological and psychological characteristics of astronaut:

1. The human cognition and performance as the two factors of human are the basic
research on the information exchange between human and machine. In order to find
out the rules of astronaut cognitive and operational behavior, GOMS (goal-
operators-methods-selection) [5] is used to analysis the relationship between
astronaut factors and interface design, so we can instruct the design of human-
machine interface of display and control device.

2. Eye-tracking technology [6] is utilized to analyze and verify the design solution of
the manned spacecraft cabin’s display & control device. A normalized eye-tracking
experiment is arranged to capture eye migration path, fixation point distribution,
and the heat map of eye focus [7]. After that, we will find the hot spots of eye focus
and the first effect. These parameters are chosen as the qualitative and quantitative
evaluation indexes for the human-machine interface design, the experiment results
are the important gist to improve and optimize the design solution.

2 Methodology

2.1 GOMS Model for Operating Tasks

GOMS model is applied to the design of human-machine interface for the first time, it
plays an important role in the study of the display & control device on spacecraft, it can
be used to find out the factors which influence the operation of the display & control
device and study the relationship among these factors.

Based on the information processing theory of human problem solving, the GOMS
model describes the solving process from four aspects: goal, operator, method and rule.
Considering the confidentiality of project, this paper takes the operation process of the
communication between the astronaut and the ground command center as an example, and
makes the relevant task hypothesis to simulate the interaction between the astronaut and
the speech control unit. The GOMSmodel is used to analyze the operation process of the
astronauts and the effect of astronaut’s cognitive behavior characteristics on the design of
the display & control device, after that, the guidance of interface design will be extracted.
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A. Task objectives and their decomposing steps
In this paper, the general objective of the communication task is decomposed into

five sub-goals, namely startup, connection, conversation, records and safe operation.
Sub-goals can be divided into more specific operational goals. The specific task
decomposition is shown in Fig. 1

The following assumptions are made on the model for the astronaut’s information
processing:

The perception channel is mainly based on the vision and auditory sense, and the
operation mode of the astronaut is the expert mode, namely, there is no error operation.
The sub tasks of ①②③⑤ in Fig. 1 are sequential, with the ④ and the subtasks of ③
and ⑤ are simultaneous. Some key switch steps in “record” task: “space suit” - “call” -
“volume control” - “recording” - “hang up”. Then import the GOMS model.

The above behavior objectives are introduced into the GOMS model, and the
analysis process of some subtasks is shown in Figs. 2, 3 and 4.

Fig. 1. Specific task decomposition
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Fig. 2. Operational model of “connect the microphone”

Fig. 4. Operational model of “record calls”

Fig. 3. Operational model of “turn on electricity”
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B. Design analysis and guidance

(1) Analysis of using process: there are many switching actions in the process,
therefore, the matching of button position and operation process should be
considered.

(2) Analysis of the environment: voice unit and other display & control device are
arranged in the cabin on the operation panel, so the design should be coordinated
with the environment of other equipment, including interface tone and overall
styling.

(3) Analysis of the user error: astronauts’ error prone to operational errors in the
operation process. In order to prevent the situation, the designer will design the
feedback result after each step of the operation to carry on the interactive design.

2.2 The Optimal Experiments on the Display & Control Device

2.2.1 Experimental Equipment and Experimental Procedures
Eye movement experiments were carried out with the EyeLink6, integrating and
recording the results by the data processing software [8]. Twenty people were elected
from the instrumentation engineering, mechanical manufacturing, automation, aero-
space manufacturing engineering, aircraft design and other similar professional master
of engineering as test subjects. Before the experiment, let the test personnel read
experiment notes, and show some different types of display and controller for partic-
ipants to make a general understanding of the content.

The subjects will observe the two pictures carefully, each picture is equipped with a
guide, the first observation object is a blank rectangle with the length and width of
960 mm multiplied by 920 mm, the blank rectangle is divided into nine small areas and
four intersections, the guide words are: “please look carefully at the image below the
picture, may be round or rectangular, observation time is about 5 s”. After the
experiment, the fixation points of 20 test subjects will be exported.

2.2.2 The Analysis of Fixation Points
In a blank rectangle, there is no interference of eye gaze movement caused by other
visual or cognitive factors. The number of fixation is proportional to the point of
interest, the area with the largest amount of attention can be called the golden visual
area. The fixation points of the 20 subjects were stacked into a superposition point of
view as shown in Fig. 5. It is easy to find that the regions with the highest frequency
are the areas marked in Fig. 6, which are the intersection areas, and the measured
points were mainly distributed in area A, D, E and F, the area G, H and I below the
rectangle is less than the rest.
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2.3 The Verification Experiment on the Display & Control Device

2.3.1 Experimental Method and Experimental Procedures
The two groups were tested with each group of 20 people. The target scheme and the
contrast scheme were selected as the test subject to verify the design of the interface
morphology and semantics, the design of the color semantic and the rationality of the
layout design. The number of fixation points and the average saccade amplitude were

Fig. 5. Superposition diagram

Fig. 6. Fixation distribution
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recorded by theEyeLink6.By calculating themean and standard deviation offixation time
to evaluate whether the interface design is friendly, by calculating the mean and standard
deviation of saccade amplitude, we can evaluate the rationality of the layout design.

In this paper, the design scheme of the experimental test is shown in Fig. 7, in
which the A is the target scheme and the contrast schemes are B and C. The experiment
was divided into two groups, each group consisted of 20 subjects, the first group of
tests were A and B, the second group of tests was A and C.

The visual path of the scheme which is shown in Fig. 8.

After analyzing the path characteristics of the eye movement in the task, we can
obtain that the visual path of the scheme A is more clear, and the layout of scheme A is
in line with the logic habits of human vision. Furthermore, the visual path of the
scheme B is more chaotic, it is hard to find the target project except for a large visual
jump. Because of the fewer changes of the longitudinal layout, the observational data is
not obvious. Therefore, this paper only shows the average saccade amplitude of each
tester’s interface layout, as shown in Fig. 9.

Fig. 7. Experimental scheme

Fig. 8. The diagram of visual path
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The data were analyzed by SPSS, the average saccade amplitude of scheme A is
130.8000 mm, the standard deviation is 34.2416, the average saccade amplitude of
scheme B is 114.6794 mm, the standard deviation is 10.1108, it is obvious that the
design of scheme A is better than the scheme B.

One-way ANOVA [9] was used to analyze the two sets of data, the original
hypothesis is that there is no significant effect on the average saccade amplitude of
scheme A and scheme B, let’s suppose that the significant level is 0.05, and the results
are shown in Table 1. It indicates that the total sum of squares of deviations of the
observed variable average saccade amplitude is 37719.600, the mean square deviation
of different interface layout is 1.600 and 991.103 respectively, dividing 1.600 by
991.103 to get F is 0.002, the corresponding significant level is 0.046, less than the
significance level 0.05.

Comparing with the number of fixation points observed by the second group of test
subjects, as shown in Fig. 10. It can be concluded from the following diagram that the
average number of fixation points of scheme A is 58, the standard deviation is 2.5948,
the average number of fixation points of scheme C is 59, the standard deviation is
3.5254, as shown in Table 2. It can be seen that the design of scheme A is better than
the design of scheme C.

Fig. 9. Average saccade amplitude observed by the first group of testers

Table 1. The Analysis of one-way ANOVA based on saccade amplitude

SSD DOF Average of SSD F Significant level

Inter-group 1.600 1 1.600 0.002 0.046
Intra-group 37718.0 38 991.103
Sum 37719.6 39

(SSD = sum of squares of deviations, ANOVA = analysis of variance)
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The original hypothesis is that it had no significant effect on the fixation points
between scheme A and scheme C, let’s suppose that the significant level was 0.05, and
the results were shown in Table 3. Based on the above data, we can draw a conclusion
that the variance of the sampling error is 0.021, and the mean squared deviations of
them are 0.001 and 0.021, dividing 0.001 by 0.021 to get F is 0.048, and the corre-
sponding probability P is 0.341, which is greater than the significance level 0.05, so the
hypothesis has no significant effect on the fixation time.

2.3.2 Experimental Results and Discussion
From the analysis of saccade trajectory and average saccade amplitude, the interface
design of scheme A is more reasonable than scheme B. From the analysis of the
fixation points, the shape design of the scheme A is better than the scheme C, that is to
say, the interface design of scheme A is more friendly and higher recognition.

However, it can be seen from the One-way ANOVA that the significant number of
fixation points in the second group was significantly greater than the level of 0.05, that
is we can accept the original hypothesis. There was no significant effect on the number

Fig. 10. Fixation points observed by the second group of testers

Table 2. Statistical tables of fixation points

Scheme Sample size Mean Standard deviation

Number of fixation points A 20 57.55 2.5948
C 20 59.4 3.5254

Table 3. The Analysis of one-way ANOVA based on fixation points

SSD DOF Average of SSD F Significant level

Inter-group 0.001 1 0.001 0.048 0. 341
Intra-group 0.021 38 0.021
Sum 0.022 39
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of fixation points with different shape designs, therefore, it is difficult to evaluate the
advantages and disadvantages of the two schemes on shape design. There are some
reasons for the problem: sampling error of testing personnel, the arrangement of test
sequence has some influence on the experimental results and the error caused by test
instrument.

3 Conclusion

In this paper, a systematic and comprehensive study on human cognition and behavior
characteristics is presented:

• By using GOMS model to analysis the astronaut’s cognitive operation on the
human computer interaction system, to extract the design guidance of the
man-machine interface, so that the design of the man-machine interface can better
play the role of the astronaut in the human-computer interaction system.

• By analyzing the data of the average saccade amplitude and fixation points in the
eye movement experiment, we find out rationality and deficiency of scheme. This
paper presents a set of analysis and optimization method based on eye-tracking.

• Combining theoretical analysis with experimental verification, a reasonable and
systemic design method is proposed for display & control device. It will make a
contribution to the design and optimization of other human-machine interaction
system.
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Abstract. The future commercial flight deck will need to consider the effects of
global economic drivers in its design. These issues will considerably alter
operating concepts and have a knock-on effect to the human aspects of design
and operations. It is argued that ‘user-centered’ design is limited in considering
such factors and a more ‘use centered’ design approach is required.

Keywords: Macro-ergonomic drivers � Use centered design � Aviation � Flight
deck

1 Introduction

There are many projects in Europe looking at the equipment and functions of the
commercial flight deck of future aircraft. The Future Flight Deck project was a major
research project, part funded by Innovate UK. This was followed by Open Flight Deck
(also funded by Innovate UK). On a European scale, in recent years there have been
projects such as the Advanced Cockpit for the Reduction of Stress and Workload
(ACROSS) project (see http://www.across-fp7.eu/) and REACTOR REducing Work-
loAd Through EffiCient TechnOlogy and ProceduRes (an EU Clean Sky 2 pro-
gramme). The object of such research and development programmes has been to
develop new flight deck architectures and their related technologies including displays
(Head Up; Head Down and Head Mounted), integrated pilot interfaces, data networks,
touchscreen and voice interfaces, haptic interfaces, graphics capabilities and the
computer processing on which to implement them. The advanced capabilities will
improve the availability of the aircraft by providing the pilot with a fuller picture of the
aircraft situation, supporting their decision-making process and optimizing the avail-
ability of the aircraft across a range of operational scenarios. Throughout these projects
the consideration of Human Factors aspects of the new technology informed design
decisions, enabling more radical approaches to flight operations to be evaluated.

Somewhat coincidentally, the Innovate UK-funded Future Flight Deck project
commenced almost exactly 20 years after a position paper of the same name was
presented, authored by the Flight Operations Group of the Royal Aeronautical Society
in conjunction with the Guild of Air Pilots and Air Navigators. In this paper the modern
flight decks of the time were subject to analysis and criticism and a view was taken
concerning the required developments. In this paper several key areas were discussed:

• The role of the pilot and the development of automation
• Flight deck layout and working environment
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• Instrumentation (the transition to multifunction screens on the flight deck)
• Flight Management Systems (FMSs)
• Autopilot and Autothrust (including feedback through the control column or

side-sticks)
• New Technology (encompassing things such as civil Head Up Displays – HUDs

and Synthetic Vision Systems – SVSs)

While an interesting (and still relevant) set of areas for development it can be seen
that the list of topics was very technology-centric. To a certain extent, the current
Future Flight Deck program also adopts such a stance, however it does recognize that
the design of the next generation of flight decks will be driven by the requirements to
support aircraft operation in a Single European Airspace (SESAR)/NextGen (Next
Generation) airspace. Flight decks must support associated concepts such as 4-D
(four-dimensional) flight planning and zero visibility landing to extend the operational
envelop and offer significant fuel savings. Environment and operating concerns are
now starting to drive the pilot interface and much as more traditional factors.

The Aerospace Technology Institute (ATI) in the UK is charged by the government
to implement the national aerospace technology research strategy by working collab-
oratively with industry, government and academia (see http://www.ati.org.uk/about-us/
institute/). The ATI has identified key strategic areas for UK Research and Develop-
ment but has also defined three key time frames: shorter term development goals
(running until 2020 with a target for implementation by 2025); medium term goals to
exploit new technologies (for implementation by between 2025–30) and longer term
strategic goals stretching from 2030 and beyond (2035+).

These time scales may seem far reaching, but when it is considered that the typical
design cycle for a modern commercial aircraft is around seven years and that tech-
nologies need to be at around TRL (Technology Readiness Level) nine at the beginning
of the development cycle if they are to be incorporated in the final design, suddenly the
pressure to develop new technologies becomes evident if the next generation of air-
liners are not to be out of date the minute that they enter service.

However, the greatest problem may not be in anticipating the technologies required
but in anticipating the operational environment/context.

2 Looking Back 20 Years

Two decades ago the first of the UK low-cost carriers, easyJet, has just commenced
operations from Luton Airport in the UK using Boeing 737 aircraft. The carrier was
based upon the model being used by SouthWest in the United States. Now, 20 years
later, much of what was radical in the manner in which the low-cost airlines operated is
common practice, even in major carriers. At the same time, navigation practices were
still largely based around beacons on the ground and designated airways. Satellite
navigation was the exception and not the norm. Air Traffic Control/Air Traffic Man-
agement (ATC/ATM) practices across Europe were becoming more harmonized but
were still largely dictated by national boundaries.
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The military services were also undergoing a period of change, with the intro-
duction of increasing levels of technology coupled with the downsizing of forces. This
was starting to result in a shortage of trained pilots emerging from the Air Forces.
Around 1998 the global oil price was rising as a result of increasing tensions sur-
rounding Iraq and Iran, and China was emerging as an economic power, entering a
period of sustained growth (which would continue). Furthermore, despite these factors
the demand for air travel has more than doubled in the last 20 years (between 1990 and
2010 passenger seat kilometers flown worldwide increased from 2,000 billion to over
4,700 billion – [1], with China in particular, showing massive growth in passenger
demand, quadrupling in this period.

The point of this brief discussion is simple: the future will not be the same as the
present, although what the future holds in the next two decades is difficult to say.
However, the aircraft currently being operated are very much the same as those
employed by the airlines 20 years ago, albeit with some evolutionary developments.

3 What Does the Future Hold?

The ATI research strategy looks forward, to beyond 2035. Although the shape of the
future cannot be predicted, some global drivers (for good or bad) can be anticipated:

• Oil price: There is relationship between oil price, airline operating economics and
the demand for air travel. What will happen if the oil price either continues to fall or
rises sharply?

• Environmental issues: There will be a continued push for the airline industry to
become ‘greener’. Green issues (potentially related to taxes) may also ultimately
serve to depress the demand for air transport.

• Capacity: There will be increasing demands on both sector and runway capacity,
particularly in the shorter term.

• Cost: To remain competitive and satisfy increasing demand for air travel airlines
will strive to contain costs (especially if oil prices or taxation rates begin to rise).

• Emerging markets: South East Asian economies (China, Taiwan, Korea and new
players, such as Vietnam) will initially continue to grow but over 20 years also have
the potential to slow down or decline. Other markets may continue to grow (India,
Brazil) or may suffer the same fate.

• Political instability: Few people could have predicted the rise of so-called Islamic
State and the instability in Ukraine, both of which have served to compromise
aviation safety.

• Pilot availability: With a decline in the number of trained pilots emerging from the
armed forces, coupled with an increasing demand for air travel there may be a
chronic shortage of pilots in the next few years. However, if this demand for pilots
is satisfied there may subsequently be a glut if global economies slow down.

• New routes: New routes will open, to both smaller airports (more direct routing) or
there may be the potential for low cost carriers to start operating on inter-continental
routes.
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These may all be interesting factors from the perspective of airline operating
economics, but what implications do they have for Human Factors in general and the
design of future flight decks in particular? It is argued that all of the above have design
consequences associated with them which have often been neglected by the Human
Factors profession. Furthermore, a subtly different Human Factors design paradigm
may be required to satisfy the future requirements of the aviation industry.

4 Design Implications for the Flight Deck of Global
Economic Drivers

The future will not be the same as the past, therefore the future flight deck must try and
anticipate the effects of macro-economic factors. Human Factors practitioners and
researchers need to develop an element of prescience and flexibility in approach.
Fortunately, some of the potential knock-on effects of the factors described previously
may be anticipated, to a degree.

4.1 Pilot Shortage

There are already signs of a rapidly increasing shortage of commercial airline pilots.
Boeing estimate that between 2015–34 95,000 commercial pilots will be required in
North America alone versus a potential supply of only 64,000 in this period. This is
traditionally seen as a pilot recruitment and training issue. However, there are funda-
mental design considerations that are driven and can potentially help to alleviate this
anticipated shortage. There will be a tendency over the next 20 years for experience
across the flight deck to decrease, with many more low-hours captains being teamed
with an increasing number of low-hours First Officers.

Good human-centred design places the target audience description at the centre of
the design process. To accommodate the change in the end user-group the complexity
of flight deck interfaces will need to be reduced, which will also have the additional
bonus of decreasing training time. It will also be argued that the Human Factors design
approach adopted will have to change.

One option to address the potential shortage of pilots and help to further reduce
costs is the development of single pilot commercial aircraft. The trend in flight deck
design over the past half century has been one of progressive ‘de-crewing’. Aircraft
manufacturers and avionics systems suppliers (e.g. Embraer and Honeywell – [2]) are
developing the advanced technology for such aircraft, centred upon the development of
Intelligent Knowledge-Based Systems and adaptive automation. An alternative design
approach proposed initially by Harris [3] uses a distributed systems-based design
philosophy utilizing a great deal of extant technology derived from single seater mil-
itary aircraft and UASs technology. In this case the control and crewing of the aircraft
is distributed in real time across both the flight deck and ground stations [4].
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4.2 Low Cost Carriers

Low cost carrier concepts of operation are now the norm, even in larger airlines.
However, the aircraft being operated have never been designed (from a flight deck
viewpoint) for intensive, short(er) range operations with rapid turnaround times on the
gate. Many autopilot modes are not necessary for such operations. Airline personnel
costs vary between about 11% of operating costs to nearly 25%, depending upon
aircraft type, sector length and how much activity is outsourced [5, 6]. Annual accounts
from a typical low-cost operator suggest that even for a larger airliner, the crew rep-
resent nearly 13% of operating costs (excluding fuel and propulsion – [6]).

Gate time is charged by the minute. Reducing time on the gate can result in
considerable cost savings. Pilot training is another major overhead. Reduction of initial
and recurrent training time will also both reduce costs and increase pilot availability.

Many low cost carriers also operate into smaller, secondary airports around major
cities. These are often less well equipped than the major hubs. While this can serve to
reduce delays, in bad weather such airports can be difficult to navigate and have
considerable restrictions on arrivals and departures. Increasing aircraft availability by
allowing poor visibility approaches, landings and take-offs, in conjunction with aiding
low visibility taxiing will considerably reduce operating costs resulting from delays.
However, these capabilities must be present in the aircraft and not dependent upon
ground infrastructure.

4.3 Green Issues

There are undoubtedly going to be continued demands to make aviation more envi-
ronmentally friendly, reducing its carbon footprint (e.g. see the major initiative
undertaken by the European Union in its Clean Sky and Clean Sky 2 research pro-
grams). These have both direct and indirect Human Factors considerations for the
future flight deck.

Direct considerations include initiative such as flying direct routings and optimizing
climb and descents profiles, both likely to be undertaken in increasingly congested
airspace. This will require increased levels of automated assistance for flight planning
and execution, and the display of complex departure and arrival procedures. The
three-dimensional display of complex routings (especially departure and arrival routes)
and 3D depiction of weather – especially winds will aid in this respect. The display of
traffic/collision alert information might be useful, especially as under SESAR/
NEXTGEN, self-assured separation is a key concept.

Indirect Human Factors considerations will be related to the design of the aircraft.
There are concepts being developed for jet transport aircraft which will have high aspect
ratio wings, allowing higher, more economical flight but will at the same time con-
siderably reduce the cruising speed of the aircraft. This obviously has implications for
pilot fatigue. Research into the operation of long-haul aircraft during the cruise phase
using just a single member of flight was undertaken in the Advanced Cockpit for the
Reduction of Stress and Workload (ACROSS) project (see http://www.across-fp7.eu/).

226 D. Harris

http://www.across-fp7.eu/


This will also reduce the operating costs associated with the need to carry a third pilot
during ultra-long haul operations, specifically for the approach and landing phase.

4.4 Political Instability

Political instability may have several effects depending upon its nature and location. Oil
process may increase considerably (further enhancing the pressures of on operating
costs). However, there are also increasing threats to aircraft from the ground (e.g. ground
to air missiles) from insurgent groups engaged in local conflicts. There may be
requirements for in-flight re-routing, and updating of threat information (much as the
updates of tactical information received by military aircraft).

Oil is traded in dollars. Brexit has had the effect of increasing fuel prices in the UK
as the exchange rate between the pound sterling and US dollar deteriorates.

4.5 Culture and Emerging Markets in South East Asia

Boeing market analysis suggests that the Asia Pacific Region will require substantially
more aircraft over the next two decades making it the largest airline market in the world
(2012 fleet - 5,090 aircraft; projected 2032 fleet - 14,750 aircraft). Thirty-five percent of
the world fleet will be domiciled in this region.

However, cultural issues on the flight deck run deeper than issues in Crew Resource
Management [7]. The operating philosophy on civil flight decks is based upon two
pilots cross-monitoring the other’s actions. The system of ‘monitor and cross-monitor’
and ‘challenge and response’ is predicated upon the assumption that crew will speak up
and alert each other to irregularities and errors but this is implicitly based upon a
Western cultural assumption. There are also fundamental differences in the mental
models of people in European/North American and Chinese cultures. Westerners adopt
a function-oriented mental model connected to a task-oriented operating concept
(where specific actions are performed to achieve well-defined results) resulting in a
preference for a sequential approach to undertaking tasks. The Chinese preference is for
a more holistic integrated, thematic approach hence the task-oriented operating concept
contradicts their preferred method of working. A multi-configurable flight deck inter-
face may provide manufacturers with a competitive advantage in some markets.

4.6 Cost

Cost drives everything. Pilot shortages increase the market price of pilots, increasing
cost. Longer routes to avoid areas of political instability increase costs. Aircraft that fly
more slowly to reduce fuel burn will also decrease utilization, potentially offsetting the
decrease in operating costs attributable to reduced fuel burn. Green issues may restrict
routing options and departure/arrival times.
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5 User vs. Use Centered Design

The Human Factors profession has traditionally been dominated by a ‘user-centered
design’ approach, and the aerospace industry is no exception. Emphasis has been
placed on primarily on ensuring that equipment and procedures on the flight deck are
commensurate with the skills, knowledge and abilities of the end users (i.e. pilots).

‘Use-centered’ design adopts a more socio-technical system oriented stance, which
includes the work domain as a third component of the system [8]. The work domain
provides further constraints on the work system. The envisaged global economic dri-
vers fall into this category. It is argued that the macro-global trends may require a
change in the Human Factors approach to be adopted. While the human operator (pilot)
is still placed at the center of the flight deck design process, placing emphasis on ‘use’
as opposed to ‘user’ requires a change to a more problem-centered focus for flight deck
design.

This can be expressed another way: if was can’t get enough of the current type of
pilot we will need to design aircraft for a different type of pilot that we can get enough of.

6 Flight Deck Design: Re-visiting the Past

Many of the complexities on the flight deck result from the fact that they are full of
outdated systems, a legacy of the old technologies that were implemented on the flight
deck of aircraft over three decades ago. To make change even more difficult, these are
now mandated in the international airworthiness requirements (for example the US
Federal Aviation Requirements and the EU Certification Specifications for large air-
craft). These complexities partially dictate the skills and knowledge required of the
modern pilot; they serve to limit the number of potential candidates for pilot training;
increase the complexity of training, and hence increase the market price and availability
of trained, experience aircrew.

What is more, these complex, old-fashioned legacy systems are no longer required.
For example, with satellite-based technology a pilot know can know exactly how high
they are. Barometric altimetry, which used the changes in air pressure with altitude,
required at least three different definitions of ‘height’ when flying: height relative to the
local terrain; height above mean sea level (altitude) and Flight Level (a notional altitude
where everyone set their altimeters to be calibrated to 1013 mb). These demanded a
series of transition altitudes around airports and in airspace. Speed was a similar
nightmare. Ground speed is speed over the face of the Earth; true airspeed is the
relative velocity between the aircraft and the surrounding air mass, which is effected by
headwind or tailwind components; indicated airspeed is the speed on the airspeed
indicator on the flight deck, but this is also effected by altitude and temperature
(density), so becomes increasingly divergent from ground speed as the aircraft climbs.
Mach is aircraft velocity relative to the local speed of sound… Keeping the aircraft
flying is a problem in airspeed; navigation is a problem in ground speed. Heading refers
to compass heading, which is relative to magnetic North (not true North) and indicates
which way the aircraft is pointing – but not which way it is travelling because of the
effects of cross winds. Track refers to the path of the aircraft across the face of the
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Earth. With regard to vertical navigation (VNAV) no current aircraft control modes
relate directly to the three-dimensional navigation solution as they are aircraft refer-
enced, not Earth referenced (with the exception of approach mode which is referenced
to a fixed point on the planet – the runway). In other words, they do not directly support
the pilots’ primary task. There are several aircraft-referenced modes (vertical speed;
flight path angle; climb-to-speed). The pilot cannot, however, follow a prescribed tack
in three-dimensional space (which is actually what Air Traffic Control requires).

With modern inertial, Doppler radar and or satellite navigation systems none of these
distinctions (and separate parts of instrumentation) are now required; speed is speed;
height is height and heading is heading. All of these issues are easily solved with
on-board computing technology and digital fly-by-wire systems. The technology is
available to make flying an aircraft manually almost as simple as driving a car in
three-dimensional space (well, to an extent)! This now changes the nature of the
potential user (pilot). By changing from a user-centered design perspective driven by
current pilot aptitudes to a use-centered design perspective, where the method of
operating the aircraft is driven by the environment (work domain) and the technology
available, a whole new potential population from which pilots can be drawn is liberated.

However, the flight deck design regulations are now inhibiting change [9] and
hence also constraining other aspects of the sociotechnical system of airline operations
(e.g. pilot selection and training).

This will not be a popular perspective. Nevertheless, it serves to illustrate that the
Human Factors profession should not always be driven by user centered design or
‘fitting the job to the person’ [10]. Perhaps a new perspective - ‘fitting the new person
to the new job’ is required?
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Abstract. The objective of a workload-adaptive associate system is to support
human pilots in critical workload situations to avoid excessive demands on their
mental capacity. Since workload strongly depends on the current activity of the
pilots, i.e. the tasks the pilots are performing in a specific task situation, a key
feature of an adaptive associate system is to determine the activity of the pilots
online in real-time.

This contribution presents a method for determining the activity of helicopter
pilots automatically in an uncertain and complex environment like military manned-
unmanned teaming missions (MUM-T), where multiple unmanned aerial vehicles
(UAVs) are commanded from the cockpit of a manned helicopter. We use a pilot
observation system with different measurement sensors to collect evidences and
apply an evidential reasoning algorithm to draw conclusions on the actual activity
of the pilots. Our method is based on a simplified version of Dempster-Shafer
theory and is capable of collecting and combining even contradictory evidences.

By providing a means of implicit deliberative communication, this method lays
a foundation for improving human-machine team performance in complex task
situations. The implementation of this method in a helicopter mission simulator is
explained in detail.

Keywords: Activity determination · Adaptive associate systems · Dempster-
Shafer theory · Mental workload · Pilot monitoring

1 Introduction and Problem Description

The domain of military helicopter missions is characterized by complexity and uncer‐
tainty, especially if the pilots command several unmanned aerial vehicles (UAVs) from the
cockpit of a manned helicopter (manned-unmanned teaming MUM-T) [1, 2]. During their
mission, the pilots must perform many cognitive tasks that require different amounts of
mental resources. While processing those tasks, the workload of the pilots can widely
change with different task situations. Especially in situations, in which the pilots are over‐
loaded, decrements in human performance might occur. These decrements in human
performance can have a negative impact on the total performance of a helicopter mission.

To counteract performance decrements in high workload situations, automation is
often used to reduce mental workload (MWL) of the operator of a technical system. But
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the use of automation is not carefree and human factors problems play the central role.
Among them are deskilling of the operator [3], boredom, complacency effects and
clumsiness of the automation [4, 5], mode errors and mode confusion [6], loss of situa‐
tion awareness [7], as well as design factors like complexity, brittleness, opacity and
literalism [8].

To tackle those human factors problems in the domain of aviation, cognitive automa‐
tion and cognitive associate systems have been developed over the years to support the
human pilots [9–13]. In order to keep the pilots in the loop and to not disturb the work
process, this support should adapt to the tasks the pilot is currently conducting. Further‐
more, the goal of adaptive automation is to keep the operators’ workload at an average
level to maintain human performance in extreme workload situations [14, 15]. Work‐
load-adaptive associate systems use adaptive automation to support the human operators.

According to [16], MWL is a multidimensional construct, which is determined by
characteristics of the task, of the operator and, to a degree, the environmental context. Our
current approach towards engineering a workload-adaptive associate system is given by
[17, 18]. It is based on a context-rich description of MWL. A basic assumption in this
approach is, that the MWL of the operators follows qualitatively the current task load
induced by the task situation [19]. Therefore, a task-centered design has been proposed.
With the application in an associate system in mind, in this concept the construct MWL is
operationalized context-rich in the form of a plan (the tasks an operator has to do), the
current activity, demands on mental resources associated with this activity and observable
behavior patterns. The necessary knowledge is stored in a common task model. In order to
derive mental workload, the mission has to be planned [20], the current activity deter‐
mined, demands on mental resources estimated [13] and behavior patterns analyzed [21].
A requirement for determining MWL in a dynamic mission and specific task situation is a
reliable determination of the current activity of a human operator.

In this task-centered approach, the human operators are communicating with artifi‐
cial team members. According to [22], anticipatory information sharing by implicit
deliberative communication can improve team performance in complex task situations.
Our task-centered method provides a means of implicit, non-verbal deliberative commu‐
nication, since the human pilots inform the artificial crew member implicitly about their
tasks and therefore their goals. Our method for activity determination lays a foundation
for a better performance in mixed human and machine teams like the manned-unmanned
teaming of a helicopter and UAVs. The following sections give deeper insights, how
activity determination can be designed and implemented by using evidential reasoning.

2 Method

2.1 Requirements for Activity Determination

Activity determination can be regarded as a classification problem. If the current activity
of a human operator is described by a set of tasks contained in a task model, the method
must determine for every task, if the operator is currently conducting this task or not.
For a successful and robust determination of the activity, different requirements must
be met:
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Activity determination must work in an environment, which is characterized by
uncertainty and ignorance. Since there is no direct link into the human brain, measure‐
ment sensors like buttons, speech detectors or gaze trackers must be used to draw
conclusions regarding the underlying cognitive processes. These sensors introduce
uncertainty because each measurement has an individual measuring inaccuracy. A
consequence is that generated hypotheses based on those measurements have limited
reliability. Ignorance results from missing knowledge about model parameters and the
environment. If a sensor is temporarily out of order, all measurements of this sensor are
completely unreliably. This is for example the case for a gaze tracking system. Loss off
gaze tracking can occur, if the test person is blinking or covering a camera. Not only the
measurement equipment, but also the human behavior can be faulty. An easy example
would be if a pilot forgets to set some system parameters like radio frequencies. There‐
fore, the algorithms must be able to deal with uncertainty and ignorance and weight the
resulting hypotheses of the sensors according to their measurement accuracy. Since
activity determination must work automatically in real-time as part of an associate
system, these algorithms must also be fast enough. The cognitive processes inside the
human brain run on a time scale of tens to hundreds of milliseconds [23]. Therefore,
activity determination should also work on this time scale.

Methods that meet those requirements and which seem promising for activity deter‐
mination are probability theory, Dempster-Shafer theory (DST) [24, 25] and certainty
factors [26]. Because of its simplicity and mathematical foundation, probability theory,
and especially Bayesian Networks [27], are suited for solving classification problems
[28]. For example, Naïve Bayesian Classifiers can be used to filter junk email [29, 30].
Bayesian Networks model the reasoning process in the causal direction and use Bayes’
Rule to solve diagnostic problems. The disadvantage of using probability theory is that
all model parameters (a-priori and conditional probabilities) must be determined from
statistical analysis prior using the model. Certainty factors are a heuristic approach,
where the parameters are obtained from expert knowledge. Wittig has used certainty
factors for determining pilot intent [31]. DST is also a theory based on a mathematical
framework. From a certain point of view, it can be regarded as an extension of probability
theory. In contrast to probability theory, DST distinguishes between uncertainty and
ignorance. Considering ignorance enables an associate system to be aware of its own
lack of knowledge, which might be useful when it comes to critical decisions. In those
situations, it is usually better if the human operator decides what to do, rather than a
system with uncomplete knowledge. DST is a method for evidential reasoning and
extends probability theory by providing a rule of combination for diagnostic problems.
The difficulty in DST is the interpretation of the parameters and how they are acquired.
Beside certainty factors, DST has also be applied in the MYCIN expert system for
computer based medical consultations [32].

Because of providing a rule how to combine evidences, the ability to consider both
uncertainty and ignorance and its mathematical foundation, we suggest to take DST for
pilot’s activity determination. We are using a simplified version of DST based evidential
reasoning because the drawback of the full theory is an exponential complexity in
calculation and therefore difficult to implement in real-time [32].
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2.2 Evidential Reasoning

Since the execution of tasks, especially cognitive tasks, cannot be directly observed, we
are using an indirect method for classifying, whether a task is currently being executed
by a pilot or not. The used evidential reasoning method is similar to the way a human
observer would take (see Fig. 1). During the observation of the pilots, the technical
system, and the environment, many observable facts are collected. Each of those facts
proposes a hypothesis, whether an operator is currently executing a certain task or not.
These single evidences are weighted according to their plausibility and combined into
one single resulting hypothesis.

Fig. 1. Process of evidential reasoningin the domain of helicopter missions.

The underlying reasoning model is described in the Sects. 2.3 and 2.4. The processing
chain from collecting observations to generate evidences is explained in Sect. 2.5. The
inference algorithm for combining evidences to draw conclusions on the actual activity
is explained in Sect. 2.6.

2.3 Representing Uncertainty and Ignorance

In probability theory, the strength of belief in a hypothesis X is represented by the scalar
probability P(X). P(X) describes the belief in this hypothesis and 1 − P(X) the doubt. In
contrast to probability theory, we represent the strength of belief in a hypothesis X by a
belief triplet according to [33]:

Q(X) = (p, q, r) (1)

This triplet is a normalized distribution:

p + q + r = 1 (2)

The belief quantities p, q and r can have continuous values in the range from 0 to 1. The
quantity p is called belief and significates to which extent the hypothesis is supported, q the
doubt, to which extent the hypothesis is rejected, and r the remaining ignorance. There are
different interpretations of belief values. According to the interpretation of Dempster [24],
the ignorance r describes uncertainty in quantifying probabilities, p is a lower probability
value and 1 − q an upper probability value (plausibility), where the actual probability lies
somewhere in between. Other interpretations do not try to relate belief values directly to
probabilities. Shortliffe, for example, interprets belief values in certainty factor theory as
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an increase in information and gives the following example: “I don’t know what the prob‐
ability is that all ravens are black, but I do know that every time you show me an addi‐
tional black raven my belief is increased by X that all ravens are black” [26].

Similar to conditional probability tables, conditional belief distributions can be
defined. These distributions are described in our method by matrixes:

MS(B|A) =

⎛
⎜
⎜
⎝

pt pf 0
qt qf 0
rt rf 1

⎞
⎟
⎟
⎠

(3)

In this definition, the matrix components significate the following:

pt: Belief, that B = true if A = true.
qt: Belief, that B = false if A = true.
rt: Belief, that B = unknown if A = true.
pf : Belief, that B = true if A = false.
qf : Belief, that B = false if A = false.
rf : Belief, that B = unknown if A = false.

2.4 State Space Model

We are using a separate classification model for every possible task that can be conducted
by a test person. The state space model for a single task, which classifies whether it is
part of the current activity or not, is depicted in Fig. 2.

Fig. 2. State space model.

The state space model is a structured representation of the dependencies between a
task, evidences and observations. It consists of nodes and edges and is similar to a
Bayesian Network. The nodes symbolize state variables described by belief triplets (1).
The root node is the state variable for the examined task X. Several evidence variables
E1,… , Em are linked to the task X. Since each evidence is based on a hypothesis gener‐
ated by a measurement sensor, each evidence variable Ej is connected to a sensor variable
(observation) Sj. The edges in the state space model symbolize reasoning models
described by conditional belief distributions (3). The arrows indicate the direction of
belief propagation for diagnostic reasoning. There are two types of models: Sensor
models and evidence models.
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A sensor model describes the accuracy or reliability of a measurement sensor. Beside
the general sensor model MS

(
Ej|Sj

)
 according to (3), we define some special types of a

sensor model:

MS

(
Ej|Sj

)
=

⎛
⎜
⎜
⎝

1 0 0
0 1 0
0 0 1

⎞
⎟
⎟
⎠

Perfect Sensor (4)

MS

(
Ej|Sj

)
=

⎛
⎜
⎜
⎝

0 0 0
0 0 0
1 1 1

⎞
⎟
⎟
⎠

Unknown sensor (5)

MS

(
Ej|Sj

)
=

⎛
⎜
⎜
⎝

Pt Pf 0
1 − Pt 1 − Pf 0

0 0 1

⎞
⎟
⎟
⎠

Probabilistic sensor (6)

MS

(
Ej|Sj

)
=

⎛
⎜
⎜
⎝

Z 0 0
0 Z 0

1 − Z 1 − Z 1

⎞
⎟
⎟
⎠

Sensor with scalar reliability (7)

For a perfect sensor, both, uncertainty and ignorance are 0. An unknown sensor
model is the contrary of a perfect sensor model and will always result in ignorance 1 for
any input. For a Bayesian definition of the sensor model with no ignorance, the proba‐
bilistic model is used and for representing reliability and the amount of knowledge, a
simple sensor model with a single scalar value Z might be used.

The evidence model describes the strength of an evidence for task execution under
the assumption, that there is no measurement error by the sensor (perfect sensor model).
In contrast to the sensor model, the evidence model contains human factors like uncer‐
tainty in human behavior. A general model of an evidence can be written in matrix form
ME

(
X|Ej

)
 according to Eq. (3). Beside a perfect, unknown and probabilistic evidence

(compare with sensor models), we consider two special types of evidence models:

ME

(
X|Ej

)
=

⎛
⎜
⎜
⎝

p 0 0
0 0 0

1 − p 1 1

⎞
⎟
⎟
⎠

Supporting evidence (belief) (8)

ME

(
X|Ej

)
=

⎛
⎜
⎜
⎝

0 0 0
q 0 0

1 − q 1 1

⎞
⎟
⎟
⎠

Rejecting evidence (doubt) (9)

A supporting or belief evidence, increases the strength of belief that the operator is
currently performing a task, whereas a rejecting or doubt evidence increases the strength
of doubt in that hypothesis.
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2.5 Evidence Processing Chain

For each evidence contained in the state space model, a processing chain is used to
calculate its belief values and therefore evidential strength (Fig. 3).

Fig. 3. Processing chain for evidences.

The raw information about the test persons and their environment is given in an
inhomogeneous and sub-symbolic form. In the first step (procedural sub-functions),
symbolic hypotheses S (observations) are derived from sub-symbolic values B. To be
compatible with classical logic and Bayesian models, each observation is described by
a state variable (see Sect. 2.4), which can be either true, false, or unknown if the sensor
is broken or temporarily out of order. This value is then transformed into a belief triplet:

QS

(
Sj

)
=

⎧
⎪
⎨
⎪
⎩

(1, 0, 0)T if Sj = true

(0, 1, 0)T if Sj = false

(0, 0, 1)T if Sj = unknown

(10)

The reliability of this hypothesis is calculated as a matrix-vector multiplication of
the sensor model with this belief triplet:

QS

(
Ej

)
= MS(Ej|Sj)QS

(
Sj

)
(11)

Then the strength of a single evidence for a given point in time is derived from a
forward propagation of the belief values similar to [34, 35]. For this calculation, the
evidence model is used:

QEj(X) = ME(X|Ej)QS

(
Ej

)
(12)

In a time-dependent environment, it is not sufficient to describe evidences only for
a given point in time. A dynamic model describes, how long an observed evidence is
valid and is indispensable if short events like button presses are used as evidences. A
general dynamic model can be defined as an initial value problem, i.e. a differential
equation with initial conditions:
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MD: d

dt
QDj(X, t) = f

(
QDj(X, t)

)

QDj(X, 0) = QEj(X)
(13)

We suggest a simple dynamic model, where the belief p and doubt q are decaying
after the evidence has been observed. The rate of decay is assumed to be proportional
to the current belief values:

dp(t)

dt
= 𝜆p(t) → dp = 𝜆p dt

dq(t)

dt
= 𝜆q(t) → dq = 𝜆q dt

(14)

Solving this differential equation leads to an exponential decay over time:

pDj(X, t) = pEj(X) exp(−𝜆t)

qDj(X, t) = qEj(X) exp(−𝜆t)

rDj(X, t) = 1 − pDj(X, t) − qDj(X, t)
(15)

This model imitates the intuitive observation, that knowledge is getting lost over
time and ignorance increases. The decay parameter 𝜆 of this model can be expressed as
a half-life value, which indicates the time, after which the belief is half of the originally
observed one:

t1
2
=

ln (2)
𝜆 (16)

2.6 Combination of Evidences

After generating the evidences, in favor for or against the execution of a single task, all
evidences are combined into a single resulting hypothesis. This is done by using a rule
of combination, which is derived from Dempster’s rule of combination for a binary
frame of discernment. With this rule, two evidences are combined by:

Q1(X)⊕ Q2(X): = Q12(X) =

⎛
⎜
⎜
⎝

p12(X)

q12(X)

r12(X)

⎞
⎟
⎟
⎠

(17)

p12(X) =
p1p2 + p1r2 + r1p2

1 − (p1q2 + q1p2)

q12(X) =
q1q2 + q1r2 + r1q2

1 − (p1q2 + q1p2)

r12(X) = 1 − p12(X) − q12(X)
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All evidences resulting from the processing chain are combined by using this rule
of combination iteratively:

Qtotal(X, t) = QD1(X, t)⊕ QD2(X, t)⊕…⊕ QDm(X, t) (18)

The order of the evidences does not matter since the combination rule given above
is both associative and commutative. Tasks, for which the resulting triplets Qtotal have
high belief and low doubt values, are considered as part of the current activity of a human
operator.

3 Implementation in a Helicopter Mission Simulator

3.1 System Overview

The described method for activity determination is implemented in the helicopter mission
simulator of the Institute of Flight Systems at the Bundeswehr University in Munich. It is
part of a situation and workload-adaptive pilot associate system for MUM-T helicopter
missions. Figure 4 shows an overview of the system for activity determination.

Fig. 4. System overview of the activity determination.

Firstly, observations are created during pilot monitoring, then the actual activity is
inferred during evidential reasoning.

As hardware part of the sensors, different input devices are used. Input devices are
the command and display units (CDUs), rotary encoders, flight controls, touch-sensitive
multi-function displays (MFDs) [36], microphones in the headsets of the pilots and
cameras for a gaze tracking system. Furthermore, states of the mission simulations are
considered to capture the task context. For each type of these hardware sensors, we
calculate observations consisting of symbolic detection values and quality measures to
estimate sensor reliability in different software modules. These modules implement the
low-level, procedural signal processing sub-functions of the processing chain described
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in Sect. 2.5. We explain the process of pilot monitoring for each different sensor type
below (Sects. 3.2–3.8).

The inference algorithm is implemented in C++ computer code in the program
PAD. The program PAD uses a separate thread for every pilot and does calculations
in parallel. The observations from different sensors may have different signal propa‐
gation delays. Therefore, in the first step, those delays are corrected by using the
actual times of the measurements. This is important to maintain causality and prevent
reasoning problems, if later created signals arrive earlier at the activity determina‐
tion. Latencies in the signals result from inter-process communications between the
sensors and the PAD program. Then, the sensor model MS(Ej|Sj) for a scalar relia‐
bility value Z (7) is used to derive the observation triplet for every evidence Q

(
Ej

)
.

The processing chain and the rule of combination are implemented as described in
Sects. 2.5 and 2.6. Figure 5 shows an excerpt from the resulting belief distributions.

Fig. 5. Example results for activity determination, screenshot of program PAD. Here, the pilot
is flying a manual transit flight and communicating via the intercom at the same time.

The final step is to extract the actual activity of the pilots from those distributions.
That means a classification decision must be made. Therefore, the belief triplet must be
interpreted. We consider a task as part of the activity, if the belief is the greatest value:

p > q + r (19)

Since the belief triplet is normalized (2), this criterion is equal to

p > 0.5. (20)

In practice, taking just the threshold value might result in oscillations and causality
problems for very short events (e.g. button presses and state changes at the same time).
Therefore, we add a last filtering step. This step is done by integrating the belief over a
short time. To select the actual tasks of the activity, an impact value is calculated while
the belief is greater than 0.5:

I = ∫
while p(t)>0.5

p(t) dt (21)

If the impact of the evidence is high enough (in our simulator a threshold value of I = 0.4
is used), this task is classified as part of the current activity. The integration is stopped if the
current belief drops below 0.5. The drawback of this last filter step is an additional time
delay of the detection decision. The integration time depends on the strength of belief. The
higher p, the shorter the integration time and the faster the decision.
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3.2 General Rule for Calculating Sensor Reliability for a Continuous Value

An observable is a measurable quantity in the simulator. Most of the sub-symbolic
observables are continuous, time-dependent signals. If an observable is observed
during the process of activity determination (i.e. a detector has been triggered), we
call it observation. In the implementation, we are using the scalar reliability sensor
model (7). Therefore, every observation is described as symbolic hypothesis S along
with a scalar reliability or quality value Z.

For generating a symbolic value from a sub-symbolic, continuous quantity x in the
procedural sub-functions (Sect. 2.5), we are using a general threshold criterion to distin‐
guish if a detector has been triggered or not:

S(x) =

⎧
⎪
⎨
⎪
⎩

true if x ≥ xd

false if x < xd

unknown if sensor out of order
(22)

The scalar reliability value is calculated as linear distance to the threshold xd:

Z(x) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

x − xd

xmax − xd

if x ≥ xd

[1mm]
x − xd

xmin − xd

if x < xd

[1mm]0 if sensor out of order

(23)

A perfect measurement corresponds to the reliability Z = 1 and a totally unreliable
measurement corresponds to the reliability Z = 0. For practical purposes, the reliability
value is bounded, i.e. values below zero are set to 0 and values above 1 are set to 1.
Beside the discrimination threshold xd, this model requires a lower limit xmin and an
upper limit xmax as parameters, which are defined below for every sensor type.

3.3 Button Press Detection

In the cockpit, there are many buttons the pilots can press. Examples are buttons of
the CDUs or buttons on the grip of the flight controls (Fig. 6). Buttons can either
represent system states (e.g. radio button) or short events, if they are pressed (e.g. line
selection keys on the CDU).
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Fig. 6. CDUs and flight controls with buttons [37].

Buttons in aviation must be extremely reliable. Even buttons in the simulator are
highly reliable and we do not expect that they fail or deliver inaccurate results during a
typical mission of less than two hours. Therefore, a button press is described by a perfect
sensor model (4), which is equal to a scalar reliability model (7) with Z = 1:

S =

{
true if button pressed

false if button not pressed
(24)

Z = 1 (25)

If the state of a button can take more than two discrete values, which can be the case
for switches and rotary buttons, a binary model is generated for every possible value.

3.4 Movement Detection of the Flight Controls

For steering the simulated helicopter, a control load system of Reiser Simulation and
Training GmbH has been integrated into the simulator (Fig. 7). The system consists of
a cyclic stick, which controls the pitch and roll movement of the helicopter, pedals which
control the yaw movement and a collective lever which controls the collective pitch of
the rotor blades. The flight controls of both pilots are electrically coupled so that they
are physically performing the same movements in parallel.

Fig. 7. Flight controls of the helicopter simulator: collective, cyclic and pedals.
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The movement detection of the flight controls is based on measuring the rate r(t) (i.e.
the time derivative) of the flight controls signal x(t) of each axis:

r(t) =
|
|
|
|

dx(t)

dt

|
|
|
|

(26)

If one of the rates for the different axes is greater than the threshold rd, the stick is
considered as moved by the pilot:

S(r) =

⎧
⎪
⎨
⎪
⎩

true if r ≥ rd

false if r < rd

unknown if sensor out of order
(27)

For estimating the detection quality, the lower limit in Eq. (23) is no movement at
all (xmin = 0). The upper limit xmax is determined during the calibration for a fast move‐
ment of the flight controls. The reliability value depends on the rate of movement:

Z(r) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

r − rd

rmax − rd

if r ≥ rd

[2mm]
(rd − r)

rd

if r < rd

[1mm]0 if sensor out of order

(28)

3.5 Speech Detection

The goal of speech detection is to measure the auditory interactions of the pilots with
the system and detect if they are speaking or not. There is currently no interpretation of
the speech signal as such.

The raw data is the amplitude signal A(t) of a microphone, which is integrated in the
head set of a pilot (see Fig. 8). Speech detection is based on calculating the power level

Fig. 8. Integrated gaze tracking system Smart Eye Pro [38].
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P by averaging the squared amplitude over a short time interval 𝛥t (here a few hundred
milliseconds).

P(t) =
1
𝛥t ∫

t

t′=t−𝛥t

dt′A2(t′) (29)

For detecting speech, a power level Pd is used as the discrimination threshold xd in
Eq. (22):

S(P) =

⎧
⎪
⎨
⎪
⎩

true if P ≥ Pd

false if P < Pd

unknown if sensor out of order
(30)

Two distinct power levels can be identified. The first one is the signal level if the
pilot is speaking Psignal, the second one is the noise level Pnoise if the pilot is not speaking,
but the signal is still disturbed by noise from the environment. These parameters result
from a calibration, where the power level is recorded for some seconds. The closer the
current power level P is to the detection threshold, the worse is the reliability of the
measurement:

Z(P) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

P − Pd

Psignal − Pd

if P ≥ Pd

[2mm]
P − Pd

Pnoise − Pd

if P < Pd

[1mm]0 if sensor out of order

(31)

3.6 Gaze Tracking

For the purpose of getting evidences from visual interactions with the cockpit displays,
a commercial gaze tracking system (Smart Eye Pro, Smart Eye AB) has been imple‐
mented in the simulator [38]. It is a video-based system, which consists of four cameras
for the left pilot and four cameras for the right pilot running at 60 Hz. The cameras are
placed around the MFD (see left image of Fig. 8). The gaze tracking method is based
on measuring the cornea reflection in the infrared spectrum. There is no intrusion of the
pilots in their working domain. A 3D world model of the simulator displays and the
outside view has been implemented in the system [38] (see right image of Fig. 8 in the
lower left corner).

The raw sub-symbolic values of the eye tracker are pixel coordinates on a simulator
display. For creating evidences, semantic information about the objects the pilots are
looking at are necessary. These objects can be the airspeed indicator or tactical symbols
in the tactical map and are provided by the MFDs [36]. The semantic information on
which display, page and object the pilot is looking on is gained by combining the raw
pixel coordinates with the layout on the cockpit displays (Fig. 9).
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Fig. 9. Gaze tracking system for deriving object oriented semantic data.

In order to take account for measurement inaccuracies, the gaze on the screen is not
only described by single pixel coordinates, but rather by a normalized Gaussian distri‐
bution over the 2D surface (see Fig. 10):

f (x, y) =
1

2𝜋𝜎x𝜎y

√
1 − 𝜌2

exp

(

−
1

2(1 − 𝜌2)

[(
x − x0

)2

𝜎2
x

+

(
y − y0

)2

𝜎2
y

−
2𝜌

(
x − x0

)(
y − y0

)

𝜎x𝜎y

])

(32)

Fig. 10. Gaze tracking on PFD and during processing a check list.

The raw pixel coordinates of the current gaze coordinates delivered by the gaze
tracker are given by x0 and y0. The widths of the gaze distribution in the x- and y- screen
axis directions are expressed by two different standard deviations 𝜎x and 𝜎y. The Pearson
correlation coefficient 𝜌 indicates the correlation between the two axes and therefore
describes the shear deformation of the gaze spot. These parameters are not constant over
the screen, but depend on the current gaze position x0 and y0:

𝜎x = 𝜎x(x0, y0) 𝜎y = 𝜎y

(
x0, y0

)
𝜌 = 𝜌(x0, y0) (33)

We are using bilinear models to describe the dependence of the parameters on the
screen position:

𝜎x

(
x0, y0

)
= 𝛽x1 + 𝛽x2x0 + 𝛽x3y0 + 𝛽x4x0y0

𝜎y

(
x0, y0

)
= 𝛽y1 + 𝛽y2x0 + 𝛽y3y0 + 𝛽y4x0y0

𝜌
(
x0, y0

)
= 𝛽r1 + 𝛽r2x0 + 𝛽r3y0 + 𝛽r4x0y0

(34)
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The constant parameters of these bilinear models are gained during the calibration
process of the gaze tracking system individually for each pilot. During this calibration,
multiple gaze points on the screen are sampled. Hereby, a least square problem is solved.
This is done by a QR-decomposition contained in the Eigen C++ library [39].

Every object displayed on a screen is represented by a polygon of pixel coordinates
(see Fig. 11). For determining a symbolic hypothesis S, if the pilot is looking on this
object or not, and a corresponding scalar reliability value Z (see Sect. 3.2), the integral
of the gaze distribution over each single screen object is calculated.

I = ∬
Screen Object

dx dy f (x, y) (35)

Fig. 11. Example for estimating the reliability of a gaze tracking evidence. The left image shows
an excerpt from the PFD and the right image the triangulated screen objects with the Gaussian
gaze distribution on the horizontal situation indicator (green spot). (Color figure online)

This integration is calculated technically, by decomposing the polygonal screen
objects into triangles with a Delaunay triangulation algorithm [40] [41, pp. 1131–
1141],and integrating over the individual triangles by using a Gauss-Legendre quadra‐
ture [41, pp. 179–200]. Figure 11 show an example for screen objects on the primary
flight display (PFD).

With Eqs. (22) and (23) (xmin = 0, xmax = 1, xd = 0.5, x = I), the symbolic value and
reliability are given by:

S(I) =

{
true if I ≥ 0.5
false if I < 0.5 (36)

Z(I) =

{
2(I − 0.5) if I ≥ 0.5
−2(I − 0.5) if I < 0.5 (37)

3.7 Touchscreen Input Detection

The multi-function displays (MFDs) in the simulator cockpit [36] are equipped with a
touch-sensitive surface (Fig. 12). The pilot can interact with the MFDs by tapping on
the surface with one or more fingers. Furthermore, the displays support pan, swipe and
pinch gestures.
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Fig. 12. Multi-touch multi-function Display (MFD) in the simulator cockpit.

Touchscreen inputs may be faulty since it is not easy to hit small buttons or symbols
on the touchscreen with the finger. Therefore, an error model for touchscreen inputs is
assumed. Similar to the error model for the gaze tracker, the touch point is not only a
single point, but rather an axial symmetric Gaussian distribution:

f (x, y) =
1

2𝜋𝜎2 exp

(

−
r(x, y)2

2𝜎2

)

r(x, y) =

√
(
x − x0

)2
+
(
y − y0

)2
(38)

The measured coordinates of the touch event are x0 and y0. The parameter 𝜎 defines
the width of this distribution. This parameter is determined during calibration as the
standard deviation of some touch samples. The calculation for deriving the symbolic
value S and the reliability Z on the basis of this distribution is the same as for the gaze
tracking system (see Sect. 3.6).

3.8 Situation Assessment

Not only the current observations from monitoring the pilots is important, but also the
task context given by the situation. Therefore, the tactical situation and system states
are also collected to feed the evidential reasoning algorithm. Beside threats from enemy
forces, we are considering flight states and flight phases of the helicopter, states of the
cockpit-displays, as well as states of the UAVs and their sensors. Weather, time of day
and other environmental quantities are neglected in the current setup. Evidences, of the
context are mainly used to create rejecting evidences (9). For simplicity, no real situation
sensors are modeled at the moment but all observed quantities are taken as perfect reli‐
able observations similar to button presses.

4 Current Status and Future Work

The method presented in Sect. 2 has been implemented in our helicopter mission simu‐
lator as described in Sect. 3. The developed software modules are part of a workload-
adaptive associate system, which uses a common task model as central representation
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of task oriented knowledge [18]. To determine all the possible tasks, which can occur
during a mission, a task analysis has been performed together with helicopter pilots and
UAV operators of the German Armed Forces [42].

The task model contains currently 226 tasks in total and 85 of them are used for
activity determination. The other tasks are abstract and used for hierarchical structuring
the model and for other functions of the associate system like mission planning.
Currently, there are about 1300 automatically generated observables. 440 of them are
linked to the 85 tasks in the task model as evidences by a knowledge engineer. With the
help of an inheritance mechanism between tasks in the task model about 730 evidences
are generated in total. This results in an average of 8.6 evidences per task. Details about
abstract tasks and inheritance relations are described in [18].

The total processing time of the algorithms running in the simulator takes between
40 and 80 ms on a state-of-the-art personal computer and therefore complies with the
soft real-time requirement stated in Sect. 2.1.

The system is currently being hardened and the parameters are tuned. In the future,
full mission simulations with aviators of the German Armed Forces are planned to eval‐
uate this method for activity determination and the closed loop with activity determi‐
nation as part of the embracing associate system.
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Abstract. The addition of relatively cheap, yet accurate and reliable automated
flight controllers, to even the most basic sub 20 kg (KG) RPAS/drone, has
revolutionised the use of these systems, and made them widely accessible to the
general public. Because of this, drone use covering a wide variety of applications
has increased in recent years, and is set to continue to increase at an exponential
pace. While drone automation allows novices to easily control and operate their
aircraft, it can also however create a false sense of confidence, that the drones can
be operated with little or even no training at all! When automation fails, however,
drone pilots may find themselves having to control their unmanned/remotely
piloted aircraft with greatly reduced technological assistance. This mode of
operation is known as Attitude (ATTI) Mode and occurs when the flight control
system loses Global Positioning System (GPS) accuracy. Currently, in the UK,
drone pilots wishing to operate a platform below 20 kg in weight, need to
undergo a practical assessment, which requires the drone to be flown in ATTI
Mode. However, there is no clear guidance on what test flight profiles they may
be asked to be fly. This creates a situation where drone pilots may be subjected to
an extremely wide variance of practical assessments. This research consolidates
from UK CAA-approved drone operators the types offlight profiles that they had
been asked to demonstrate in ATTI Mode during their practical assessments.
From all the profiles reported, the seven most frequently reported flight profiles
were further analysed to rank their effectiveness in assessing drone pilots’ flight
operation competency. It has been found that some of these flight profiles are not
statistically significantly different from one another. Accordingly, it is proposed
that assessors may consider selecting flight profiles that are significantly different
to be performed during the practical assessment for a drone pilot, so that time and
effort will not be wasted, but more importantly, the assessment of the SUA pilots’
competency may become more comprehensive.

Keywords: RPAS � Drone � Human factors � Interaction � Automation

1 Introduction

Unmanned aircraft systems can range from the simplest form of a single unmanned
platform programmed to fly a pre-set flight path for a pre-defined duration, to a system.
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Comprising of the unmanned aircraft with a full suite of complementing ground
equipment that provides real-time command and control of the unmanned platform
itself and the payloads it’s carrying. Many different terms have been used to try and
define different elements of unmanned aircraft systems. At times, a definition may have
different meanings when referred to in a different context or by different individuals.

In this study, an unmanned aircraft, other than a balloon or a kite, having a mass of
not more than 20 kg without its fuel but including any articles or equipment installed in
or attached to the aircraft at the commencement of its flight, is defined as a RPAS or
drone.

1.1 RPAS Automation and Typical Operating Modes

The fastest growth of unmanned aircraft for non- military applications is in the class of
small drone (sub 20 kg), due to its relatively low cost, yet possessing the capability and
technology to meet its intended objectives. Within this class of drone, multi-rotor
platforms which are capable of taking off and landing vertically has generated the
greatest interest among the community owing to their inherent ability to be launched
and recovered from confined locations and ability to perch and stare for extended
periods of time (Prior 2013). Some of the most common non-military applications
include aerial photography and videography, borders surveillance and simply recre-
ational flying.

Although relatively cheap, drones are equipped with technologies that make flying
them fairly easy. For example, they can be programmed to fly along a predefined flight
path automatically via a ground- based computer software that is usually very simple
and intuitive to operate. Once the flight path is programmed and uploaded to the drone,
the automation can make use of the Global Positioning System (GPS) signal to navi-
gate along the planned route accurately.

Besides flying the drone along a predefined flight path based on pre-uploaded data,
pilots may also choose to navigate by means of a remote controller. A typical remote
controller, a description of the control input and the corresponding motion of the SUA
relative to an imaginary person sitting on board the SUA facing forward are shown in
Fig. 1.

When the GPS signal received by the drone is sufficiently strong, the aircraft will be
able to operate in GPS Mode. This results in the drone flying accurately and smoothly,
by comparing the actual position of the drone with the input from the remote controller.
For example, when a pilot moves only the pitch control up in GPS Mode, the drone will
move forward and any lateral deviation within its operating limits will be compensated
for by the automation. This results in the aircraft moving only straight ahead relative to
the drone with its vertical distance from the ground being constant. In addition,
operating in GPS Mode allows the position (and vertical distance) of the drone to be
locked when the inputs of the flight controls (i.e. pitch, roll and yaw) are neutralised.

While automation allows novices to easily control and operate drones in GPS
Mode, sometimes without much prior training, it can create a false sense of confidence
that the drones can be operated without much training, if any is considered necessary at
all! Currently, in the United Kingdom (UK), it is not a requirement for drones below
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20 kg or its software to be certified airworthy by the European Aviation Safety Agency
(EASA) or the Civil Aviation Authority (CAA 2015b). Thus, the reliability of the
automation may not be sufficiently high to ensure that the drone will always be able to
operate in GPS Mode, or that there will be any fail safe when the GPS signal is not
received.

Moreover, certain drone operations may be required to be conducted within
built-up areas, or even indoors, and this may have an adverse effect on the reception
and integrity of the GPS signal. The availability of the GPS signal may also be
subjected to weather such as cloud cover and precipitation. In these abovementioned
examples, the drone may still be operated in a lower level of automation known as the
Attitude (ATTI) Mode.

In ATTI Mode, the drone is still flown based on input via the remote controller in
the same manner as compared to GPS Mode. While the vertical distance of the drone
can still be maintained by the onboard automation, the position of the drone will not be
automatically locked. In contrast to the example cited earlier when the aircraft was
flown in GPS Mode, when a drone pilot moves only the pitch control up in ATTI
Mode, the aircraft may veer off its track laterally as it moves forward in response to the
control input. This poses a much greater challenge to the drone pilots as their control
input will need to be very accurate, precise and very dynamic as the aircraft reacts and
responds to environmental conditions such as gusts. In order for the aircraft to maintain
the desired track (i.e. straight ahead without any lateral deviation), the pilot will also
need to apply a suitable roll input to compensate for the lateral drift. Similarly, when all
the flight controls are neutralised, the aircraft may not be able to maintain its hovering
position in ATTI Mode. Instead, it will drift from its intended position according to the
wind conditions. In order for the drone to hover is a fixed position in ATTI Mode, the
pilot will have to continuously apply input to the remote controller as the aircraft is
swayed by the environmental elements.

Fig. 1. A typical drone remote controller

Assessing Human-Computer Interaction 253



1.2 Differences Between Manned and Unmanned Pilots’ Training
Requirements

With the removal of pilots from the flying machine, different hazards, which in some
ways are greater than those of manned aircraft, are introduced. These novel hazards are
not addressed by traditional training regimes of the manned pilots (McCarley and
Wickens 2005; Hayhursy et al. 2006). Seated in the cockpit behind the flight controls
with an array of panels and displays, a manned aircraft pilot is intimately aware of the
surroundings, as well as the state of the aircraft. Cues indicating the aircraft perfor-
mance and possible failures such as visual and aural alerts, vibrations and smells, are
readily available to the manned pilots without the need for a transmission media. On
the other hand, when operating RPAS, information pertaining to the performance,
orientation, motion and system states of the aircraft become very limited to the drone
pilots as they need to be sensed by the on-board automation before being sent through
the data transmission medium. In addition, drone pilots are stripped of all vestibular
and proprioceptive stimuli, essentially rendering them to operate in “sensory isolation”
(Van Erp and Van Breda 1999; McCarley and Wickens 2004; Dalamagjidis et al. 2012;
International Society of Air Safety Investigators 2015).

Various technologies have been harnessed to enhance and improve the situational
awareness of the drone pilot and the controllability of the aircraft. For example, being
physically separated from the platform, it is very difficult for drone pilots to detect that
the aircraft is encountering turbulence. However, the turbulence can be detected by the
aircraft automation and sent to the ground control station or remote controller via the
wireless transmission medium. The information can then be conveyed to the pilot
through, for example, the vibrating of the remote controller to create awareness of the
turbulence (Calhoun et al. 2002). Auditory alerts and visual indicators that are normally
available to pilots of manned aircraft can also be presented to the drone pilots as a
method of alerting operators to system failures enabling better human performance as
compared to using only visual indication to reflect systems status (Dixon et al. 2003;
Wickens 2010).

Although automation such as automatic navigation, remote controlling in GPS
Mode and the transmitting of sensory information to the drone pilots has enabled RPAS
to be operated relatively easily, it cannot be depended upon solely to ensure that safe
and reliable operation is always maintained due to the possibilities of malfunctioning
automation and degraded GPS signal. The availability, accuracy, and timeliness of this
sensory and system information is heavily dependent on the automation software which
currently are not being demonstrated to or certified by any aviation authorities to be
sufficiently reliable.

In additional to the on-board automation and sensors’ limitations in their reliabil-
ities, the quality and timeliness of the data presented to the drone pilot on the ground
will also be constrained by the bandwidth and quality of the communications link
between the drone and ground control station or remote controller. (McCarley and
Wickens 2004). Data link bandwidth limits, for example, will limit the temporal res-
olution spatial resolution and field of view of the visual displays presented to drone
pilots on the ground and may adversely affect the judgment and decision-making
process of the pilot (Van Erp 1999). Besides the quality of the data, there is always a
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time delay from the transmission of the data to the time they are received by the drone
pilot on the ground. This further compounds the difficulty of the drone pilot in
receiving up to date and accurate information and status of the aircraft in order to
maintain control (Gawron 1998). Other than causing drone pilots to always receive
slightly outdated information, data transmission delays reduce the time available for the
pilots to process the information and respond with the most appropriate control input as
fast as possible.

Rogers et al. (2004) and Tvaryanas et al. (2006) found that as high as 68% of the
accidents and incidents involving unmanned aircraft can be linked to the lack of
situation awareness. Although the drone automation, GPS signal and the quality of the
communication link are usually very reliable, pilots should refrain from over-relying on
full functioning automation to operate their aircraft. The ease of operating a drone in
GPS Mode and the seemingly reliable (at least most of the times) automation can easily
lead pilots to excessively trust and over rely on the automation. This over trust in
automation can in turn slowly and eventually erode their skills required to manually
operate the aircraft (Parasuraman and Riley 1997). If the drone pilot’s skills do get
eroded and when the situation arises that require the pilot to quickly take control of the
aircraft without full automation (i.e. in ATTI Mode), they may not be able to assess the
situation quickly enough and take the most appropriate recovery actions competently or
confidently. Instead, the pilots in these situations may find themselves being left “out of
the loop” and not be able to regain safe control of the aircraft (Billings 1991; Wickens
and Hollands 2000; Mouloua et al. 2001; Sharma and Chakravarti 2005).

Regardless of the status of on-board automation, integrity of GPS signal received
and quality of data transmission link, drone pilots remain responsible for the safe
operation of their aircraft. So, it is important that pilots are able to competently regain
safe operation of the aircraft via the lowest level of control, i.e. the remote controller
and operating in Attitude (ATTI) Mode, when necessary.

In a study conducted by the United States Department of Defence, the accident rate
of Unmanned Aerial Vehicles (UAV) can be as much as 100 times higher compared to
that of manned aircraft (Department of Defence 2001, Schaefer 2003). A significant
percentage of the UAV accidents has been attributed to human errors which in several
cases can be attributed to inexperience (Williams 2004; Damalagjidis et al. 2012) and
operating the unmanned aircraft via remote controllers (Williams 2004; McCarley and
Wickens 2005; Williams 2006).

Human factors dissimilar from those normally experienced by pilots operating
manned aircraft, including but not limited to sensory deprivation and motion (or the
lack of it) inconsistent with the attitude of the aircraft being controlled, place unique
physical and mental demands on the drone pilot (McCarley and Wickens 2005; ICAO
2011). One of the key difficulties that drone pilots may face when operating the aircraft
is that there is an inconsistent mapping between the movement of the remote controller
and the relative response of the aircraft, especially when a part of the aircraft other than
its tail is facing the pilot. For example, when the aircraft nose is facing the pilot
handling the remote controller, an input to roll the aircraft to the left will cause the
aircraft to appear to roll to the right from the perspective of the pilot. This inconsistent
mapping of the drone’s movement with respect to the pilot is a violation of the human

Assessing Human-Computer Interaction 255



factors principle of motion compatibility and may place high cognitive demands on the
drone pilot (Wickens and Holland 2000; McCarley and Wickens 2005).

As drones transit into ATTI Mode, either due to the degradation of automation, loss
of GPS signal or intentionally in order to fit certain types of operation, the difficulty in
controlling the aircraft accurately and precisely increases tremendously as the position
of the aircraft will be subjected to deviation caused by environmental factors such as
wind. However, drone pilots are still expected to maintain safe operation by main-
taining visual contact with the aircraft and safely manoeuvre the drone via the remote
controller (Stevenson et al. 2015).

It may be advantageous for a set of flight profiles to be identified as relevant and
important for drone pilots to demonstrate satisfactorily during their practical assess-
ments in order for them to be recommended by flight examiners for the granting of the
PfAW by the CAA. This way, a more standardised scope of the practical assessment of
drone pilots with minimum variance be- tween assessments conducted by different
flight examiners can be established.

2 Methodology

2.1 Identifying Current Practice for Attitude (ATTI) Mode Assessment

In order to solicit information on how the assessment of drone pilots operating in
Attitude (ATTI) Mode is currently being performed in the United Kingdom (UK), a
survey form was sent to the entire population of 20 National Qualified Entities (NQEs –
flight examiners) authorised by the Civil Aviation Authority (CAA) CAA 2015a) in an
attempt to find out what are the typical flight profiles they require drone pilots to
perform during the practical assessments they conduct. However, only two of the 20
NQEs responded to the survey. Since the sample size cannot be representative of the
NQE population, the two responses were not used and this research looked to the
commercial drone operators in the UK as the source of information.

The UK CAA publishes a list comprising of drone operators that have been
approved to perform commercial or official drone operations in the UK. All of the 1557
drone operators listed (at the tie of this study) would have been subjected to at least one
practical assessment by a NQE in partial fulfillment of the requirements to be granted a
Permission for Aerial Work (PfAW). A similar survey was therefore sent to the entire
population of CAA-approved drone operators in the UK. The drone operators were
asked to recall and report the flight profiles that they had been asked to demonstrate in
ATTI Mode during their practical flight assessments with the NQEs. There is no limit
to the number of flight profiles each drone operator may report. Every reported flight
profile is recorded as one count. Similar flight profiles, however, are grouped together
and the total number of reports would be recorded. For example, if one operator
reported a flight profile as flying in a circular path around an object and another
operator reported a flight profile as flying a square path around a tree, these two profiles
would be grouped together as a single flight profile as ‘flying around an object’ and two
counts would be recorded.
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The flight profiles consolidated based on the survey responses were then sorted
according to the number of times they were mentioned in the survey.

A total of 31 responses were received from the survey sent to CAA-approved drone
operators. From the responses, 18 different flight profiles were reported to have been
asked to be performed in ATTI Mode by drone pilots during their practical flight
assessments. The list of all the flight profiles reported are shown in Table 1 and sorted
in decreasing number of times they were reported. The top five most common flight
profiles identified from the survey were used as a basis to conduct the second survey.

As listed in Table 1, the most common flight profile reported by drone operators
was ‘general handling’. As this is a very generic and vague profile to determine its
effectiveness of, three flight profiles that had been grouped together under the ‘general
handling’ profile were used to solicit input from the participants of the second survey
where participants will be asked to rate the effectiveness of various flight profiles.
These three profiles are ‘following a line’, ‘following a route’ and ‘recovering from
wind’. In summary, the flight profiles that are included in the second survey are as
follow:

• Following a line,
• Following a route,
• Figure-of-8,
• Recovering from wind,

Table 1. Flight profiles in ATTI Mode drone pilots demonstrated during practical assessments
conducted by NQEs

Flight profiles in ATTI Mode Number of
reports

General control 15
Fly around a fixed object (with camera always pointing to object 12
Figure-of-8 11
Landing 9
Flying with the drone in an orientation other than its tail facing the pilot 7
Controlled hover 6
Take-off 6
Emergency departures 3
45° ascent or descent 3
Sudden gusting winds 2
Level circuit 3
Recovering from a Fail Safe or Return Home command 2
360° turn 2
Low level fly-by 1
Rising fly-by 1
High altitude loss of GPS 1
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• Circling an object,
• Drone orientated other than tail facing the pilot (hereafter referred to as

‘non-tail-facing pilot’)
• Landing.

2.2 Rating Effectiveness of Identified ATTI Mode Flight Profiles

A second survey was conducted where participants were asked to rate the effectiveness
of the seven flight profiles identified from the first survey. For each flight profile, a
short video clip of a SUA being flown in accordance to the profile was produced. In
each video, an inset was included to illustrate to the survey participants the corre-
sponding input and coordination required from the drone pilot.

A snapshot of one of the video clips is shown in Fig. 2.

At the beginning of the second survey, the participants were provided with an
explanation of the various inputs of the remote controller used in the survey and an
explanation of what ATTI Mode means and entails. After watching each video, par-
ticipants were then asked to rate the effectiveness of the flight profile when used to
assess the competence of drone pilots.

It was decided not to send this survey to the targeted populations in the first survey,
i.e. NQEs and CAA-approved drone operators in the UK, so as to avoid any prejudiced
or biased responses. For example, a drone pilot who is unable to proficiently perform a
particular flight profile included in the second survey may deliberately rate that cor-
responding profile as being not effective at all, regardless of its actual effectiveness.
Instead, post-graduate students in the UK were invited to participate in this survey. This
sample group is considered to be neutral and unbiased, thus providing a more objective
evaluation of the survey questions.

Fig. 2. Snapshot of a video clip from the second survey showing a drone flying various flight
profiles with inset illustrating the corresponding pilot input and coordination’s
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2.3 Statistical Analysis of Survey Data

A total of 28 fully completed responses were received from the second survey. These
responses were first tested for normality using the Kolmogorov-Smirnov test. It was
found that the participants’ responses for all the flight profiles were normally distributed.
From the histograms, it was also observed that the distributions of the effectiveness
ratings for the ‘circling an object’ and ‘landing’ flight profiles were negatively skewed.

The mean effectiveness ratings of the flight profiles, as shown in Table 2 in
descending order of mean effectiveness, indicate that the ‘landing’ profile (mean = 4.14,
SD = 1.01) was rated the most effective profile whereas the ‘following a line’ profile
(mean = 2.68, SD = 0.86) was considered the least effective.

The data was then subjected to the Mauchly’s Test of Sphericity, which indicated
that the assumption of sphericity had not been violated (v2(20) = 24.689, p = 0.217).

Thus, no correction for the degree of freedom was required.
The mean effectiveness ratings of the seven flight profiles were then tested to

investigate if their differences are significant by an ANOVA with repeated measures
test with sphericity assumed. The test results revealed the means were statistically
significantly different (F6, 162 = 13.17, p < 0.005).

A post-hoc pairwise comparison of the means of the effectiveness ratings using the
Bonferroni correction was further conducted. Results of the comparison revealed that
the significant differences exist only between the flight profiles listed below. Details of
the pairwise comparison results are shown in Table 3.

• Following a line and Figure-of-8 (p < 0.05)
• Following a line and Circling an object (p < 0.05)
• Following a line and Non-tail-facing pilot (p < 0.05)
• Following a line and Landing (p < 0.05)
• Following a route and Circling an object (p < 0.05)
• Following a route and Non-tail-facing pilot (p < 0.05)
• Following a route and Landing (p < 0.05)
• Figure-of-8 and Landing (p < 0.05)
• Recovering from wind and Circling an object (p < 0.05)
• Recovering from wind and Non-tail-facing pilot (p < 0.05)
• Recovering from wind and Landing (p < 0.05).

Table 2. Mean and standard deviation (SD) of effectiveness of flight profiles

Flight profile Mean SD

Landing 4.14 1.01
Circling an object 4.04 0.92
Non-tail-facing pilot 3.79 0.88
Figure-of-8 3.50 0.92
Following a route 3.00 1.02
Recovering from wind 2.93 1.02
Following a line 2.68 0.86
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3 Discussion

The test for normality of the data consolidated from the second survey showed that the
ratings of the effectiveness of all the flight profiles surveyed were normally distributed.
In addition, visual examination of the histograms revealed that the distributions for the
‘circling an object’ and ‘landing’ flight profiles were negatively skewed. One possible
explanation for the negative skew of the flight profile ‘circling an object’ is that not
only does the drone pilot need to maintain the aircraft within visual range while
accurately controlling its flight path just like any other flight profiles, the object that is
being flown around needs to remain constantly within the field of view of the optical
camera attached to the drone. This means that the drone pilot will have to allocate
additional cognitive resources to another critical task of maintaining the target within
the camera’s view at all times. Since this flight profile requires additional cognitive
resources attending to an additional task (i.e. monitoring the video imagery sent from
the drone camera) when compared to the other flight profiles, the successful execution
of the ‘circling an object’ flight profile may, on the average, be considered as a very
highly effective flight profile to assess the competency of a drone pilot. This may have

Table 3. Post-hoc pairwise comparison test results on effectiveness ratings of flight profiles in
ATTI Mode

Flight profiles Mean difference Std error Significance

Following a line Following a route 0.321 0.200 1.00
Following a line Figure-of-8 0.821 0.225 0.023*
Following a line Recovering from wind 0.250 0.210 1.000
Following a line Circling an object 1.357 0.213 <0.001*
Following a line Non-tail-facing pilot 1.107 0.201 <0.001*
Following a line Landing 1.464 0.227 <0.001*
Following a route Figure-of-8 0.500 0.196 0.350
Following a route Recovering from wind 0.071 0.241 1.000
Following a route Circling an object 1.036 0.249 0.006*
Following a route Non-tail-facing pilot 0.786 0.181 0.004*
Following a route Landing 1.143 0.216 <0.001*
Figure-of-8 Recovering from wind 0.571 0.264 0.834
Figure-of-8 Circling an object 0.536 0.221 0.47
Figure-of-8 Non-tail-facing pilot 0.286 0.240 1.000
Figure-of-8 Landing 0.643 0.172 0.019*
Recovering from wind Circling an object 1.107 0.274 0.008*
Recovering from wind Non-tail-facing pilot 0.857 0.234 0.023*
Recovering from wind Landing 1.214 0.288 0.005*
Circling an object Non-tail-facing pilot 0.250 0.197 1.000
Circling an object Landing 0.107 0.208 1.000
Non-tail-facingpilot Landing 0.357 0.237 1.000

*Statistically significantly different.
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led more participants to rate this profile as highly effective, resulting in the negative
skew of the histogram.

The other flight profile with a negatively skewed histogram was the ‘landing’ profile.
Incidentally, the ‘landing’ flight profile also scored the highest mean effectiveness rating
(mean = 4.14, SD = 1.01). In the event of a drone transiting to ATTI Mode due to, for
example, a malfunction of automation, a drone pilot may choose to terminate the flight
as soon as practicable, thus not be required to perform any further complicated flight
profiles such as following a predetermined route. However, the aircraft almost al- ways
has to be landed safely. The fact that drone pilots are expected to always land their
aircraft safely in ATTI Mode may have influenced most of the survey participants to rate
the ‘landing’ flight profile as the most effective flight profile among those that are
included in the second survey, resulting in the ‘landing’ flight profile having a nega-
tively skewed histogram and also scoring the highest mean effectiveness.

The ‘following a line’ flight profile has been rated as the least effective flight profile
(mean = 2.68, SD = 0.86) to assess the competency of drone pilots. One possible
explanation for this is that this profile may have seemed to be very easy to the survey
participants since they are not able to fully experience the challenges involved to ensure
that the drone maintains the planned line. These challenges may include environmental
conditions such as the sun glare and wind. Also, the survey participants may also have
opined that ‘following a line’ profile was similar to, and may be thus considered as a
subset of, the profile ‘following a route’. As a result, the ‘following a line’ profile is
rated as the least effective, and possibly even be considered irrelevant if the ‘following
a route’ profile is being considered, such as it is in this survey. The effectiveness of
some of the flight profiles was statistically found to be not significantly different. For
example, the flight profiles ‘figure-of-8’ and ‘non-tail-facing pilot’ are not significantly
different from each other. However, the controls and coordination required to execute
both these flight profiles can be perceived to be rather different. This may lead NQEs to
require a drone pilot to demonstrate these two flight profiles in a single practical
assessment session. The effect of this, at the very least, may be a waste of time and
effort for drone pilots to perform two flight profiles that are not statistically significantly
different in demonstrating their competency. At the other end of the spectrum, if all the
flight profiles that NQEs require drone pilots to execute are not significantly different,
for example only the ‘figure-of-8’ and ‘non- tail-facing pilot’ flight profiles were asked
to be demonstrated during the practical assessments, the evaluation of the latter’s
competence may not be sufficiently comprehensive.

With the knowledge of the mean effectiveness and significant difference, or the lack
of it, between flight profiles, NQEs can better design a practical assessment that is more
effective by employing profiles that are highly effective and significantly different. For
example, the ‘landing’ profile may be always included in the practical assessment since
it has been rated as the most effective profile. It may then not be necessary for the
second and third most effective flight profiles, i.e. ‘circling an object’ and ‘non-tail-
facing pilot’, to be performed during the assessment since these two profiles had been
found to be not statistically significantly different from the ‘landing’ profile.

Assessing Human-Computer Interaction 261



While all the remaining flight profiles were found to be statistically different from
the ‘landing’ profile, there is no significant difference between ‘figure-of-8’ and ‘fol-
lowing a route’, between ‘figure-of-8’ and ‘recovering from wind’, nor between
‘figure-of-8’ and ‘circling an object’. Thus, the ‘figure-of-8’ profile may be considered
to be included in the practical assessment of drone pilots instead of ‘following a route’
and ‘recovering from wind’, since it has been rated as the most effective among these
three flight profiles.

Although the ‘following a line’ profile has been rated as the least effective flight
profile, it was found to be statistically significantly different from both the ‘landing’ and
‘figure-of-8’ profiles. Thus, NQEs may also consider including the ‘following a line’
flight profile in the practical assessment of drone pilots in order to assess a wider range
of skills and competency.

Accordingly, it is considered that a practical assessment of drone pilots requiring
candidates to demonstrate the flight profiles ‘landing’, ‘figure-of-8’ and ‘following a
line’ in ATTI Mode can most comprehensively assess drone pilots in the most effective
and efficient manner.

4 Conclusion

Currently, National Qualified Entities (NQEs) are requiring drone pilots to demonstrate
a very wide array of flight profiles when assessing their competency as a prerequisite to
the latter being granted a Permission for Aerial Work (PfAW) by the Civil Aviation
Authority (CAA). This large variance of practical assessments is due to the lack of
guidance on the recommended flight profiles that NQEs may stipulate drone pilots to
perform during their practical assessments. This may result in a waste of time and
effort, as there is a possibility that only flight profiles that are not significantly different
would be asked to be performed. In such cases, the assessment of the drone pilot’s
competency may also be not sufficiently comprehensive to assess a wider range of
skills and competency.

CAA-approved drone operators in the UK have been asked to describe the flight
profiles they had been asked to demonstrate during their practical assessments through
a survey. The effectiveness of the reported flight profiles to assess SUA pilots’ com-
petency in operating their unmanned aircraft were then rated by post-graduate students
in the UK through a second survey. Statistical analysis of the responses from the
second survey reflected the mean effectiveness of each flight profiles to assess the
competency of drone pilots and also revealed that not all the flight profiles are sig-
nificantly different from one another.

With this information, NQEs may consider selecting flight profiles that are highly
effective and significantly different from one another to be performed by SUA pilots
during practical assessments. A possible set of flight profiles that fit these conditions
comprises of the flight profiles ‘landing’, ‘figure-of-8’ and ‘following a line’. By
designing practical assessments of SUA pilots based on this principle, time and effort
would not be spent on flight profiles that are basically testing similar skill sets. More
importantly, the assessment of the SUA pilots’ competencymay bemore comprehensive.

262 P. McCarthy and G.K. Teo



4.1 Further Research

In order to identify a set of flight profiles that drone pilots are currently required to
perform in Attitude (ATTI) Mode during their practical assessments, a survey was first
distributed to ask SUA operators in the United Kingdom (UK) what were the flight
profiles they had to perform during their practical assessment with a National Qualified
Entity (NQE). Out of the 18 types of flight profiles consolidated, the top five (which
were eventually expanded to seven) were used in a second survey to solicit the
effectiveness of each profile in assessing a drone pilot’s competency. In doing so, the
opportunity is lost in evaluating the remaining 13 flight profiles which, although cur-
rently used less often by NQEs, could well be more effective than the ones analysed in
this research. There is also the possibility that a new flight profile could be designed to
be more effective in assessing drone pilots’ competency than all those that had been
identified. The scope of this research could possibly be expanded to analyse all 18
flight profiles that had been reported to be required by NQEs to be performed during
the practical assessment. Also, new flight profiles may be designed and included in the
evaluation.

The NQEs and CAA-approved drone operators in the UK were not asked to par-
ticipate in the second survey in order to avoid prejudice and bias in the collected data.
Instead, the sample group of the second survey consisted of post-graduate students in
the UK. While this sample group is able to provide an independent and fair response,
their relative inexperience in drone flight operations may affect their perception of the
input, coordination, and difficulty level of the flight profiles presented to them in the
survey through the video clips. Similar future research could be performed with sample
groups that include professionals having relevant drone expertise who will still be able
to appraise the survey questions without prejudice or bias. An example of such a
sample group may by representatives from the CAA.

In addition to asking the survey participants to rate the effectiveness of the flight
profiles presented to them, future surveys may also include a free text field for par-
ticipants to provide the reasons for their ratings and their comments, if any. With this
additional information, the explanations of the histogram distribution and analysis of
the data may be further supported and substantiated. For example, although it has
already been shown statistically that the effectiveness of ‘following a line’ and ‘fol-
lowing a route’ is not significantly different and a possible explanation was discussed,
comments from the survey participants may further reinforce the statistics results and
analysis.

Much effort was put into this research to help the survey participants understand the
challenges involved in operating the drone in ATTI Mode using the remote controller.
In order to allow survey participants to fully appreciate the difficulties and skills
involved, it may be considered in future research for participants to operate a drone,
either a real one or using a simulator, instead of watching a video clip.
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Abstract. This article presents an information fusion and decision-support
system for the multi-UAV based landing zone reconnaissance and landing point
evaluation in manned-unmanned teaming (MUM-T) helicopter missions. For
this, numerous and heterogeneous data from variety of sensors must be gathered,
fused and evaluated. However, payload capacity and on-board processing
capabilities are often restricted. Thus, the teaming of multiple unmanned aerial
vehicles (UAVs) offers a promising way to overcome these limitations and
allows to benefit from heterogenous sensor payloads. Furthermore, measurement
and sampling processes are never completely reliable. Hence, achieved obser-
vations must be interpreted very carefully, especially if the reliability of such
functions is relatively low. Thus, the fusion system presented in this paper is
based on a Bayesian network to specifically address this problem. Therefore,
information needs of the pilots on safe landing zones are determined and
required perceptive capabilities are derived. Consequently, reliability estima-
tions of the applied perceptive capabilities are incorporated. Modelling aspects
of the evaluation mechanism are explained and implications of incorporated
export knowledge are set out. The feasibility of the implemented system is tested
in an exemplary rescue mission, outlining the importance of incorporating
automation reliability in automated decision-support systems.

Keywords: Information fusion � Bayesian networks � Decision support �
Perception management � Manned unmanned teaming � Multi-UAV

1 Introduction

Landing the aircraft is one of the most challenging and dangerous tasks in aviation as
pilots must perform many workload-intensive cognitive tasks simultaneously in a
complex environmental situation. This is especially true for field landings of heli-
copters taking place in uncontrolled and unsafe areas as required e.g. during military
search & rescue (SAR) operations like CASEVAC (casualty evacuation) or CSAR
(combat search and rescue) [1]. In such situations, the pilots must not only cope with
the landing procedure itself, but also with the vulnerability of the H/C during landing
and take-off [2], making it necessary to reconnoiter the landing zone in advance.
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In this scope, one of the research topics in the R&D project CASIMUS (Cognitive
Automated Sensor Integrated Unmanned Mission System) investigates the usage of
multiple unmanned aerial vehicles (UAVs) to provide a manned two-seated transport
helicopter (H/C) with up-to-date recce and surveillance data of potential landing zones
in military SAR missions. To cope with the time-criticality of the latter, the UAVs are
guided from on-board the H/C by the pilot-in-command (PiC) in a manned-unmanned-
teaming (MUM-T) fashion to reduce typical command & control (C2) latencies and
increase operational flexibility by employing higher levels of interoperability (LOI 4/5,
[3]). Figure 1 depicts this functional principle, showing the H/C cockpit and three
UAVs in a CASEVAC setting.

However, shifting the C2-loop into the cockpit comes with a cost. In contrast to
legacy unmanned aerial system (UAS), the PiC must handle all UAV-related tasks in
addition to his conventional task spectrum. Thus, a naïve MUM-T approach bears the
risk to greatly increase crews workload which needs to be monitored and balanced in
some way [4], either by the crew themselves or by an associate system on-board the
H/C [5–7]. A promising way for workload mitigation is to adapt the task sharing
between human and machine by adopting varying levels of automation (LOA, [8, 9]).
Thus, to enable higher LOA, the UAVs must be capable to perform certain tasks in a
(semi-)autonomous manner. Nevertheless, employing higher LOA bears the risk of
automation-induced errors (“automation surprises”), complacency effects or other
Trust-in-Automation issues [10–12]. To cope with such effects the behavior of the
automated systems should be pilot-understandable and self-explanatory.

Fig. 1. MUM-T principle in our H/C mission simulator at the IFS. The PiC (left) is commanding
multiple UAVs to reconnoiter its flying route (white) and mission-critical areas, i.e. the desired
landing zone in the background (red). (Color figure online)
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Therefore, this article describes a decision support system (DSS) for the multi-UAV
based reconnaissance and assessment of helicopter landing zones to aid the H/C crew
in picking a safe and suitable landing point during mission. The DSS is built upon the
Perception-Oriented Cooperation Agent (POCA) [13], using a Bayesian network
approach to evaluate possible landing points while providing self-explanation capa-
bilities through diagnostic inference.

The remainder of this article is structured as follows: Sect. 2 sums up previous and
related work in automated landing zone reconnaissance and agent self-explanation
mechanisms. A general system is given in Sect. 2, stating requirements and providing
operational principles for multi-UAV based landing zone reconnaissance. Section 4
describes the Bayesian network approach used in the landing point evaluation and
self-explanation mechanisms. Preliminary evaluation results are presented in Sect. 5
along with some integration aspects in a full mission H/C simulator. Finally, Sect. 6
concludes the article and gives an outlook to further research and planned experiments.

2 Related Work

Landing Zone Reconnaissance or Landing Site Detection is a common problem in
manned and unmanned aviation as well as in space exploration. In the following, some
of the surveyed articles are reflected.

In manned aviation, landing zone reconnaissance often denotes the problem of
flying in degraded visual environments (DVE). Therefore, Szoboszlay et al. [14–17]
investigated the usage of LIDAR technology to detect a H/C landing site under DVE
conditions and integrated the visualization in the helmet-mounted-display of the H/C
pilot. They conducted research on necessary symbology and proofed their system in
several flight test campaigns. A similar system was developed by Airbus [18], incor-
porating more sophisticated means of landing site and obstacle visualization.

Likewise, systems for the detection of safe landing points are presented in the
unmanned aviation domain. Fitzgerald et al. [19, 20] combined basic computer vision
algorithms with neural network based texture classifiers for surface type detection to
select the best LS in a single image in case of UAV emergency. Patterson et al.
developed a comparable system for the same problem in [21]. However, they are only
relying on the detection of free areas in a single monocular image to determine a safe
landing sites by using a simple edge extraction algorithm. In [22] their concept is
extended to incorporate data obtained by other UAVs or using human operator input.

In the same scope, Coombes et al. [23] used a Multi Criteria Decision Making
(MCDM) Bayesian Network (BN) for landing site selection. In their approach the
proposed decision-making BN selects the emergency landing site based on General
Aviation (GA) requirements on emergency landing sites.

Apart from that emergency LS detection problem, much work was done by Scherer
et al. [24, 25] to determine a suitable landing site for an unmanned full-size helicopter.
The proposed system heavily relies on a LIDAR-created 3D point cloud to create an
elevation map allowing a rough evaluation of free areas. Besides the point cloud
information, various other factors are considered, including terrain clearance, approach/
depart paths, and wind direction. The selection itself is based on a goodness function,
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linearly combining the different selection criteria, incorporating operator preference in
terms of weight adjustments.

Furthermore, space exploration missions demand a safe and reliably mechanism for
automated landing site suitability determination during spacecraft descent. Therefore,
Serrano [26] proposed a selection systembased onBayesianNetworks (BN), integrated in
a multi-sensor framework comprising of RADAR, LIDAR and camera sensors. Thereby,
the presented decision system incorporated not only classical safety-related criteria, but
also additional mission-specific factors, as for example the expected scientific return.

Our approach now incorporates sensors on multiple UAVs in the decision-making
process. Therefore, the idea of modelling multiple decision criteria in a Bayesian
Network [23] was picked up and extended to incorporate the perceptive reliability for
landing point suitability determination.

3 Multi-UAV-Based Landing Zone Reconnaissance

Landing Zone Reconnaissance (LZR) denotes the task of reconnoitering a designated
area (landing zone, LZ) to examine its suitability for take down, incorporating possible
threats and physical characteristics of the landing zone. In this regard, performing LZR
for a manned H/C in a full-fledged military rescue mission differs from the approaches
presented before (cf. Sect. 2) as additional tactical and mission-critical aspects must be
considered, most importantly the reliability of highly automated perceptive subfunc-
tions [27, 28].

Figure 2 depicts an example setup for such a CASEVAC mission. There, a manned
transport helicopter supported by three UAVs is deployed to rescue a group of persons
in an unsafe operation area, whereby their last known position determines the desig-
nated landing zone. In this MUM-T setup, the UAVs shall reconnoiter potential landing
points for the H/C suitable for a successful evacuation. Therefore, the UAVs must
gather numerous and heterogenous data from the multiple potential landing points and
evaluate them accordingly.

In the following, landing zone selection and landing point evaluation criteria are
stated. Subsequently, the general concept for multi-UAV based LZR is presented.

3.1 Landing Zone Selection Criteria

Different regulations or heuristics exist for the definition of safe landing zones, both in
civilian and in military applications. Basic requirements for conducting military LZR
are stated in [1], leaving much space for national implementation, as for example the
publicly available LZR regulations by the U.S. Army [29]. In general, several
heterogeneous information needs must be incorporated when reconnoitering a landing
zone: tactical, aeronautical, and meteorological. These needs come with inherent
sequential ordering - for example, flight safety related considerations as obstacle sit-
uation can be neglected if tactical clearance has already failed.

Below, the current regulatory situation is summarized. Additional information
gathered in consultative talks with German army aviators is incorporated.
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Tactical Considerations
The dominant concern for military LZR is information on the tactical situation and on
mission-critical observations:

• Safety. Is the LZ safe or do threats exist? Are buried objects as EODs or mines present
in the LZ? Are streets nearby, thus allowing enemy forces to reach the LZ fast?

• Mission achievability. Is the mission achievable from the LZ? How long will it
take to reach the mission objective from the LZ? How long will the H/C be
grounded and thus remain vulnerable?

Aeronautical Considerations
This contains requirements related to flight safety aspects in the LZ:

• Landing zone size. Is enough space for the actual H/C to touch down available?
• Approach and departure directions. Are obstructions in the approach or depart

vectors present? Are conditions given limiting the approach/depart directions? What
if the H/C is fully-loaded?

• Obstacle situation. Is the landing point itself free of obstacles? Smaller obstacles
(debris, < 0.45 m) can be ignored;

• Ground slope. Does the slope exceed the H/C’s limits? (However, the pilots can
hover if ground slope is too high.)

• Surface type and conditions. What kind of surface will be encountered? Is there a
risk to bog down? Are there brown-out or white-out conditions?

Fig. 2. CASEVAC example scenario: a manned transport helicopter aims in rescuing persons in
an unsafe environment, guiding a team of three UAVs in a MUM-T fashion to determine the
most suitable landing point in the designated landing zone (light blue). (Color figure online)
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• Ground solidity and load suitability. Can a heavy transport H/C touch down on
the desired landing point? Is the landing gear of the H/C suitable for landing in the
desired area?

Meteorological Considerations
This refers to meteorological conditions in the LZ, directly influencing the H/Cs
capability or risk for landing:

• Cloud ceiling and visibility.What is the ceiling level? Is it raining or dowe have fog?
• Density altitude. What is the comparable density altitude at the LZ? Thus, is the

H/C performant enough to operate in the LZ, even under high-load conditions?
• Wind conditions.What are wind velocities and directions? Thus, is landing into the

wind possible? Do crosswind or tailwind conditions prevail?

3.2 Multi-UAV Concept

As depicted in Fig. 2 and stated in the prior section, landing zone reconnaissance requires
the gathering and evaluation of numerous and heterogeneous data from (multiple)
potential landing points in a designated area, the landing zone. Thus, the UAVs must
provide a broad range of perceptive capabilities. However, UAVs are often restricted in
terms of sensor payload capacity and on-board processing resources, effectively resulting
in a limited set of capabilities. Hence, a single UAV might be insufficient to satisfy the
perceptive requirements for a complex task as LZR. A promising way to overcome these
limitations is the teaming of multiple UAVs by combining their capabilities in a coop-
erative manner, profiting from heterogeneous payload setups and varying platform
characteristics as well as from task parallelization opportunities.

Consequently, we proposed the system concept of the Perception Oriented Coop-
eration Agent (POCA) in [13], extending the Sensor- & Perception Management
(SPM) paradigm described in [30]. Thereby, it integrates environmental and platform
self-adaption mechanisms from the SPM system while additionally incorporating
perception planning and scheduling capabilities allowing to benefit from the
multi-UAV set up stated above.

Figure 3 depicts the basic system concept. Here the operator (Pilot in Command)
issues a “Landing Zone Recce” task to the system in a supervisory control manner,
along with external constraints as the landing zone boundaries and available resources,
e.g. available UAVs and thus available sensory equipment. This task is then analyzed
by POCA to extract required perceptive actions, thus reflecting the information needs
described in Sect. 3.1. These subtasks are interpreted as primary planning goals for the
integrated task planning and scheduling mechanisms. During planning, external con-
straints, specific task requirements and available UAV capabilities extracted from a
Perception Resource and Capability Ontology [31] are incorporated. Combining these,
the Perception Planner creates a task agenda comprised of interleaved perceptual und
navigational subtasks which are subsequently used to control and coordinate the UAVs
underlying automation functions, i.e. the UAVs flight management system (FMS) and
the SPMS. Thereby, plan generation itself follows a classical team-leader/team-member
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structure: the plan itself is generated by a designated team leading UAV whereas each
team member is responsible for execution of the subtasks. During execution, the single
POCA instances onboard the UAVs gather the results of their scheduled perception
tasks, e.g. obstacle or vehicle detection. The results are transmitted to the leading UAV,
which fuses and assesses the gathered results to derive a recommendation on the best
suited landing zone.

This article focus on this latter step. In the following we describe an information-level
fusion agent [32] for landing point evaluation based on causal Bayesian Inference, thereby
incorporating perceptive reliability of the automated reconnaissance functions and expert
knowledge on the underlying perceptive subtasks as well as their interconnections.

4 Bayesian Landing Point Evaluation

The fusion of heterogeneous information reflecting different physical phenomena, as
needed for landing zone reconnaissance (cf. Sect. 3.1), invalidates the usage of clas-
sical low-level fusion methods such as Kalman filtering. Thus, a more abstract repre-
sentation for such incommensurate data is needed to enable higher level fusion
mechanisms on information level [32]. Hence, preprocessing and pre-assessment of the
underlying sensory data is mandatory to enable the subsequent fusion mechanisms.

In POCA such preprocessing is realized by incorporating the SPM system of
Hellert and Smirnov [34] (cf. Fig. 3), allowing it to rely on the integrated perceptive
capabilities and high-level inference mechanisms to obtain semantically enriched
results. Consequently, in POCA information-level fusion is applied on the percepts
retrieved from the underlying SPM instances.

However, automated perception functions are imperfect by design and must
be handled carefully, as such exhibit non-deterministic behavior and are prone to
inherent uncertainties due to implementation weaknesses or changing operational

Fig. 3. Operational principle of POCA [13]. The notation is based on the work system notation
in [33], thus the supervisory control arrow denotes both control and information feedback flow.
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environments [27, 28]. Thus, the outcome and results of the perceptive subtasks can best
be expressed probabilistically. Therefore, to safely assess landing points in an examined
landing zone a fusion mechanism is needed capable of handling these uncertainties.

In addition, the fusion architecture shall be able to incorporate expert knowledge on
the information needs and provide means for extension and modularization allowing to
adapt the fusion architecture on new or changed applications, e.g. civilian search &
rescue missions.

Considering the above, we propose the usage of a Bayesian Network (BN) [35] to
explicitly model knowledge on the interdependencies between the information needs in
a fusion graph. Thereby, the conditional probabilities of the network are automatically
adjusted during runtime.

In the following, some BN fundamentals are stated. Afterwards, our approach to
evaluate landing points using a BN is explained in Subsect. 4.2.

4.1 Bayesian Network Fundamentals

BNs are a commonly used graphical tool for knowledge representation and reasoning
under uncertainty in decision-making intelligent systems, allowing the incorporation of
explicit modelled and elicited knowledge of domain experts.

More generally, a BN is a Directed Acyclic Graph (DAG) in which the nodes
represent the random variables of interest and the arcs the causal relation between these
nodes, thus reflecting the conditional dependency between the nodes. In addition, a BN
assumes conditional independency between nodes on the same level, meaning that any
node xi with the parents yi is conditionally independent from any other variable except
of its descendants zi. Thereby, the graphical representation of BNs provides an
unambiguous and relatively simple way of representing this independency between
variables.

Figure 4 visualizes this independency topology and shows the three fundamental
connection types for nodes in a BN, forming the basic conditional probabilities for
BNs. Thus, a joint probability distribution (JPD) for a BN with the nodes Xi ¼
xi; . . .; xnf g can be derived using Bayes’ chain rule:

P x1; . . .; xnð Þ ¼ P xnj xn�1. . .x1ð ÞP xn�1j xn�2. . .x1ð Þ. . .P x2jx1ð ÞP x1ð Þ ð1Þ

P x1; . . .; xnð Þ ¼
Yn

i¼1
P xij xi�1; . . .; x1ð Þ ð2Þ

Incorporating the independency assumption above with the parents Yi ¼ yi; . . .;f
yng, Eq. (2) could be simplified to:

P x1; . . .; xnð Þ ¼
Yn

i¼1
P xijyi Xið Þð Þ ð3Þ

This simplified JPD exhibits an important feature of BNs: since the node xi in a BN
is only dependent on the state of its parents yi instead of depending on arcs to each
other node xj 2 Xi (which requires 2n arcs), the number of parameters needed to model
or learn a BN can be reduced drastically.
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With Influence Diagrams (ID) a generalization for BNs exists to allow the appli-
cation on decision-making problems [36]. IDs add two special types of nodes in the BN
notation (decision and utility nodes), whereas random variables are called chance
nodes. Thereby, a decision node is a controllable point where a mutual exclusive action
A ¼ a1; . . .; anf g influences the probability distributions off connected random vari-
ables. Utility nodes represent the value or outcome of a decision. In multi-criteria
decision-making (MCDM) problems, criteria nodes denote chance nodes directly
influencing a utility node [37].

4.2 Landing Point Evaluation Using a Bayesian Network

As described earlier, various criteria are needed to safely assess and evaluate a landing
zone and to pick a safe and reliable landing point. Thus, it comes naturally to formulate the
landing point evaluation problem in terms of multi-criteria decision-making (MCDM).

In the following our approach for a MCDM Bayesian Network to evaluate landing
points, following the notations in [37]. The single components of the network are
explained, providing insights on implementation details. Figure 5 visualizes the DAG
of the developed BN while Table 1 lists all nodes with their possible, discretized states
and associated node types.

Essentially, the requirements in Sect. 3.1 can be summarized in two criteria:
helicopter safety and mission achievability. Consequently, the utility end-node
“Landing Point Quality” in Fig. 5 is only influenced by the two reflecting criteria
nodes “Landing Point Safety” and “Mission Achievability”, which combine the con-
ditional probabilities tables (CPT) of the underlying information needs encoded in the
single chance nodes. Effectively, the utility node implements a weighting function of
the two mission-influencing criteria, thereby prioritizing helicopter safety.

In our current implementation, mission achievability is only influenced by the
geographical distance to the mission objective (e.g. the distance to the last known
position of the persons to be rescued in the example in Fig. 2). In contrast, helicopter
safety is influenced by a broad variety of parameters.

Expert knowledge on the interconnections between information needs is encap-
sulated semantically in the structure of the net in Fig. 5 and the CPT of the criteria
nodes. Thus, to ease the compilation of the CPT for the “Landing Point Safety” node,
several intermediate or hidden nodes were used.

Fig. 4. Basic elements of BNs: serial connection (left), diverging connection (middle) and
converging connection (right).
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Fig. 5. DAG structure for the proposed landing point evaluation network.

Table 1. List of all nodes, their discrete states and the associated node type in the proposed
landing point evaluation network. Nodes are sorted according their related type.

Node States Node type

Vehicles Present; Absent Chance
Persons Present; Absent Chance
Trees Present; Absent Chance
Rocks Present; Absent Chance
Slope Very High; High; Medium; Low; None Chance
Landing point size Tiny; Small; Medium; Big Chance
Surface type Grass; Concrete; Swamp; Sand; Snow Chance
Surface conditions Dry; Wet Chance
Wind strength Strong; Medium; Weak; None Chance
Wind direction Head; Cross; Tail Chance
Density altitude Comparable; Different Chance
Distance Close; Medium; Out of Range Chance
Tactical Safe; Unsafe Hidden
Obstacles Present; Absent Hidden
Surface Good; Bad Hidden
Aeronautical Good; Bad Hidden
Meteorological Safe; Unsafe; Dangerous Hidden
Safe landing point Safe; Unsafe Criteria
Mission achievability Possible; Critical; Impossible Criteria
Landing point quality Quality percentage (0–100) Value
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The chance nodes represent the sensed input to the proposed fusion system. CPT
values are expressed probabilistically to reflect inaccurate measurements and nonde-
terministic behavior of the underlying processing algorithms. Quantitative values for
the CPTs are constantly updated during mission, thereby incorporating potentially
varying automation reliabilities for the actually selected perceptive functions, which
can be adjusted during mission due to environmental changes [28]. Perceptive tasks
with quantifiable results, for example vehicle or obstacle detection are heavily con-
densed (cf. Table 1). Thus, the insignificance for the safety assessment is expressed
whether there are one or ten potentially dangerous objects at a landing point. Con-
tinuously valued results, e.g. the slope in degrees, are discretized accordingly to enable
incorporation in the BN structure [38]. In addition, the influence of the helicopter type
on the aeronautical and meteorological criteria is explicitly modelled in the BN, using a
decision node. However, for the sake of greater clarity this is neither depicted in Fig. 5
nor listed in Table 1.

Finally, causal reasoning is applied using the SMILE engine1 [39] to gain an actual
quality value for the currently processed landing point.

5 Results and Discussion

To demonstrate the feasibility of the presented landing point evaluation and fusion
mechanism, an example use case scenario for landing zone reconnaissance was created.
The tactical situation for the unreconnoitered landing zone in the test setup is depicted
in Fig. 6, embedded in the bigger scope of a full CASEVAC mission outlined before
(cf. Sect. 3). There, a group of persons must be rescued in an unsecure and potentially
dangerous area, whereby their last position is known, thus determining the rescue area
and the designated landing zone. The rescuing H/C is supported by a team of three
UAVs, providing perceptive capabilities for landing zone reconnaissance.

The parameters for each chance node in the test scenario are shown in Table 2. To
reflect state crossings, a soft threshold was used to determine the discrete states. For
example, the surface type of LPB is not clearly determinable. To account for such
ambiguities, the CPTs of the continuous attributes may contain factorized values. Thus,
the surface type of LPB is set to 85% of grassland and 15% of sand, reflecting an area
with a rough grass cover containing some sandy spots.

Not depicted in Table 2 are the probabilistic influences of the used perceptive
capabilities. The values for the appropriate measurements are applied to the single
chance nodes individually. We used reliability values for perceptive algorithms
available in our SPM systems [30, 34]:

• Person detection was performed using an infrared camera based support vector
machine (SVM) classifier, having a relatively low reliability of 0.66 [27].

• For vehicle detection a deformable part model (DPM) with a trained SVM classifier
on electro-optical images was deployed, having a reliability of 0.93 [28].

1 BayesFusion, LLC, http://www.bayesfusion.com/.
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Fig. 6. Test setup for landing zone reconnaissance in a CASEVAC scenario. The landing zone
contains four landing points LPA, LPB, LPC and LPD to be reconnoitered and evaluated.

Table 2. Discrete parameters of the chance nodes for the single landing points. A soft threshold
was applied, thus factorized values reflect transition between the discrete states.

LPA LPB LPC LPD

Vehicles Present Absent Absent Absent
Persons Absent Absent Absent Absent
Trees Present Absent Present Absent
Rocks Absent Absent Absent Present
Slope Low Low Low Medium
LP size Medium Big Big Small
Surface type 0.5 Grass

0.5 Sand
0.85 Grass
0.15 Sand

0.3 Grass
0.7 Sand

Grass

Surface conditions Dry Dry Dry Dry
Wind strength Medium Weak Medium Weak
Wind direction 0.3 Cross

0.7 Tail
0.8 Head
0.2 Cross

0.3 Head
0.7 Cross

Head

Density altitude Comparable Comparable Comparable Comparable
Distance Close Close Medium Close
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• Rock and tree detection as well as landing point and slope measurement are based
on LIDAR processing, having a measurement and detection reliability of 0.98.

• Surface determination is based on GIS data for which a deterministic value is
assumed. Nevertheless, the nodes incorporate soft thresholding as described above.

• The same applies for the meteorological nodes, incorporating data from a weather
information service.

• Distance measurement is based on a simple estimation of the walking distance,
combining Euclidean distance and the movement speed of persons by foot.

Table 3. Evaluation results and quality values for the single landing points.

Safety Achievability Quality

LPA Unsafe: 7% Possible: 100% 69%
LPB Safe: 60% Possible: 100% 59.9%
LPC Unsafe: 21% Critical: 50% 18.1%
LPD Unsafe: 18% Possible: 100% 17.5%

Fig. 7. Results of the landing point evaluation for LPB, modelled in GeNIe [36]. Chance nodes
belonging in the same group are color-coded: (tactical), yellow (obstacle), light blue
(aeronautical) and dark blue (meteorological). Submodels (e.g. “Cars” or “Persons”) were used
to apply the automation reliabilities on the CPTs of the appropriate chance nodes. Due to
modelling and test purposes in GeNIe, an additional decision node (“Landing Points”, gray)
exist. (Color figure online)
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The quality of each landing point was determined assuming a Boeing CH-47 as
rescuing helicopter. The criteria values and estimated quality inferred are summarized
in Table 3. The network selects LPB as recommended landing point for the rescue
mission as it has the highest quality assessment of 59.9%. Although this value seems to
be rather low, it characterizes the importance of incorporating automation reliability in
the decision-making process when applying highly-automated sensor based systems.

Figure 7 displays the Bayesian network modelled in GeNIe [39] with inferred
values for the winning landing point LPB. As it can be seen, the quality assessment is
mainly based on the safety estimation. Thus, the usage of the relatively unreliable
person detector described above heavily influences the quality estimation, following
Bayes rule for determining the JPD as shown in Eq. (3).

A naïve interpretation of the parameters in Table 2, ignoring automation reliability,
might have led to the false impression of safety. Consequently, a decision-support
mechanism for highly automated reconnaissance systems must consider possible
drawbacks when presenting results and providing suggestions to human operators.

Thus, the presentation of the evaluation results and final recommendation shall
express the uncertain nature of the decision-making process and allow the pilot to
scrutinize the derived result. Our current approach for presenting the evaluation results
on recommendation level uses a color-coded traffic-light representation as shown in
Fig. 8. Whenever the pilot chooses to receive more details on the decisions rational,
information on the most influencing factors are presented (not depicted).

Fig. 8. Tactical map visualization of the landing point evaluation results displayed in the
multi-function-display of our H/C simulator. The landing point quality is depicted color-coded in
an easy-to-understand traffic-light representation.
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6 Conclusion

The safe and reliable reconnaissance of a helicopter landing zone requires the gathering
of various heterogenous data from potential landing points which must be fused and
evaluated accordingly. Therefore, such an evaluation and fusion mechanisms was
presented in this paper based on a multi-criteria decision-making Bayesian Network.
The proposed BN incorporates expert knowledge on LZR information needs and a
probabilistic representation of the automation reliability, adapted online during mis-
sion. Bayesian inference is applied to estimate the landing point quality whenever new
reconnaissance data comes available.

The feasibility of presented fusion agent was demonstrated on a given example and
obtained results are demonstrated and discussed, emphasizing the importance of
incorporating automation reliability in the decision-making process. Probabilistic
inclusion of the reliability value in a Bayesian Network as presented here provides a
promising way to deal with such influences and resulting automation over trust issues.
An easily understandable visualization concept for the evaluation results in the
multi-function-display of a H/C cockpit is presented.

Nevertheless, to avoid distrust effects, further work is required to increase the
overall system reliability. For example, the automated system can apply additional
fusion mechanisms to fulfill a perceptive requirement more reliably, e.g. by combining
multiple perception algorithms in the person detection processing chain. Another
promising approach is to incorporate inputs of a human operator in cases when the
overall system reliability is too low to be trusted [7].

Furthermore, additional work is required on the result presentation to enable the
crew to verify the reconnaissance results by themselves and thus to better understand
the landing point recommendation.

Next steps will quantifiably determine benefits and overall system acceptance when
interacting with military trained H/C pilots. Therefore, an experimental operator-in-
the-loop campaign in the full mission MUM-T H/C simulator are planned for summer
2017. In addition, technological readiness for multi-UAV based perception will be
evaluated in a down-sized Landing Zone Reconnaissance experiment at university
grounds in summer too.
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Abstract. In recent years, cargo pilots’ training and reserves in China have
been unable to meet the needs of the development of cargo aviation, due to the
rapid development of the country’s cargo aviation and the continuing increase in
air traffic. Frequent night and cross-time-zone flights in particular worsen the
severity of pilots’ fatigue situation. At present, cargo pilots’ fatigue is a key
problem that affects the development of China’s cargo aviation. In this study, a
survey was carried out with Cargo Pilot’s Fatigue Survey Scale, and the factors
influencing cargo pilots’ fatigue were analyzed and compared with the fatigue of
the airline pilots. The results indicated that: compared with the airline pilots,
cargo pilots have a higher degree of fatigue and are more likely to be consci-
entious and open; we also determined that number of night flights, workload,
and health history are highly correlated with pilots’ degree with fatigue. Nev-
ertheless, no significant difference in workload, age, or sleep quality was noted
between cargo pilots’ and airline pilots’ fatigue.

Keywords: Cargo pilots � Fatigue � Pilot fatigue survey scale � Grey
correlation

1 Introduction

On August 14, 2013 at 5:00 am, an A300-600 cargo plane belonging to the United
Parcel Service crashed near Birmingham International Airport in Birmingham, Ala-
bama, killing two pilots. The National Transportation Safety Board released the accident
investigation report on September 9, 2014, which pointed out that pilot’s errors and
fatigued piloting were the main causes of the accident. Notably, pilot fatigue has become
one of the main risk factors affecting flight safety. A survey on the flight time limits
conducted by the British Air Line Pilots Association, showed that 56% of pilots reported
falling asleep at the cockpit and 29% recalled waking up to find another pilot asleep [1].

Several scholars have conducted in-depth research on the causes of flight fatigue.
For example, Rosekind [2] investigated the impact of flight missions on pilots’ sleep
quality, circadian clock changes, and subjective feelings about fatigue, and determined
that the main causes of fatigue were sleep deprivation and circadian rhythm changes.
Similarly, Blakey [3] pointed out that pilot fatigue is the main causes of airplane
crashes; in addition to work load, this fatigue results from lack of sleep, individual
physiological clock disruption, abnormal scheduling, poor sleep quality, and drug use.
Blakey added that people in a state of fatigue increase the risks associated with the task
they are performing; therefore, crew fatigue conditions should be confirmed before a
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flight to determine the ability of the individuals to complete flight tasks. Moreover,
Caldwell [4, 5] suggested that long and short route pilots commonly attribute fatigue to
overnight flights, jet lag, early wake-up times, time pressure, multiple flights, and long
shifts. The most common causes of fatigue are lack of sleep, diurnal rhythm changes,
poor sleep quality, stress, and excessive workload. SAFO [6] indicated that sleep
deprivation and a heavy workload can trigger short-range pilots’ fatigue; by contrast,
long-range pilots’ fatigue is attributable to a lack of sleep and the circadian rhythm
disruption caused by cross-time-zone flights. Han [7] argued that amount of sleep,
work load, and mood contribute to flight fatigue, and Ge [8] explored the relationship
between flight fatigue and age in pilots who work long-haul flights. Li [9] suggested
that a lack of sleep and changes in circadian rhythm are directly related to fatigue; he
added that late work hours and monotonous tasks also lead to fatigue, while a lack of
sleep can produce physiological and psychological decline and subsequent decline in
work efficiency. He concluded that a decreased efficiency in flight tasks was likely to
produce human error, and thus lead to accidents.

The CCAR-121 clearly stipulates that all-cargo transport aircraft (which can
operate with a maximum load of more than 3400 kg), including large public air
transport carriers, must comply with the provisions of Chapter P, which discuss pilot
crew duties related to period limitations, flight time restrictions, and rest requirements.
Although China’s rules for pilot rest do not differentiate between airline and cargo
pilots, Chinese pilot fatigue management only considers the lengths of time for work
and rest periods; current Chinese rules do not effectively consider the question of cargo
pilots’ night flights.

In short, fatigue is a critical factor affecting the safety of cargo flights. Pilot fatigue
can lead to a decline in operative capabilities, ability to judge errors, and hallucinations
during flight, and can lead to serious and tragic flight accidents. Therefore, in this study
we conducted a survey to analyze cargo pilot fatigue in a Chinese cargo airline. Based
on the collected data, the grey correlation method was used to identify the factors that
influence pilot fatigue.

2 Cargo Pilot Fatigue Questionnaire and the Grey
Correlation Analysis Method

2.1 Cargo Pilot Fatigue Questionnaire

The questionnaire comprised six separate surveys: personal information survey, fatigue
perception survey, work-related factors survey, sleep quality survey, life event factors
survey, and personality characteristics survey. The six sections were later combined to
investigate the overall fatigue statuses of pilots.

(1) Personal Information Survey

The first survey collected pilots’ basic personal information, and consisted of three
parts: basic information, family status, and health status. Basic information included
age, total flight hours logged, typical route types and crew position; family status
included marital status and number of children; and health status included dietary
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habits, exercise routines, prescribed medications, and the presence or absence of any
chronic disease.

(2) Fatigue Perception Survey

The second survey was based on the Fatigue Self-Rating Survey Scale developed by
Prof. Tianfang Wang [10] and the MFI-20 Scale [11] developed by the psychology
department at the University of Strand. By combining these surveys with questions that
targeted the specific circumstances of China’s cargo pilots, a new fatigue rating scale
(MFI-16) suitable for pilots was developed. There are four dimensions to the survey,
namely general fatigue, physical fatigue, mental fatigue, and reduced motivation,
comprising a total of 16 items. The score for each dimension ranged from 4 to 20
points; all four dimensions had a total score of 16–80 points, with higher scores
indicating a greater perceived degree of fatigue. This survey determined the fatigue
statuses of the pilots over the course of 1 month, and demonstrated good reliability and
validity.

(3) Work-Related Factors Survey

The work-related factors survey consisted of 19 items organized into four dimensions:
scheduling factors, work load, work environment, and other factors.

(4) Sleep Quality Survey

The sleep quality survey adopted the content of the Pittsburgh Sleep Quality Index
[12]. The scale was developed by a sleep specialist, Buysse Dj, in 1993 while he
worked for the Center for Sleep and Biorhythmics at the University of Pittsburgh
Medical Center to assess subjects’ subjective perceptions of sleep quality over a period
of 1 month. The reliability and validity of this scale have been verified by Xianchen Liu
in China. Thus, it has become a common scale for studying sleep disorders and clinical
evaluation.

(5) Life Event Factors Survey

The life events factor survey reviewed 17 common life events, which were organized
into the following seven dimensions: workload, career development, interpersonal
relationships, marriage and family, property economy, physiological status, and insti-
tutional pressure. Notably, this survey not only explored general life events that can
produce considerable fluctuations in human emotions, but also occupation-related
special events specific to pilots.

(6) Personality Characteristics Survey

The personality trait theory defines a “trait” as a basic characteristic of individual
behavior and the effective unit of personality; it is generally agreed that people can be
described by a limited number of traits. Although the range and specificity of traits are
unique to each person, the conceptualization of “traits” is consistent and reflects regular
individual behavior and features [13]. This final survey explored personality within five
dimensions: extroversion, amenability, conscientiousness, neuroticism, and openness.
The score for each dimension ranged between 5 and 30, with higher scores indicating
that a person was more likely to be defined by that feature.
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2.2 Grey Correlation Analysis Method

The grey correlation analysis is a quantitative description method that examines trends
in the development of and changes in a system. The results reveal whether a connection
is close by comparing the similarity between the reference data column and the
geometry of the data column, which reflects the degree of correlation between curves.

Steps for grey correlation analysis:

(1) Determine the analysis sequence

The reference sequence reflects the behavioral characteristics of a system, and is used
to determine the comparison sequences that affect the behavior of that system. The data
sequence that reflects the behavior of the system is known as the reference sequence,
whereas the data sequence that affects the behavior of the system is called the com-
parison sequence.

Assuming that the reference sequence is Y ¼ YðkÞjk ¼ 1; 2; ^; nf g; The com-
parative sequence can be assumed to be Xi ¼ XiðkÞjk ¼ 1; 2;^; nf g; i ¼ 1; 2;^;m.
(2) Determine the nondimensional variables

Because the data dimension of each factor is different, it is difficult to obtain a valid
conclusion. Therefore, in our analysis of grey correlation degree, it was necessary to
perform a dimensionless processing of the data. At present, the common nondimen-
sional processing methods are extreme value, standardized, mean, and standard devi-
ation, with the standardized method being the most common. However, if the
indicators’ means are all 0 and the standard deviations are all 1 when the indicators are
obtained through standardized method, the results can only demonstrate the interaction
between the indicators; by contrast, dimensionlessness equalizes the degrees of vari-
ation of the indicators, therefore, the standardization method does not apply to the
comprehensive evaluation of multiple indicators. The covariance matrix of the data
processed by the mean method can reflect the variance of each index in the original
data, as well as information regarding the differences between each degree of influence
of each index. Therefore, the mean method was adopted in this study.

xi kð Þ ¼ Xi kð Þ
Xi lð Þ ; k ¼ 1; 2. . .n; i ¼ 1; 2. . .m

XiðlÞ represents the mean of the column i.

(3) Calculate the correlation coefficient

The correlation coefficient between xo kð Þ and xi kð Þ

di kð Þ ¼
min
i

min
k

y kð Þ � xi kð Þj j þ q max
i

max
k

y kð Þ � xi kð Þj j
y kð Þ � xi kð Þj j þ q max

i
max
k

y kð Þ � xi kð Þj j

q 2 ð0;1Þ, is called the resolution coefficient. We usually take q ¼ 0:5:
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(4) Calculate the correlation degree

Because the correlation coefficient is the value of the correlation degree between the
comparison sequence and the reference sequence at each moment (i.e., each point on
the curve), the correlation coefficient has more than one value (it has a distinct value at
each point on the curve); thus the information is too scattered to facilitate an overall
comparison. Therefore, it is necessary to collect the correlation degree at each moment
as a numerical value, and determine the mean value as a value of the correlation degree
between the comparison and reference sequences. The correlation formula is as
follows:

ri ¼ 1
n

Xn

k¼1

di kð Þ; k ¼ 1; 2;^; n

(5) Rank correlation degrees

The correlation degree is sorted by size, and if r1\r2, the reference sequence y is more
similar to the comparison sequence x2.

After calculating the correlation coefficient between XiðkÞ sequence and YðkÞ
sequence, calculated the mean value of each kind of correlation coefficient. The
average value ri is called the correlation degree between Y kð Þ and XiðkÞ.

3 Analysis of the Results

Questionnaires were distributed to China Postal Airlines crew members, and were
completed by people in various crew positions, including flight inspectors, teachers,
pilots, and copilots. A total of 100 questionnaires were distributed; both the recycling
and recovery rates were 50%, the overall efficiency was 100%.

3.1 Results of the Cargo Pilots Fatigue Survey

(1) Personal Information Survey

Of the cargo pilots who participated in this study, the age range was from 23 to 55
years; the average age was 32 years, the average work history was 8 years, and the
average number of flight hours logged was 4385 h. Moreover, the percentage of the
pilots who flew international routes, local routes, trunk routes, and feeder routes,
respectively, was 23.4%, 29.9%, 36.4%, and 10.4%. In total, 53.1% of the pilots noted
that their diet habits were regular, 49.0% did not drink, 61.7% did not smoke, and
87.8% identified a weekly exercise routine. Finally, the percentage of the pilots who
believed that their health was in good, general, and poor condition, respectively, was
28.6% and 14.3%.

(2) Perceived Fatigue Survey

Perceived fatigue was divided into five levels: none, mild, moderate, severe, and
extreme. According to the total scores, the following percentages indicate the

288 R. Sun et al.



distribution of fatigue among the pilots: 8% perceived no fatigue, 23% perceived mild
fatigue, 47% perceived moderate fatigue, 20% perceived severe fatigue, and 2% per-
ceived extreme fatigue.

Fatigue was then divided into our set of dimensions, comprising general fatigue,
physical fatigue, mental fatigue, and diminished motivation. The statistical distribution
of the scores between the two sets of dimensions is presented in Table 1.

After adding the second set of dimensions, it was determined that 51% of cargo
pilots considered themselves to be severely fatigued, 32% considered themselves to be
seriously physically fatigued, 39% considered themselves to be seriously mentally
fatigued, and 18% considered their work motivation to be low.

A comparative investigation of the fatigue conditions of commercial pilots in China
revealed that 6% of commercial pilots considered themselves to be severely and
extremely fatigued, 16% considered themselves to be severely fatigued, 12% consid-
ered themselves to be physically fatigued, 18% considered themselves to be mentally
fatigued, and 15% considered their work motivation to be very low. Therefore, in
contrast to the commercial pilots, cargo pilots experienced more serious general,
physical, and mental fatigue, and had lower work motivation.

(3) Work-Related Factors Survey

On the dimension of scheduling factors, we found that 55% of staff involved in flight
investigations have adapted to their currently scheduled shifts and 45% have not
adapted. Additionally, more than 90% of the pilots who identified as severely and
extremely fatigued noted that their sleep habits were not compatible with their currently
scheduled shifts. By contrast, 55% of the pilots overall felt fully rested after a night
shift, of whom 77% were accustomed to their current shifts, whereas 45% of the pilots
were unable to get adequate rest, of whom 78% were not accustomed to their current
shifts. This analysis suggests that inadequate rest is a primary factor preventing pilots
from adapting to their scheduled shifts; pilots who cannot adequately rest tend to
perceive their workload as heavy.

On the dimension of workload factors, the statistical results showed that 55% of
cargo pilots believed that they had heavy workloads. In total, 88% of the cargo pilots
worked 4.2 days a week on average, and 61% worked 20 days each month and flew for
more than 6 h over three segments per day. Moreover, 80% of cargo pilots suggested
that night duty had a substantial influence on their fatigue, compared with only 4% of
cargo pilots who believed that night duty had no effect or a minimal effect on their
fatigue; thus, night duty was a key factor affecting the cargo pilot fatigue. Among the

Table 1. Distribution of fatigue on different dimensions

Degree four dimensions Free Mild Moderate Severe Extreme

General fatigue 2% 13% 33% 42% 9%
Physical fatigue 4% 14% 49% 22% 10%
Mental fatigue 4% 14% 43% 31% 8%
Reduced motivation 0% 16% 65% 14% 4%
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68% of cargo pilots who were on duty for 4 or 5 days a week around the clock (i.e.,
before 12:00 am and after 4:00 am), cross-day work was more common.

On the dimension of working environment, we noted that people who work in a
noisy environment, which is characterized by continuous background murmuring, are
easily fatigued. Although new employees in such an environment can initially feel
uncomfortable, they eventually adapt to this noise over time; this auditory noise
eventually overstimulates the brain when a person’s auditory threshold has risen suf-
ficiently, which causes people to move slowly, think unclearly, and can lead directly to
sleep [14]. Our survey results were consistent with these ideas. For example, we found
that a plane’s cabin environment impacts fatigue based on the conditions of noise,
vibration, odor, temperature, and lighting, at rates of 89.8%, 53.1%, 53.1%, 40.8%, and
32.7%, respectively. To reduce cabin-environment-related fatigue, we suggest first
addressing the distractions that are produced by noise, vibration, and odor, to obtain a
multiplier effect. Our survey also revealed that 63% of cargo pilots flying at night
tended to experience a strong sense of loneliness or depression.

On the dimension of other factors, our survey demonstrated that seasons are an
important factor affecting fatigue, with 71% of cargo pilots noting that their fatigue
levels were impacted by the season. In particular, 75% of the pilots revealed that their
fatigue worsened in the summer, because summer flights need to avoid thunderstorms
and thus the pilots faced larger workloads.

(4) Sleep Quality Survey

Sleep quality is also a crucial indicator of fatigue, and a lack of sleep is one of the main
reasons that flight crews experience fatigue. In particular, cargo pilots who begin work
early in the morning and work long hours experience increased degrees of fatigue.
Notably, long-term sleep deprivation or poor sleep quality can lead to chronic fatigue,
which not only impacts people’s work but poses a marked threat to health. Table 2
shows the results of the sleep quality survey.

Specifically, the survey revealed that “mediocre” and “poor” sleep quality together
accounted for 36%; only 14% of the pilots indicated that they had “very good” sleep
quality.

Sleep quality was also assessed according to five dimensions of sleep status,
namely sleep duration, sleep efficiency, sleep disorders, sleep medication use, and
daytime dysfunction (see Tables 3, 4, 5, 6 and 7).

Table 2. Results of the sleep quality survey

Sleep conditions The proportion

Sleep quality is very good 14%
Sleep quality is okay 50%
Sleep quality is mediocre 34%
Sleep quality is poor 2%
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The statistical results indicated that 62% of the cargo pilots had an average sleep
duration of less than 7 h per night. The percentage of pilots who slept nocturnally
without disorders was 8%, while 6% slept during the day. 38% of the cargo pilots had
sleep quality percentages that were less than 65%. However, only 4% of the pilots used

Table 3. Cargo pilots’ sleep duration

The sleep time The proportion

Less than 5 h 34%
5–6 h 12%
6–7 h 16%
More than 7 h 34%

Table 4. Cargo pilots’ sleep efficiency

The sleep efficiency The proportion

65% 38%
65%–74% 10%
75%–84% 16%
85% 36%

Table 5. Cargo pilots’ night sleep disorders

Sleep disorders The proportion

No 8%
Minor 54%
Larger 34%
Very difficult 4%

Table 6. Cargo pilots’ daytime dysfunction

Daytime dysfunction The proportion

No 6%
Minor 34%
Larger 34%
Very difficult 26%

Table 7. Cargo pilots who use sleep medicine

Using sleep medicine The proportion

No 96%
Average 1–2 nights per week 2%
An average of more than 3 nights a week 2%
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drugs to facilitate sleep. Overall, the data show that cargo plane pilots generally had
poor sleep quality, which at least partially explains their high degrees of fatigue.

(5) Life Event Factors Survey

The life events analysis method provides a life cycle calculation period that covers 18
months, and accumulates the values of life changes that correspond to notable events
that occurred during the cycle. The calculation of the total value of life changes is used
as a statistical index; the higher the score is, the greater the degree of influence an event
posed. The life events impact scores of the cargo pilots involved in this study are listed
in Table 8.

Notably, life events had no effect on 50% of the cargo pilots, a light impact on 46%
of the pilots, and a substantial impact 4% of the pilots. Thus, the statistical data suggest
that life events impact fatigue only to a limited extent.

(6) Personality Characteristics Survey

Different personalities tend to mitigate the stresses of life and work by different
methods. Pilots’ sensitivity levels to the impact of fatigue may also reflect their per-
sonality characteristics. The statistical results of the personality characteristics survey
adopted in this study are presented in Table 9.

Specifically, we determined that the cargo pilots of freighter planes are more
conscientious and open. Moreover, none of the cargo pilots had neurotic characteris-
tics, indicating that they were interpersonally engaged, self-controlled, and emotionally
stable.

Table 8. Scores from the life event factors survey

Scores The proportion

0 50.0%
0 < score � 50 46.0%
score > 50 4.0%

Table 9. Results of the personality characteristics survey

                    Score
personality characteristics

6-14 15-22 23-30

Extroversion 15.6% 80.0% 4.4%

accommodating 4.3% 78.3% 17.4%

conscientiousness 0.0% 57.8% 42.2%

neuroticism 31.1% 68.9% 0.0%

openness 2.2% 75.6% 22.2%
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3.2 Factors Affecting Cargo Pilots’ Fatigue

According to the survey results, we determined that the following factors most crucially
influenced cargo pilots’ fatigue: age, total flight hours logged, total number of years as
a pilot, diet, alcohol consumption, smoking, exercise routine, overall health status,
sleep quality, adaptability to varying work shifts, workload self-assessment, number of
working days per week, engagement in overnight flights, number of weekly flight
hours, and the number of days of flight that spanned a day and night. The correlation
coefficients of each variable, along with the degree of fatigue, were calculated using
grey relational analysis. The results are listed in Table 10.

Subsequently, the results revealed that the factors associated with fatigue of airline
pilots, in decreasing order, are: engagement in overnight flights, workload self-
assessment, overall health status, number of working days per week, adaptability to
varying work shifts, exercise routine, number of weekly flight hours, age, the number
of flight days that spanned a day and night, diet, sleep quality, alcohol consumption,
smoking, total number of years as a pilot, and total flight hours logged.

3.3 Comparative Analysis of Factors Affecting Fatigue Between Cargo
and Airline Pilots

Eight of the factors that affect the fatigue of cargo pilots were also found to affect
airline pilots, namely age, overall health status, workload self-assessment, sleep
quality, total flying hours logged, number of working days per week, number of weekly
flight hours, and total number of years as a pilot. The correlation coefficient along with

Table 10. Ranking of factors that affect fatigue

Influencing factors Correlation degree Ranking

Night flight 0.911 1
Workload 0.909 2
Health status 0.905 3
Number of working days per week 0.903 4
Whether sleep habits adapt to shifts 0.895 5
Exercise 0.892 6
Weekly flight hours 0.889 7
Age 0.878 8
The number of days of flight across the day and night 0.872 9
Regular diet or not 0.862 10
Sleep quality 0.860 11
Alcohol consumption 0.860 12
Smoking 0.856 13
Total flight years 0.794 14
Total flight hours 0.756 15
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degree of fatigue, were calculated using the grey correlation method, and the results are
shown in Table 11.

The analytical results revealed that the factors associated with fatigue in airline
pilots, in decreasing order, are workload self-assessment, overall health status, age,
sleep quality, number of working days per week, number of weekly flight hours, total
flying hours logged, and total number of years as a pilot.

As revealed in Table 12, the effect of workload self-assessment, age, and sleep
quality factors on fatigue does not significantly differ between airline and cargo pilots.

In short, our comparative analysis indicated that workload self-assessment is the
primary factor affecting airline pilots’ fatigue, whereas overnight flights are the primary
factor affecting cargo pilots’ fatigue. However, the correlational degree ranking of
overnight flights was higher than the workload self-assessment overall, indicating that
overnight flights were more likely to make pilots feel fatigued than their workload
self-assessment. Additionally, the number of working days per week and number of
weekly flight hours were shown to have a greater effect on cargo pilots’ fatigue than on
airline pilots’ fatigue, which may be related to the distinct work cycles of cargo and
airline pilots. Specifically, most airline pilots are on duty during the day, whereas cargo

Table 11. Factors affecting the fatigue of airline pilots

Influencing factors Correlation degree Ranking

Work load 0.914 1
Health status 0.886 2
Age 0.881 3
Sleep quality 0.877 4
Number of working days per week 0.859 5
Weekly flight hours 0.841 6
Total flight hours 0.649 7
Total flight years 0.635 8

Table 12. Correlation coefficient comparison

Influencing factors Airline pilots fatigue
correlation degree

Cargo pilots fatigue
correlation degree

Work load 0.914 0.909
Health status 0.886 0.905
Age 0.881 0.878
Sleep quality 0.877 0.860
Number of working
days per week

0.859 0.903

Weekly flight hours 0.841 0.889
Total flying hours 0.649 0.756
Total flight years 0.635 0.794
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pilots are mostly on duty at night; therefore, the effect of overnight flights on pilot
fatigue is essential problem that must be addressed (Table 13).

4 Conclusion

1. Compared with commercial airplane pilots, the overall degree of fatigue experi-
enced by cargo pilots is higher; additionally, the degree of both mental and physical
fatigue is more serious among cargo pilots, with 51% of the pilots in this study
self-identifying as severely and extremely fatigued.

2. The main reason pilots are unable to adapt to their scheduled shifts is that they do
not get enough rest, which results in the perception of a heavier workload.

3. Noise and vibrations in the cabin environment have the greatest impact on fatigue.
Pilots are also more likely to feel fatigued in the summer, and to feel lonely or
depressed when flying at night.

4. The more prominent personality characteristics among cargo pilots are conscien-
tiousness and openness, affinity for interacting with others, strong self-control,
emotional adaptability, and emotional stability.

5. Night flights, a heavy workload, and overall health status are the three most critical
factors associated with cargo pilots’ fatigue; this knowledge can be used to effec-
tively manage the problem of pilot fatigue.

6. No significant difference in workload self-assessment, age, or sleep quality is shown
by the correlation degrees of cargo pilots’ and airline pilots’ fatigue. Thus, these
three fatigue factors are considered to have a similar effect on fatigue, regardless of
the type of pilot.

Table 13. Ranking comparison of the fatigue-influencing factors

Affecting factors of airplane
pilots fatigue

Correlation degree
ranking

Affecting factors of cargo pilots
fatigue

Work load 1 Night flight
Health status 2 Workload
Age 3 Health status
Sleep quality 4 Number of working days per

week
Number of working days per
week

5 Whether sleep habits adapt to
shifts

Weekly flight hours 6 Exercise
Total flying hours 7 Weekly flight hours
Total flight years 8 Age
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Abstract. Pilots’ operation performance is closely correlated with flight safety,
particularly in the final landing phase. The main purpose of this study is to
develop a flight landing operation performance evaluation system based on
flight data and a risk evaluation model. In this model, 3 flight parameters,
including landing touchdown distance, vertical acceleration, and pitch angle of
each flight, were used to objectively evaluate the performance of flight landing
operations. The system is expected to be used to evaluate, analyze, and
pre-alarm the performance of the landing operation of the pilot after the flight
task, to provide practical technical support for airlines to monitor and control
landing risk, and to provide a more accurate and objective basis for an airline’s
performance rewards and punishments.

Keywords: Landing safety � Flight operation � Flight data � Performance
evaluation

1 Introduction

Pilots’ operation performance can affect flight safety directly. Many studies have
reported that pilot error is the primary cause of over 60% of flight accidents [1, 2]. The
statistics on commercial flight accidents in China from 2006 to 2015 indicated that
flight crew factors contributed to 64.58% of accidents [3]. Particularly in the final
approach and landing stage, the occurrence rate of pilot error is significantly higher
than in other phases because pilots need to deal with more situational change, greater
decision making, and greater operational activity [4–6]. Accident statistics have also
indicated that approach and landing was the most dangerous phase of flight; the landing
phase in particular accounted for 23% of total fatal accidents occurring from 2006 to
2015, despite the fact that it accounts for just 1% of average flight time [7].

In the field of landing safety, many previous studies have focused on pilot visual
perception and pattern analysis [8–12], runway overrun risk modeling [6, 13], critical
factor analysis [14–16], and so on. Wang [17–19] applied a new method for landing
safety research by using real flight data to analyze performance features of long landing
incidents. However, there was relatively less research of landing performance. In
particular, there were lesser outcomes regarding with performance and operation
analysis based on real flight data.
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The flight quick access recorder (QAR) is a system that can acquire aircraft
operational data easily. It includes airborne equipment for recording data and a ground
software station for storing and analyzing data. The QAR can record all kinds of
aircraft parameters, pilot operation parameters, environmental features, and alarm
information during an entire flight. The practice has proved that QAR data are helpful
for improving flight safety management and quality control. However, the data have
been rarely utilized in research.

The main purpose of this study is to develop a flight landing operation performance
evaluation system based on flight quick access recorder data and a risk evaluation
model. The system is expected to be used to evaluate, analyze, and pre-alarm the
performance of the landing operation of the pilot after the flight task, to provide
practical technical support for airlines to monitor pilots’ landing operation performance
and landing risk.

2 Methodology

2.1 Quick Access Recorder Data

QAR data can record the flight and operation of an airplane, information about its
environment, and other types of information. The QAR data sampling frequency can
reach as high as 16 Hz in modern aircraft. The Civil Aviation Administration of China
(CAAC) has implemented the Flight Operations Quality Assurance (FOQA) program
since 1997, with all commercial airplanes of Chinese airlines obliged to install a QAR
or similar equipment [20]. Based on related operational rules and regulations, com-
mercial airlines always use flight QAR data to monitor and analyze the entire aircraft
and pilot operation performance in flight. When a flight parameter exceeds the pre-
scriptive normal range, it is called a QAR Exceedance Event or Unsafe Event.
Exceedance events usually do not lead to severe results, but they can increase the
probability of an accident and bring potential harm to aircraft and even passengers.

Most flight operation departments in airlines utilize the flight data in a simple way.
They generally just use the data to monitor flight safety status by counting the numbers
of unsafe events. Obviously, this could not make full use of data resources through the
simple logic of ‘exceedance management’. Especially when the flight parameter of
unsafe event is close to but not exceeds the threshold value, a large amount of data
would be wasted. Therefore, a more effective method of using flight data is expected to
be developed from the user-centered perspective.

2.2 Evaluation Model

There are large differences in the actual landing process. Pilots often must implement
some emergency operations due to special circumstances, different pilots have different
flight operation habits, and different aircraft also have different performance charac-
teristics, so it is difficult to evaluate a pilot’s operation performance directly. However,
no matter the environmental factors, aircraft factors, and pilots’ individual differences,
the goal of the landing is the same, which is that the aircraft land in standard position

298 L. Wang et al.



on the runway with the right pitch attitude, an appropriate speed, and an appropriate
load. A pitch attitude exceeding the standard may result in tail strike incidents, a
vertical load that is too heavy may result in a hard landing, and a pilot missing the
standard landing point may cause an overrun runway accident. This means that pilots
should try to reduce the risk of overrunning the runway, sustaining a hard landing, or
causing tail striking when the aircraft touches down. Therefore, we introduce the
concept of risk evaluation to evaluate the operation performance of pilots by calcu-
lating the risk of these 3 abnormal incidents after each landing. The risk value of these
3 landing incidents is taken as the index of landing operation performance evaluation.

Risk is a 2-dimensional concept that is usually measured based on 2 indicators. One
is the severity of the consequences of an incident, and the other is the occurrence
probability of an incident. The 3 parameters of touchdown distance, vertical acceler-
ation, and pitch angle, which can be recorded by a QAR, are generally used as eval-
uation indexes for judging landing incidents. Theoretically, each kind of flight
parameter distribution will be approximately a normal distribution in a period. If the
distribution functions of the 3 parameters are obtained, it is possible to evaluate the
severity of the consequences of landing incidents and the probability of these incidents
occurring according to the distribution functions and the algorithms, and then the risk
value of landing incidents can be calculated. Then, the final landing operation per-
formance values can be calculated and combined with the weights of the 3 types of
incidents. Based on the above analysis, the evaluation model of landing operation
performance is written as follows:

Planding ¼ x1 � RTD þx2 � RVA þx3 � RPA

x1 þx2 þx3 ¼ 1

�
ð1Þ

Planding is the value of landing operation performance; x1, x2, and x3 are the
respective weights of the touchdown distance, vertical acceleration, and pitch angle,
which can be determined from statistical data of landing incidents or the Delphi
method, or determined and adjusted by the safety supervision department of an airline
according to the safety situation and monitoring strategy. RTD, RVA, RPA are respective
risk values of the 3 landing incidents (runway overrunning, hard landing, and tail
striking). They can be calculated by formula 2 below:

RTD ¼ PTD � STD
RVA ¼ PVA � SVA
RPA ¼ PPA � SPA

8<
: : ð2Þ

In formula 2, PTD, PVA, and PPA represent the probability of the 3 landing incidents
of runway overrunning, hard landing, and tail striking, respectively, and STD, SVA, and
SPA represent the severity of the consequences of these respective landing incidents.
These six parameters could be calculated out from the flight data distribution function
of touchdown distance, vertical acceleration, and pitch angle. Then we have the value
of landing operation performance combined with the weights of the 3 incidents, and the
level of landing operation performance can be calculated out. The algorithm has been
mentioned in our previous study [21].
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3 System Design

In the last section, the landing operation performance evaluation model was established
based on flight QAR data and risk evaluation theory. Three landing operation per-
formance evaluation indexes (touchdown distance, vertical acceleration, and pitch
angle) of each flight could be used to objectively evaluate the flight landing operation
performance according to the model and algorithm. In this section, the flight landing
operation performance evaluation system (FLOPES) will be introduced.

3.1 System Hierarchy

The flight landing performance evaluation system was designed to including 7 mod-
ules: flight data processing, operational performance evaluation, unsafe event inquiry,

Fig. 1. Hierarchy diagram of flight landing performance evaluation system
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and statistics, flight operation instructions, user center, user guidance, and system
administration. The hierarchical structure of the system and each sub-function module
of the system are shown in Fig. 1.

3.2 System Logic

The logic diagram of the flight landing performance evaluation system is shown in Fig. 2.

Fig. 2. Flow diagram of flight landing performance evaluation system
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4 System Development

4.1 Development Environment and Process

Based on system design and database design, the MyEclipse tool is used to develop the
flight landing operation performance evaluation system on the J2EE platform. Mean-
while, the SQL relational database management system is used to reduce network
bottlenecks and improve data transmission efficiency.

4.2 System Interface and Functions

The developed Flight Landing Operation Performance Evaluation System (FLOPES)
includes 7 modules, such as flight data processing, operational performance evaluation,
and unsafe event inquiry and statistics. The main interface is shown in Fig. 3. The main
interface includes a menu bar and links to 6 functional modules.

The core function of FLOPES is to evaluate landing operation performance using
flight data. The entire evaluation algorithm of this function is illustrated in the last
section. After clicking the “Operation Performance Evaluation” icon in the main
interface and finishing the model parameters setting, the system will enter the calcu-
lation page. When the calculation is completed, the system will provide a prompt box
and jump to the evaluation result page, as shown in Fig. 4. The evaluation results can
be exported as Excel files for further use.

Another important function of FLOPES is to provide users with unsafe event
inquiries and statistics. Users can enter the performance evaluation inquiry page and the

Fig. 3. Main interface of FLOPES
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event inquiry statistics page by clicking “Unsafe Event Statistics” on the main inter-
face. After inputting the information regarding the captain, flight date, flight number,
and aircraft type, the system will indicate the relevant evaluation records and statistical
results, as shown in Fig. 5.

Fig. 4. Evaluation results of flight landing operation performance

Fig. 5. Operational performance evaluation result inquiry and statistics
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Meanwhile, the system supports importation of QAR data into the system database
and carrying out the corresponding inquiry. The user can inquire about relevant event
information based on the entered information of captain, flight date, flight number,
aircraft type, and event type or flight phase.

5 Conclusions

The Flight Landing Operation Performance Evaluation System was introduced in this
study. The system was tested in the flight quality control department of an airline, and
the QAR data of the flight was imported in batches to carry out flight data processing,
landing operations performance evaluation, and other operations. The trial results
showed the following:

(1) The system can accomplish all basic functions, from the input of basic infor-
mation and parameters to the output of evaluation results. It achieved landing
operation performance evaluation, flight data processing, event inquiry and
statistics, flight operation guidance management, user management, and other
functions, indicating that the integrity of the system is good.

(2) The system provides a support tool for flight operations quality assurance (FOQA)
and flight training. The system can evaluate the performance of the landing
operation of a flight that is more objective, effective, and reasonable than the
simple overrun event management in current flight quality monitoring. It can
provide a more accurate and objective basis for airline performance rewards and
punishments.

(3) The system provides actual data support for the flight operations department to
monitor and control the landing risk. However, the system needs to be improved
for shortening its response time when there is a mass data inputting and
processing.
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Abstract. This study mainly concentrated on ergonomics evaluation of the
pilot situational awareness (SA) based on flight simulation platform and vali-
dation of prediction dynamic model according to the experimental result. The
experiment scenario was designed as typical right-hand traffic pattern flight task.
And situation awareness global assessment technique (SAGAT) method was
used to measure the changing tendency of SA during the entire flight task, that
the effectiveness of prediction model was verified by regression analysis.
Moreover, online test of cognition capability was adopted to examine the rel-
evance of SA under flight simulation task. The experiment revealed that the
prediction model was validated with reasonable effectiveness, and SA of dif-
ferent subject varied, which was correlated with characteristics of cognition
capability.

Keywords: Situational awareness � Dynamic measurement � Flight simulation
task � Ergonomics experiment � Cognition capability

1 Introduction

The pilot SA was a vital index to evaluate the design of cockpit display interface. It was
indicated that the pilot SA had a direct correlation to flight safety in relevant research.
A correct judgment and decision could be made more rapidly and efficiently by pilot to
achieve a higher level of flight safety when facing to higher SA [1, 2]. The statistical
result of aviation accidents revealed that 35.1% non-major accidents and 51.6% major
accidents were caused by the failure of pilot’s decision-making, and the main reason
was the lack of SA or SA error instead of the error in decision-making [3]. It was a
common conception of SA in aviation ergonomics, but there still existed no strict
definition. The three level definition presented by Endsley was a classic one and
commonly accepted by other scholars [4].

It was considered that the operational definition of SA was mainly to measure the
result of procedure (such as whether the event was comprehended by operator or not)
instead of the process to the acquisition of relevant SA. For example, the pattern for
pilot to aware the dangerous terrain was not an important issue, however, the
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measurement of SA was only to evaluate whether it had been conscious of or not. So,
the genuine measurement of SA should be concentrated on the dynamic element. The
common measurements were situation awareness rating technique (SART), the mea-
surement based on memory retention, the measurement based on operational perfor-
mance, and the measurement based on physiological indices [5]. A combination of
measurement based on memory retention, subjective assessment, and interview of
critical event were employed by Paul to measure SA in experiment task [6].
The SAGAT method was used to measure SA by Riley, and meanwhile the immersion
and mental workload was also investigated by questionnaire to analyze how the
measurement of SA and attention allocation impacting the explanation of immersion
cognition [7].

The conception of SA had already drawn extensive attention in all walks of life.
The phenomenon not only related to the design of display supporting SA, but also to
the happening reasons of disaster and accident. It should be ensured that the infor-
mation which ought to be monitored in the design of interface should be presented to
the pilots in a clear and comprehensible way under current automation. A tiny variation
in the presenting format of information display would affect pilot SA. Therefore, the
scheme of interface design should pay more attention to the factors with potential
possibilities, and a full-scale experimental measurement would be made in multiple
tasks [8]. The afterward measurement was the main method in current research, but the
forecasting method was yet rarely that the prediction method based on the three levels
of SA was even deficient. Moreover, the prediction and comprehend of pilot SA should
be made to evaluate whether the interface design was good or bad in practical aviation
industry, and this would be a scientific basis and theoretical foundation for further
optimization of interface design and the reduction of human error.

2 Method

2.1 Subject

Nine graduated students from Beihang University were recruited as subjects in the
experiment, with normal or corrected to normal eyesight, non-color blind and basic
knowledge of civil aviation. They were all informed with the detail of experiment task
and procedure, and voluntarily agreed to participate in the experiment.

2.2 Apparatus

The experiment platform was selected as simulation cockpit for flight simulation task,
as shown in Fig. 1. The hardware of experiment platform was composed of main
server, LED monitor, steering wheel, engine throttle, automatic control panel, seat and
cockpit shell. The software of experiment platform was composed of flight simulation
formula, which drove multi-screen to provide proximate actual experience of flight
operation through simulation control devices.
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Fig. 1. The experiment scenario

Table 1. Task operations of traffic pattern flight

No. Transfer “Five-side” snapshot in control board and
relieve freezing

Flight task
phase

SAGAT
question

1 Release braking, push the throttle until the engine N1
rotate speed was observed to 90%

Take-off and
climbing
phase

1–6

2 Observe airspeed on primary flight display, pull up at
about 150 knots and then climb in 10*20 degrees
pitching attitude

3 Climb to about 1500 ft, gear up and retract the flaps
4 Climb to about 2000 ft, disengage the steering wheel,

connect the auto-throttle, airspeed hold, heading hold,
and altitude hold switch, then turn on the autopilot

5 Adjust heading hold switch from 179 to 269, turn to the
second side

6 Adjust heading hold switch from 269 to 359, turn to the
third side, and keep on cruising

Cruising
flight phase

7–19

7 Voice prompt, adjust heading hold switch from 359 to
89, and turn to the fourth side

8 Turn on the radio navigation system, waiting for the
automatic alignment to runway, and capturing glide
slope

9 Observe glide slope indicator (the pink rhombus to the
third case), lighten APP mode, and then start to
approach

10 Flaps down slowly, altitude down to 2000 ft, flaps
down to 25 degrees, and adjust airspeed to 180 knots

Approach
and landing
phase

20–23

11 Descend altitude to 1500 ft, adjust airspeed to 160
knots, gear down, and flaps down to 35 degrees

12 Descend altitude to 1000 ft, adjust airspeed to 140
knots, and adjust airspeed to 130 knots

13 When touched ground, click braking until shut down
smoothly, close auto-throttle and auto-pilot, flaps up,
and then finish all operations
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2.3 Experimental Design

Boeing 737–800 was chosen as experiment airplane, and weather was set as sunny day
in summer. The flight task was selected as right-hand traffic pattern flight based on the
current airport runway, which was initialized in Snapshot with magnetic heading 179,
airspeed 220, auto-pilot heading hold 179, altitude hold 2800, and flap 5. The specific
task operation was followed with the standard operation procedure according to flight
manual of Boeing airplane, and was adjusted to the current situation of flight simulation
platform.

The subjects were demanded to take several adaptive exercises of flight task till
they were capable to complete the entire experiment task independently. SAGAT
method was used to measure SA level in memory probing fashion, which required the
subjects to make immediate response to the shown question as the flight task was
randomly frozen. According to the purpose of current study, the experiment task was
divided into take-off and climbing, cruising flight, as well as approach and landing. The
relevant operation process was shown in Table 1.

2.4 SAGAT Measurement

SAGAT method was commonly used evaluation based on memory probing technol-
ogy, which was applied to lead task process to randomly pause and substitute the
display interface into questions, basically in choice form, that required the subjects to
make immediate response according to the current status of task scenario. The specific
question designed in the experiment was included with twenty-three task-related
questions triggered by different conditions.

3 Results

Each question of SAGAT method in the experiment was referred to each key step of
flight operations, involving with flight information on primary flight display, naviga-
tion display, and mode control panel. However, the content of SAGAT questions could
be repeated, yet their triggering conditions were varied. And the experiment results
were analyzed respectively by experiment task operations, and the tendency of accu-
racy and response time of SAGAT measurement was shown in Fig. 2.

In addition, the SA measurement was investigated separately according to each
flight task phases mentioned in Table 1. For take-off and climbing phase, the dynamic
results of SAGAT measurement were shown in Table 2.

Based on experiment results of accuracy and response time, the experiment value of
SA was determined by accuracy and modified in consideration of response time. The
specific quantification was shown below.

SAi ¼ SAGAT accuracyi �
SAGAT response timei

SAGAT average response time
ð1Þ
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And the experiment value of SA was calculated as 0.74, 1.30, 1.15, 0.75 and 0.72
according to Eq. 1. However, the situation might occur that such SA could be over 1.0,
where the absolute value of SA would not be discussed because the purpose of this
paper concentrated on the dynamic measurement of SA and the validation of prediction
model. Therefore, the experiment value was proportionally normalized into 0 to 1.0,
and that of take-off and climbing phase was shown in Fig. 3.

For cruising flight phase, the dynamic results of SAGAT measurement were shown
in Table 3, and the modified experiment value of SA was shown in Fig. 4.

For approach and landing phase, the dynamic results of SAGAT measurement was
shown in Table 4, and the modified experiment value of SA was shown in Fig. 5.
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Fig. 2. The experimental results of accuracy and response time (ms) of SAGAT

Table 2. Results of SAGAT measurement during take-off and climbing phase

Indices Push
throttle

VR
pull rod

Keep
nose-up

Gear up and
retract flaps

Engage
autopilot

Accuracy 0.778 1.00 0.889 0.667 0.835
Response time(s) 8.1 5.9 5.9 6.9 8.9
Human error 0 0 0 2 1
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Fig. 3. Dynamic tendency of SA results during take-off and climbing phase

Table 3. Results of SAGAT measurement during cruising flight phase

Indices Turn to the
second side

Turn to the
third side

The third
side

Turn to the
fourth side

Prepare to
approach

Accuracy 0.610 0.640 1.00 0.780 0.853
Response
time(s)

9.1 10.6 7.5 6.2 7.3

Human
error

0 0 0 1 3

0.5 0.45

1 0.94 0.88

0.0

0.4

0.8

1.2

Turn to the
second side

Turn to the
third side

The third side Turn to the
fourth side

Prepare to
approach

Fig. 4. Dynamic tendency of SA results during cruising flight phase

Table 4. Results of SAGAT measurement during approach and landing phase

Indices Descend to 2000 ft Descend to 1500 ft Descend to 1000 ft Landing

Accuracy 0.670 0.890 1.00 1.00
Response time(s) 6.9 5.7 7.5 7.6
Human error 1 0 0 0
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4 Validation of Prediction Model

In consideration of memory retain and attention allocation [9–11], the dynamic pre-
diction model of SA was established by furthering Wu’s model [12], which illustrated
the average level of SA influenced by each situational element at time T.

SA tið Þ ¼
Xn

i¼1

1� 0:5kið ÞuiAi ð22Þ

Where n was the number of situational element, ui was the fuzzy membership of
information priority, Ai was the attention allocated on situational element i, and Ki was
individual difference concerned with the capability of information perception achieving
to understanding.

According to experimental task design, the cockpit display interface was divided
into nine situational elements: 1. airspeed, 2. altitude, 3. attitude, 4. heading, 5. navi-
gation, 6. landing gear, 7. flap, 8. engine, 9. auto-pilot system. Taking “engage
auto-pilot” (the last operation mentioned in Table 2) as example, the quantification of
SA was shown below. For information priority, the situational element of
No. 9 auto-pilot system was the highest, and priority ordering was followed with
relevance between each situational element and current task operation: 9>3>5>2,
4>1>6, 7>8. For cognitive activation, the situational element of No. 9 auto-pilot system
was also the highest as 1.0, and others was set as 0.5. And for memory retain, each
situational element was declined with coefficient 0.9 or 0.8 based on its informative-
ness. The specific value of SA quantification was shown in Table 5, and the current SA
was calculated as 0.473.

The dynamic prediction model was validated in regression analysis of experimental
and predictable SA, respectively in different phases of take-off, cruising flight and
landing. Both accuracy and response time of SAGAT measurement were concerned as
experimental result of SA, and human error was also taken into account since it might
be caused by misunderstanding of situational element. Therefore, the regression
analysis of take-off and climbing phase showed that the prediction model achieved
reasonable agreement with the experimental result with R2 = 0.863, as shown in Fig. 6.
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0.84 0.83

0.0

0.4

0.8

1.2

Descend to 2000ft Descend to 1500ft Descend to 1000ft landing

Fig. 5. Dynamic tendency of SA results during approach and landing phase
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And the regression analysis of cruising flight phase showed that the prediction
model achieved certain agreement with the experimental result with R2 = 0.548, as
shown in Fig. 7. However, this experimental result was calculated without human
error, it was modified by the occurring times of human error according to each task
operations so that the experimental SA declined from 0.94, 0.88 to 0.88, and 0.70.
Therefore, the regression analysis of the modified results showed better validation with
R2 = 0.755, as shown in Fig. 8.

Moreover, the regression analysis of approach and landing phase showed that the
prediction model achieved considerable agreement with the experimental result with
R2 = 0.835, as shown in Fig. 9.

Table 5. Calculation of SA in each situational element

SA calculation 1 2 3 4 5 6 7 8 9

Information priority 0.08 0.10 0.14 0.10 0.12 0.06 0.06 0.04 0.30
Memory retention 0.512 0.205 0.64 0.205 0.329 0.9 0.9 0.656 1

y = 14.443x - 6.3208
R² = 0.8631
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Fig. 6. Regression analysis of SA during take-off and climbing phase

y = 1.3484x + 0.0441
R² = 0.5477
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Fig. 7. Regression analysis of SA during cruising flight phase
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5 Cognition Capability Testing

The influencing factors of SA included with both internal and external factors, and the
internal ones were mainly related to the characteristics of perception and cognition
capability as well as expertise skills. Since the subjects recruited in this experiment
were equally trained and their experience of flight simulation task was almost the same,
the influence of perception and cognition capability was primarily examined and
analyzed, which was involved with basic response time, spatial rotation, short-term
memory, and attention inhibition. The basic response time was tested in E-prime
program according to classic paradigm of subtract method. And the others were tested
online based on task of Rotation, Digit Span, and Double Trouble on the website of
Cambridge Brain Sciences [13]. The subjects were required to take such tests
accordingly after one entire exercise.

Fig. 8. Regression analysis of modified SA during cruising flight phase

Fig. 9. Regression analysis of SA during approach and landing phase

314 X. Wu et al.



Due to the small sample of nine subjects, the results of cognition capability were
partially accorded with normal distribution except for short-term memory and simple
reaction time, as shown in Table 6.

Correlation analysis was used to examine the relationship between cognition
capability and experimental results of SA, which revealed significant correlation
between response time of SAGAT measurement and simple reaction time (r = 0.795,
p = 0.010), accuracy of SAGAT measurement and discriminative reaction time
(r = 0.702, p = 0.035) as well as spatial rotation (r = 0.704, p = 0.034). Therefore,
individual difference could be found between the subjects so that their SA varied in
correlation with cognition capability.

6 Conclusion

In conclusion, the dynamic SA measured by SAGAT method showed good agreement
with prediction model based on flight simulation task of right-hand traffic pattern flight.
Moreover, the characteristics of cognition capability revealed significant correlation
with SA.
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Abstract. Since the interaction between pilot and cockpit becoming more
complicated and frequent, the usability of cockpit man-machine interface is
directly related to the efficiency and safety of the cockpit. Among many
human-computer interaction interfaces, the usability of the display system has
become an important factor affecting flight efficiency and safety. However, the
current study seldom pay sufficient attention on the usability evaluation. The
limited research cannot report believable results to construct design. The paper
is aimed to propose an evaluation model to evaluate the usability of displays.
To construct a quantitative model the first step is to establish a usability

evaluation model composed of nine evaluation indicators. In this paper, factor
analysis method is used to remove the overlapping factors. First of all, the raw
data from the usability test was normalized to form a correlation matrix. Then
the cumulative contribution rate of each factors is obtained from the eigenvalues
of the matrix. And factors whose eigenvalues are greater than 1 are chosen as the
primary index of the model. And then the paper establishes the factor load
matrix, and the rotation load matrix is obtained by rotating it orthogonally.
Removing the factors whose load less than 0.5, the rest of factors are chosen as
the secondary index of the model. The multiple linear regression method is used
to obtain the weight coefficient of every indicator in the usability evaluation
model. The solution of equations is the weight coefficient matrix of each index.
Score of the whole display system is figured out by weighting the score of each
indicator. The evaluation result is the function of indicators of different displays
built. Through the calculation and analysis of indictors, the usability of different
systems can be acquired. Finally, the paper interchanges independent variables
and the dependent variables, using linear regression analysis again. The vali-
dation and verification of the usability model had been executed by the ques-
tionnaires of flight simulation task based on typical flight scenes according to the
A320 flight manual. The evaluation model of usability is helpful to the design of
the new display system and the improvement of current system. And the
evaluation model proposed in this paper can also be extended to evaluate the
usability of other airborne systems and it will drive the development of civil
aircraft cockpit usability.

Keywords: Cockpit display system � Usability evaluation � Factor analysis �
Questionnaire
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1 Introduction

The concept of usability emerged in the 1970 s, derived from the field of
human-computer interaction. With the development of computer, the usability has been
paid more and more attention from 1980 s. Usability is an important product quality
attribute which was used to evaluate whether the product is easy to use and consist of
user’s needs and expectations [1]. Since then different definitions of usability have been
provided, but the core is consistent that the user can use the product to meet certain
needs [2]. User-centered design is the core methodology of usability engineering,
which guides the design activities in all stages of the product development cycle.
Usability design is a kind of user-friendly design. The designer always put the needs of
users in mind and even invite the target user to participate in the design process. The
usability design method can effectively improve performance and man-machine con-
sistency, which greatly influence the success of the design. As an important measure of
interaction design, usability describes the relationship between user and product. It is
the evaluation method that users can use the product to achieve the final goal. The
ultimate goal is user’s ability to use the system well. That is to say, usability is a
measure of product’s quality from the user’s perspective.

The cockpit is an extremely complex man-machine interaction system. In order to
successfully complete the mission, the pilot must obtain a variety of flight attitude
information through the display system first. Therefore, the cockpit display system
usability level directly determines the flight safety and flight efficiency. However,
modern aircraft cockpits expose the problem of mismatches and incongruities between
aircraft design systems and people. Researchers have done a lot of research to improve
the cockpit display system usability and the interaction between the pilot and the
cockpit.

Fayollas [3] found a way to influence usability through reliability and apply it to the
cockpit interface. A new generation cockpit, based on the ARINC 611 standard, allows
the crew to control the display unit using a keyboard and cursor. Then, they analyzes
the impact of system fault tolerance on usability and finds a trade-off between reliability
and usability under complex training tasks.

Harbour [4] explored the relationship between situational awareness and display
usability. Situational awareness is the ability to sense information and act in an
acceptable way, and can directly affect the display of the HUD and the HDD, resulting
in a change in the difficulty of the task. Harbour proposed the basic neurocognitive
factors, determined its impact on the formation of SA, and studied the display usability.
Visual attention, perceptual and spatial working memory were evaluated as predictors
of different task difficulty, and the data of three predictors were statistically significant
with the change of task difficulty.

Yanyan Wang [5] used the eye tracking technology to evaluate the usability of the
static man-machine interface of the cockpit and established the static eye movement
test data model. Based on the typical aircraft cockpit display interface, the participants
need to find the corresponding position in the original image in the shortest possible
time according to the given target image. The results show that there are 17 indicators
of significant differences in the 25 commonly used eye movement index. After factor

318 H. Xue et al.



analysis, five principal components were extracted, namely AOI, average pupil area,
first glance distance and average fixed duration in AOI.

Yanbin Shi [6] proposed a cloud model to assess cockpit display system usability.
The cloud model is composed of gray system theory and gray albedo function for
qualitative and quantitative uncertainty transformation. They evaluated the
human-computer interaction from the view of learning, efficiency, memory, error and
satisfaction, and obtains the digital characteristics of each index in the cloud model.
According to the model, it is possible to improve the usability of the flight simulator
man-machine system by performing sensitivity analysis.

The study mentioned above has the following problems. Fayollas and Harbour
explore the relationship between usability, reliability and situational awareness, but
usability is not analyzed and evaluated separately. Wang Yanyan evaluates the various
indicators using eye movements under static tasks, but in actual flight, dynamic display
is more complex than static changes. Yanbin Shi’s selection of evaluation indexes is
very incomplete and has a great influence on the accuracy of the assessment results.
Therefore, this paper is devoted to cover the shortages above. The paper will analyze
the basic concepts of usability, and then select typical flight scenes, and evaluate the
usability indexes of the cockpit display system comprehensively.

2 Method

2.1 Evaluation Process

There are many methods to study usability, but the most basic and useful is user testing,
which has 3 basic components [7]:

1. Get hold of some representative users.
2. Ask the users to perform representative tasks with the design.
3. Observe what the users do, where they succeed, and where they have difficulties

with the user interface.

In order to assess the usability of the cockpit display system, this paper select
several graduate students as subjects. Refer to the A320 Flight Manual, takeoff, climb,
descent, approach and landing is select as a typical mission. The remaining question is
how to obtain the test data, select a more reasonable assessment factors and find the
problem in the operation.

2.2 The Selection of Evaluation Indicators

There are a lot of factors influencing the usability of cockpit display system. The
appropriate evaluation factors selected is key to evaluation accuracy and the result’s
effective for design. While more evaluation factors are selected, there will be increased
overlap of indexes. However, if the factors are not sufficient, it would lead to the
incomplete evaluation. These limitations would affect the accuracy of the evaluation
and make the evaluation atypical. The challenge of the factors chosen is that it is
always difficult to fully enumerate all the factors making the evaluation results not
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comprehensive. In addition, it is difficult to construct a quantitative evaluation model
directly, which will weaken the guidance to design.

Considering the usability indicators of cockpit display system are numerous and
difficult to quantify, this paper try to use the questionnaire to collect test results.
Comparing and screening the usability dimensions defined by the current standards
such as ISO 9126, ISO 9241 and ISO 13407, indicators relating to cockpit display
system usability are selected as shown in Table 1.

At the same time, the following design factors are summarized according to the
cockpit display system’s own characteristics, as shown in Table 2. The design factor
and the usability index are combined to construct the questionnaire for collecting the
test results. Each small problem of the questionnaire is the evaluation factor.

2.3 Factor Analysis and Multiple Linear Regression

Factor analysis is used to combine and classify the factors which overlap each other,
and obtain the factors that are not related to each other. The essence of factor analysis is
to reduce the number of significant variables, the main mathematical thought is to
reduce dimension and simplify, and the main purpose is to find a small number of
essential factors. The calculation procedure of the factor analysis method is as follows:

1. Normalization of raw data: Make the data positive and non-dimensional
2. Determine the number of common factors: to obtain the correlation coefficient

matrix and its eigenvalues and eigenvectors, the contribution rate of accumulation

Table 1. Usability indicators of cockpit display system

Usability factors Specific expression

Understandability Easy to understand, correct syntax
Consistency Font, color, layout of the display form and display location
Effectiveness The completion of the task, useful
Efficiency Fast and economic
Learnability Easy to learn and remember
Errors Tension, anxiety, unexpected situation
Recognizable Clear identification
Satisfaction Pleasure, satisfaction
Attractiveness Appearance image, impression expression, aesthetic expression

Table 2. Design factors of cockpit display system

Category Design factors

Appearance layout overall shape, relative position, angle
Interface interface elements, the instrument arrangement
Interface properties color settings, resolution, viewing angle, brightness, icon size

320 H. Xue et al.



3. Solving the factor load matrix: the meaning of each element in the factor load
matrix represents the similarity coefficient between the corresponding variable and
the common factor, reflecting the relative importance between them. The higher the
absolute value is, the higher the correlation degree is.

4. Rotation of the factor load matrix: simplify the structure of the factor load matrix

After determining the final evaluation factors, the paper use multiple linear
regression analysis to determine the weight coefficient. Multivariate linear regression
analysis is a mathematical statistical method to deal with the statistical correlation of
variables. Multivariate Regression Assume that the dependent variable is a multivariate
linear function of the independent variable, and the stepwise regression method is used
to screen these independent variables to find the statistical multiple linear regression
model. The basic idea of multivariate regression analysis is that although there are no
deterministic functional relationships between multiple independent variables and
dependent variables, the mathematical expression that best reflects their relationship
can be found. An important use of multiple linear regression analysis is to interpret and
predict the data, and to calculate the accuracy of interpretation and prediction.

3 Usability Testing

3.1 Tasks

During the course of the experiment, the participants need to complete the whole
process of the aircraft driving from takeoff to landing, and then fill out the question-
naire according to the subjective experience of flight test. The questionnaire included
35 declarative sentences, and the participants were evaluated according to nine levels
from “very dissatisfied” to “very satisfactory”.

3.2 Participants

There are nine testers involved in the experiment and all of whom are graduate students
who have been studying usability for one or two years. They are between 22 and 25
years old, with an average age of 22.8 years, so we can assume that they are appropriate
participants. Although the participants have obvious deficiencies in the control and
control ability compared with the pilot, they have the ability of cognition and judgment
on the cockpit human-computer interaction interface. The satisfaction questionnaire
was conducted under the guidance of the main test, which ensured the validity of the
questionnaire.

3.3 Apparatus

The test is provided with a cockpit simulator, which is a simplified version, but the
basic functions on the display are complete (Fig. 1).
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3.4 Results

As the amount of experimental data is large, the original survey data is no longer listed
here. The scores of each index in the questionnaire were statistically analyzed, and the
cumulative contribution rate was obtained by factor analysis using PASW in Table 3.

As can be seen from the table, there are three main indexes affecting the usability of
the cockpit display system, whose cumulative contribution rate reaches 86.584%. And
the rotation component matrix is obtained in Table 4 after the rotation of the factor load
matrix.

In the rotation component matrix, factors whose load is less than 0.5 are deleted.
And the three main indexes that affect the usability of the cockpit display system are
finally determined through summarizing the rest of the factors in the table. The final
three main factors are satisfaction, learning and error.

Fig. 1. The cockpit simulator

Table 3. The cumulative contribution rate of each factor

Ingredients Initial eigenvalue
Sum Variance% Cumulative contribution%

1 4.270 47.444 47.444
2 2.052 22.797 70.241
3 1.471 16.342 86.584
4 0.690 7.672 94.255
5 0.261 2.897 97.152
6 0.191 2.122 99.273
7 0.046 0.515 99.788
8 0.019 0.212 100.000
9 3.286E-17 3.651E-16 100.000
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Table 4. Rotation component matrix
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Multivariate regression analysis can determine how cockpit display system
usability is affected by factors in the model. Three main factors of the model are
independent variables while cockpit display system usability is the dependent variable.
The results of the regression analysis are shown in Table 5.

Take satisfaction for example, comparing its regression model with the evaluation
factors can finally find design factors which influence satisfaction. The results are
shown in Table 6.

4 Conclusion

The evaluation model proposed in this paper is verified. Three main factors influencing
the usability of the cockpit display system are proposed, and the evaluation index
system is established and a better evaluation result is obtained. Furthermore, this paper
finds the design factors behind the indexes, and the problems in the cockpit display
system design are found. Moreover, the evaluation model established in the paper can
be applied to the whole cockpit usability assessment. This model can also be extended

Table 5. The weight of the three factors

Factor Learnability Errors Satisfaction

Weights 0.152 0.507 0.605

Table 6. Comparison table of design factors

Factors Weight Design factors

VAR00009 0.628 Icon size

VAR00017 0.539 The instrument arrangements

VAR00018 0.287 Interface element

VAR00005 0.274 Position

VAR00012 0.26 Color settings

VAR00015 0.165

VAR00006 0.076

VAR00020 -0.215 Brightness
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to other man-machine interface usability assessment, and promote the development of
display system interface usability.

With the development of cockpit display system technology, we will continue to
improve the experimental program, adjust the evaluation factors and indicators to
optimize the evaluation model to get a more accurate assessment results.

References

1. Nielsen, J.: Usability engineering. Elsevier, Amsterdam (1994)
2. Andon, C.L.: Usability analysis of wireless tablet computing in an academic emergency

department: capstone project (2004)
3. Fayollas, C., Martinie, C., Palanque, P., et al.: An approach for assessing the impact of

dependability on usability: application to interactive cockpits. In: Tenth European
Dependable Computing Conference, pp. 198–209. IEEE Computer Society (2014)

4. Harbour, S.D., Christensen, C.A.: Neuroergonomic quasi-experiment: predictors of situation
awareness and display usability while performing complex tasks. In: Society of
Photo-Optical Instrumentation Engineers (SPIE) Conference Series (2015)

5. Wang, Y., Liu, Q., Xiong, D., et al.: Research on assessment of eye movement sensitivity
index through aircraft cockpit man-machine interface based on eye movement tracking
technology. In: Proceedings of the 15th International Conference on Man–Machine–
Environment System Engineering, pp. 495–502 (2015)

6. Shi, Y., Ouyang, D.: Usability Evaluation of the Flight Simulator’s Human-Computer
Interaction. In: Intelligent Computing Theories and Application (2016)

7. Shackel, B.: Usability-context, framework, definition, design and evaluation. Interact.
Comput. 21(5–6), 339–346 (2009)

8. Mayer-Ullmann, D., Weber-Schaefer, U., Held, T.: Testing usability of a software program.
US, US 7673287 B2 (2010)

9. Wang, L., Cao, Q., Chang, J., et al.: The effect of touch-key size and shape on the usability
of flight deck MCDU, pp. 234–238 (2015)

10. Grossman, T., Fitzmaurice, G., Attar, R.A.: Survey of software learnability: metrics,
methodologies and guidelines. In: International Conference on Human Factors in Computing
Systems, pp. 649–658 (2009)

11. Theuma, K., Cauchi, N., Gauci, J., et al.: Design and evaluation of a touchscreen concept for
pilot interaction with avionic systems. In: Digital Avionics Systems Conference (2015)

12. Kieras, D., Polson, P.G.: An approach to the formal analysis of user complexity. Int. J. Man
Mach. Stud. 22(4), 365–394 (1985)

13. Sears, A., Jacko, J.A.., Chu, J., et al.: The role of visual search in the design of effective soft
keyboards. Behav. Inform. Technol. 20(3), 159–166 (2001)

An Approach for Assessing the Usability of Cockpit Display System 325



Cognition and Driving



Partial-autonomous Frenzy: Driving a Level-2
Vehicle on the Open Road

Francesco Biondi(&), Rachel Goethe, Joel Cooper, and David Strayer

University of Utah, Salt Lake City, UT, USA
francesco.biondi@utah.edu

Abstract. Partial-autonomous vehicles are among us and represent a prominent
testing ground for assessing the human interaction with autonomous vehicles.
One main limitation of the studies investigating would-be users’ attitude toward
partial to full autonomous driving stems from their indirect experience with such
technology. In this study, participants drove a partial-autonomous vehicle on the
open road and interacted with both Adaptive Cruise Control (ACC) and Lane
Keeping Assist (LKAS) systems. Preliminary results show participants rating
level-2 autonomous features as possible sources of stress. Participants had issues
engaging these systems with denser traffic and thought these systems to be more
beneficial in traffic-free driving. Compared to ACC, engaging LKAS and moni-
toring its functioning represented a more challenging task and participants’ rat-
ings of stress toward this system increased over time. Findings obtained in this
study are of importance for exploring user interaction with future highly-
autonomous vehicles and designing effective countermeasures to make the
human-machine interface of these systems more informative and easier to use.

Keywords: Autonomous vehicles � Trust � Acceptance � Partially
autonomous � Highly autonomous � Human-machine interface

1 Introduction

Partial-autonomous vehicles are among us and represent a prominent testing ground for
assessing the human interaction with autonomous vehicles. The Society for Automo-
tive Engineers [1] defines five levels of driving automation based upon the system’s
capability to execute lateral and longitudinal maneuvers, monitor the driving envi-
ronment, respond to emergencies and drive without the aid of the human driver in
various traffic scenarios. Whilst we expect vehicles with level-3 to level-5 autonomous
capabilities to gradually hit the market in the next 2 to 25 years [2], level-2 vehicles –
i.e., vehicles equipped with systems capable of executing steering and acceleration
operations but requiring the human driver to monitor the traffic environment, are
currently being driven on US roads.

Over the last fifteen years, the volume of studies investigating public’s attitudes
toward autonomous systems has grown exponentially. Topics such as trust and
acceptance toward vehicles with autonomous capabilities have been the focus of

© Springer International Publishing AG 2017
D. Harris (Ed.): EPCE 2017, Part II, LNAI 10276, pp. 329–338, 2017.
DOI: 10.1007/978-3-319-58475-1_25



investigation in the driving community. In the study by Koo et al. [4] authors
manipulated the type of information provided to the driver by a collision avoidance
system and investigated its effect on trust. Whenever a possible collision was detected,
the collision avoidance system automatically applied the brakes and one of four pos-
sible warning messages was presented to the driver. The four warning messages
contained information regarding: the behavior of the system (i.e., “car is braking”; How
message), the reason for the system to intervene (i.e., “Obstacle ahead”; Why message),
a combination of the two (i.e., “Car is braking due to obstacle ahead.”; How + Why
message), or none of the above (no message). Results showed that the content of the
message had a significant effect on ratings with participants surprisingly feeling less
positive about the system in the How + Why compared to the remaining three condi-
tions. Interestingly, highest ratings of trust were found in the Why condition where the
information provided to the drivers was more salient and, thus, quicker to process in the
context of near collisions. More recently, Itoh et al., [3] investigated participants’
interaction with a simulated semi-autonomous vehicle equipped with an auto braking
system. Results showed that participants positively evaluated the assistance system
with respect to its value is avoiding collisions. In particular, feelings of acceptance
increased in high emergency scenarios.

One possible limitation of the studies investigating would-be users’ attitude toward
partial to full autonomous driving stems from their indirect experience with such
technology. In many studies information regarding user interaction with partially to
fully autonomous systems was collected either in simulated scenarios [5] or via surveys
[6, 8]. In this study, we investigated user interaction with partially-autonomous vehicles
and observed how direct exposure to level-2 vehicles shaped the user experience of
such systems. Further, given the limited availability of highly and fully autonomous
vehicles, testing a level-2 vehicle on the open road will allow to identify challenges
characterizing the user interaction with partial automation and, thus, develop possible
solutions for level-4 and 5 vehicles.

The aim of this study is to investigate how naïve drivers interact with level-2
vehicles and, in particular, assistance systems such as Adaptive Cruise Control and
Lane Keeping Assist. In this study, participants drive a partial autonomous vehicle on
highway roads for one hour and interact with ACC and LKAS using the
human-machine interface (HMI) available on the 2016 Honda Accord equipped Honda
Sensing. Subjective ratings of trust and acceptance as well as comments regarding the
overall interaction with the systems are collected.

2 Method

2.1 Participants

Ten participants (one male) participated in this study. Participants had an average age
of 25 years (standard deviation: 3 years). All participants had normal neurological
functioning, normal or corrected-to-normal visual acuity, normal color vision, a valid
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driver’s license, and were fluent in English. Participants admitted they did not have any
prior direct experience driving vehicles with ACC and LKAS. A University of Utah
Institutional Review Board (IRB) authorization.

2.2 Materials

Participants drove a 2016 Honda Accord equipped with Honda Sensing. Honda
Sensing is a suite of advanced driver assistance systems (ADAS) including: Collision
Mitigation Braking System – an automatic braking system that applies the brakes
whenever a collision is deemed unavoidable, Adaptive Cruise Control, Lane Keeping
Assist System, Road Departure Mitigation – a system designed to help steer to help
keep the vehicle from leaving the road, Lane Departure Warning – a system designed to
monitor vehicle lane position and alert when it drifts into a new lane without the driver
signaling, Forward Collision Warning, - a system integrated with Collision Mitigation
that is designed to detect the presence of vehicles in front and alerts the driver when
approaching at high speed (see Fig. 1).

SAE describes level-2 vehicles as following: “the driving mode-specific execution
by one or more driver assistance systems of both steering and acceleration/deceleration
using information about the driving environment and with the expectation that the
human driver performs all remaining aspects of the dynamic driving task” (see Fig. 2).
The 2016 Honda Accord equipped with Honda Sensing thus qualifies as SAE level-2
vehicle.

A GoPro camera was used during the drive for recording the dialogue inside the
cabin. The questionnaire (Questionnaire 1) used to collect subjective ratings was
composed by 10-point Likert scales measuring: overall opinion toward ACC and
LKAS, trust, acceptance, usability, ease-of-use, stress, feeling of safety.

Fig. 1. 2016 Honda accord XL with Honda sensing used in this study
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2.3 Procedure and Design

Before the study began, participants filled out a consent form approved by the
University of Utah Institutional Review Board. Once in the vehicle, participants pro-
vided information regarding their demographics and knowledge of autonomous vehi-
cles. We adopted a pre-post experimental design with participants completing
questionnaire 1 before and after driving the level-2 vehicle and experiencing ACC and
LKAS. This allowed us to measure how their knowledge and attitude toward ACC and
LKAS changed over time with experience of the systems. Before driving, participants
completed questionnaire 1 for the first time (pre). After completing the questionnaire, a
general overview of the commands to be used for controlling ACC and LKAS was
provided to participants by the research assistant sit next to them. We did so to help
participants familiarize with the new vehicle and HMI of ACC and LKAS. The starting
point for the drive was in the parking lot of the Department of Psychology at the
University of Utah. After 15-min drive in a residential area of Salt Lake City, Utah,
participants entered the eastbound I-80 highway and drove on the southbound I-215
highway for a total of 40 min (see Fig. 3 for details about the route).

During the first 10 min of the drive, participants were left free to familiarize with
the HMI of ACC and LKAS. After the 10-minute familiarization phase, participants
were instructed to follow a lead vehicle at a constant distance using ACC. The lead

Fig. 2. Levels of autonomy (Society for Automotive Engineers (2014))
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vehicle operated by a second research assistant drove in the middle of the three lanes
and varied its speed between 60 mph and 70 mph every 5 min. During the drive,
participants were encouraged to engage both ACC and LKAS while keep monitoring
the traffic environment and maintaining a safe driving. The thinking-aloud technique
was used to record information regarding driver interaction with the vehicle HMI. The
research assistant driving in the test vehicle with participants prompted them
throughout the drive to provide insights, comments, opinions about interacting with
ACC and LKAS using the commands available on the steering wheel and display
available in the instrumented cluster. Such information was then transcribed for further
analysis. At the end of the drive, participants completed questionnaire 1 (post) and their
opinions and subject ratings regarding ACC and LKAS were recorded.

3 Results

Paired-sample t-tests were conducted to investigate whether subjective ratings varied
over time. For ACC, significant pre-post differences were found for trust, t(9) = 2.6,
p < .05, and ease-of-use, t(9) = 3.3, p < .05, scales with participants expressing higher
ratings of trust and ease-of-use in the post questionnaire compared to the pre ques-
tionnaire. No significant pre-post differences were found for opinion, feeling of safety,
acceptance, stress (see Fig. 4).

Fig. 3. Route considered in this study.
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For LKAS, significant differences between pre-post questionnaires were found for
the stress scale, t(9) = 2.7, p < .05, with ratings of stress increasing over time. No
significant differences were found for opinion, trust, acceptance, usability, ease-of-use,
feeling of safety. Data are presented in Fig. 5.

Participants’ opinions and comments toward ACC and LKAS collected via the
thinking aloud technique were transcribed. A list of selected comments is presented in
Table 1.

Fig. 4. Subjective ratings for ACC recorded in pre-post questionnaires. Error bars represent
standard errors.
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Sentiment analysis [9, 10] was run on the transcribed comments to investigate
users’ affective state toward ACC and LKAS. The RSentiment package (version 2.1.1
[11]) was used for this analysis. Sentiment indexes were calculated and presented in
Table 2. Positive indexes are indicative of more positive affective states whilst negative
indexes are indicative of more negative affective states.

Fig. 5. Subjective ratings for LKAS recorded in pre-post questionnaires. Error bars represent
standard errors.
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4 Conclusion

User trust and acceptance represent aspects of primary importance to be accounted for
in the development of human-machine interfaces for autonomous vehicles [7]. One
main limitation of the studies investigating would-be users’ attitude toward partial to
full autonomous driving stems from their indirect experience with such technology. To
investigate user interaction with partially autonomous vehicles, in this exploratory
study 10 naïve participants drove a SAE level-2 vehicle while engaging Adaptive
Cruise Control and Lane Keeping Assist Systems.

Table 1. Selected list of comments

Positive Negative

Adaptive cruise control
“I feel way more comfortable with it Before I
was tense and ready to hit the brakes at any
minute but now I’m fine I just don’t think
that it matches the way other drivers drive
though”

“It makes me anxious because the car is slow
in accelerating in response to the lead car
accelerating”

“The car slowed down nicely. It was not
jarring”

“I feel more nervous in higher traffic
situations like there is too much going on [to
trust the vehicle]”“As a person that uses cruise control a lot I

would definitely use ACC it would be really
nice”
“I still feel like this is a safe distance from the
vehicle in front”
Lane keeping assist system
“I feel like it’s subtle enough that I still feel
like I’m in control of the vehicle”

“I feel like I’m zoning out a little bit more”

“I feel even more comfortable, I almost
forget that it’s on”

“I don’t like that I can feel it pushing back”
“I feel like I would trust this more at a slower
speed”
“I’m a little skeptical, to be honest. It’s not as
centered as I would drive myself, and that
throws me off. So then I have this internal
debate, do I trust the machine more than
myself?”
“I still don’t like it. I don’t trust it at all, no
way, especially after those curves”

Table 2. Sentiment indexes calculated for LKAS and ACC. Average and standard deviations
are presented.

ADAS Average Standard deviation

ACC 0.45 0.34
LKAS 0.23 0.34
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Compared to the ratings recorded in the pre-questionnaire, results show that ratings
of trust and ease-of-use toward ACC increased over time. This suggests that partici-
pants with no prior experience with Adaptive Cruise Control trusted this system more
and found it easier-to-use over time. Such findings are in agreement with the study of
Kazi et al. [8] in which participants drove a simulated vehicle equipped with ACC with
different levels of reliability: 0% (ACC completely unreliable), 50% (ACC reliable half
of the times), 100% (ACC always reliable). As the system became more reliable,
ratings of trust increased as a consequence and reached ceiling levels after 7 days of
exposure to the system.

Different results were found for LKAS. A significant difference in the ratings of
stress was found in this study, with ratings of perceived stress increasing in the
post-questionnaire compared to those in the pre-questionnaire. This suggests that
engaging and interacting with LKAS during highway driving was perceived as a more
difficult task compared to interacting with ACC. Such pattern of results is supported by
sentiment analysis data suggesting that participants tended to use words with more
positive connotations to describe their interaction with ACC compared to those used for
LKAS. In particular, participants did not like when LKAS maintained the vehicle in a
position within the lane different from that they would maintain during highway
driving. Further, some participants suggested that they could possibly trust the system
more at slower speeds. Such difference in results between LKAS and ACC may be
explained by the fact that, although participants did not have prior experience with
ACC, all of them had prior exposure to more archaic speed control systems, i.e.,
standard cruise control. This might have caused them to be more accepting of ACC
and, thus, more skeptical toward LKAS, a system they were mostly unfamiliar with.

This study is of the main importance for addressing future challenges with highly
and fully-autonomous vehicles. Results showed that participants, although being
trustful of adaptive speed control systems, found interacting with lane maintenance
systems a stressful task, especially given the difference between their “driving style”
and that operated by the system. Future research is therefore needed to design adaptive,
collaborative assistance systems capable of operating the vehicle in ways that are easier
for users to trust.
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Abstract. Autonomous vehicle research has been prevalent for well over a
decade but only recently has there been a small amount of research conducted on
the human interaction that occurs in autonomous vehicles. Although functional
software and sensor technology is essential for safe operation, which has been the
main focus of autonomous vehicle research, handling all elements of human
interaction is also a very salient aspect of their success. This paper will provide an
overview of the importance of human vehicle interaction in autonomous vehicles,
while considering relevant related factors that are likely to impact adoption.
Particular attention will be given to prior research conducted on germane areas
relating to control in the automobile, in addition to the different elements that are
expected to affect the likelihood of success for these vehicles initially developed
for human operation. This paper will also include a discussion of the limited
research conducted to consider interactions with humans and the current state of
published functioning software and sensor technology that exists.

Keywords: Autonomous car � Autonomous vehicle � Connected car �
Driverless car � Human vehicle interaction � Self-driving car

1 Introduction

Automotive and technology companies have been exploring the opportunities focused
on providing consumers with a fully autonomous vehicle. Delivering such a vehicle for
consumers has been identified as one of the major challenges in Computer Science [1, 2].
Related terms have been used to describe autonomous vehicles, such as self-driving car,
driverless car, driverless vehicle and autonomous car; however, for the purposes of this
paper an “autonomous vehicle” is one capable of performing one or more driving related
tasks independently [3]. It is also important to note here that unless “fully” or “100%”
autonomous is explicitly mentioned, an autonomous vehicle in the context of this survey
is a vehicle with one or more of these automated, semi-autonomous or self-driving
features. Human vehicle interaction for autonomous vehicles in the context of this paper
is centered on the human interaction with private passenger vehicles that may or may not
require human supervision. Human interaction with buses, trucks andmotor bikes will be
briefly discussed, but the focus is primarily on passenger cars. Automakers and tech-
nology companies are working to deliver a fully autonomous vehicle available for
purchase to consumers. Companies that have publicly announced their intentions on
doing research in this space include Google, Mercedes, BMW, Nissan, Volkswagen,
Audi and Volvo [4, 5]. Various automotive and technology companies are racing to be
the first to deliver an autonomous vehicle to their customers that can operate on all roads
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[6, 7]. Some automotive companies have publicly stated that they will be able to deliver
an autonomous vehicle to consumers as early as the year 2020 [8, 9].

This survey will provide an overview of autonomous vehicles, their current state
and implications. There will be a major emphasis on the importance of human vehicle
interaction and control delegation in autonomous vehicles based on researchers
working in this area. While human interaction in the vehicle is a vital component, this
survey will also explore many other areas that are related to or likely to affect human
beings based on current research in regards to autonomous vehicles. Section 1.1 of this
survey will provide a general discussion around the autonomous vehicle space,
advantages and disadvantages of autonomous vehicles, growth in recent years, different
levels, evolution of advanced driver assistance systems and the importance of human
vehicular interaction in autonomous vehicles. Section 2 provides a discussion around
the current state of autonomous vehicle technology development, the eight most
pressing areas related to autonomous vehicles in the literature and the lack of focus on
user experience for autonomous vehicles. Section 3 discusses literature related to
human-interaction and control in flight automated systems and potential areas of
learning for researchers working in the autonomous vehicle space. Section 4 provides a
general discussion of the suggestions going forward considering the areas related to
autonomous vehicle development. Section 5 summarizes and concludes the survey.

1.1 Advantages and Disadvantages of Autonomous Vehicles

One of the major reasons behind having autonomous vehicles discussed in the literature
is the emphasis on safety and their potential to significantly reduce traffic accidents that
typically would have been caused by human error [3, 10–12]. Improving overall
roadway safety by reducing traffic accidents has been identified as one of the biggest
motivators for the development of autonomous vehicles [3, 13, 14]. According to
research conducted by Klauer et al., driver inattention has been identified as the cause
of almost 80% of motor vehicle accidents [15]. Driver inattention includes the driver
engaging in secondary tasks, driver drowsiness, driving-related attention from the
forward roadway or non-specific eye glance away from the forward roadway [15].
Many of these distraction related accidents are expected to be eliminated by the
implementation of autonomous vehicles, since they do not get distracted, make sig-
nificantly less errors and do not get drowsy, compared to human beings [3, 11, 14].
Another key advantage to the development of autonomous vehicles is that they would
appear to be better equipped to endure the long trips that are monotonous or tiresome
for human drivers [16]. On the contrary, there are many factors that may be considered
negative outcomes or disadvantages resulting from the development of autonomous
vehicles. One possible negative outcome, especially for driving enthusiasts, is that
human-driving may eventually become illegal. Tesla’s Chief Executive Officer, Elon
Musk is one of the many supporters of making the operation of traditionally
human-driven vehicles banned once autonomous and self-driving vehicles become
widely used [17]. Various other researchers believe that human driving will eventually
become illegal [9, 18]. Another possible negative impact of autonomous vehicles is that
the level of expertise associated with adult drivers may decline and people may
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eventually become bad drivers due to the lack of actual human-controlled driving
experience [19]. Loss of driving skill is likely to be a problem considering autonomous
vehicles cannot independently operate on all roads and the vehicle will therefore need a
human driver whenever there is a malfunction or system limitation [11, 20, 21].
Research conducted by Lu and Winter suggests that before fully autonomous vehicles
are on the roadways, humans will need to supervise their automated cars [5]. Trust in
the technology may become too high, security flaws related to stored driver information
and personal data may increase in risk, and a vast majority of the people currently
working in the public transportation sector would no longer have a job [19, 22]. It is
important to note here that the loss of driving skill will not be an issue when there are
only fully autonomous vehicles on roadways; however, this is likely to be an area of
concern once human control is expected or required while driving [11, 20]. In other
words, when the vehicle needs to return control to drivers who become too relaxed in a
vehicle with automated features, driving skills will diminish as suggested by prior
research [19]. Loss of driving skill is likely to be problematic on our roadways in the
future when the vehicle needs to return control to human drivers who no longer
remember important driving skills for safe vehicle operation [11, 20]. Subsequent
sections will discuss in greater detail how other factors may affect the driving expe-
rience such as decreased situational awareness and increased cognitive workload
among many others. There are many other negative consequences but these afore-
mentioned factors are a few that have a direct impact on humans based on current
research. Many factors also exist that can affect human beings, which may hinder
adoption, such as legal implications, initial high cost of the technology, network or
infrastructure security, changes in infrastructure, and time required for widespread
adoption of autonomous vehicles [3, 9, 11, 12]. These factors will be discussed in
greater detail in subsequent sections.

1.2 Source of Rapid Growth in Autonomous Vehicle Research
and Development

The Defense Advanced Research Projects Agency (DARPA) is the acclaimed United
States federal agency that explores seemingly impossible capabilities for new tech-
nologies [3]. DARPA hosted the first Grand Challenge in 2004 [3]. DARPA Grand
Challenge participants aimed to develop an autonomous vehicle that was able to
successfully navigate desert trails and roads at high speeds, which brought significant
attention to autonomous vehicle development. Numerous vehicles were created by a
variety of companies and universities to participate in the challenge. No vehicle was
able to complete the challenge that year; however, in the following year (2005) after
extensive research, a handful of vehicles were able to successfully complete the
challenge [3]. Since some vehicles were actually able to complete the challenge in
2005, this demonstrated the potential for additional research in this area and hopes for
autonomous vehicle researchers. DARPA later organized the Urban Challenge that
took place in 2007. This was the first major large scale challenge where autonomous
vehicles would need to prove themselves capable of handling a vast majority of sce-
narios from an urban setting as well as being able to interact with other moving
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vehicles while obeying the rules of the road [3]. The Tartan racing team, which con-
sisted of individuals from Carnegie Mellon University, General Motors, Caterpillar,
Continental and Intel, won the Urban Challenge with their autonomous vehicle called
“Boss”, pictured in Fig. 1 below [3].

Even though the Urban Challenge was valuable for research and continuous work
in this area, it had many limitations. Some of these were noted by Urmson et al., such
as no pedestrians, no varied weather, and no dense traffic [3]. Other factors contributing
to a potentially ungeneralizable setting included no traffic lights, only low speed testing
(under 35 mph), no animals, no bicyclists or skateboarders, and only a limited subset of
the rules outlined by the Department of Motor Vehicles among many others [11]. The
Urban Challenge was groundbreaking but it really only had a subset of the complexity
of situations that could occur in real driving environments. In spite of its limitations, the
DARPA Grand challenge led to recent developments by Google on the “self-driving
car” [8]. The popular work by Google on self-driving cars has brought greater attention
to the feasibility of autonomous vehicles from automobile manufacturers, technology
companies and other agencies building future autonomous vehicles.

1.3 Levels of Vehicle Automation

The different levels of vehicular automation have contributed to both the growth and
concerns relating to autonomous vehicles [23, 24]. At the time of this publication, there
is no fully autonomous vehicle available for purchase to the general public that can
independently operate on all roads. However, there are vehicles with Advanced Driver
Assistance Systems (ADAS) currently available for purchase that permit a driver to
operate the vehicle in specific circumstances without continuous and direct human input.
A Tesla is an example of such a vehicle that can temporarily control the powertrain,
brake and steering via the Tesla AutoPilot feature, but carries a starting price of around
$70,000 [25]. A Tesla may be too expensive for most Americans, considering top selling
vehicles in the United States cost less than $27,000 [26]. According to the National
Highway Traffic Safety Administration (NHTSA), there are five specific levels to the

Fig. 1. Urban challenge winner 2007 from [3].
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different types of vehicle automation [27]. NHTSA is a part of the Executive Branch of
the United States government and is also part of the Department of Transportation [27].
These automation levels created by NHTSA will be referenced throughout the entirety
of this paper, since it is the governing body for transportation on roadways in the United
States. These automation levels are outlined in Table 1 below:

The Society of Automotive Engineers (SAE) is a United States based global
organization whose vision is to be a “leader in connecting and educating engineers
while promoting, developing and advancing aerospace, commercial vehicle and auto-
motive engineering” [28]. SAE has also defined levels of vehicular automation, which
is similar but not exactly the same as NHTSA. Although these automation levels are
different, NHTSA publishes some of their work in the SAE technical conferences [29].
Please see Fig. 2 below, which shows a chart of the SAE automation levels from no
automation to full automation. These SAE automation levels are worth noting con-
sidering their global recognition [28] and may add more clarity to these different levels
from an autonomous vehicle standpoint. It is also worth mentioning that SAE cannot
directly set or change laws, as NHTSA is able to [30], therefore the SAE automation
levels will not be used extensively in this paper.

Table 1. NHTSA autonomous vehicle levels [27].

No-Automation (Level 0) The driver is in complete control of the primary vehicle
controls

Function-specific
automation (Level 1)

This involves one or more specific control functions that are
independently automated, such as electronic stability control
pre-charged brakes, where the vehicle automatically assists
with braking to enable the driver to regain control of the
vehicle or stop faster than driving alone

Combined function
automation (Level 2)

Involves automation of at least two primary controls (steering,
powertrain and/or brakes) functions designed to work in
unison to relieve the driver of control of those functions. Lane
keeping assist paired with adaptive cruise control is an
example of this automation level. The driver remains fully
responsible for monitoring the roadway. The automated
system may need to return control to the driver with very little
to no warning

Limited self-driving
automation (Level 3)

Includes vehicles that allow the driver to cede full control of all
safety-critical functions under certain traffic or environmental
conditions to rely heavily on the vehicle to monitor for
changes in those conditions eventually requiring transition
back to the driver for control. The driver is expected to be
available for occasional control, but with sufficiently
comfortable transition time. Example is the Google
self-driving car

Full self-driving
automation (Level 4)

Is a vehicle designed to perform all safety-critical driving
functions and monitor roadway conditions for an entire
trip. The driver is not expected to be in control at any point
during the trip. To date, this vehicle does not exist
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Please see Table 2 for details on what each numerical representation of the
automation levels means, as defined by SAE. Again, these do not map exactly to the
levels outline by NHSTA. It is also very apparent that NHTSA has 5 levels (0–4), while
SAE has 6 levels (0–5).

Fig. 2. SAE Levels of automation for on-road vehicles [31].

Table 2. SAE narrative for automation levels [31].

344 J. Dunbar and J.E. Gilbert



1.4 Automobile Evolution and Advanced Driver Assistance Systems

In addition to specific levels of automation, ADAS have evolved significantly over the
years from single independent systems such as Anti-Lock Braking (ABS) from the
1970s to more advanced multi feature systems today such as lane keeping, blind spot
assist or adaptive cruise control [9–11]. There has been a plethora of driver assistance
systems that have been released to contribute to the progression of ADAS, and the
number continues to increase [9, 14]. While ADAS generally focuses on specific or a
single advanced driving technology, NHTSA has outlined automation levels that center
on a combination of these features and eventually full automation. Even though ADAS
has undoubtedly been around before any autonomous vehicle, the work within the
ADAS space has played a salient role for autonomous vehicle development, therefore
an autonomous vehicle is essentially a vehicle with a plethora of ADAS features. In the
past decade some the most advanced driving assistance features include single lane
highway semi-autonomous driving, blind spot detection, surround view systems, park
assist, forward collision warning systems, lane departure warning/lane keep assist and
many others [32]. While none of these features allow the vehicle to independently
operate without a human driver, some of the individual components can be used in the
development of fully autonomous vehicles. For example, electronic stability control
(ESC) is a relatively old ADAS feature dating back to 1987 [32]; however, it is likely
that an autonomous vehicle will have such a feature or something similar that will
continuously monitor steering and vehicle direction and intervene when traction with
the roadway is not consistent or when skidding begins to occur [33]. Some of these
individual ADAS components can help researchers working on autonomous vehicles in
the sense that all parts of a fully autonomous vehicle will not need to be built from
scratch and much can be learned from the ADAS technologies that already exists.

1.5 Importance of Human Vehicle Interaction

As mentioned previously, autonomous vehicles will not initially be able to handle all
driving scenarios and therefore circumstances exist where control of the vehicle will
need to be returned to the driver [20, 34, 35]. The literature suggests that certain
operational conditions are problematic for autonomous vehicles without human input,
such as construction zones, areas where an accident has recently occurred, approaching
vehicles with a rare appearance, unstable road situations such as snow, detecting
known objects at speeds over 81 mph, unknown objects, ice or potholes and other
unexpected situations [8, 12–14]. This transition of going from the fully autonomous
driving experience back to human-controlled manual driving has been noted as one of
the major challenges for the producers of the fully autonomous car of tomorrow [5, 15,
16]. Human vehicle interaction in regards to human-controlled manual driving is likely
to remain of major importance and a challenge until fully autonomous vehicles are able
to drive on all roads [5, 20, 34, 35]. Simply put, they would need to be completely
reliable without any human input, defined as a level 4 fully autonomous vehicle by
NHTSA [16, 17]. Human-Computer Interaction (HCI) researchers, designers and
automotive manufactures have an arduous task ahead to ensure that this human to
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machine experience is carefully crafted [5, 22]. Essentially, much will need to be in
place to best support autonomous vehicles compared to the driving environment today,
such as vehicle-to-infrastructure communication, vehicle-to-vehicle communication,
policy changes, and new ways for human interaction with autonomous vehicles among
others [9, 22]. The human to vehicle interaction piece is one of the most related areas to
this survey paper and it has been noted in the literature that very little is known about
designing interfaces for autonomous vehicles [22, 39]. The interfaces relevant to this
survey in the context of autonomous vehicles will be discussed in subsequent sections.
Autonomous vehicles will need the ability to recognize all possible objects or things
that could be on or alongside the roadway before they can operate as truly autonomous
[9, 27]. It also important to mention that even though there has been years of work on
autonomous vehicles centered on the functionality of these systems, little attention has
been given to the human interaction that will occur with these vehicles that humans are
not familiar with [3, 5, 22]. If enough attention is not paid to human interaction,
research has suggested that this could lead to unfavorable circumstances, such as mode
confusion, user distrust or overreliance in automated systems, which are likely to lead
to accidents [22, 40, 41].

Another salient area related to human vehicle interaction centers on how ethical
situations will be handled by autonomous vehicles and how blame is assigned in the
event of an accident [42–44]. Some open research questions noted in the literature by
these researchers include: “what is the correct way to program an autonomous car for
ethical situations? Does it matter if the potential individual(s) in a crash are adults or
children? Should age be a deciding factor for survival?” [42–44]. Questions regarding
liability in the event of an accident will also arise such as: “is it the fault of the car
owner, vehicle manufacturer or even programmer who worked on the software” [45].
These are related to human interaction in the sense that it is unknown how much
control the driver will have in these situations or if the driver will be allowed to interact
with the vehicle or have a say in a potential traffic accident, based on current literature
[42–44]. Although ethical situations are related to human interaction in the vehicle, the
topic of ethics with be discussed in later sections.

Take-over request (TOR) is an imperative factor as it relates to human interaction
with autonomous vehicles. Researchers are currently working to identify precisely
when a TOR needs to be issued prior to some limitation in automation or some
unexpected circumstance that the vehicle cannot handle [20, 34, 35]. Much work is still
needed in this area as there is a wide array of factors to consider such as other tasks in
which the driver is engaged (which is potentially a long list, as automation improve-
ments permit drivers to look away from the forward roadway for longer periods), the
speed of the vehicle, and the amount of roadway available for correction, among many
others [20, 34]. A pictorial representation of a TOR is demonstrated in Fig. 3 below to
provide a better understanding of the complexity of the scenario.

Prior research has demonstrated that drivers currently indulge in a plethora of
distracting activities while driving such as engaging in cell phone use and interacting
with the built-in information system [22]. Within these two main tasks alone, drivers
perform numerous sub activities such as texting, talking, using social media, and/or
adjusting the climate or radio, among many others that distract them from the imme-
diate driving task at hand [46, 47]. Accident data suggests that people currently do
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more than they can handle while driving on roads today, which is evident from the
3,179 people killed and 431,000 that were injured in 2014 in the United States alone
[48]. According to the NHTSA, these deaths and injuries were a direct result of
distracted driving [48]. It is clear that there are distraction concerns in cars today and
this is likely to increase as more and more driver assistance and autonomous features
are included in automobiles. The possible combination of tasks in which the driver can
engage could become even longer considering the gamut of activities drivers perform
or engage with while driving. Some general examples include using a navigation
system (in-vehicle or mobile), searching for an item in the car, eating a snack/meal,
drinking a beverage, etc. Automation has assisted drivers in becoming safer and
helping to reduce accidents, but they also make it easier for the driver to engage in
secondary activities [24]. When taking into account the increase in vehicular auto-
motive and driver assistance features in recent years, engaging in other activities while
driving may become less difficult.

Take-over request (TOR) is of utmost importance here and handing over control to
the driver has been identified as one of the most daunting tasks for HCI researchers,
designers, and automotive manufacturers [14, 15, 17, 18, 22]. Drivers traveling at
different speeds may require a different mode or process to transition back to manual
driving, especially considering that the time required for the driver to take control may
vary depending on the driver and/or situation. One major research challenge lies in
identifying how much time a driver needs to regain control of the vehicle safely [3, 14].
Two additional factors potentially germane to this transition include the personality of
the driver as well as the secondary activities in which the driver is engaged when the
vehicle must return control to the driver. Research has suggested that a driver could be
viewed as being in different levels of attention, such as monitoring the road ahead,
drowsy, sleeping, reading a text message or email, talking on the phone, and talking to
a passenger, among many others [46, 50]. Returning control to the driver is only one
area that appears to be difficult to account for in all related possible situations.
Autonomous driving is affected by many situations that are predictable; however, there
are also unforeseeable driving situations [38]. These unforeseeable situations are
intimidating due to the fact that, as an unforeseeable circumstance, the unfortunate
event would have to occur in order to see the need for and apply the resolution [38]. In
order to address many of these unpredictable scenarios, research suggests that con-
tinuous testing is needed for robust implementation and a more functional autonomous
vehicle [1, 38]. It may be in the best interest of automakers and technology companies

Fig. 3. Illustrative example of a TOR from [20].
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to account for as many of these challenging scenarios as possible through testing, prior
to the release of these vehicles [38].

2 Current State and Implications of Autonomous Vehicles

2.1 Autonomous Vehicle Technology

The technology available in cars is tremendously advanced, and when considering the
luxury line automakers, their technologies continue to improve. From a computing
perspective, vehicles that have autonomous features are primarily dependent on GPS,
cameras, laser range finders, radar and extremely accurate maps of the environment [1].
One key technology used in autonomous vehicles is a light detection and ranging
(LIDAR) sensor, capable of scanning one million 3D points per second. The widely
known Velodyne LIDAR sensor needed for fully autonomous vehicle operation costs
between $30,000 and $85,000 for the sensor alone, which is still considerably
expensive for the average consumer [3, 8, 23]. Figure 4 below provides a visual
representation of the unprecedented Google self-driving car, with the Velodyne LIDAR
mounted on the roof of the vehicle.

To date there is no known precise combination of sensors, cameras, LIDARs and
other technologies that are required to be included in all autonomous vehicles. Outside
of information disclosed in a patent that a company specifically owns, novel infor-
mation regarding product development details is not usually disclosed to the public as
with many other new technologies [52, 53]. Google has already demonstrated capa-
bilities of an autonomous vehicle that can drive, but as noted earlier a level 4 NHTSA
vehicle that does not require any human input does not yet exist [27]. In terms of what
is currently known in literature about the technologies in autonomous vehicles, they
have dedicated systems for motion planning (trajectory generation, on-road navigation
and zone navigation), a perception system responsible for providing a model of the
world to the behavioral and motion planning subsystems (moving obstacle detection

Fig. 4. Google self-driving car from [9].
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and tracking, static obstacle detection and mapping, roadmap localization and road
shape estimation), mission planning (detection blockages, handling blockages),
behavioral reasoning (intersections and yielding, distance keeping and merge planning,
and error recovery), software infrastructure (communications library, interfaces library,
configuration library, task library, debug logger and log/playback) and testing that is
sometimes intertwined with the software stack [3]. Pink et al. provided a great illus-
tration of the current main sensor technology in autonomous vehicles, in Fig. 5 below
[38]. This illustration is not intended to be exhaustive; however, it provides an over-
view of the sensing technologies included in these vehicles. This image depicts the
sensing technologies employed specifically by Bosch autonomous vehicle research
division and is unlikely to be exactly the same for other companies working on
autonomous vehicles. The technologies used in autonomous vehicles will vary to some
degree dependent on the automotive manufacturer or technology company and the
level of autonomy that the vehicle can support.

2.2 Implications of Autonomous Vehicles

Legal Implications. Concerns around legality and responsibility are of monumental
importance since accidents are likely to occur in the future where an autonomous
vehicle is not being directly controlled by the driver [44]. The question is not whether
accidents with autonomous vehicles will occur, but a matter of when. There have been
two recent deaths when Tesla’s Autopilot was engaged in addition to other accidents
not resulting in deaths where AutoPilot malfunctioned. Tesla’s Autopilot feature has
the ability to temporally control the vehicle’s powertrain, brake and steering under
specific highway conditions [25]. On May 7th 2016, there was an accident that resulted
in the death of a driver using Tesla’s AutoPilot [54]. AutoPilot is especially relevant
here since there may be direct implications on future autonomous vehicles stemming
from this particular accident. In this and similar future scenarios, some open questions
include: Who should be held responsible? Would it be Tesla, the dead driver of the car,
the truck that collided with the Tesla, the owner of the car, or someone else? These
malfunctions are increasing as advanced driver assistance features (with semi-
autonomous capabilities) become prevalent. More recently, on September 14th 2016,
the accident details were released of a Tesla with AutoPilot engaged that resulted in the

Fig. 5. Field of view of sensors for autonomous vehicles from [38].
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death of a 23-year-old man [55]. The accident details by The Drive news agency
included video footage showing the Tesla colliding head on with a street-cleaning truck
that was stopped on the side of the road [55]. The video footage from the accident
suggests that the Tesla involved in the accident drove into the street-cleaning truck at
constant speed and did not appear to slow down [55]. AutoPilot malfunctions are
becoming a growing problem for Tesla and potentially the entire automotive and/or
technology industry. Two similar accidents (fortunately with no human deaths) have
recently occurred with Tesla’s AutoPilot engaged where the Tesla in question failed to
notice a vehicle that was stopped on the side of the road in front of it [55–57]. The
release of the news about recent Tesla accidents does inform the public about a
potential system failure of Tesla’s AutoPilot automated feature. The exact impact of the
release of this information on public perception of autonomous vehicles is unknown.
How frequently these accidents occur is likely to be a factor, since when accidents are
infrequent, people may not consider these accidents with automated cars as a major
problem. On the contrary if many accidents frequently occur with automated vehicles
malfunctioning, this may lead to a negative association by the public with automated
vehicles. Additionally, if accidents do occur but are not released to the public then
automated crashes may appear as less of a problem to the public. Accidents similar to
these where an automated system malfunctions could lead to some customers being
concerned about the functionality of autonomous technologies, while it may lead others
to completely lose faith or interest in these technologies [58]. It is unlikely that cus-
tomers will be inclined to purchase a vehicle that is known to have automated features
that malfunction if these accidents continue to occur. These accidents should certainly
not be taken lightly by technology companies and automakers as vehicles with
autonomous features are still in sensitive, growing and developing stages.

The discussion to address questions regarding liability becomes even more sensi-
tive and convoluted depending on how all the scenarios regarding control are for-
malized [43, 44]. For example, when a human driver identifies danger or a forthcoming
accident, action is typically taken to prevent or avoid the problem. If the vehicle is not
designed to return control to the driver or the outcome of the vehicle’s pre-programmed
solution to the identified problem is one that the driver disagrees with-who should be
held responsible? [43, 44]. The outcome refers to the multiple possibilities that an
autonomous vehicle can select from for accident-prone situations. Regulators will need
to account for this and all other possible scenarios of liability with autonomous
vehicles.

Infrastructure Implications. The infrastructure for autonomous vehicles is related to
humans in the sense that a robust and efficient infrastructure will lead to a safer driving
environment and require little to no input from a human driver in an autonomous
vehicle [10, 12]. There has been ongoing work to develop the appropriate
vehicle-to-vehicle, and vehicle-to-infrastructure communication capabilities for
autonomous vehicles [12]. One essential piece to future autonomous vehicles is
Dedicated Short Range Communications (DSRC), which supports communication
between vehicles (vehicle-to-vehicle) and also from a vehicle to a communication
network of roadside units [12]. DSRC is expected to improve the reliability, safety and
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performance of autonomous vehicles [8]. See Fig. 6 from Gharavi et al. below for a
mapping of the communication possibilities of automated vehicles.

Figure 7 provides a broader picture of the components and communication chan-
nels of the vehicle infrastructure or vehicle-to-infrastructure initiative.

If vehicles are able to communicate with each other via vehicle-to-vehicle and
vehicle-to-infrastructure communication capabilities, then they would be able to better
inform each other of road conditions and hazardous situations [12]. Vehicle-
to-infrastructure communication would support the ecosystem of autonomous vehi-
cles and they will be able to seamlessly communicate with emergency services and help
keep the maps up to date with added precision [12]. As noted earlier, vehicle-to-vehicle
communication and vehicle-to-infrastructure communication will reduce driver stress
and lead to a safer driving environment [10, 12]. Reduced driver stress can eventually
lead to a driving environment where humans could focus on other activities in the car
and enjoy other things on their trip outside of driving. Researchers working in this
space have noted that necessary physical infrastructure changes will be needed to
permit autonomous vehicles to communicate seamlessly with the infrastructure and
with each other [9, 10, 12].

General Implications on Trucks, Buses and Motor Bikes. Autonomous vehicles are
also likely to impact human life for people working directly in the transportation sector.
As it was briefly mentioned previously, many working people in the transportation
sector will be directly affected by fully autonomous vehicles. In the United States
alone, there are over 3 million truck drivers [59]. Fully autonomous vehicles will lead
to the elimination of jobs for truck drivers, if a human driver is not required to be
present [60]. According to the United States Department of Labor there are almost one
million bus and taxi drivers [30, 31], whose jobs will be eliminated once fully
autonomous vehicles are available. These implications are clearly not directly focused
on human interaction, but the general implication of autonomous vehicles will
potentially change or affect the lives of millions of people.

Fig. 6. From [12], illustrates that autonomous
vehicles are likely to incorporate beamed in,
brought in, DSRC as well as Satellite capabilities
in order to support their communication needs.

Fig. 7. Vehicle infrastructure initiative
from [12], which is grounded on IEEE
1609.x & IEEE 802.11p standards.
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It is important to note here that while this article is focused on human-interaction
with autonomous vehicles, the interaction that people have with varying levels of
automation in a personal automobile may be very different for motorbikes, buses and
trucks. In reference to buses and trucks, this may potentially be an extremely sensitive
area from a design and development perspective considering an accident is likely to be
more catastrophic due to their large size and weight compared to a personal passenger
car. Additionally, a motorbike operates differently from a truck, bus and even passenger
cars. These subtle but important differences will need careful consideration in reference
to their design and implementation as these autonomous cars, motorbikes, buses and
trucks are created.

Trust. Aeberhard et al. suggest that trust is extremely important in reference to situ-
ations when human beings interact with automated systems; these systems should work
as expected and consistently work well [21]. If the needs and expectations of the driver
are not met, this could have extremely negative effects on trust in automated systems
and eventually autonomous vehicles [63]. In terms of trust, both too much of it and too
little of it can be potentially harmful [22, 58]. Too little trust in the system will leave
drivers on edge all the time about the decisions that the car makes and too much trust in
the system may cultivate drivers that may delay responding or orienting themselves
back to the driving environment when necessary [15, 26–28]. Finding this middle
ground between highly but not fully automated is exceedingly challenging as
automakers want drivers to utilize highly automated features [24]. Still, they do not
want complete disorientation from the driving environment since vehicles are not yet
100% autonomous. Automakers and technology companies developing the autono-
mous vehicle of tomorrow are likely to be most concerned about the initial trust in the
system since this is related to how much profit they will be able to make, their success
and overall acceptance. In other words, if people do not trust automation in vehicles
then it is unlikely that they will be willing to purchase an autonomous vehicle. Low
trust in automation could then lead to a lower adoption rate for autonomous vehicles.
Automakers and technology companies would then need to focus their efforts on
methods to increase driver trust. Researchers who have done work with trust in
automation have identified training to be an essential component of improving user
trust [63]. However, too much trust in automation can again lead to overuse or misuse
of automated systems [22, 58, 63].

Privacy. As data is stored in an increasing number of locations and on a wide range of
devices, privacy is inevitably becoming a growing concern [67, 68]. Drivers may be
concerned about the data their autonomous vehicle collects about them and also who
has access to their information [9, 67, 68]. A nearly endless list of nefarious activities
could occur with the data captured by connected or autonomous vehicles. These
activities include but are not limited to providing incorrect information to drivers,
limiting the functionality the driver has, having access to all details regarding past,
present and future driver routes, acting as a different vehicle or making use of
denial-of-service attacks to take down the network [9, 67]. Knowing the driving habits
of a driver could be exploited for marketing, law enforcement or surveillance [68].
Particular attention will be needed on the topic of privacy as autonomous vehicles
become more and more prevalent. Changes to existing structures or legal requirements
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may be necessary to allow for the evolving needs of users and/or determine the level of
vehicle information that should be disclosed [67].

Security. Security is another salient topic in the autonomous space. The work by Petit
and Shladover on cyberattacks is the first known research to explore the vulnerabilities
that exist that are specific to automated vehicles [8]. They focused on the potential
areas of infiltration for attacks, which were extensive. The vulnerable areas include
electronic road signs, machine vision, Global Position System (GPS), in-vehicle
devices, acoustic sensor, radar, LIDAR, road, in-vehicle sensors, odometric sensors,
electronic devices and maps [8]. Considering that each of these attack surfaces often
include subcategories, potential areas of attack are even higher. Unfortunately for the
autonomous industry, hackers exposed vulnerabilities in a 2015 Jeep Cherokee by
demonstrating their ability to take control of the steering, gas, and brake pedals from a
remote location [69]. This vehicle, a level 2 on the NHTSA scale, had only a few
automated features. A fully autonomous vehicle includes an even wider array of
connectivity features, which potentially opens the door to many more opportunities for
hackers. The work done by Petit and Shladover has identified many key areas that
affords hackers the opportunity to breach the network of an autonomous vehicle;
however, research suggests that much more work is still needed in this area [4, 8].

Pricing. Litman makes it apparent in his 2014 research on predictions relating to
autonomous vehicle implementations, that the initial cost of an autonomous vehicle is
one of the key challenges to deployment of these vehicles [9]. If the average human
being cannot afford an autonomous vehicle, then only affluent people will able to enjoy
the use of these vehicles until prices are reduced. This would be contrary to the initial
overall goal of autonomous cars being created for a safer driving environment since
only the select affluent few would be safer and not the general public [3, 11]. Currently,
$30,000 could buy a top selling car in the United States [26]. The LIDAR system,
needed for detection alone, costs between $30,000 and $85,000 [51]. This excludes the
cost of the vehicle and the many other components needed for detection in an
autonomous vehicle [51]. Based on these calculations a consumer would need
approximately $60,000 or more in order to purchase an autonomous vehicle. A $60,000
vehicle is likely to be too expensive for most Americans, especially considering the top
selling automobiles in the United States range between $16,000 and $27,000 [26].
Vehicles such as a Tesla with advanced autonomous NHTSA Level 2 capabilities
where the vehicle can temporarily control the powertrain, brake and steering via the
AutoPilot feature is likely to be too expensive for average customers, considering its
starting price of around $70,000 [25]. As with many other technologies, prices tend to
reduce over time with increased production, however the initial cost may be too high
for the average car buyer and there is no guarantee on how soon prices will be reduced.
Shchetko also notes that it is unclear when an autonomous vehicle will be affordable
enough for the mass car market [51].

Time to Adoption. As noted previously in this paper, automakers and technology
companies are aiming to deliver a fully autonomous vehicle by the year 2020 [8]. It is
important to note that, according to the technology companies and automobile man-
ufactures working on this technology, the year 2020 is approximately the earliest time
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that such a vehicle could be delivered to consumers. Considering the plethora of related
concerns for autonomous vehicles, many of which are discussed in this paper, it is
likely that their deployment could take even longer than predicted. The belief that these
vehicles will not hit the marketplace as soon as expected is shared among researchers
[70]. It is important not to only consider the time to deployment but also the time when
autonomous vehicles will be in mass production, which is one of the major factors
reducing the purchasing cost for consumers [51]. If only high-income individuals can
afford autonomous vehicles, then the impact will evidently be less meaningful to the
average consumer.

2.3 Lack of Focus on User Experience for Autonomous Vehicles

It appears that the engineering of autonomous vehicles is on track, however, the
understanding of the interaction between the vehicle’s actions and driver reactions
seems much more ambiguous [19]. Consequently, there will need to be a significant
emphasis on the human element in autonomous vehicles, considering all possible
interactions for all levels of automation. Since the DARPA Grand and Urban chal-
lenges, there has been considerable amounts of work put into the development of the
algorithms, functionality and technologies needed for autonomous vehicles; never-
theless, there has been a lack of focus on the user experience and interaction between
the driver and the car [1, 3, 9, 14, 34]. Further, the communication infrastructure and
current autonomous vehicle technology needed to allow for performance without driver
input is not advanced enough for immediate vehicle deployment [10, 12]. Adequate
time and attention will need to be paid to the transition stages to higher levels of
autonomy and the back and forth interactions between the driver and a fully autono-
mous vehicle. This transition of control back and forth between driver and vehicle will
have to occur for some time due to unexpected situations that the vehicle will be unable
to handle or due to some type of system limitation or failure [13, 18]. A greater focus is
needed on the driver interaction experience otherwise autonomous vehicles are likely to
have a much longer time to adoption.

3 Human-Interaction and Control in Flight Automated
Systems

There has been a significant amount of effort in the design of the modern aircraft from a
holistic perspective, especially with regard to the human-machine interaction in the
airplane [35, 36]. A failure or issue in the cockpit is likely to result in a catastrophe
affecting a large amount of people, therefore designers and developers have made great
efforts to minimize possible errors or issues. The human-machine interaction in an
aircraft is inherently different from that of an automobile; however, equal importance
must be given to this interaction within the context of the automobile similarly to that
which is given within the context of airplane development [19]. While it is true that the
cockpit of an airplane is more complex than an automobile in terms of functionality, the
roadway has a more extensive range of unexpected and complicated scenarios as well
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as items that could cause a collision [34, 37]. Airplanes follow rather strict Air Traffic
Control (ATC) rules and are generally on the lookout for other airplanes [19, 37].
Special instructions also exist when flying low to avoid helicopters and high rising
objects [19, 37]. On the roadway, a myriad of potential dangers exist that a driver has to
be able to react to at any time such as unexpected behaviors from other drivers,
motorbikes, cyclists, pedestrians, animals, potholes, and objects or debris obstructing
the forward roadway among many others. These are all salient areas of concern that
will need to be accounted for in the design of vehicles with autonomous capabilities.
Similar to automation in the vehicle, as previously outlined from NHTSA level 0–4,
there are different levels of automation that a pilot can use in an airplane [72]. The pilot
can select from and combine different levels of automation.

In aviation, the final control of the automation is dependent on the size of the plane.
Automation can override the intentions of the pilot for smaller planes, defined as “hard”
automation [19, 74–76]. However, with larger aircrafts, “soft” automation is used, where
the intentions of the pilot are not overridden by the automated system [19, 74–76]. The
idea behind hard automation is to use technology to prevent or limit human error and
therefore will not allow a human operator to override preset limits of the system, even if
there is an emergency. Airbus planes (small aircrafts), such as the A320, A330, A340,
A380, etc., employ this hard protection system [19]. With this hard protection
automation, functions go through two phases if it is originated from a human operator
[19]. After the human operator performs an action, the system verifies whether the
instructions are within system limits prior to the actual execution of those actions on the
aircraft’s control surfaces. While with soft automation design, pilots are granted com-
plete authority to override the automated system [74, 76]. Boeing (large) aircrafts use the
soft protection system [19, 74, 76]. Intentions from a human operator in the soft pro-
tection system are immediately relayed to the aircraft’s control surfaces. If automation
identifies an issue or concern in this soft protection system, it may issue some type of
cautionary alert but it will not stop or nullify the intentions of the pilot. In safety critical
scenarios soft automation may provide feedback, which may require the pilot to apply
more force than usual, but again the automation will not completely stop the intentions of
the pilot [19, 74].

These two approaches of soft and hard automation have both advantages and dis-
advantages in aviation. Aircraft manufactures have adopted completely opposite
approaches in practice. From this perspective, it is therefore not clear which is definitely
best for vehicle automation. Even though it has been noted that hard automation may
cause more human factors issues, there are concerns that also exist with soft automation.
The work by Young et al. suggests that we can learn much from aviation in regards to
automation [19, 77]. However, it is not a direct mapping in reference to soft or hard
automation being the optimal implementation for autonomous vehicles. Both hard and
soft automation have been used in the automotive space. Anti-Lock Braking is an
example of hard automation in automobiles and Automatic Cruise Control for soft
automation. Hard automation in the driving environment will not allow the driver to
interact with or control the automation mechanism, while soft automation will provide
the driver the opportunity to have ultimate control. The functional implementation of
hard and soft automation in the driving environment is very similar to aviation. Many
researchers have noted that the driving environment is more complex and also that there
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is much more variability in the driving environment than in aviation [34, 39]. Similar to
aviation, hard and soft automation, has both advantages and disadvantages in the driving
environment. In reference to hard automation in the driving environment, Intelligent
Speed Adaptation (ISA), a feature that uses GPS position monitoring and maps of
database speed limits has been claimed to be able to reduce all injury accidents by up to
37% [34, 40]. The advantages of such a tool is rather clear as the tool would eliminate
speeding. However, a major disadvantage of such a feature is that vehicle imposed speed
restrictions [19] could potentially cause accidents (especially where there is only a single
lane road for each direction of traffic). It would not make sense to implement ISA in an
emergency vehicle, nevertheless for situations where a human is rushing to the hospital
in a non-emergency vehicle, ISA could be very problematic. Automatic Cruise Control
is a prominent example of soft automation and a key advantage is that manual input from
the driver will disengage such a system [19]. The disadvantage of this technology is that
prior research has found that many drivers failed to reclaim control of the Automatic
Cruise Control system in some emergency situations [80]. Another disadvantage
includes reduced awareness of the driving environment, since drivers are much less in
sync with the driving tasks when Automatic Cruise Control is active [24]. The fact that
both hard and soft automation has both advantages and disadvantages does not help the
design and implementation research process for future autonomous systems. Even
though soft automation seems promising, an entirely new approach to automation for
autonomous vehicles may be warranted. Consequently, all possibilities of interaction
with an autonomous vehicle need to be critically examined, as it needs to be safe, while
at the same time easy for drivers to use and understand.

Another imperative point to consider is that according to the Federal Aviation
Administration (FAA), airline pilots have to go through a minimum of 1500 h of flight
training before being eligible to earn a license to fly a commercial aircraft [81].
Obtaining a license to drive in the United States has specific age restrictions based on
the state in which the applicant resides, however, most states only require the applicant
to pass a vision and written exam as well as a physical driving test [82]. Additionally,
the training required for drivers can vary. For example, driver A may practice for one
month while driver B may practice for a year prior to taking the driver’s test, while all
pilots have a minimum of 1500 h of training required to be able to fly and compre-
hensively understand flight controls [81]. Consequently, it is important that automated
systems are easy to use and seamlessly integrated into what the driver expects in the
variety of situations that could occur. Confusion in an automobile is likely lead to
accidents, fatalities and thus become a barrier to adoption [22, 40, 41].

A potential way to address the human-vehicle interaction issues that may occur
with future cars is to create a standardized reporting system similar to what is used in
aviation [83]. This would allow drivers to report some of the interaction issues that
were not necessarily foreseeable prior to the deployment of those particular autono-
mous vehicles. This would also help to reduce possible accidents, fatalities and con-
sumer frustration for drivers. This is more centralized as opposed to a breaking news
story or report, that notifies the public, technology companies and automotive manu-
facturers of automated human-interaction issues.
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4 Suggestions Going Forward

There has been tremendous growth and progress in the automotive space, especially
over the past decade and a half. The DARPA Grand and Urban challenges brought much
needed attention to autonomous vehicle research and development, and highlighted
many of the potential opportunities [3]. ADAS have also contributed to the continuous
advancement in automation as well. Automobiles are not only being built to have lower
level autonomous features such as level 2 & 3 NHTSA vehicles, but there is ground-
breaking work being done to develop the first level 4 fully autonomous vehicle [4, 5].

While the engineering and functionality of autonomous vehicles have been at the
center of attention for research and development, there is still much work needed to
address the many challenges in automation for drivers. Future research will need to be
focused on all possible areas of human-interaction with these autonomous vehicles.
There are specific and salient areas of concern, many of which are delineated in this
article, such as approaches to control for automation, TOR, individual differences and
distraction, among many other factors. If humans are not able to interact or understand
these vehicles appropriately, there may be unfavorable shifts in the overall acceptance
and use of autonomous vehicles.

Many challenges are still present for automotive research, especially for the most
advanced states of autonomous vehicles. The sensor technology, cameras, algorithms,
machine learning and infrastructure are still not at the level of functionality needed for
safe and immediate autonomous vehicle deployment [1, 10]. For example, the fully
autonomous sensing technologies need to be improved for sensors, LIDAR, cameras,
and others [1]. There has not been enough autonomous vehicle driving data for vehicles
to predict and assess all possible driving scenarios [10]. The infrastructure is also not
currently in place to support vehicle-to-infrastructure and vehicle-to-vehicle commu-
nication on all roads [9, 10, 12]. There is much work ahead, not only from a purely
Computer Science and Engineering perspective, but also from a Human-Computer
Interaction, Human Factors and Design perspective. To date, even though work is
being done to achieve this goal, there are no NHSTA level 4 vehicles that exist [27].

5 Summary and Conclusion

Automotive and technology companies clearly have an onerous task ahead, not only to
ensure that autonomous vehicles operate appropriately, but also to be able to interact
with humans for all driving cases that could potentially occur. Human Factors, HCI and
Design researchers have a grand opportunity to explore, research, appropriately design,
and test all possible human vehicle interaction scenarios to contribute to the success
and potentially increase the likelihood of acceptance for autonomous vehicles.

There are also cultural and regional differences in driving behavior that will need to be
accounted for, considering that people drive differently in various parts of the world and
even drive on opposite sides of the road in some parts of theworld. This paper investigated
many of the human vehicle interaction scenarios that will need to be considered in order
for autonomous vehicles to be accepted in the marketplace. Consideration was also given
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to the changes in the legality around driving behavior that will eventually be needed, as
well as the necessary infrastructure needed to support these vehicles.

Autonomous vehicles cannot simply replace human drivers [84]. Automation is
shifting driving from actively controlling to a state of monitoring; however, research has
suggested that human beings are not good at monitoring [34]. Further, humans tend to
increase participation in secondary task with an increase in automation and driver
assistance systems as discussed in this paper. The area of secondary task involvement by
drivers in vehicles with autonomous capabilities will need extensive research moving
forward. Research has also suggested that drivers respond more quickly to visual-
auditory information requests than they do to requests that are only visual [14, 22].
Alerting systems in vehicles may need to evolve as the levels of vehicle automation has
grown and evolved.

Although human interaction with an airplane and other automated systems is not
the same as interacting with an autonomous vehicle as outlined in this survey, a
plethora of knowledge can be gained from these interactions with other autonomous
systems to be used as a guide or reference point. Driver distraction will continue to be a
challenge until autonomous vehicles are able to operate without any human input. The
amount of secondary devices that can distract the driver has been increasing, consid-
ering the myriad of devices that drivers can bring into the vehicle, not to mention the
information rich in-vehicle infotainment systems in cars today. A vast amount of
additional research will need to be conducted in order to clearly understand the
intentions of drivers and how control will be handled in autonomous vehicles, while at
the same time taking into account the variations in driver and personality type. Getting
the interaction right the first time is even more important considering that people are
not familiar with this technology being introduced. There is an exciting journey ahead
for the automakers, technology companies, researchers and legislators to create
seamless and safe experiences for drivers in order to promote the growth and broader
acceptance of autonomous vehicles.
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Abstract. Hybrid electric vehicles (HEVs) have the potential to accomplish
high energy efficiency (i.e., low fuel consumption) given that drivers apply
effective ecodriving control strategies (i.e., ecodriving behavior). However,
HEVs have a relatively complex powertrain and therefore require a considerable
knowledge acquisition process to enable optimal ecodriving behavior. The
objective of the present research was to examine the acquisition of ecodriving
strategy knowledge in HEV drivers who are successful in achieving a relatively
high energy efficiency. To this end, we recruited 39 HEV drivers with
above-average fuel efficiencies and collected interview data on the ecodriving
strategy acquisition process. Drivers reported the acquisition of different types of
knowledge as important for ecodriving, namely specific strategy knowledge and
general technical system knowledge. They acquired this knowledge both with
system-interaction (e.g., actively testing specific strategies, continuous moni-
toring of energy consumption) and without system-interaction (e.g., internet
forums, consulting experts). This learning process took drivers on average 6.4
months or 10062 km. The results show the high diversity of the means that HEV
drivers use to develop their ecodriving knowledge and the considerable time it
takes HEV drivers to develop their ecodriving strategies.

Keywords: Hybrid electric vehicles � Ecodriving � Strategy knowledge �
Learning process � Driving behavior

1 Introduction

Road transport is one of the major factors contributing to global CO2 emissions caused
by energy infrastructure [7]. Electric vehicles constitute a promising technology that
has the potential to reduce road transport CO2 emissions considerably (e.g., [4]).
Indeed, electrification of road transport is currently one of the largest technological
transformations in the field of sustainable development. However, to make this
transformation a success the user factor has to be taken into account in system design.
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That is, each technical system designed to foster sustainability can be characterized by
its technical sustainability potential (e.g., maximum possible energy efficiency under
realistic usage conditions). Yet, in the end it often depends on user behavior (e.g., an
optimal interaction with the system features designed to optimize energy efficiency)
whether this potential can actually be realized in everyday usage of the system.

Ecodriving is the term that is commonly used to describe all those driving
behaviors that are performed to increase real-world energy efficiency of a road vehicle
(e.g. [3, 14, 25, 26, 30]). In electric vehicles, this influence of driver behavior on energy
efficiency has been discussed as particularly relevant as research suggests that drivers
have a high impact on energy consumption in electric vehicles compared to conven-
tional combustion vehicles [21, 22, 31]. Further, electric powertrains have specific
energy dynamics (i.e., powertrain efficiency characteristics, [16]) that make behavioral
adaptation necessary to achieve a high energy efficiency. Hence, drivers have to
understand these energy efficiency characteristics of the powertrain to adapt their
behavior accordingly.

Hybrid electric vehicles (HEVs) represent the most complex electric powertrain and
at the same time constitute an increasingly widespread type of electric vehicle [1]
which makes it particularly relevant to address potential human factors issues associ-
ated with their usage. The complexity of this powertrain mainly results out of the
combination of an electric motor and a combustion engine that interact at a fast rate as
well as a regenerative braking system that creates a highly dynamic bidirectional
energy flow. Those powertrain characteristics can be presumed to require behavioral
adaptation [2, 6]. Thus, HEV drivers are likely in particular need of a sufficiently
precise understanding of the energy dynamics to perform effective ecodriving strategies
in HEV usage (see also [9]). Hence, there is a considerable risk that a substantial part of
the sustainability potential of HEVs is lost due to a lack of drivers’ understanding of
effective ecodriving strategies.

A key challenge from the perspective of green ergonomics [13, 28] therefore is to
advance understanding of user-energy interaction in HEVs and how drivers can be best
supported in the acquisition of correct mental models and effective ecodriving strategies.
One step in this research agenda is to gain a comprehensive understanding of drivers’
adaptation to the system and the development of ecodriving strategy knowledge.

The objective of the present research was to examine the acquisition of ecodriving
strategy knowledge in HEV drivers. To specifically gain an understanding of successful
learning strategies we concentrated on drivers who are particularly successful in
optimizing the energy efficiency of their HEVs. To this end, we recruited 39 HEV
drivers who achieved an above-average fuel efficiency with their HEV under everyday
conditions compared to a population of HEV drivers who regularly logged their fuel
consumption data (i.e. all could be assumed to be at least somewhat interested in
energy efficiency).
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2 Background

Several challenges have to be overcome until a driver can achieve a high energy
efficiency with a particular vehicle. From a motivation and volition perspective of goal
setting, goal striving and action regulation these can mainly be broken down into three
steps. First, drivers need to cognitively represent the goal of ecodriving in an accessible
way and evaluate it positively and achievable (i.e., set ecodriving as a salient goal for
establishing a basic level of ecodriving motivation). Second, drivers need to pursue the
ecodriving goal with high priority in comparison to other attractive (i.e. competing)
goals such as time-efficiency, safety, comfort or driving pleasure ([8]; i.e., volitional
processes, [18]). However, the largest challenge for drivers that potentially demands
the most cognitive resources is the continuous control of goal-directed behavior to
increase energy efficiency. Interestingly, while considerable research so far has focused
on increasing and sustaining ecodriving motivation (e.g. [17, 26]) there is less research
that focusses on the issues of cognitive control of ecodriving behavior on a more
microscopic level (for exceptions see e.g., [2, 9, 19]).

Previously, we have suggested that ecodriving efforts can be conceptualized as a
control theoretic feedback loop [9] parallel to the increasingly widespread notions in
driver behavior models that examine on other facets of driving behavior, typically
safe/unsafe driving, from a control theory perspective [11, 12, 27]. With regard to the
regulation of ecodriving behavior it can be conceptualized that the control process
starts with the perception of relevant environmental variables (i.e., system state and
state of environment) to enable the identification of applicable ecodriving strategies in a
given situation. Further, drivers should select and finally implement a strategy that is
perceived as particularly energy-efficient in a given situation (and fits to other
motives/goals such as safety or comfort).

A core component of this framework is the strategy knowledge base that is
expected to comprise the drivers’ repertoire of strategies (i.e., which ecodriving
strategies exist), as well as their subjective conceptualizations of energy efficiency (i.e.,
which ecodriving strategies are effective and why). A relevant task for advancing
understanding of the ecodriving control process is thus, to examine this knowledge
base and how it is established (i.e., how ecodriving strategy knowledge is developed).

First research in this area has examined drivers’ knowledge and mental models of
energy efficiency in driving conventional vehicles [20, 23] showing, for example, that
ecodriving knowledge in the general population is rather low [20] yet when asked to
drive energy efficient, drivers change their driving behavior (compared to normal
driving behavior; [23]). Furthermore, first research in the context adaption to electric
vehicle driving has demonstrated that ecodriving knowledge is dynamic and develops
with practical driving experience [22, 24], or with specific supporting ecodriving
feedback [14, 15]. However, research addressing the question of how exactly drivers
acquire this ecodriving knowledge is still lacking, in particular with regard to
user-interaction with new and complex powertrains like HEVs.
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3 Method

3.1 Participants

We focused recruitment on HEV drivers of the Toyota Prius (2nd gen, 3rd gen, and
Prius c [in Germany sold as Yaris Hybrid]), being the most sold (see e.g., [29]) and
most prototypical HEV model. To enable recruitment of drivers who achieved a
specific fuel efficiency with their HEV we used the database on www.spritmonitor.de.

From the almost 1500 Prius drivers in the database we invited drivers who (a) had
an average fuel efficiency above the fleet-average of the vehicle model, (b) were from
Germany, Austria, or Switzerland, and (c) had logged their fuel efficiency within the
last 3 months. We avoided drivers who appeared to log fuel efficiency inconsistently,
and sought to sample drivers across a range of above-average fuel efficiencies (i.e.,
from “just above average” to “top of the list”). Ethical approval was sought from and
granted by the University of Southampton’s Ethics and Research Governance com-
mittee (reference number 17071).

Participants in the resulting sample (N = 39) had an average age of M = 45 years
(SD = 10) and an average HEV driving experience of M = 74079 km (SD = 64513),
92% were male, and 56% had a university degree.

3.2 Procedure

To collect the required, data telephone interviews (including questionnaire sections)
were conducted (Mduration = 48 min, SD = 8). Participants received the interview
guideline before the interview and could therefore refer to the documentation as the
interviewer went through the questions. The interviewer’s experience with HEV
driving (>6 years) facilitated the interview process.

After introducing the study and gaining informed consent, the interview had the
following parts: (P1) ecodriving motivation, (P2) ecodriving strategies, (P3) questions
on ecodriving strategy development, false beliefs (i.e. false mental models), and user
suggestions for ecodriving support systems (P4) questionnaire parts to assess
socio-demographic and experience-related variables. The interview was audio-recorded
and transcribed. The present paper focuses on the part of section (P3) of the interview
that deals with strategy acquisition (development of ecodriving strategies). Results
regarding the other parts of the interview and further details on the methodology have
been published in [9, 10].

3.3 Qualitative Data Analysis

We based our qualitative data analysis on thematic analysis [5]. After each interview,
the interviewer and the scribe (first and second author) discussed insights and first ideas
for possible codes. After familiarization with the data, the initial coding phase led to a
list of codes that was relevant to our research question (consequently, only statements
referring to the acquisition of knowledge were provided with codes). Afterwards, the
coding system was reviewed and discussed, and initial ideas for themes (i.e., thematic
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clusters) were revised and refined based on the thematic proximity of codes. As only a
relatively low level of abstraction of statements was targeted, this phase was less
complex than for other topics in psychology (i.e., semantic rather than latent level
analysis; [5]). In the final phase, we again went through all transcripts and coded
participants’ statements with regard to the developed coding systems (i.e., clusters and
sub-clusters). Within this phase some final revisions and refinements of the coding
system were performed. Hence, all statements of the participants that were relevant to
the respective research question were grouped into clusters and sub-clusters. Clusters
group similar statements of different participants (i.e., an overarching theme that is
addressed by several participants).

4 Results

All percentage values given in the following sections refer to the share of drivers from
the whole sample (N = 39). Note that percentages must not add up to 100% because
one driver can use more than one mean (i.e., no exclusive coding was performed).

To address our research question, how HEV drivers acquire ecodriving strategy
knowledge, we posed the following question to drivers: “How did you developed your
strategies over time?”. This question directly followed the extensive interview section
where drivers elaborated on (a) the ecodriving strategies they used in four prototypic
situations (driving on the autobahn, city driving, relatively straight rural road with flat
terrain, mountainous and winding rural road) as well as (b) their conceptualization
about why these strategies were effective in increasing energy efficiency (for results see
[9]). Hence, it can be assumed that this elaboration of the ecodriving strategy
knowledge base also made the memories about how the ecodriving strategies devel-
oped over time more accessible in memory and, therefore, helped drivers to sketch a
more comprehensive and precise picture about their ecodriving strategy acquisition.

With regard to results, first, drivers’ answers to the interview question were coded
as the acquisition of two knowledge types: (a) strategy knowledge (95%) and (b) rel-
evant technical system knowledge (41%). Second, another key distinction that resulted
from the data was, whether strategy or technical system knowledge where reported to
having been acquired with interaction with the HEV (69%) or without interaction with
the HEV (87%). Hence, this pattern can be structured in a fourfold table. Consequently,
a correspondingly structured overview of the main means that drivers used to acquire
their ecodriving strategies is depicted in Table 1.

In the following sections, a more detailed view on how drivers acquired strategy
and technical system knowledge will be presented. We refer to the fourfold table above
for structuring the results. For each of the four categories, descriptions of those cate-
gories, sub-topics (i.e., acquisition means) and example statements are given.

4.1 The Acquisition of Strategy Knowledge

In the present study, strategy knowledge can be defined as the knowledge about driving
behaviors that are perceived efficient. Obviously, this knowledge does not refer to
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strategies which undoubtedly have a positive effect on real-world fuel efficiency, but to
knowledge about strategies that is deemed efficient by the drivers. As stated above,
strategy knowledge has been acquired with and without HEV system-interaction (see
Table 1). We consequently present the results in the order of cells of this fourfold table.

Acquisition of Strategy Knowledge with Interaction with the HEV. Many drivers
(64.1%) reported that they have acquired strategy knowledge during their trips with the
HEV. A crucial role in this respect played the active testing of different strategies which
was reported to be used by more than half of the drivers (54%). To infer the efficiency
of the strategies tested, the drivers reported to monitor different kinds of system
feedback, of which fuel consumption was the most prominent (52%). Yet, there were
some differences in regard of which specific fuel consumption criterion drivers mon-
itored: fuel consumption per route (e.g., on the daily route; 28%) fuel consumption in
general (e.g., on the basis of tank fillings recorded; 23%) and fuel consumption within
very short time periods (e.g., instantaneous fuel consumption; 15%). In this respect,
drivers used different kinds of system feedback (e.g., the fuel consumption history
display that is provided by the HEV models in the present study) or other helpful
applications (e.g., spritmonitor.de website to log the fuel consumption data):

“I drive the same route each day. […] Through the instantaneous fuel consumption
as it is currently displayed in the vehicle, I get information and obviously also by the
curve [refers to fuel consumption history display]. The higher the resolution, the better.
Next, I have been using spritmonitor.de for many, many years and through this I was
obviously able to monitor even better and, in terms of fuel … from refueling stop to
refueling stop examine, how it develops.”(P03)

Furthermore, to test the effectiveness of the specific ecodriving strategy pulse and
glide (drivers repeatedly accelerate in a pulse-phase to a target speed, subsequently
decrease this speed in the glide phase, see [9]), even specific driving environments and
conditions were used to control for further influences:

Table 1. General overview of acquisition means used to acquire ecodriving knowledge

Knowledge type
Strategy knowledge Technical system knowledge

Acquisition
Means

With
system-interaction

Testing
Monitoring
Incidental learning
System trains driver

Testing

Without
system-interaction

Internet forums
Expert survey
Additional literature
Videos
Former knowledge

Internet forums
Additional literature
Videos

Note. This table gives a first overview of the results; more detailed results are presented in the text
below.
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“And then I obviously conducted a test, at night, with low traffic, the influence of
driving only with pulse and glide between 30 and 50 km/h. Lo and behold, I get down
to 3.2 l/100 km.” (P05)

Beyond fuel consumption, drivers also monitored other kinds of system feedback to
acquire strategy knowledge: further feedback provided by the hybrid system (e.g.,
depiction of the energy flows; 15%) and by additional apps and tools (10%) and sounds
(3%). How the feedback by the hybrid system affects ecodriving strategies (e.g.
intensity of regenerative braking), is illustrated by the following statement:

“There are the displays in the car which really help me, these are the energy bar
display where one can see where the vehicle saves energy, how it also saves energy in
braking. When I brake strongly the system recharges less, when I brake less intense,
one can see that the energy recovery is a little bit bigger […].” (P19)

In contrast to the active testing of different strategies, some drivers also mentioned
kind of a passive strategy knowledge acquisition process: Drivers reported that strategy
effectiveness is better understood through incidental learning by interacting with the
HEV (“it is learning by doing”, [P09]; 10.3%), or that the system is educating the
driver (“I’ve got the feeling, that the car trains the driver in driving efficiently. Simply
because of its functionality”[P27]; 7.7%).

Acquisition of Strategy Knowledge without Interaction with the HEV. When
acquiring strategy knowledge without system-interaction, drivers reported to rely on
internet forums (64%), their former knowledge (39%), ‘expert’ surveys (asking experts,
e.g. experienced drivers, about their knowledge; 8%), reading additional literature (e.g.,
the user manual 8%) or videos (5%).

From the large percentage of drivers using internet forums to acquire strategy
knowledge, a considerable share (18%) already informed themselves prior to the
purchase. Moreover, for some drivers it could be categorized which specific strategies
they had adopted from those forums. Those strategies were pulse and glide (8%), a
specific way of accelerating from standstill (5%), using (or rather not using) the
B-mode (engine break active, cf. Franke et al., 2016), utilizing electric driving, the
adaptive cruise control and neutral coasting in the neutral mode (each 3%). This
process of acquiring knowledge through the internet and applying this knowledge to
real word driving is reflected in the following statement:

“Then I have learned pulse and glide, in the third phase. I found this strategy not in
the manual of Toyota but on the internet and I have to say, this [pulse and glide] poses, to
me, the most powerful tool among those strategies I have learned, based on the driving
technique. With which one can really influence the fuel consumption most.” (P31)

Some drivers also reported that former knowledge played a crucial role in devel-
oping HEV strategy knowledge, particularly ecodriving strategies they have already
acquired with their former vehicle (26%) and physics knowledge (8%). The former
primarily refers to some general ecodriving knowledge applicable to most vehicles, as
stated by one driver:

“I guess that I have already developed most of the strategies with my conventional
vehicle” (P16)
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The latter, physics knowledge, depicts a general influence on the strategy knowl-
edge in a way that strategy effectiveness can be deduced from it, as reflected in the
statement of the following driver:

“I was attentive during the physics lessons and I know what consumes energy and
what doesn’t. So, I know that I need the most energy for accelerating and for constantly
gliding at one speed, I only have to overpower the friction and air resistance and I
consume relatively few [fuel].” (P12)

Beyond those factors already mentioned, several drivers (26%) perceived personal
attributes as important determinants of their acquisition of strategy knowledge. Below
them was the fun factor of driving energy efficient (10%), as stated by another driver:

“One more often remembers to drive in that way [energy efficient] because it is fun.
So, one is tempted to try … ‘maybe I can reduce my fuel consumption for another
0.2 l/100 km’” (P32)

Other attributes mentioned were trust (i.e., knowledge that the algorithms will control
the vehicle most energy efficient; 3%) or the drivers interest in the technology (3%).

4.2 The Acquisition of Technical System Knowledge

The acquisition of technical system knowledge (concerning the HEV system) is a
construct that was subject in former research and has proven an important determinant
of HEV ecodriving success [2, 9]. Consequently, as drivers did not exclusively rely on
reporting the acquisition of strategy knowledge, we also analyzed their reports on the
acquisition of this knowledge type. As for strategy knowledge, reports for technical
system knowledge referred to acquisition with and without interaction with the system.
Thus, results will again be presented in this order.

Acquisition of Technical System Knowledge with Interaction with the HEV.
Several drivers (15%) reported that they have acquired strategy knowledge through the
interaction with the system. For example, the way system dynamics (e.g., the state of
charge) influence how the driving energy is supplied might be understood through
interacting with the HEV system:

“I now know how far I may press the accelerator pedal before the combustion
engine will turn on, furthermore I also know now that this depends on the state of charge
of the battery. It is always less optimal the emptier the battery becomes. And it is more
likely that the combustion engine will also turn on. This is taught by the car.” (P28)

Acquisition of Technical System Knowledge without Interaction with the HEV.
Finally, a total of 13 drivers (33%) reported that they have gained technical system
knowledge through sources like internet forums (28%), professional literature (3%) and
videos (of the hybrid system; 3%).

“Yes, I am an active member of the Priusfreunde-forum. […] They also provide the
Prius-Wiki, where many technical aspects are explained. This has helped my under-
standing a lot.“(P04)
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4.3 Duration of Learning Process

Finally, in addition to the main interview question of strategy acquisition, we asked
drivers the sub-question how long it took them to acquire their ecodriving strategies (with
regard to time and total distance driven). This information could finally be derived from
N = 38 participants, because one participant did not provide a clear numerical value.
Further three drivers were not aware of a substantial strategy learning process during the
time of their HEV usage, meaning they perceived that they had already acquired the
ecodriving knowledge they deemed necessary prior to purchasing their HEV (e.g.,
“Prior to purchasing the car […] I had concerned myself certainly for 1.5 years very
extensively with the topic of hybrids, thus, purely hypothetical.” [P20] or “I was attentive
during the physics lessons.” [P12]). Within the sample of the remaining N = 35 drivers,
the average time it took them to develop their ecodriving strategies, based on the drivers’
estimates, was M = 6.4 months (SD = 7.8, 25th percentile = 2, 75th percentile = 12
months). Moreover, drivers’ duration estimates in terms of total distance driven were
M = 10062 km (SD = 8785, 25th percentile = 4000, 75th percentile = 17000 km).

5 Discussion

How and where do HEV drivers learn to optimize the energy efficiency of their
vehicles? Is it enough to hear or read some basic rules to become a successful eco-
driver, or which learning strategies do HEV drivers really use? This was the question of
the present research. The results showed that drivers used a diverse set of means to
develop their ecodriving control strategies and that this learning process took them
considerable time.

The successful ecodrivers we recruited for our interview study (i.e., drivers with
above-average fuel efficiency compared to a sample of HEV drivers who could all be
assumed to have a basic interest in their fuel consumption) did not only report the
learning of specific rules or strategies to be important for acquiring ecodriving skills,
yet also stated that technical system knowledge (e.g., understanding of the technical
interplay of the powertrain components) played an important role. Hence, it appears
that, to support development of ecodriving skills in novice drivers of HEVs, these
drivers should not only be provided with ecodriving tips focused on specific behaviors
(i.e., “this behavioral strategy is effective to optimize energy efficiency”). Instead,
drivers should also be provided with the necessary background knowledge to under-
stand why these behavioral strategies work (e.g., “there are two states where the
combustion engine in your HEV is most efficient and that is why you should target
these states which you can do with this strategy”, or “air resistance increases expo-
nentially with speed, hence reducing speed on the motorway is very effective”). This
could also, for example, make drivers more flexible in applying certain strategies and
derive new ones.

Moreover, ecodriving strategy knowledge is developed both while driving as well
as without direct system interaction. In particular, the time-consuming active testing
and monitoring of certain strategies shows that identifying the optimal ecodriving
strategies is not that simple. Variations in environmental conditions (e.g., presence and
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behavior of other vehicles) make it complex for drivers to clearly trace the success of
the application of certain ecodriving strategies. Here, there is a considerable potential of
ecodriving support systems such as systems that help to objectively quantify envi-
ronmental characteristics with relevance for energy consumption (e.g., traffic flow, road
conditions, terrain) and depict these along with energy consumption data (e.g., in an
energy consumption history display) to aid drivers in disentangling effects of their
behavior versus environmental factors on fuel consumptions.

Further, the results of the present study indicated that control and monitoring
processes of ecodriving strategy effects are implemented at different time scales, that is,
drivers use different aggregations (i.e., reference periods) to check the success of their
ecodriving efforts such as the consumption averaged over one trip or one filling of the
tank (i.e., one refueling cycle), down to consumption in the last minute or second.
These different levels of control have to be considered in system design as well as in
theorizing of ecodriving behavior. Future research could be concerned with which
monitoring reference periods provide adequate feedback for ecodriving success.

Finally, the process of developing ecodriving knowledge in HEV driving (at least
the time that successful ecodrivers need to acquire their level of knowledge) takes
considerable time. This echoes the notion that the powertrain of HEVs is complex and
energy dynamics are difficult to understand for drivers. Moreover, one can assume that
the development of ecodriving strategies is not just a matter of knowing a certain
strategy but also acquiring the knowledge how to actually implement this strategy in
different situations. Hence, each ecodriving support system that is focused on sup-
porting strategy development should not only be focused on teaching rules and
strategies, but also continuously guide drivers’ in their efforts to implement these
strategies in different driving situations.

All in all, the present study represents a first step to advance understanding of
ecodriving strategy development in HEV drivers. Further quantitative studies will be
needed to assess the processes and patterns discussed in the present contribution with
greater precision and provide further insights into the questions of how achieving
optimal energy efficiency and reaching the technical sustainability potential of a system
can be facilitated as much as possible for users.
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Abstract. The command and control of multiple vehicles in highly dynamic
scenarios by a single operator require high situation awareness and can result in
excessive workload. In this article, we argue why the introduction of automated
planners instead induces new human factors related problems such as compla-
cency, opacity, and loss of situation awareness. In order to avoid such issues, we
propose a mixed-initiative approach. The article describes our concept and the
technical implementation of a mixed-initiative multi-vehicle mission planner.
The planner serves as cognitive agent and supports a human operator du-ring
planning and re-planning processes. The article focuses on the interaction
concept. A first experimental evaluation of the described interaction concept is
presented. Our application comprises the teaming of manned and unmanned
helicopters in complex military missions.

Keywords: AI systems � Associate systems � Human agent teaming �
Mixed-initiative � Problem solving

1 Introduction

The mission planning and re-planning of multiple vehicles by a single operator under
time constraints can result in excessive mental workload (MWL) conditions. Algo-
rithms for automated planning and scheduling were developed that can solve such
complex problems in reasonable time. However, these algorithms are often not directly
suitable for use in incremental, user-centered collaborative planning [1]. Rather, the
usage of such automated planners may result in loss of competences [2] and loss of
plan awareness and plan comprehension. Additionally, most automated planners
require programming exactly then when workload is already increased due to changes
of the situation [3] which results in even more workload. Finally, the usage of fully
automated planners may result in an inversion of hierarchy during mission execution as
the human operator is obliged to execute a fully automation-generated plan.

In order to counteract such human factors issues, we propose a cooperative plan-
ning approach between human operators and cognitive agents based on incremental
planning. The collaboration and cooperation of human operators with cognitive agents
to solve a common planning problem is known as mixed-initiative (MI) planning.
Although multiple mixed-initiative approaches were already presented in [4–6] the
introduction of such systems in real-world applications is still missing. The challenge is
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now to integrate such a system into complex multi-agent human-machine systems.
Thereby, in order to bring an actual benefit, the focus of research must address an
efficient interaction concept between human and agent. The design of the agent’s
intervention policy is of essential significance.

In this article, we present a mixed-initiative planning associate for helicopter
onboard multi-aircraft mission (re-)planning. The agent is specifically designed to
reduce automation-induced errors and to enable a helicopter pilot to solve multi-vehicle
planning problems with sufficient quality in reasonable computation time. The pro-
posed planning associate monitors the tactical situation and the pilot and intervenes
during the planning process whenever necessary. The planning agent is integrated in a
full military two seated helicopter mission simulation. The purpose of this article is to
describe our concept, the implementation and evaluation of the planning associate.
Thereby, the article focuses on the interaction aspects of the system.

2 Related Work

Allen and Ferguson present the design of a mixed-initiative agent that collaborates with
a human operator in order to solve a common planning problem [6]. Thereby, they
describe an integrated framework of several planning and reasoning functions and give
a short evaluation. In [7] Chen et al. present experimental results on a mixed-initiative
agent named RoboLeader which helps a human operator to coordinate a team of
multiple UxVs. Roth et al. [8] describe the evaluation of a mixed-initiative system for
multi-UAV mission management. The evaluation focuses on human-factors questions
such as the measure of situation awareness, workload, and plan comprehension. Further
research can be found in [9].

3 Application Manned-Unmanned Teaming

Our research application comprises the teaming of a manned two-seated helicopter with
multiple unmanned aerial vehicles (MUM-T) in military helicopter transport missions.
Characteristics of these missions are reduced preplanning time, highly dynamic mission
environments (i.e. rapid changes of the tactical situation) as well as landings in hostile
territory. Thereby, the unmanned systems are used as detached sensor platforms to
increase the sensor range of the manned helicopter and to meet information demands for
the pilots. The UAVs are used to reconnoiter the primary route of the manned helicopter
and to find alternatives routes. Furthermore, the UAVs are able to locate suitable landing
points in hostile territory. In critical mission phases, such as approach, ground opera-
tions and departure of the helicopter, the UAVs can provide protection. In this setup, the
pilot non-flying is fully responsible for the tactical planning and re-planning of the
manned/unmanned team during the mission. Mission planning tasks include helicopter
route planning, contingency planning, and UAV task planning. The pilot uses a tactical
map display to sketch plans and to command tasks to the unmanned systems. Thereby,
he is assisted by our mixed-initiative planning agent, in order to increase performance
and to reduce workload and human factors related issues. The agent proposes
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reconnaissance tasks, such as the identification of targets, and task assignment to an
aircraft depended on available resources. It identifies flaws and conflicts in the current
plan and offers solutions. Furthermore, it helps optimizing a given plan. The interaction
between pilot and agent is dialog-based using either text boxes on the tactical map
display or voice interactions. However, the proposed concept is not restricted to our
domain. Rather, it can be transferred to various applications with single or multi-vehicle
planning by a single operator, such as the air traffic domain.

4 Concept

4.1 Work System

We define mixed-initiative as cooperation between human and agent, in which both can
take initiative over the panning process and direct the process. Thereby,
mixed-initiative systems can include adaptable and adaptive components. Other defi-
nitions can be found in [10–12].

The conceptual design is presented in Fig. 1 in work system notation [13]. The
work system notation differentiates between the worker on the left-hand side and the
tools on the right-hand side. The worker has knowledge of the overall work objective
and tries to reach that objective by own initiative. He is furthermore authorized to
change this work objective by own initiative. To achieve that work objective, the
worker uses given tools which are shown on the right hand side of the work system.
The tools are subordinates, i.e. hierarchically degraded with respect to the worker.

In our application, the worker is represented by a single human pilot. Multiple
vehicles and their planning interfaces and algorithms, for example semi-automated

Fig. 1. Design pattern in the work system notation [13]
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planner, serve as tools to the pilot. A cognitive agent onboard each unmanned aircraft
(UAV) serves as delegate agent. Each delegate agent is controlled by the human worker
using a task-based-guidance approach [14]. The agent controls the underlying con-
ventional automation in a supervisory control relationship. The introduction of such a
delegate agent reduces the workload of the human worker.

Finally, we introduce a cognitive agent as worker on the left hand side which
re-presents the mixed-initiative planning associate. This agent has all characteristics of
a human worker. That means, it is also aware of the mission objective and pursues it by
own initiative. However, in contrast to the pilot, he is not allowed to define or modify
the work objective. The agent has knowledge about the mission domain, available tools
and given resources as well as the human pilot. The task of the cognitive planning
agent is to assist the pilot in all situations which require mission planning and
re-planning.

4.2 Behavior Rules of the Mixed-Initiative Agent

The task of the agent is to enable the pilot to solve multi-vehicle planning problems
with sufficient quality in reasonable time. The agent shall increase planning perfor-
mance and reduce workload of the human-agent team. Thereby, the agent shall help to
mitigate human factors problems such as reduced situational awareness and reduced
plan comprehension. In order to achieve these goals, we formulated the following
behavior rules for the mixed-initiative agent:

• leave as much work to the pilot as possible,
• intervene as late as possible,
• intervene as little as possible, and
• intervene incremental, rather than complex, whenever possible.

In order to determine which information is required for the pilot at a given time we
considered psychological aspects of human pilots. In organizational psychology in the
area of planning and decision making Herbert Simon proposed the “Satisficing
Principle” [15] which describes the behavior of decision makers. The principle
underlines that the human in general does not try to find an optimal solution to a given
problem. Instead, he stops working on the problem as soon as the solution is sufficient
to his personal level of aspiration. We transferred Simon’s principle into our concept.
Our agent does not try to reach an optimal solution. Rather, it stops intervening as early
as possible. If the agent intervenes, it guides the pilot through the problem step by
step. Thereby, it is designed to leave as much work as possible to the pilot.

Simon states that the human’s level of aspiration depends on the current situation.
This means that in critical situations a low-quality solution is sufficient. In contrast, in
very uncritical situations, the personal aspiration level of the human pilot might be
much higher. We mapped these levels of aspiration into situation criticality and
workload. If the pilot’s mental workload is excessive, his aspiration level might be
much lower compared to a low workload situation. Similar, if the pilot finds himself in
a critical tactical situation, his aspiration level is probably reduced. These assumptions
result in further behavior rules for the agent:
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• aspire after a sufficient plan, rather than an optimal plan,
• adapt the aspiration level to the current tactical situation, and
• adapt the aspiration level to the current human mental workload.

4.3 Interaction Concept

In the following, we describe the concept for interaction between human pilot and
cognitive planning agent: in a first step, the pilot provides information about a mission
goal to our cognitive planning agent. In the following course, the pilot uses planning
tools to (re-)plan or to modify the mission plan whenever required. Figure 2 visualizes
such a planning process; initial state and final state of the planning problem are
highlighted. A plan is defined as a sequence of actions (operators) which transforms
the initial state into the final state. In general, for a given problem multiple solutions
exist. The partial plan denotes the currently implemented part of the full plan. Con-
straints, such as maximum route distance, minimum fuel on board, or time of arrival,
can reduce the solution space. The pilot needs to find a solution, which does not violate
any constraints.

The planning agent monitors the pilot and the situation and intervenes if required.
There are three reasons for intervention:

1. The pilot does not continue with planning activities, even though it is required: If
next planning steps are required and the pilot does not take actions, the agent
informs about the problem and proposes next planning steps incrementally.

2. The pilot plan is erroneous: if (mission specific) constraints were violated in the
implemented plan, the system informs about consequences and proposes alternative
options.

Fig. 2. Visualization of the planning process starting at an initial state
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3. The pilot plans suboptimal: if the plan can be significantly improved, the agent
proposes enhancements. However, since a valid solution already exists, the agent
shall intervene only if the aspiration level of the pilot is high, i.e. the situation is
uncritical and the pilot’s workload is low.

The determination of the pilot’s activities is required to shape the intervention
policy. If the pilot is about to plan the helicopter route, we do not need to inform him
about the necessity for planning. Furthermore, if the pilot works on the helicopter route
problem, the agent should contribute to rather this problem than to less related
problems.

Not only the agent has the possibility to initiate a dialog with the human, but also
the pilot is able to initiate a dialog with the planning agent. The pilot can assign tasks to
the automated planning associate in high workload situations or request information
about future options and consequences. For example, he can ask the agent for opti-
mizations of his mission plan. This allows human pilot to interact on own initiative
with the associate agent which marks a fundamental difference to previous work.

4.4 Functional Architecture

In order to work with a team member on a mutual problem, first of all, both must
identify the mutual goal. Secondly, a human team member must have knowledge about
the work domain, activities of team members, and their mental states. In order to
develop a cognitive agent, we transferred these key capabilities to our concept. We
identified four system pillars which serve as key enablers for our mixed-initiative
planner:

1. planning and plan reasoning,
2. pilots’ activity determination,
3. pilots’ mental plan progress assessment, and
4. intervention.

The first key enabler is the capability to plan and reason about plans. This capability
is required to infer options and determine next planning steps for incremental planning.
Furthermore, this pillar is required to reason about human generated plans, their
shortcomings, and conflicts. Therefore, the knowledge about goals and planning
domains is required. The second key enabler is the ability to determine the pilot’s
activities. Knowledge about the current pilots’ activities is required to enable planner
interventions which do not disturb the conversation flow. The third key enabler is a
human mental plan progress assessment. Such an assessment is the accumulation of the
pilot planning activities over time. If the pilot for example has noticed a plan conflict in
the past, but not reacted to it so far, we do not need to inform him about the conflict
later again, but maybe better support his reaction by any means. Finally, the fourth key
enabler is the intervention generation component. This component forms the bidirec-
tional interface to the pilot and interacts based on the behavior rules (Sect. 4.2). This
component receives data from the three previously described components, generates an
interaction strategy, and interacts as required to influence the environment. These four
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pillars allow for an incremental and mixed-initiative planning process. Figure 3 shows
the corresponding functional architecture of the agent. Our system can intervene on two
different levels of automation. On the first level, it plans incremental and therefore
requires more user interaction. On the second level, the agent intervenes with complex
interactions rather than incremental. Thus, less user interaction is required. On the one
hand, this reduces the mental workload of the pilot. On the other hand, it may also
reduce pilot plan awareness. These two levels of automation can be adjusted by a
workload-adaptive associate system, described in [16].

5 Implementation

This chapter describes the implemented system. The first subchapter shows the system
architecture of our planning agent. The second subchapter describes the implemented
HMI. The overall system architecture is presented in Fig. 4. The figure shows the
important components of our agent on the left side as well as the implemented parts of
the HMI and other relevant components on the tool side.

5.1 Agent System Architecture

Mission Planning. The first component, mission planning, represents planning and
plan reasoning capabilities. It requires substantial domain knowledge in the area of
military mission planning because otherwise the agent cannot assist the pilot adequately.
For this reason, we conducted knowledge acquisition experiments with German military
helicopter pilots to model our planning domain. The domain contains a model of tools,
i.e. the manned helicopter and the unmanned systems. For logical planning and
re-planning purposes, we modelled our planning problem in PDDL which is an
action-centered language to solve planning problems [17]. Core of PDDL are actions
with pre- and post-conditions that describe the applicability and the effects of actions.
Figure 5 shows a graph-based visualization of the domain and their implemented

Fig. 3. Functional Architecture of the Mixed-Initiative Associate
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actions. These actions comprise helicopter and UAV specific actions. We use a PDDL
planner which works based on our mission domain and a problem file. Furthermore, a
CPLEX planner is used for rapid task assignment, optimization and scheduling [18].

On runtime, information about capabilities of the UAVs (i.e. sensor equipment, transit
speed, reconnaissance speed) is provided to the planner. Thereon, the planner generates

Fig. 4. Components of the implemented system in work system notation

Fig. 5. Mission planning domain
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a mission plan, based on the mission goal, the information demands by the pilots and
available resources. However, usually the demand for reconnaissance information
outreaches the available resources. Then, the planner prioritizes demands based on their
criticality to the mission success. Most important are the detection of landing points,
the protection during ground operations, approach and departure, as the helicopter is
most vulnerable in these flight phases. Less critical are information demands, con-
cerning alternative route segments. The generated mission plan is not directly for-
warded to the pilot.

Activity Determination. The second component is the pilots’ activity determination.
Therefore, the pilot’s interactions with automated cockpit functions are observed.
Interactions can be manual or visual. In the second step, these observations generate
evidences for hypotheses, which represent certain activities. Finally, these evidences
are combined using the Dempster-Shafer theory. The result of the reasoning is the
continuous determination of the pilot’s current activities. The detailed concept and
realization of the activity determination is presented in [19].

Plan Progress Assessment. The third component is called mental plan progress
assessment and represents the pilot’s mental state regarding the planning process.
Therefore, it gathers data provided by the activity determination and accumulates the
data to a mental plan progress. The gathered data comprise pilot helicopter planning
activities and UAV planning activities.

Intervention Generation. The fourth pillar deals with the intervention generation. We
modelled the interaction domain in PDDL as well. Interaction planning is handled
using a logical contingency planner. The next sub-chapter will discuss the imple-
mentation of our intervention component in more detail. The purpose of the cooper-
ative planning approach is to generate a mission plan which satisfies all constraints and
is agreeable by the human pilot as well as by the agent. The purpose of the agent’s
intervention generation component is to derive an intervention strategy, i.e. a sequence
of actions which can be used to transform an insufficient mission plan into a plan which
is agreeable by all team members.

To enable cooperative behavior, we need to model the agent’s behavior. We
modelled an interaction domain in PDDL. The domain contains the environment and
actions which can influence the environment if applicable. The environment consists of
three pillars:

1. the specification of the tactical environment,
2. the description of the pilot’s mental state, and
3. the description of mission related facts, such as mission plans, flaws, alternatives

and optimizations.

Furthermore, the domain contains actions. An action can be applied to influence the
environment if the preconditions for this action can be met. The actions represent all
possibilities of the cognitive agent and can be used to determine the interaction strat-
egy. Four different types of actions enable the planner to generate such a mixed-
initiative interaction strategy. Types of actions are:
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1. Prioritizations to determine the most important issue. For example, an enemy unit
that threatens the mission plan must be prioritized higher than an optimization of the
mission plan regarding the task assignment. The pilot’s activities influence the
prioritization.

2. Observations to wait for further activities of the pilot. For example, the system can
decide to observe the pilot’s next interaction with the tactical display before
intervening.

3. Pilot interactions to communicate with the pilot. This type of interaction is most
important for cooperation between agent and pilot. The interaction of the agent is
dialog-based. It includes informative dialogs, proposals for future routes and target
candidates for reconnaissance or proposals for optimizations.

4. System interactions to modify the state of a technical system. These include the
modification of tools such as the route planner or the UAV-planner (Fig. 4).

On each simulation step, the interaction planner determines the most important
planning problem and then generates a proper handling strategy to solve the problem.
As described in the previous chapter, it is most important to avoid flooding the pilot
with information. Rather, only mission relevant information and proposals shall be
communicated to the pilot. This represents Simon’s Satisficing principle which is
modeled as an optimization function. An example of such a generated interaction
strategy is displayed in Fig. 6.

Fig. 6. Interaction strategy generated by the contingency-based intervention planner during
runtime
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5.2 Pilot Planner Interface

We developed an HMI that satisfies requirements for mission planning and commu-
nication between pilot and agent. The HMI has the following components (also dis-
played in Fig. 5):

1. a mission interface which is used by the pilot to specify the mission objective,
2. a tactical map display, which is used by the pilot to sketch the mission plan and

command tasks to the UAVs (this display can be also used by the agent to visualize
plan proposals and alternatives),

3. a dialog interface for the agent to communicate with the pilot using text boxes, and
4. a dialog interface for the pilot to initiate a communication directly with the agent.

The tactical map display is shown in Fig. 7. The left side shows the pilot’s interface
(an object-oriented context menu) to sketch a mission plan and command tasks to the
UAVs. The right side shows an agent initiated dialog to solve a problem. The text box
on the upper right is used by the agent to explain the problem and to point out a
solution. Additionally, the solution is visualized on the map display in magenta.

Furthermore, we developed a pilot-agent dialog voice interface. This interface
allows the pilot to interact on own initiative with the associate agent which marks a
fundamental difference to our previous work. The interface can be used to request
information and proposals from the agent and to add constraints to the mission plan.
Therefore, we implemented the following grammar for commands:

• Commands: [Keyword] [Affected Vehicle] [Command] [ContextVariable]
• Requests: [Keyword] [Request] [Affected Vehicle] [ContextVariable]

Fig. 7. IFS Helicopter simulator cockpit
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The implemented interface is based on the software SIMON which is an open
source front-end for speech recognition.

6 Experimental Evaluation of Agent-Human Interactions

In an experimental campaign, we examined the impact of our mixed-initiative
agent-human interactions on the pilot’s workload and the overall planning perfor-
mance. We hypothesize that during a planning process:

• plan segment proposals of the mixed-initiative agent reduce the workload of the
pilot, and

• planning performance can be increased using plan segment proposals.

6.1 Configurations and Research Setup

In order to examine the hypotheses, a comparative experiment was conducted with four
different configurations.

• Configuration A: The planning problem is simple (1 UAV, 3 Targets). The pilot
uses a tactical map display to task the UAV manually.

• Configuration B: The planning problem is simple (1 UAV, 3 Targets). The plan-
ning agent proposes a task assignment. The pilot has to accept or decline the
proposal after verification.

Our experimental hypotheses state that configuration B increases performance and
reduces MWL compared to configuration A. The performance was operationalized
using the time required to fulfill a given task. More specifically, based on a task with a
given complexity, the performance is operationalized by the inverse of the time used to
execute the planning task. The MWL construct was operationalized using the
NASA-TLX [20] questionnaire as a subjective measure.

As experimental design we chose a within-subjects design. Each subject had to
perform each configuration 5 times. The sequence of configurations was randomized
between all participants in order to eliminate sequence effects.

In order to enforce adequate proposal verification by the subjects, one of the agent’s
proposals was incorrect for each subject. The subjects were informed about the pos-
sibility of incorrect proposals.

6.2 Participants and Experimental Conditions

The experimental test sample consisted of 21 cadets of the German Armed Forces. The
participants aged between 18 and 29 years (Mage = 22.6, SDage = 2.2). During the
experiment the participants planned one UAV on a single tactical map display. The
display showed the UAV and its equipment as well as possible targets. All subjects
were trained with the software previously to the experiment.
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6.3 Results

Experimental data set was generated in [21]. Figure 8 shows the results for the
workload and performance evaluation. The assessment of overall workload showed
differences between configurations A and B. Compared to configuration A (M = 32.12;
SD = 16.91), the workload could be reduced by 28.18% in configuration B
(M = 23.07; SD = 11.20, p = 0.053). The assessment of overall performance showed
significant differences between configurations A and B. The time required to perform
the simple planning task manually (M = 15.3; SD = 5.97) could be reduced with
assistance in Configuration B (M = 10.08; SD = 4.63; p = 0.032) by 34.14%. The
results show that both hypotheses can be accepted.

7 Experimental Evaluation of Human-Agent Interactions

In order to evaluate the effectiveness of the developed human-agent interaction con-
cept, we conducted another experiment in our helicopter mission simulator. The
experiment was conducted to evaluate if pilot initiated dialogs with the mixed-initiative
agent can reduce the workload and increase the performance of the human-agent team.

Therefore, we developed an experiment in which a single pilot has to fly a sim-
plified MUM-T mission and is additionally responsible for helicopter route planning
and UAV task assignment. We hypothesize that the pilot flying the helicopter benefits
from the speech interface. Furthermore, we hypothesize that pilot initiated interactions
with the mixed-initiative agent will affect the work result of the system in a positive
way and increases performance and reduce mental workload of the pilot.

7.1 Configurations and Research Setup

For the evaluation of the system, a comparative experiment was conducted, in which
three missions (mission I, II and III) were performed. In the experiment we evaluated

Fig. 8. Results for workload and planning time for configurations A and B
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the described interface of the mission planner. Thereby, we compared three
configurations:

• Configuration A: the planning process is executed using a tactical map display
without speech interaction. The pilot works with his tools using manual
interactions.

• Configuration B: Planning is done using basic speech commands, which are equal
to the planning commands in Configuration A. The pilot works with his tools using
speech interactions.

• Configuration C: Planning is done with advanced speech interaction directly with
the mixed-initiative agent. The pilot works with the planning agent using speech
interaction.

The experimental hypothesis says that configuration B increases performance
compared to configuration A; configuration C increases performance compared to
configuration B. Furthermore, it can be assumed that Configuration B reduces work-
load compared to Configuration A and that configuration C reduces workload even
more. In the experiment, all participants were exposed to the three configurations of the
system. Therefore, the experimental design is a within-subjects design. In order to
derive mental workload of the pilot, we added a secondary task. To eliminate sequence
effects, we conducted the experiment with two test groups and switched the sequence
of the configurations between both groups. Test group one conducted the configura-
tions in ascending order. For test group two we reversed the sequence.

The missions were designed as follows. The subject had to fly a helicopter at an
assigned altitude and speed in our helicopter mission simulator. The simulator cockpit
is shown in Fig. 9. During each flight five re-planning situations occurred. To re-plan
the mission, the subjects could use either the tactical map display or voice interaction,
as according to the experimental condition under evaluation. To ensure comparability,
all missions had an identical layout.

In order to prove the hypotheses, the constructs (MWL and performance) were
operationalized using the following dependent measures. We operationalized MWL

Fig. 9. IFS helicopter simulator cockpit
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using a secondary task. Here, the subject had to classify possible targets on a display,
whenever possible. To determine the workload of the primary task, we evaluated how
much interaction time was spent in the secondary task similar to [22]. We opera-
tionalized performance as deviation in altitude and speed from the intended flight path.

7.2 Participants

The sample consists of 10 persons recruited from the University of the Bundeswehr
Munich. Participants include 8 officers of the German Armed Forces and 2 Engineers.
Participants include 9 male and one female. The participants aged between 22 and 31
(Mage = 27.2, SDage = 2.6).

7.3 Results

Results for the secondary task are presented in the following. The average time required
to classify an object in configuration A (M = 14.7; SD = 13.47) could be reduced in
configuration B (M = 9.4; SD = 5.66) and configuration C (M = 7.8; SD = 5.4).
Figure 10 shows the results for the performance increase in the secondary task. The
graph shows the averaged performance increase. Thereby, configuration A serves as a
baseline measure. The averaged performance in configuration B is 25% higher and in
configuration C 40% increased, compared to configuration A. These results indicate
that the workload in the primary tasks could be reduced. Therefore, the hypothesis that
states that MWL can be reduced using voice interactions can be accepted.

Figure 11 visualizes results of the increase of performance in the secondary task in
boxplot format for configurations B and C with regard to configuration A.

The evaluation shows that the standard deviation for altitude, referred to the overall
mission, could also be reduced, displayed in Fig. 12. The standard deviation in altitude
could be reduced in configuration B by 40.7% and in configuration by 41.7% compared
to configuration A which served as reference. This shows that voice interaction in
general could increase planning performance. However, the direct agent interactions
could not increase performance further.

Fig. 10. Results of performance increase for the secondary tasks for all three configurations
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In general, it must be said that the implemented speech recognition rate was
depended on the subject. The results show that workload could be reduced using voice
interaction instead of manual display interactions if the pilot is flying the helicopter.
However, our experience shows that if the pilot is not flying the aircraft, manual
display interactions are preferred.

8 Conclusion

This article describes our concept for a mixed-initiative planning agent, integrated in a
two seated military helicopter mission simulation. The agent shall ensure correct
mission planning and re-planning of multiple unmanned vehicles in high workload
conditions. The pilot and the cognitive agent cooperate and solve mission (re-)

Fig. 11. Results of performance increase for the secondary task for configurations B and C

Fig. 12. Deviation from specified altitude over configurations A, B, C
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planning problems incrementally. Thereby, the cooperation between pilot and agent is
dialog-based (text or voice). During runtime, our agent monitors the pilot’s activities,
as well as the tactical situation and the given partial plan. Based on the currently
implemented partial plan, the current tactical situation and the pilot’s activities the
agent generates an interaction strategy which is used to assist the pilot. The evaluation
shows that the implemented interfaces reduce workload and increase performance in
onboard re-planning situations. Further research is required in order to demonstrate the
benefits of the agent’s interaction strategy. We are currently in the preparation phase for
full mission experiments with German military helicopter pilots.
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Abstract. Every year, inattentive or impaired drivers strike law enforcement
officials, emergency personnel, and other workers by the roadside. Preventative
efforts include making at-risk parties more conspicuous to oncoming motorists in
order to prompt safer driving behaviors. In contrast, this work evaluates active
alerting mechanisms designed to induce defensive action from at-risk roadside
personnel once a hazardous situation has been autonomously detected. This
paper reports on field investigations with state police to capture their cognitive
requirements for this dynamic environment, as well as the design of four alert
prototypes for a high noise, low-light environment such as a highway shoulder.
We discuss implications for such future autonomous systems and argue that such
active defensive alert mechanisms could improve roadside safety and save lives.

Keywords: Autonomous alerting, safety � Law enforcement � Wearable
computing � Ubiquitous computing � Haptics � Multimodal alerts

1 Introduction

In the United States between 2000 and 2009, 120 law enforcement officers were struck
and killed by vehicles while performing duties such as directing traffic, assisting
motorists, or stopping on a highway shoulder [24]. For example, on October 19th,
2012, a Nassau County highway patrol officer exited his vehicle on an expressway to
investigate a crash and aid an injured person. Soon after, he was struck and killed by
another car [4]. On December 29th, 2012, an interstate officer was hit and knocked over
a guardrail after stopping another vehicle on the highway [23]. In June of 2013, despite
emergency lighting, a Massachusetts state trooper was rear-ended by a drunk driver
while making a roadside stop [8]. Had he been outside the car, the collision could have
been fatal. Similar traffic threats affect other first responders and roadside personnel as
well. In 2008, 29 of 114 firefighters killed on duty in the U.S. were killed in vehicle
accidents. Between 1992 and 1997, at least 67 EMS providers perished in ground
transportation-related events [25].

While numerous precautionary steps can be taken to protect roadside personnel,
drivers are fallible [12]. Unlike most other passive mitigations developed to warn
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drivers of the presence of roadside personnel, this paper explores an active defensive
alerting system for at-risk individuals, which incorporates technology to communicate
danger.

Automatic identification of anomalous driving behavior is becoming feasible as
sensors and computer vision systems improve. An on-cruiser, backward-facing com-
puter vision system has been proposed to monitor oncoming traffic for police officers
stopped roadside [13]. The system works by means of two cameras processing video at
high and low resolution to track vehicle trajectories as they approach the cruiser. If the
system detects a dangerous vehicle trajectory, an imminent danger signal could be
delivered to the officers (Fig. 1). This monitoring system is augmented by computer-
controlled laser road flares to divert traffic [27]. Autonomous hazard recognition systems
such as this could act as a line of defense when other passive signals fail. However, the
design of the warning signal requires careful consideration of the unique human factors
for this user group.

This paper describes the design and testing of alerts that can communicate the
danger recognized by a machine vision system to a person at risk. It was designed to be
easy to use, unambiguous, and efficient in mobilizing the user to take preventive action.
It was also important that the design was technically and fiscally feasible, and that
potential users were willing and inclined to use this mechanism. This work has the
potential to save hundreds of lives and provide a more effective alternative to existing
alerting mechanisms.

The contributions of this paper are as follows. First, we report on the results of a
field investigation to characterize police officers’ operational environment, focused on
highway safety. We then introduce four personal defensive alerting devices for such an
environment as well as an evaluation experiment to assess their relative effectiveness.
Finally, we provide insights on the practical implementation of defensive alert systems
from a focus group, which included state police officers.

2 Background

2.1 Hazardous Highway Conditions

The factors that contribute to hazardous traffic conditions are manifold. First, motorists
can be distracted while driving or be unfit to drive. In 2010, there were a total of
195,879 Driving Under the Influence (DUI) arrests in California alone [6]. Poor
highway engineering can endanger police officers and other personnel on the road as

Fig. 1. Chain of communication from autonomous detection of dangerous vehicle to user
notification
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well. The Arizona Crown Victoria Police Interceptor Blue Ribbon Panel and the New
York State Police recommend that officers position their highway stops parallel to the
highway and a sufficient distance from both violator vehicles and the edge of the
highway [1]. Unfortunately, these types of stop locations are not always available.
Highway engineers are often forced to reduce shoulder width or remove emergency
breakdown lanes to help mediate high traffic volume [1]. In addition, highway traffic
can be loud, visually demanding, and constantly changing. Weather conditions and
terrain can reduce visibility of the surrounding area, making it harder to find escape
routes, and temperature can cause discomfort and impaired tactile discrimination,
especially in the cold [18]. These conditions impair an officer’s ability to respond to
threats, with little margin to escape an imminent collision.

2.2 Highway Safety Policy and Practice

A number of national agencies, including the American Association of State Highway
and Transportation Officials and the National Safety Commission as well as interna-
tional groups such as the International Association of Chiefs of Police, are working to
minimize such hazards. In 2007, forty-three states had passed “Move Over” laws, which
require oncoming traffic to clear the lane closest to a stopped officer [15]. However, the
laws were not reliably enforced and in a survey taken that year, 71 percent of Americans
reported no knowledge of these laws [15]. The Michigan Give ‘em a Brake Safety
Coalition supports the establishment of modified speed limits in work zones, and they
have also campaigned through bumper stickers and over the radio [14].

2.3 Highway Safety Devices and Technology

In addition to policies, many types of visual, auditory, and haptic devices and tech-
nologies are used to raise driver awareness of unusual road conditions.

Visual signals. Traffic cones, flares, signs, message boards, and reflective markings
are all used to control and divert traffic. Police uniforms often include retroreflective
garments such as jackets and raincoats to help improve their conspicuity, and the
Federal Highway Administration requires that such garments comply with American
National Standards for High Visibility Safety Apparel and Headwear to ensure their
visibility [11]. Additionally, studies have shown that retroreflective striping on police
cruisers is particularly effective, including fluorescent colors during the day and con-
trasting colors to make objects stand out from the background [25]. Using LEDs, colors
and light patterns can be varied based on the amount of ambient light [1].

Auditory signals. Sirens and horns, today a quintessential feature of emergency vehi-
cles, exemplify the auditory modality of warning signals on the road. While valuable
when cutting through traffic and effective at grabbing attention, these loud, conspicuous
warnings can cause physical discomfort at close range, be obstructive to covert police
work and unnecessarily disturb communities. For this reason, sirens are typically used
only for brief periods, and rarely on stationary vehicles.
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Haptic signals. There are also haptic methods currently in place for protecting against
vehicle accidents. For example, Sonic Nap Alert Patterns (SNAPs) are indentations in
the road surface that produce a loud noise and vibrations in a vehicle driving over it
[28]. The use of SNAPs on the Pennsylvania Turnpike over five different projects
produced a seventy-percent reduction in “drift off road” accidents. These types of
haptic patterns, now more loosely referred to as “rumble strips” have also adapted to be
raised features in plastic, ceramic, or asphalt materials, and have been used in various
locations such as parking lots and between highway lanes. Rumble strips have also
proved to be “more cost effective than many other safety features including guardrails,
culvert-end treatments, and slope flattening [9].” These haptic mechanisms, however,
are geared toward motorists and are permanent features installed on the ground. There
has been little work looking at more dynamic mechanisms.

3 Field Investigation and Design Considerations

To address the safety issues of individuals conducting roadside stops, we conducted a
field investigation in which we spent two evenings on “ride alongs” with state troopers
during actual highway patrol [16]. This allowed us to identify important considerations
for designing a defensive alerting system. In addition, our design was informed by
previous research on alerts. Further details on the ride alongs and related research are
described below.

3.1 Ride Alongs

Police officers are highly trained individuals, skilled in fast decision-making, safety
procedures, and emergency response. They are trained to be familiar with their equip-
ment and to be prepared for a wide range of situational circumstances. To gain a better
understanding of their operational environment, we conducted two ride alongs with a
sergeant from the State Police. We were interested in understanding the cognitive
requirements of the job by observing officer behavior and in characterizing all other
haptic, visual, or auditory stimuli the officers experienced, with the purpose of gauging
the sensory load of the environment. Decibel readings were taken around the vehicle on
the shoulder of the road and notes of equipment and uniforms were collected.

During the ride alongs, we sat in the passenger seats of a police cruiser and
observed the officer at work. The ride alongs were conducted in late fall and after
sunset, so the environment was cold and dark. We were given reflective jackets to wear
as an additional safety measure. Over the course of each ride along, the officer stopped
in four different roadside locations, both on the highway and in more suburban settings.
At these stops, while the officer attended to the infraction and stopped party, we would
exit the vehicle to collect data using digital cameras, video cameras, a decibel meter,
and pen and paper. We also interviewed the officer before, during and after the ride
along for clarification and further details.

Timeline of a Roadside Stop. From observations during the ride-alongs and an
informal cognitive task analysis with the officer, we were able to gain an understanding
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of the timeline of a roadside stop. Figure 2 summarizes the sequence of events
observed each time the officer conducted a stop.

A roadside stop occurs when an officer targets a motorist on the road. As an officer
begins to tail a subject vehicle, the targeted motorist will usually know that he or she is
being followed by a police officer. However, the identity of the motorist is unknown to
the officer. Inside the cruiser, each police officer has a computer interface on which he
or she can run the license plate to match plate numbers with the registered owner of the
vehicle, potentially the dangerous driver at hand. It is possible, however, that the
current driver is not the owner. The car may be borrowed, leased, or even recently
stolen and not yet reported. Once the license plate has been analyzed on the computer,
the police officer will select a safe location to make the stop. At this point, the police
siren may be activated, and the officer will make the stop and assess danger. Sometimes
the target vehicle’s driver will comply and sometimes the driver will not. For example,
the driver may panic and stop his vehicle in the middle of the road or on the opposite
side of the highway where no breakdown lanes exist. The motorist may become hostile
or try to escape the situation. This latter possibility becomes more of a concern the
longer the vehicle takes to come to a stop. As he is driving, the driver may be readying
a concealed weapon or searching for a personally advantageous location to stop where
the officer’s attention may be diverted.

The officer must then approach the vehicle on foot, from up to 100 yards away. At
this time, his or her attention is always divided between the stopped individual and
oncoming traffic, both of which can pose serious threats to safety. Officers are trained to
always look for escape routes in their environment, make their presence known to
oncoming traffic, but also to conceal themselves from the targeted driver. If and when
the officer must move to a safe location, time is critical. For example, a car traveling at
70 mph will travel 100 yards in 2.9 s. Based on an assessment of the situation, the
officer chooses between wearing reflective gear or standard jackets, plans movement
around the stopped vehicles and will then write a citation or take other action. Most of
this behavior is taught through training and practiced until it is routine.

Fig. 2. Sequence of events in a roadside stop. Officers are trained to take these steps while
driving, attending to oncoming traffic, and planning for emergency situations.
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Noise in Roadside Environment. Adecibel meter was used to measure sound levels
in various locations over the course of the ride along. Readings were also taken of other
warning signals currently in use. The results are summarized in Table 1. Outside the
vehicle in traffic, maximum decibel readings varied between 71 and 84 dB, mostly
from vehicles rushing past. Inside the vehicle, the readings reached up to 69 dB. The
cruiser’s built-in sirens, gauged from about 30 feet away from the vehicle, reached
decibel readings in the 90 s. All sirens are automatically turned off when the car is in
park. The officer also carries an on-person radio and multiple other radios inside his
vehicle.

Officer Uniform and Equipment. Uniforms consist of combat boots, a long-sleeved
shirt and slacks (or shorts in the summer). All on-person items are carried on an
external waist belt or cross-chest belt. Officers might wear several other layers of
clothing (e.g. a vest, jacket, or undershirt) and their standard-issue equipment can
include a variety of other items such as radios, cell phones, and firearms, for various
situations.

3.2 Additional Design Considerations

Alert Perception. Humans are generally capable of selectively attending to individual
channels of stimuli even in the presence of other competing stimuli [19]. However, an
emergency alert that can tap into unengaged cognitive resources will have the best
chance of capturing attention. For example, in a loud setting, one might choose to use a
non-auditory alert for better chance of detection. But even an easily detected alert can
be inaccurately identified, especially in a high-pressure environment or when used with
other similar alerts. In light of these challenges, we can manipulate the content of the
signal to optimize the user’s perception and response to the alert. For example, certain
sounds may have preexisting connotations for humans that would accelerate their
reaction time. A siren would more quickly and intuitively be identified as an oncoming
emergency vehicle than a foghorn or a doorbell. Furthermore, physical characteristics
such as frequency and volume can also enhance detection and reaction time. These
considerations are further discussed below.

Alert Modalities. Roadside alerting requires a modality of warning that would be
effective in all types of lighting and weather conditions and which would capture

Table 1. Summary of ride along sound levels

Source Max reading (dB)
Inside vehicle 69.0
Highway shoulder 83.3
Suburban neighborhood 71.0
Horn 85.5
Air horn 90.5
Sirens (Wail, Yelp, Piercer) 92.9, 90.5, 90.7
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attention as quickly as possible. We explored the characteristics of three different
modalities of warning: visual, auditory, and haptic.

Visual alerts. On the road at night, traffic headlights can cause much light pollution
and glare and at different times of the year, fog, frost, dew and dirt can also signifi-
cantly degrade visibility [26]. Moreover, crash warning system guidelines published by
the National Highway Traffic Safety Administration specifically recommend visual
warnings for “continuous lower-priority information” and discourage their use for
“conveying time-critical information” [20]. Considering the operation environment of
the highway, we concluded that a visual alert would not be appropriate.

Auditory alerts. Auditory signals are effective as warnings because they act on a sense
that is not easily ignored, and could “be detected automatically and routed through on a
priority line to the brain [17].” Three different types of auditory sounds can be used as
warning signals: abstract tones, auditory icons, and verbal messages [2, 7, 26]. An
abstract tone is typically composed of a single or multiple tones, which can be pure or
harmonically complex. These tones can be continuous, they can be pulsing, or they can
otherwise vary temporally, but the distinct pattern of sound, whatever it may be, must
be identifiable to humans and will require learning. It has been found that warnings that
consist of single continuous tones or similar temporal patterns are easily confused [7].

Auditory icons are sounds that typically have pre-existing associations with the
warning audience [10, 26]. They are typically composed of real-world sounds that have
a relationship with the circumstances they represent. For example, using the sound of
skidding tires to notify the user of a vehicle crash [26]. Because of this relationship,
auditory icons are easier to learn and identify than abstract tones.

Finally, verbal auditory messages, like verbal visual messages, use language to
signal warnings. They have similar benefits, costs, and challenges. Incoherent or long
messages will delay reaction times and in a high noise environment. Verbal messages
can also cause a language barrier when the user population speaks different languages.
However, if the appropriate language is used, verbal messages require the least
learning, which could be suitable for an infrequent warning or one that appears in
stressful situations that might cause listeners to forget the meaning of a more abstract
alert [26].

Aside from the content of the sound, the physical characteristics of the signal can
also be used to manipulate perception. Research has shown that “fundamental fre-
quency, harmonic series, amplitude envelope shape, delayed harmonics, and temporal
and melodic parameters such as speed, rhythm, pitch range, and melodic structure all
have clear and consistent effects on perceived urgency [3].” These characteristics also
play an important part in the conspicuity and discriminability of the signal, two features
that the National Highway Traffic Safety Administration has indicated are most
important in the design of imminent collision warnings [20].

The human auditory system is much better at perceiving changes in sounds rather
than absolute frequency or intensity [17] and furthermore, warnings sounds will gen-
erally be more resilient against environmental noise if they are composed of multiple
sinusoidal tones [26]. Regarding alert amplitude, guidelines suggest that high urgency
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warnings should be 10–30 decibels higher than the masked threshold, a measurement
of listener hearing threshold based on frequency and decibel level [20, 26].

Haptic alerts. Haptic warnings have not been studied or used as widely as auditory
alerts in roadside environments. However, touch is an underutilized sensory channel
and research has shown promising prospects for haptic alerts in comparison to visual
and auditory warnings. In a study on collision avoidance, it was observed that reaction
times to rear-end collision warnings was significantly shorter using tactile warnings
than using visual warnings in a simulated driving environment and potentially also
shorter than auditory warnings in real driving situations [21]. Rumble strips have now
been installed all over the United States have drastically reduced drift-off-road acci-
dents [9, 26, 28]. Although the roadside environment for officers and other workers is
different than that for drivers in their cars, these studies suggest that tactile cues can be
useful in circumstances that are perceptually taxing on the visual and auditory system.

Auditory or visual cues are often better indicators of orientation and location. They
are both distal senses, capable of containing information about the distance of an event
[22]. However, if auditory and visual cues are impractical, haptic alerts can also be
used to orient attention using directional spatial tactile cues. In a study, drivers were
warned of front-end collisions through a haptic vibration on the stomach and rear-end
collisions through a vibration on the back. In cases where directionally appropriate cues
where given, responses were 66 ms faster [22].

Haptic warnings are recommended in conjunction with warnings of other modal-
ities to present redundant information [5, 20]. The combined message can create a
sense of enhanced importance and enlarge the audience for which the warning will be
effective, for example, persons with disabilities in perceiving other modalities [26].

4 Alerting Mechanism Requirements

Based on knowledge gathered from the ride along and the literature review, the
requirements for the warning system were finalized, and are listed below.

(1) For the best chance of detection, the alert must excite a sense that is not otherwise
engaged or over stimulated in the operational environment.

(2) The alert must produce the desired effect in less than 3 s. It is crucial that the
speed of hazard detection and communication to the officer is maximized.

(3) The alert signal must be succinct but descriptive enough to trigger both fast and
accurate recognition.

(4) The alert must be more urgent than, and distinct from, other signals the officer
may already have in use.

(5) The alert must be effective up to 100 yards away from the police cruiser, since this
is a typical distance officers travel from their car.

In addition to these technical requirements, we are also interested in usability
issues. That is, the proposed alarm should be relatively easy for the target user com-
munity to transition into use. To this end:
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(6) The proposed implementation must be practically feasible in terms of cost and
additional equipment.

(7) The alert must be safe, comfortable, and easy to use.
(8) The target users must be willing to use the device.

4.1 Prototype Design

Based on our research and field investigation in the traffic operation scenario outlined
above, we explored the use of two auditory and two haptic alerts [16]. The two auditory
alarms, which varied in sound pattern and other tonal characteristics, were designed to
emanate from the cruiser loudspeaker system. The haptic alerts varied in location of
wear. The designs of the prototypes are outlined below.

Auditory Prototype Design. The State Police cruisers currently use three of ten
preprogrammed siren tones on the SA314 series of Whelen box amplifier sirens,
commonly referred to as Wail, Yelp, and Piercer. From a practical standpoint, it would
be a relatively effortless and low-cost choice to activate one of the currently unused
siren tones. For this reason, we chose two of the remaining seven signal tones as
prototypes for the officer alerting mechanism. The first, Pulsed Airhorn consists of a
repeating two pulse tone, which repeats about every second. The second, Woop, is a
repeating single tone that increases in pitch over a period of about 250 ms. These two
particular signals were selected for their distinguishability from the sirens currently in
use and roughly evaluated on urgency by pitch and period. Other available signals had
longer periods (lowering the perceived urgency), or were similar to Piercer, Yelp, and
Wail, sirens already in use.

These proposed sirens also have several desirable characteristics consistent with our
prototype requirements and communicated the appropriate semantics for a high priority
alert. First, both sirens have varying tonal characteristics, which are important for alert
discrimination and recognition. The human auditory system is much better at per-
ceiving changes in sounds than pure tones [17]. In terms of sound intensity, it is
suggested that the signal have a 10 to 30 dB increase over the ambient environmental
noise with a maximum of 90 dB [20]. Our experience during the ride along showed
that highway sound can reach levels around 80 dB, so our proposed signal should be
90 dB. The Whelen siren is capable of reaching this volume at close range.

Haptic Prototype Design. The haptic warning device designed for this system is a
small wearable device that delivers a vibration signal when triggered. This trigger can
be activated wirelessly from a computer and works in all weather conditions. The
haptic device was engineered in the lab. The system diagram is shown in Fig. 3.

To achieve wireless communication, we use XBee wireless radio frequency
modules with both a 300-foot and one-mile range. When a hazard is detected by the
machine vision system, a serial command is sent to the transmitting XBee from the
computer, which will then transmit a trigger signal to the receiving XBee. The
receiving XBee is connected to an Arduino Fio, a smaller version of the Arduino
microcontroller specifically designed for wireless applications. The Fio powers an
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eccentric rotating mass motor rotating at 12000 RPM to cause device vibration. These
types of motors are similar in mechanics and intensity to those used in cellphones,
game controllers and other vibrating devices. To power the motor, the system requires a
small circuit—a transistor, resistor, and diode combination (not pictured in Fig. 3). The
device is encapsulated in a custom-made case using a 3D printer (Fig. 4). The case
features a small belt loop through which an elastic band can be threaded.

In experimentation, we were interested in testing this device on the wrist and on the
waist. Ideally, a haptic device would be integrated into something that the officer
already wears such as a watch, or belt. The wrist and waist were thus chosen to mimic
this kind of integration and also for their sensitivity relative to other locations on the
body. In both these locations, the motor was placed in contact with the skin.

5 User Evaluation

To assess the usability and effectiveness of the proposed prototypes, two studies were
conducted: a human subjects experiment, and a focus group assessment with members
of the user community—the State Police.

Fig. 3. Haptic system diagram.

Fig. 4. Haptic device hardware, consisting of Arduino Fio, battery, and vibration motor and
fabricated case.
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5.1 Human Subjects Experiment

In this experiment, we were interested in identifying which of the four prototypes,
Wrist Haptic, Waist Haptic, Pulsed Airhorn, or Woop, would induce the fastest
response, and which was most preferred by users. We set up a lab environment to
replicate a high noise, low-light environment, and collected data on response times and
subjective feedback in order to compare the effectiveness of each alert type with one
another [16].

Design. The experiment was a four condition within-subjects experiment. That is, each
participant interacted with each of the four alert types at the time of experimentation.

Independent and Dependent Variables. The experiment consisted of four random-
ized and counterbalanced trials. These trials were identical with the exception of the
alert type used: Wrist Haptic, Waist Haptic, Pulsed Airhorn siren, or Woop siren. Thus,
the alert type was the independent variable. During each session, we recorded the alert
type, time at which the alert was triggered, and the time between the alert trigger and
response to the alert (a key press). We also surveyed each participant on various aspects
of the alarm to collect a subjective response. Thus, the dependent variables were
response time and subjective feedback.

Participants. Forty volunteers (17 male) were recruited and screened to exclude those
with known hearing impairments.

Apparatus. The study was conducted in a sound-proof room. To simulate the oper-
ating environment, recordings of ambient noise taken during the ride along were played
over stereo speakers located on the right and left sides of the room. These speakers
were connected through an amplifier box to a dedicated laptop, which controlled the
audio playback. The decibel level of this playback varied between 70–77 dB. In our
research and design phases, we concluded that highway noises may reach up to 80 dB
and the optimal alarm decibel level might be 90 dB (a 10 dB increase over the max
environment level). In our study, however, these levels were slightly reduced for
hearing safety reasons. A third speaker was placed in front of the participant and
connected to a second laptop to be used for the auditory signals. This second laptop
was also connected to a wireless transmitter that could trigger the haptic alert. It ran
software that controlled the type of alert, time at which it was triggered, and data
logging over the course of the procedure. The room was illuminated by only a small
lamp on the ceiling to replicate street lighting at night. An iPad 2 was provided to
perform a secondary task.

Task. In runs in which the participant was outfitted with a haptic warning device, he or
she was instructed to press a key on the laptop placed in front of him or her when the
warning mechanism vibrated. In the two other sessions, the participant performed the
same action in response to an auditory signal played from the speaker located in the
front of the room. During all sessions, each participant was instructed to stand in the
center of the room and play any of several games on an iPad to provide cognitive
stimulation, as a proxy for cognitive demand an individual may experience outside of
the alerting mechanism itself. The selection included the games, “Supermagical”,
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“Angry Birds”, “Unblock Me”, “Candy Crush”, “Icomania”, “Jetpack”, “Blitz”,
“Temple Run 2”, and “CollapseBlast”. The purpose of this secondary task was simply
to distract the participant from focusing their attention on hearing or feeling the alert.
This kind of sensitivity to a particular channel of perception would detract from the
authenticity of the lab environment. We chose iPad games, a visual and kinetic task, to
mimic simple, common police assignments such as writing citations. These particular
games we chosen from popular games for iPad to ensure an engaging selection.

Procedure. Each session was preceded by a practice trigger in which the participant
was given the opportunity to experience the alert in the upcoming session but not
respond to it. Once the test session was started, playback of the ambient highway noise
began, and the participant was directed to begin playing an iPad game of choice while
standing facing the alarm speaker. The alarm signal was automatically triggered by the
computer at a preselected time.

Each alert was triggered only once during a test session. To select alert trigger
times, a sequence of forty times between thirty seconds and eight minutes were ran-
domly selected, one for each participant, and a random permutation of these forty times
was used for each type of alert. Thus, the average trigger time for each alert type across
all experiments was identical.

The time at which a key press was detected in response to the alert was auto-
matically recorded and the test session ended ten seconds after the alarm was triggered.
Following each session, each participant was asked to complete a questionnaire to
gather subjective information about his or her interaction with the warning signals.

5.2 Officer Assessment

Following the experiment, we conducted a focus group with members of the State
Police to understand their perspectives on the proposed warning prototypes [16].
Findings from this are discussed in the next section.

6 Results and Discussion

Of the forty participants, ten were missing response time data for at least one of the four
conditions due to test bed and subject errors. For example, in cases where an alert
malfunctioned or the subject did not respond to the alert in the appropriate way,
accurate readings were not taken.

6.1 Response Time

Response time is the key measure as the warning needs to induce a reaction within
seconds. We ran a one-way repeated measures ANOVA using response time as the
dependent variable and the alert type as the independent variable with 4 levels. There
was a significant effect of alert type on response time (F(3,87) = 27.5, p < .0001)
indicating that some alert types induced a significantly faster response than others.

404 E.T. Solovey et al.



A post hoc Tukey’s pairwise comparison revealed the significant differences
between Woop and Wrist Haptic = (p < 0.001), between Woop and Waist Haptic
(p < 0.001), between Pulsed Airhorn and Wrist Haptic (p < 0.001), and between
Pulsed Airhorn and Waist Haptic (p < 0.001). Other pairs showed no significant dif-
ferences. These results indicate that the modality of warning had a significant effect on
the response time. More specifically, responses to haptic signals were about 0.7 s faster
than responses to the auditory signals. Moreover, considering that two of each signal
modality were studied, the effect seems repeatable in experimentation. Figure 5 illus-
trates the mean and standard error of the four conditions.

6.2 Subjective Data

In terms of subjective data, study participants were asked to rate several features of the
haptic and auditory alerts using a five point Likert scale. Specifically, subjects rated the
intensity of the volume and pitch for the auditory alerts, the comfort of vibration, wear,
and movement wearing the device for the haptic alerts, and detectability, signal
urgency, warning appropriateness, and warning effectiveness for all four alerts.
According to Wilcoxon matched pairs signed-rank test, there was no significant dif-
ference in volume ratings between the two auditory signals and no significant differ-
ence between the haptic alerts in comfort of vibration or comfort of wear. However, a
Wilcoxon matched pairs signed-rank test showed a significant effect of the type of
auditory signal on ratings of pitch (W = 78, Z = 6.19, p < 0.005, r = 0.565). Pitch was
rated from “Too Low” to “Too High.” The mean and standard error of the pitch ratings
are plotted in Fig. 6. On average, subjects felt that the Woop siren was higher in pitch
than the Pulsed Airhorn and tended to rate it closer to the “Too High” end of the scale.
For each of the four prototypes, subjects were also asked to rank detectability on a scale

Fig. 5. Mean and standard error of response times in each condition. Red indicates significance:
*** p < .001.
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from a one, “Very Difficult to Detect” to five, “Very Easy to Detect.” A Friedman test
revealed no significant difference between the four conditions. However, a significant
effect was found of alert type on ratings of urgency (X2 (3) = 33.945, p < 0.0001).
Urgency was rated from “Very Relaxed” to “Very Urgent.” The Woop signal was rated
as significantly more urgent than the other three indicating that it would be easiest to
detect (Fig. 7). A post-hoc test using Dunn’s Multiple Comparisons Test showed
significant differences between Woop and Pulsed Airhorn (p < 0.01), between Woop
and Wrist Haptic (p < 0.001), and between Woop and Waist Haptic (p < 0.001).

Finally, we found a significant effect of alert type on effectiveness rating (X2

(3) = 21.514, p < 0.0001) with significant differences between Pulsed Airhorn and

Fig. 6. Mean and standard error of pitch ratings in each auditory alert condition.

Fig. 7. Mean and standard error of urgency in each condition. Conditions that were significantly
different are indicated in red: ** p < .01, *** p < .001.
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Waist Haptic (p < 0.05), between Woop and Wrist Haptic (p < 0.05), and between
Woop and Waist Haptic (p < 0.01). In these comparisons, the auditory sirens were
rated higher than the haptic conditions as seen in Fig. 8.

In addition to these Likert scale ratings, the subjective survey concluded with a
request for rankings on all four prototypes based on preference (“1” being the most
preferred and “4” being the least preferred). A Friedman test here revealed a significant
effect (X2 (3) = 11.427, p < 0.01). Dunn’s multiple comparisons test only showed a
significant difference between Pulsed Airhorn and Waist Haptic (p < 0.05) in which
Pulsed Airhorn was, on average, rated higher than the haptic signal located on the
waist. Overall, Pulsed Airhorn was the most preferred. The results are summarized in
Fig. 9.

6.3 Comments

In general, comments varied in terms of whether subjects preferred the auditory or
haptic signal. There was some general consensus, however, on various aspects of the
individual prototypes.

For the haptic warning on the waist, the vibration was generally perceived as
detectable and comfortable although many participants likened the vibration to a cell
phone vibration or that of other similar devices. One participant stated, “The vibration
frequency wasn’t ‘relaxed’ but seemed along the same ‘force’ as a hand held massager
so doesn’t exactly bring emergency to mind.” Some even felt that the vibration was
“ticklish.” It seems that because of its similarity to sensations we have naturally learned
to associate with other devices, the haptic alert loses its novelty and hence its perceived
urgency. Another common response to the haptic device was that it was at least mildly
uncomfortable to wear, typical of an early prototype. This wearability issue should be

Fig. 8. Mean and standard error of effectiveness across conditions. (* p < .05, ** p < .01).
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easy to improve in further revisions. For example, the current device was designed with
pointed corners, which could be rounded for better ergonomics and the hardware could
be modified to be less bulky to wear. Eventually, the device can be integrated into an
existing device or garment.

Some responses to the haptic device on the wrist were similar to those with the
haptic on the waist in terms of the quality of the vibration and wear. It was described as
“a little unwieldy” and “enough to signal/alert without stressful disturbance.” In general
however, many subjects compared the device on the wrist to a watch, a location that
felt more natural than the waist. One common sentiment was that the vibration on the
wrist was “much more comfortable than on the stomach.” An important advantage of
incorporating vibration into a device such as a watch would be that the vibrating
mechanism would be much more likely to maintain contact with the skin.

In regards to the two auditory alarms, subjects tended to perceive the volume of
both auditory alarms as “definitely audible” but also very close to the ambient noise.
Although the sounds were controlled at 90 dB, about 10 dB higher than the ambient
noise, it was common for subjects to observe that either auditory signal was, “loud by
itself but not when the background noise was on.” In regards to the Woop, one subject
commented, “Pitch was slightly on the high side but I feel that it stimulated an
appropriate response,” while many responded to the Pulsed Airhorn with remarks such
as, “Could be higher.”

In regard to the two sirens, comments included, “Catches my attention very well,”
and, “Couldn’t have done a better job.” However, a common observation for both
auditory signals was that they sounded similar to regular highway noises such as “truck
horns” and “an actual siren.” If this concern proves to be an issue in the field, it could be
mitigated by engineering new and more unique sounds for the operational environment.

Fig. 9. Mean and standard error of rank rating in each condition. Red indicates significance:
* p < .05.
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6.4 Focus Group Findings

Following the conclusion of the user study, we conducted a focus group with four
members of the State Police force to demonstrate the prototypes and gather feedback
from experts in the field. The experience of the four individuals ranged from 17 to 31
years on the State Police force.

In response to the haptic signal, an officer wearing the device during the demon-
stration commented that the vibration “caught my attention right away” and all four
agreed that the intensity was appropriately strong and different from that of a cell phone
vibration. There were, however, varying opinions on the optimal location of wear. As a
watch, some felt that it would be best in terms of maintaining the effectiveness of the
device, but that most officers don’t wear watches and that it would easily be forgotten.
Another suggestion was to instead, integrate the vibration into the duty belt because,
“you are always going to put it on.” However, there were concerns as to how easily the
vibration would be felt through layers of clothing or when standing or sitting in
different positions.

The officers also suggested putting the device in a pocket and/or modifying uni-
forms to have holes where the motor could be placed in contact with the skin. If
integrated into the clothing, there would be a need for multiple devices for each officer
– one for each uniform. Another idea was to wear the device as a necklace and the other
individuals seemed to agree that this was a viable option. When asked whether officers
would be inclined to wear the device on a regular basis, the general consensus was
positive. In discussion of the haptic device, we also learned that in terms of battery life,
the haptic device would need to run for up to 16 h (the length of a double shift).

In response to the auditory alarms, all four officers agreed that they preferred the
Woop over the Pulsed Airhorn. The Pulsed Airhorn was “too similar to the air horn we
already use.”With the auditory alarm, there was also the concern that it would go off in
a situation in which an officer would not want to bring attention to himself or herself
(for example when watching a scene before going in). However, one of the officers
acknowledged that the siren would not go off unless the emergency lights were on,
based on the programming of the cruisers, and then the others seemed to agree that this
was acceptable. The officers also agreed that in all cases, the warning should auto-
matically turn off after a ten-second timeout.

Next, when asked if a multimodal warning incorporating the Woop signal and
haptic device would be useful, the answer was a resounding yes. The auditory signal
would “always be there” since it would be a part of the cruiser hardware and the haptic
signal would be supplemental.

Overall, the officers were enthusiastic about the prototypes. One of the individuals,
serving as director of fleet operations and responsible for equipment, stated, “It’s a great
tool, I really do think,” and concluded saying that, “If we can absorb that cost, it’s a
no-brainer.”
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7 Future Work

There are some features that we did not implement in the current prototypes that are
worth investigating in future work. The existing prototypes could easily be integrated
with each other or other modes of warning to create a multimodal alerting mechanism.
With such a warning, it would be worthwhile to study whether a warning that uses
multiple modalities can improve response time over a single modality.

In terms of modifying the existing prototypes presented in this paper, several
changes could be made to improve feedback from the usability studies. First, we did
not investigate the design of a new sound with the desirable qualities of signal urgency
and conspicuity for these environments. It is possible that a unique sound tailored to the
environment could produce superior response times.

Second, the haptic device could be upgraded in two ways. First, it currently delivers
a continuous vibration but may benefit from a modification in intensity of the signal or
in a change in vibration pattern. In addition, a more comfortable device design could
improve user acceptance. Ideally, the haptic signal could be integrated into a device
that the user already wears on a regular basis, such as a belt and based on the con-
versation with the state police, there is also work to be done in pinpointing the best
method and location of wear.

8 Conclusion

Based on fieldwork and background research, and in close collaboration with state
police, four alert prototypes were designed and evaluated for use in a high noise,
low-light environment such as a dimly-lit highway shoulder. Two of these alerts were
auditory sirens and two were haptic vibrations, one placed at the wrist and one at the
waist. Haptic vibrations, which we hypothesized would be more salient in a loud and
visually stimulating environment, produced statistically significantly faster responses
than the auditory alerts. However, there were no statistical differences between the two
haptic and the two auditory alerts, suggesting robustness to the specific alarm type.

Subjectively, the subjects had a slight preference for the auditory alerts and per-
ceived them as significantly more urgent than the haptic alerts. However, both the
subjects and state police officers responded positively to the haptic alerts overall. The
discrepancy in the findings, objective data leaning towards haptic and subjective data
leaning toward auditory, could be attributed to cognitive fluency with auditory sirens
over haptic alerts. Subjectively, participants favor auditory alerts in this scenario
because they are more familiar and feel easier to process even if the data shows
otherwise. In practice, while the auditory alerts offer more permanence and durability,
the haptic alerts are a more novel and thus more conspicuous stimulus in the operation
environment. It was proposed by members of both groups that a multimodal alert using
both signal types could be highly effective.

In a traffic environment, most existing safety technologies focus on passive danger
prevention rather than active warning which can incorporate autonomous safety
technology as proposed in this work. This research has shown that once alerted through
a haptic device, a person in this low-light setting gains, on average, an additional 0.7 s
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in response time as compared to an auditory alert, which could mean the difference
between life and death. However, the fidelity and reliability of the overall system, i.e.,
the sensors and algorithms that detect a possible oncoming threat, will determine
whether these alerting schemes are successful. If such a system experiences many false
positives, users may become frustrated and learn to ignore the system. Highlighting the
importance of systems engineering, the overall testing of the integrated system, which
is still pending, will determine the ultimate success of these alerts.
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Abstract. In this paper, we designed the simulated combat experiment to
obtain the decision of the participants. Combining with the characteristics of the
decision - making in the combat procedure and combat task, the fuzzy recog-
nition model was established to obtain the model user characteristic matrix. The
decision-making characteristics clustering analysis of density peak is the foun-
dation for the design of adaptive in-vehicle user interface based on user
decision-making characteristics.

Keywords: Decision-making characteristics � In-vehicle user � Cluster analysis

1 Introduction

In the process of interacting with the vehicle interface and completing the operation
task, the display content and mode of the interface play a very important role in the
decision-making of the operator’s behavior. In order to provide more helpful interface
information and interactive mode for the operator’s characteristics, the user can effi-
ciently carry out the human-computer interaction, and the vehicle-based adaptive
interface is the hotspot of the current research. Adaptive user interface(AUI) can be
automatically adjusted according to the user’s interactive behavior, thereby changing
the interface information display and content, such as changing its layout, structure,
style, display content and other elements to meet specific user requirements in a par-
ticular environment [1, 2]. AUI can predict user behavior, reduce the burden of
human-computer interaction, improve the efficiency of interaction tasks, can adapt to
the user, the environment or changing needs [3]. Although many scholars are working
on the new vehicle interface adaptive mechanism, few researches on engineering
vehicles and military vehicles have been done, especially, the user characteristics
modeling are also lack of research in these field.

Without sufficient consideration of user characteristics, the lack of adaptive
mechanisms for user characteristics is one of the causes of operator error in
human-computer interaction. User modeling is an important part of AUI research. User
model includes adaptive information, which can summarize and classify users. (1) In
application-based modeling, Dieterich H [4] divides user characteristics into
application-related computer experience knowledge and application-independent user
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preferences and learning abilities. (2) In the aspect of cognitive-based modeling,
Zuxiang Zhu [6] introduces the user’s attention strategies, words and spatial abilities
into the user model. (3) In the process of learning based on the user, Jingyun Cheng [7]
select user thinking, learning in the understanding, memory and other characteristics of
modeling; (4) Based on the number of users, Dieterich H et al. [4] Zhiwei Guan [5] and
Xiao Li [8] model individual and user groups, general and special users, respectively.

The study of user classification includes classification criteria and classification
methods. (1) In the study of user classification criteria, Dieterich H [4] Anthony F et al.
[9] and Schiaffino S et al. [17] classify users both qualitatively and quantitatively.
Zhiwei Guan [5] and Anthony F [9] studied the frequency of use, purpose, type of
learning and proficiency of users, and develop the standards for classification. (2) In the
study of user classification methods, Hongmei Ge et al. [10] carried out two naive
Bayesian classifications according to the user’s interest vector in all time slices, and got
the user classification in the whole time period. LingLuo [11] used the fuzzy c-Means
clustering algorithm to cluster the power users according to the load curve of power
users. Wei Zheng [12] proposed a Web user clustering method by extracting the user’s
access behavior and getting the similarity. And use these clusters as the previous
empirical data for the artificial neural network, improve the efficiency of user
classification.

Decision-making style is a decision-making habits, but also for accepting or
reflecting the decision-making tasks personal characteristics [13]. For the type of
decision-making style, different scholars according to different standards were classi-
fied. Henderson and Nut [14] divide the decision style into Analytic and Heuristic
according to the rational way. Driver [15] divides decision styles into five types
according to the amount of information used. Scott and Bruce [16] divided decision
making into five different styles.

Based on the human-computer interaction task, this paper established a combat
simulation experiment based on abstract task content and information. Design exper-
imental tasks and human-computer interaction interface with LabVIEW. The related
indexes in the task performance of participants were obtained. The user characteristic
matrix in the form of fuzzy recognition model was obtained based on the characteristics
of the decision process presented by the participants in the experiment. Cluster based
on density peak and the analysis result is the foundation for the design of adaptive
in-vehicle UI based on user decision-making characteristics.

2 Method

This experiment is simulated combat experiment, the participants complete the given
task as a real user in battlefield.

The experiment was carried out to obtain the decision of the participants in 5 kinds
of combat situations.

In order to reduce the participants’ unfamiliarity with the effect of the vehicle
interface on the experimental results, the participants need to repeat the experiment
several times.
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The experiment is divided into stage 1 and stage 2.

Stage 1 is user modeling.
Stage 2 is user clustering.

2.1 Experiment Design

Interface Design
Vehicle interface is the channel between user and the vehicle to transmit information,
including the display and controller. The display design is a vital part of the overall
design of the vehicle interface, which directly affects the overall combat effectiveness.
In this experiment, the vehicle interface display is designed to provide the user with full
consideration of the operating characteristics, allowing vehicles and users to adapt to
each other and improve the efficiency of interaction.

In this experiment, we designed the vehicle interface display information and layout.

Information
Combined with specific combat situation, the information provided to the participants
included 4 parts.

(1) Map
Including one’s own position with the enemy’s information, the number of the
enemy, the direction of the front.

(2) Description
Description describes the current combat situation, the experiment contains 5
kinds of combat situations.

Situation 1: The enemy is located outside the scope of the attack.
Situation 2: The enemy is located within the scope of the attack.
Emergency of Situation 2: When the enemy is within the attack range, a new enemy
is detected.
Situation 3: the enemy is located within the scope of the attack and the enemy has
launched an attack.
Emergency of Situation 3: The enemy is located within the attack range and the
enemy has launched an attack, a new enemy is detected.

(3) Task information
Including the degree of threat of the enemy, the relative position (distance and
height), target types and attack plans.

The relative position includes distance and height difference; the target type is
divided into helicopters, tanks and fighters; attack plan contains different enemies
equipped with the corresponding attack methods, namely shells, missiles and shells
together.

After abstracting and simplifying the combat information, we designed the simu-
lated combat task. The information of the task in 5 cases is shown in Table 1, in which
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the threat degree is calculated from the relative position and the target type, and the
attack plan is given according to the specific situation.

(4) Feedback
Feedback the operation of the participants.

Layout
According to the requirements of the experiment, the display should include the fol-
lowing five parts: the map area, task information area, description area, feedback
information area and control button area. Meng Wang [18] studied the identify per-
formance on the display location information recognition, and the result is 1 (upper left
area) > 2 (lower left area) > 3/3’ (upper right and lower right areas), as shown in
Fig. 1. The user has the highest recognition identify for the information displayed by 1
(upper left area), so that the map area presenting the complex information is arranged at
1 position; Wherein the user has a faster reaction speed and a higher correct rate for the
information displayed by the 2 (lower left area), and is suitable for displaying important
prompt information, so that the description is arranged at the 2 position; The user has a
high accuracy rate for the information displayed at the 3’(lower right area), thus
arranging the feedback at the 3’ position; The user has a faster response speed to the
information displayed by 3 (upper right area), so that the task information area is
arranged at the 3 position.

Table 1. Task information in 5 situations

Situation
1

Situation
2

Emergency
of situation
2

Situation
3

Emergency
of situation
3

Threat degree A 0.929 0.803 0.695 0.004 0.003
B 0.004 0.018 0.014 0.923 0.979
C 0.975 0.943 0.948 0.899 0.856
D 0.629 0.798

Relative
position
(Distance–
Height)

A 30-50 14-20 14-20 14-20 14-20
B 35-5 8-5 8-5 7.1-100 7.1-100
C 45-2000 25-1500 25-1500 18.2-2500 18.2-2500
D 3.1-15 3.1-5

Target type A H H H T T
B T T T H H
C F F F F F
D T T

Attack plan A M M M S S
B S S S M M
C M M & S M M M
D S S

Notes:H represents helicopter; T represents tank; F represents fighter
M represents missile; S represents shell
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After taking into account the above information and the actual design of the display,
we determine the final layout of the display shown in Fig. 2.

Task Procedure
In order to reduce the risk and the difference between operators in manipulating
complex controllers, the participants were asked to use a mouse to perform the
experiment tasks.

In this experiment, participants need to follow the instructions, according to the
battle map and task information and make decisions (attack, defend, escape) in the
control button area, the decision will be given feedback. Participants need to make

Fig. 1. The sorting of identifying performance of display parts

Fig. 2. Vehicle man - machine interface layout
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decisions in 5 situations in turn, and the experimental flow of a simulated combat
mission is shown in Fig. 3.

Data Collection
In this experiment, LabVIEW was as the software environment background. The
program recorded the decision under different experimental conditions and the number
of experiments.

A total of 41 undergraduates, graduate students and doctoral students from Beijing
Institute of Technology (including 29 males and 12 females) participated in the
experiment. They are between the ages of 20–29 years of age, visual acuity and
corrected visual acuity were normal, and has not participated in the test of such
experiments. Taking into account the effect of fatigue on the experimental results, the
experiment time should not exceed 45 min.

2.2 Stage 1: Modeling of User Decision-Making Characteristics

Select 10 participants, and 10 combat tasks were repeated. Combining with the combat
process and combat task, a fuzzy recognition model of user characteristics are estab-
lished, which can identify the interaction characteristics of the user through the inter-
action behavior. Analyze the convergence of the user model as the number of user
experiments increases.

User Model
Combining with the experimental background of the armored vehicle combat and the
behavioral characteristics exhibited by the participants, this study proposed the char-
acteristics of “conservative”, “calm” and “risk” to measure the user’s decision style.
Each of the user’s decisions are reflected in these three characteristics.

In this study, the fuzzy comprehensive evaluation method is used to identify the
user’s decision making [19]. This method is based on the evaluation results of the
single factor related to the evaluation object. Finally, the evaluation results are obtained
by using the weight factor of each factor.

X = { x1, x, …, xn} is a set of evaluation factors, and Y = { y1, y2, …, yn} is a set
of evaluation indexes. Each user is determined a fuzzy relation R from X to Y, R is the
evaluation matrix of the user, in which the various factors of rij in R mean evaluation
object factor of xi which belongs to the yj membership of evaluation grade (i = 1, 2,…,
n; j = 1, 2, …, m).

K is a fuzzy subset of X, indicating that the degree of importance of the evaluation
factors, e.g. weight, K = {k1, k2, …, kn}, where ki � 0 and

P
ki ¼ 1.

C means user evaluation, C = K � R.
In this paper, X = {x1, x2, x3, x4, x5}, Y = {y1, y2, y3}.

Fig. 3. Experimental flow chart
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The x1, x2, x3, x4, and x5 respectively indicate the decision in the situation 1,
situation 2, emergency of situation 2, situation 3 and emergency of situation 3. y1 y2, y3
is characteristic value of risk, calm, and conservative. A fuzzy relationship from X to Y
is as follows:

R ¼

r11 r12 r13
r21 r22 r23
r31 r32 r33
r41 r42 r43
r51 r52 r53

2
66664

3
77775

In this experiment, five situations have the same influence on user behavior, so
K = [0.2, 0.2, 0.2, 0.2, 0.2] is taken.

The evaluation object factor xi belongs to the yj membership of evaluation char-
acteristic which is determined by the membership function [20], getting the membership
function of the user under different decision by the expert evaluation method [21, 22],
adopted by the linear membership function distribution [23, 24], the membership

function of user characteristics under different behavior is shown in Fig. 4:

Result and Analysis
According to the user model in 2.2.1, we obtain the user evaluation matrix of 10
participants in stage 1. The changes of user characteristics in 10 experiments and the
corresponding number of participants are shown in Table 2.

For example, in the case 1, the evaluation result of a user is always [0.42,0.36,0.22],
the decision-making characteristic is stable and the risk characteristic is obvious; The
evaluation results of a user in Case 3 are shown in Table 3, and the results of the
evaluation have been changed in the first 6 trials. From the 7th trial, the results of
evaluation tend to be stable, and the calm characteristics of this user are obvious. We
argued that the user model stabilized after the 7th time of trial.

According to the current results, we only make a general analysis of the user’s
decision-making characteristics, the conclusions are not necessarily applicable, we will
further analysis user characteristics in stage2.

Fig. 4. The membership function of user characteristics under different behaviors
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2.3 Stage 2: Clustering of User Decision-Making Characteristics

The other 31 participants performed the trial for 7 times. According to the compre-
hensive evaluation of the user and the corresponding three evaluation indicators, the
corresponding points in the 3-dimensional space are obtained. Cluster analysis based
on density peak, and the decision-making characteristics of users in each cluster are
analyzed to determine the decision-making style.

Result and Cluster Methods
At present, clustering methods are based on partitioning method, hierarchical method,
density-based method and so on. In this paper, a method of fast search and find of
density peaks (referred to as DPC) introduced by Alex Rodríguez and Alessandro Laio
is used for clustering. The DPC algorithm is based on the idea that cluster centers are
defined by having a higher density than their neighbors or at a relatively large distance
from points with higher densities.

The clustering method defines two variables for each data point: its local density qi
and its distance di from points of higher density. Both these quantities depend only on
the distances between data points.

The local density qi is defined as

qi ¼
X

vðdij � dcÞ

where vðxÞ ¼ 1 if x < 0 and vðxÞ ¼ 0 otherwise, and dc is a cutoff distance.qi is
equivalent to the number of dots whose distance to point i is less than dc. As a rule of
thumb and the number of data points in this experiment, we can choose dc so that the
average number of neighbors is around 5% to 8% of the total number of points in the
data set.

Table 2. User characteristics of the changes in stage1

Characteristic Number/percentage

Case 1 There were no changes in 10 experiments. 2/20%
Case 2 Changes in the pre-period, no more changes after 6

experiments.
5/50%

Case 3 The characteristic has been changing and tends to be stable
after 7 experiments.

3/30%

Table 3. User evaluation in stage1

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10

0.28 0.32 0.12 0.24 0.12 0.24 0.42 0.42 0.42 0.40
0.52 0.44 0.58 0.46 0.44 0.52 0.40 0.52 0.52 0.48
0.20 0.24 0.30 0.30 0.44 0.24 0.18 0.06 0.06 0.12
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di is measured by computing the minimum distance between the point i and any
other point with higher density:

di ¼ min
j:qj[ qi

ðdijÞ

The points with higher qi and di are considered to be clustering centers, and the
remaining points are assigned to the clusters with higher density nearest to the point,
and the clustering results are obtained.

Cluster Analysis
According to the calculation method in 2.3.1, calculate the qi and di of each data point,
and the decision diagram is shown in Fig. 5.

It can be concluded from the Fig. 5 that the decision styles presented in this
experiment can be divided into three categories, the cluster centers are three points of
yellow (1), green (2) and blue (3). The number and percentage of users per cluster are
shown in Table 4.

Results of cluster analysis are shown in Fig. 6A–D respectively. In the
3-dimensional space composed of three characteristics, the polygons formed by each
cluster are not coincident. Users within each cluster have some common features that
can be described by the users’ 3 decision characteristics.

Figure 6A is a representation of the clustering of user characteristics in
3-dimensional space, and Fig. 6B–D are representations of two of the three properties
in two dimensions respectively.

Fig. 5. Decision diagram (Color figure online)

Table 4. Clustering results

Cluster Number/percentage

1 19/46.34%
2 14/34.15%
3 8/19.51%
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Cluster 1 includes the largest number of points as well as the largest range, fol-
lowed by cluster 2, and cluster 3 includes the smallest number of points as well as the
smallest range. According to Fig. 6B and C, compared with cluster 2, the “risk” values
of cluster 1 and cluster 3 are higher, and there are certain differences between cluster 1
and cluster 3. According to Fig. 6B and D, the “clam” values of cluster 2 are on high
level, and the “clam” values of cluster 1 are on middle level, and the “clam” values of
cluster 2 are on low level; besides, the “clam” values of the three clusters are con-
tinuously distributed, without significant differences between two adjacent clusters. It
can be seen from Fig. 6C and D that the “conservative” values of cluster 2 are on high
level, and the “conservative” values of cluster 1 and cluster 3 are on middle level, but
the range of the “conservative” values of cluster 1 is higher than that of cluster 3.

Fig. 6. The clustering results of user decision characteristics Notes: “ ”represents cluster 1,
“ ”represents cluster 2, “ ”represents cluster 3 (Color figure online)
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3 Discussion

3.1 Stage 1

According to the user model and the experimental results in 2.2, we summarize all the
user categories into 5 types, divided into 2 categories.

Category 1: The users with any decision-making character much higher than the
other two characteristics in the evaluation result are the users of the characteristic, i.e.,
the risk type users, the clam type users or the conservative type users.

Category 2: The users with relatively high values of two adjacent decision-making
characteristics but not an apparently higher one, i.e., the users with relatively high risk
characteristic and clam characteristic as well as with relatively high clam characteristic
and conservative characteristic in this experiment, are defined as partial risk users and
partial conservative users, respectively.

3.2 Stage 2

According to Table 4, cluster 1 includes the largest number of participants, accounting
for about half of the total number. Most of the “risk” values of users in cluster 1 are
within the range of 0.4–0.5, accounting for about half of the whole proportion, and
some users are lower than 50%. Most of the “clam” values of users in cluster 1 are
within the range of 0.35–0.4, with little difference with the range of “risk” values.
Comparing with the ranges of “risk” and “clam” values, “conservative” values have a
wider range of 0.1–0.25, as the minimum values of the three characteristics. The users
of cluster 1 have moderate risks and clams and low conservatives during
decision-making, and they are partial-risk users.

Most of the “clam” values of users in cluster 2 are within the range of 0.43–0.5,
accounting for about half of the whole proportion, and most users are lower than 50%.
Most of the “conservative” values are within the range of 0.28–0.38, with larger range
than the “clam” values. The “risk” values are the minimum ones in the three charac-
teristics, within the range of 0.15–0.25. Although there is no significant difference
between the “clam” values and the “conservative” values of the users in cluster 2, all
the “clam” values are larger than the “conservative” values; therefore, the users in
cluster 2 are conservative type users.

Cluster 3 includes the least participants, less than 20% of the total number. All the
“risk” values in cluster 3 are about 0.55, more than half of the whole proportion. Both
the “clam” values and the “conservative” values are relatively small, in which the
“clam” values are larger. The “risk” values of users in cluster 3 are apparently the
largest; with tendency of higher risks, the users in cluster 3 are risk type users.

Through the analysis of cluster 1, cluster 2 and cluster 3, we find that the user
decision-making style is more risk and calm, and less conservative. The reason may be
that it is difficult for the participants to have a more realistic experience of the urgency
and danger in the experiment. So more decisions are attack and defense, less escape.
Although there is a gap between the experimental situation in the experiment and the
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situation in the real battlefield, but the simulated combat task has been able to achieve
the user decision-making characteristic.

4 Conclusion

The main purpose of this paper is to classify the user based on the decision-making
characteristics for the design of in-vehicle AUI. The paper is also the foundation for the
future research of AUI design in special vehicle application.

In summary, the clustering based on density peak could be a practical way to
research the in-vehicle user decision-making characteristics. In the 3-dimensions of
“risk”, “clam” and “conservative”, the users of each cluster have different character-
istics. The results of user decision-making cluster analysis are as follows.

(1) According to decision-making style, users are divided into three categories, partial
risk-type users is about half, and the rest for the users of calm and users of risk.

(2) The partial-risk users show high risk and moderate calm as well as less conser-
vative in decision - making. Users of calm show slightly greater calm and
moderate conservative in decision making; Users of risk show greater risk and less
calm and conservative in decision making.
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Abstract. Speeding is one of the leading factors for traffic casualties. It is
important to identify underlying factors related with speeding behavior. Present
study aimed to explore the relationship between speeding and two general
cognitive abilities: multi-tasking and attention-switching abilities. We measured
multi-tasking ability using Multi-Attribute Task Battery (MATB). The MATB
performance includes hit rate and RT for monitoring task, track error for
tracking task and control rate for resource management task. We used the
attentional blink (AB) task to measure attention-switching ability. The AB refers
to people’s inability to detect a second target (T2) that follows within about five
hundred milliseconds of an earlier target (T1) in the same location. The atten-
tional switch cost, specifically AB magnitude, is the difference between the
highest and lowest accuracy of T2 given correct report of T1 across five T1-T2
intervals. Finally, a driving simulator was used to measure drivers’ speeding
behavior. The results showed (1) max speeding ratio was significantly correlated
with RT for monitoring task, control rate for resource management and AB
magnitude; (2) regression analysis show that MATB performance and Atten-
tional switch cost played the key role in predicting max speeding ratio while
controlling the demographic variables, but only MATB performance had a
significant effect on speeding duration. Thus MATB performance and atten-
tional switch costs is important to predict speeding behavior in simulated
driving.

Keywords: Attentional switch cost � Attentional blink � Multi-Attribute Task
Battery � Simulated driving � Speeding

1 Introduction

Speeding is one of the leading factors for traffic casualties [1, 2]. In China, official
statistics show that in 2013 there were 198394 recorded traffic crashes that resulted in
272263 casualties, of which nearly six percent were caused by speeding [3]. Speeding
not only increases crash risks but also affects the severity of a crash [4]. A case-control
study conducted by Kloeden et al. showed that the speed-crash rate relationship
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followed an exponential function on rural road with speed limits between 80 and
120 km/h [5]. Besides, Miltner and Salwender found fatality risk for belted front-seat
passenger was about 30 times higher at 80 km/h than at 40 km/h [6]. Hence, it is
important to identify underlying factors related with speeding behaviors.

Elandar et al. proposed a fourfold classification for variables that are related to
crash risk: driving skills, driving styles, extrinsic abilities and traits [7]. The extrinsic
abilities referred to those general perceptual-motor skills which play key roles in
driving safety but extend beyond driving skills. Researchers found that ability to detect
visual signals embedded in a complex background and ability to switch attention
rapidly are related with better driving safety [8–11]. Present study aimed to examine the
relationship between speeding and two general abilities: multi-tasking and
attention-switching abilities.

Proper speed control requires drivers to simultaneously monitor car dashboard and
road condition. In order to avoid collision and speed violation, drivers have to keep a
safe distance from pedestrians, vehicles and any other potentially hazardous obstacles
on the road while maintain their speed under limits. Therefore we proposed that
multi-tasking ability is critical for speed control. We measured multi-tasking ability
using Multi-Attribute Task Battery (MATB) which provides a set of simulated aviation
tasks for laboratory studies [12]. The MATB requires operator to continuously track a
randomly moving target (tracking task) while monitoring several warning lights and
gauges (monitoring task), and managing fuel level in a simulated dynamic fuel system
(resource management task). The three tasks simulate what aircrews regularly perform
in their real-world task.

Attention-switching ability have been shown to be critical for driving safety
because drivers need to constantly switch their attention between road situation and
dashboard. In previous studies, the Visual Selective Attention Test (VSAT) was used to
test the ability of switching attention spatially. The VSAT involves simultaneous
presentation of two streams of numbers and letters at two sides of a screen. Participants
are instructed to respond to certain stimuli in the two streams (e.g., all odd numbers at
the left and even numbers at the right) according to the cue preceded to the beginning
of the streams [13]. However, rapid response on multiple visual items (e.g., road
condition, traffic signs, dashboard), which is essential to speed control, relies heavily on
not only the spatial attention-switching ability but also the ability to process items
rapidly, particularly the temporal attentional-switching ability. In this study, we tested
whether temporal attentional-switching ability was a key factor for speed control by
using attentional blink (AB) task. The AB refers to people’s inability to detect or
identify a second target (T2) that follows within about five hundred milliseconds of an
earlier target (T1) in the same location [14–16]. Less switch cost in AB reflects better
temporal attention-switching ability [17].

Driving simulators provide a controllable, cost-effective and safe testing environ-
ment for dangerous driving behavior [18]. Thus, a driving simulator was used to
measure drivers’ speeding behavior. MATB performance and attentional switch costs
was expected to be correlated with speeding behavior in simulated driving task.
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2 Method

2.1 Participants

37 participants (22 males and 15 females) took part in this experiment. They ranged in
age from 22 to 50 years, with an average age of 29.9 years. All had normal or corrected-
to-normal vision, valid driver’s licenses and at least one year of driving experience.

2.2 Apparatus

The MATB and the AB task were implemented on a Core i7 desktop computer
equipped with a 17-in. CRT monitor, a joystick and a standard keyboard. The monitor
had a refresh rate of 85 Hz, a resolution of 1024 � 768 pixels and a viewing distance
of 60 cm. The Sim-Trainer driving simulator, manufactured by Beijing Sunheart Inc.,
was used for the simulated driving task. The simulator consists of a complete cockpit
and three high resolution displays, providing a 120° field of view.

2.3 MATB

We adopted the monitoring, tracking and resource management tasks from MATB to
measure multi-tasking ability (Fig. 1).

Fig. 1. Illustration of the interface in the Multi-Attribute Task Battery (MATB) (Color figure
online)
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The monitoring required attending to the four vertical gauges and the two warning
lights (the upper left corner of display). In normal condition, the Green light (marked
F5) was on, the Red light (marked F6) was off and the pointers of the gauges were
within one unit above or below the centers. Participants were instructed to respond as
soon as possible to the absence of the Green light, the presence of the Red light and the
abnormally large deviation of the pointers by pressing corresponding keys on the
joystick. The abnormal status of gauges and warning lights were randomly arranged
and were counted as the abnormalities of monitoring of which the total number was 10
and 24 in two experimental blocks. The participant’s hit rate and reaction time were
calculated and recorded.

As the upper right corner of display shows, participant needed to keep tracking of a
randomly-moving target in the tracking task. The root mean square (RMS) track errors,
which was deviation from center of tracking target in pixel units, was recorded every
2.4 s. The tracking task were identical in two experimental blocks.

The resource management task required operator to maintain both tank A and B
within the range of 2000–3000 units, which was indicated graphically by two black
bars on the sides of the two tanks. This was done by turning on or off any of the eight
pumps through pressing the corresponding keys on the joystick. All pumps were off at
the onset of the task. Both tank A and B had 2100 units of fuel at the beginning and
were depleted of fuel at the rate of 800 units per minute. The status of tank A and B
were recorded every 14 ms. The parameters of the resource management task were
identical in two experimental blocks. The control rate of tank A and tank B, the time
percentage when target tank was in the desired range, were calculated.

2.4 Attentional Blink

In AB task, Participants were required to report the two targets embedded in a RSVP
stream. After reporting the first target (T1) correctly, participants usually have difficulty
in identifying the second target (T2). The impairment for reporting T2 is attentional
blink. The attentional switch cost is the AB magnitude which is the difference between
the highest and lowest accuracy of T2 given correct report of T1 across five T1-T2
intervals for each participant.

The RSVP stream was presented at the center of display. The background of the
screen was black. Each trial began with the presentation of a fixation cross at the center
of the screen. After 600 ms, the fixation cross was replaced by a rapidly-changing letter
stream consisting of 20 upper-case white letters (1.3° in height). Letters were randomly
chosen from the alphabet except the letter I. Each of the letters was presented for 40 ms
and was followed by a 40 ms black screen interval, making the SOA 80 ms. T1, the
first target, was a white digit randomly chosen between 2 and 9. It could appear in the
10th, 11th, or 12th frame in the stream. The letters kept changing at the same rate after
T1 was presented. T2, the second target appeared in the 1st, 2nd, 3rd, 4th or 5th frames
after T1. The T2 was a white letter chosen from letter A, B, X or Y. Participants were
instructed to report both T1 and T2 as accurately as possible.
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2.5 Simulated-Driving Task

We measured speeding behavior based on a simulated-driving task originated from our
previous study [19]. Guided by auditory instructions, participants drove along a 3.6 km
urban road on the driving simulator. Participants were instructed to limit their speed
according to the speed signs. If they exceeded, the simulator would record the speeding
duration and calculate the max speeding ratio as the max ratio of speed to speed limit.

2.6 Procedure

Participants came to lab twice at the interval of one week to avoid fatigue effect. Half
participants first completed the AB and the MATB, and the other first completed the
AB and the simulated-driving task.

The MATB began with 4 practice blocks: each block lasted 5 min, the first three
blocks contained only one of the three sub-tasks without repetition and the last block
contained both resource management and tracking task. Before the experimental
blocks, participants were instructed that they would be performing the monitoring task,
the tracking task and the resource management task simultaneously. There were 2
experimental blocks, each session lasted 5 min. The number of abnormalities in the
monitoring task was randomly assigned to the two experimental blocks. The AB task
consisted of 16 practice trails and 160 experimental trails. The simulated-driving task
began with a 5 min practice session in which participants drove freely in a city to get
accustomed the simulator. Before the experimental session, participants were instructed
to limit their speed according to the speed signs and follow auditory instructions. The
experimental session lasted 12–15 min.

3 Results

3.1 Task Performance

There was no practice effect in the MATB, therefore the data of the two experimental
blocks of the MATB were combined. Furthermore, the control rate of the two target
tanks in the resource management were merged because no significant difference
between the target tanks was observed.

Table 1 listed the four MATB indices from the three sub-tasks, the AB magnitude,
and two speeding indices from the simulated driving task. An additional correlation
analysis between the MATB indices revealed strong positive correlations between the
performance of the three sub-tasks: (1) the correlation between RT for monitoring task
and track error for tracking task was significant (r = .47, p < .01), with slower anomaly
detection corresponding to larger track deviation; (2) control rate for resource man-
agement was significantly correlated with tracking error, (r = −.60, p < .01), with
poorer fuel management corresponding to larger track deviation; (3) control rate for
resource management had a significant correlation with RT for monitoring task
(r = −.70, p < .01), with poorer fuel management corresponding to slower anomaly
detection.

430 J. Zhang et al.



As shown in Fig. 2, the expected attentional blink was observed. The average T2
accuracy given correct reaction of T1 (T2/T1) reached its lowest at lag3, which was
significantly lower than the average T2/T1 at lag1 (t(36) = 2.31, p < .05). Moreover,
the AB magnitude, shown in Table 1, was calculated as the difference between the
highest and lowest accuracy of T2/T1 across five T1-T2 intervals for each participant.

3.2 Correlation Analysis

The correlations between MATB performance, AB magnitude and speeding indices of
the simulated driving task are shown in Table 2. The results showed, (1) monitoring
RT was significantly correlated with max speeding ratio (r = .32, p < .05), with slower
anomaly detection corresponding to higher max speeding ratio; (2) control rate of
resource management had a significant negative correlation with max speeding ratio
(r = −.40, p < .05), with worse resource management rate corresponding to higher max
speeding ratio; (3) AB magnitude was significantly correlated with max speeding ratio
(r = .46, p < .01), with larger attentional switch cost corresponding to higher max
speeding ration. No significant correlation for speeding duration was found.

Table 1. The MATB performance, AB magnitude and speeding indices (Mean ± SE)

MATB AB Simulated driving

HR RT (s) TE (pixel) CR M MSR SD(s)

0.93 ± 0.01 3.69 ± 0.20 78.64 ± 3.74 0.87 ± 0.01 0.30 ± 0.02 0.29 ± 0.03 72.14 ± 6.61

Not. HR – Hit rate for monitoring; RT – RT for monitoring; TE – Track error for tracking; CR – Control rate
for resource management; M – magnitude of AB; MSR – Max speeding ratio; SD – Speeding duration.
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Fig. 2. The average T2/T1 as a function of T2-T1 lags
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3.3 Regression Analysis

We separately conducted three-step hierarchical regression analyses on the max
speeding ratio and the speeding duration. Age and gender were entered at Step 1 to
control potential demographic effect in the prediction of speeding behavior. The MATB
performance was entered at Step 2 and finally the AB magnitude was entered at Step 3.

The results of the hierarchical regressions are shown in Table 3. The MATB per-
formance accounted for 19% of the variance in max speeding ratio that is over and
above the variance accounted for by age and gender, and this finding was a statistically
significant increase. Moreover, in Step 3 the AB magnitude significantly increased R2

by 14%. In Step 3 of predicting max speeding ratio, the standardized regression
coefficients were significant for tracking error (b = −.50, p < .01), resource control rate
(b = −.54, p < .05) and AB magnitude (b = .39, p < .01). The results indicated that
drivers with smaller track deviation, poorer resource control rate and larger attentional
switch cost have higher max speeding ratio; however the influence that the attentional
switch cost has on max speeding ratio is relatively smaller.

Table 2. The correlation between MATB performance, AB magnitude and speeding indices

MATB AB
HR RT TE CR M

Max speeding ratio −.25 .32* −.15 −.40* .46**

Speeding duration −.20 .27 −.30 −.23 .21

Not. HR – Hit rate for monitoring; RT – RT for
monitoring; TE – Track error for tracking; CR –

Control rate for resource management; M – magnitude
of AB; *p < .05, **p < .01.

Table 3. Predicting max speeding ratio and speeding duration

Step Overall
model

Predictors (b)

DR2 DF Age Gender HR RT TE CR M

Max speeding ratio
1 .18 4.82* −.24 −.45**

2 .19 3.48* −.12 −.25 −.05 −.03 −.52** −.60*

3 .14 9.71** −.02 −.26 .01 .04 −.50** −.54* .39**

Speeding duration
1 .02 1.30 −.13 −.26
2 .26 4.00** .03 −.03 −.18 .18 −.72** −.39
3 .00 1.14 .07 −.03 −.15 .19 −.70** −.37 .16

Not. HR – Hit rate for monitoring; RT – RT for monitoring; TE – Track
error for tracking; CR – Control rate for resource management; M –

magnitude of AB; *p < .05, **p < .01.
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In the regression model of speeding duration, the MATB performance accounted
for 26% of the variance in speeding duration that is a significant increase over and
above the variance accounted for by age and gender, while the entrance of the AB
magnitude made no significant difference in the model. The standardized regression
coefficient was significant only for track error (b = −.70, p < .01). The result indicated
that when other variables are controlled, smaller track deviation predicts longer
speeding duration.

4 Discussion and Conclusion

The purpose of this study was to examine the relationship between speeding behavior
and two cognitive abilities including multi-tasking and attention-switching abilities.
The results show that the MATB performance and AB magnitude can predict the
speeding behavior in a simulated driving.

The present study found a significant positive correlation between the monitoring
RT in MATB and the max speeding ratio of simulated driving. This finding suggests
that the monitoring task overlaps with the speed control task. The monitoring task
requires continuously monitoring the warning lights and abnormal situation of gauges
scales [12], whereas speed control requires continuously monitoring the driving speed
of a car and its trajectory. Moreover, the resource control rate of resource management
task was significantly correlated with the max speeding ratio in simulated driving task.
This finding indicates that the resource management task also shares common features
with the speed control task. Both tasks require sustaining a high level of vigilance and
choosing appropriate pumps/pedal strategically [12]. Finally, the correlation between
the AB magnitude and the max speeding ratio was significant, which suggests that the
temporal attention-switching ability plays a key role in speed control.

The hierarchical regression analyses showed that both MATB performance and
attentional switch cost were important predictors for max speeding ratio, but only
MATB performance had significant effect on speeding duration. In accordance with the
correlation analysis, the hierarchical regression found the control rate for resource
management and the AB magnitude were predictive of the max speeding ratio when
demographic factors were controlled. This finding supports the notion that the control
rate for resource management and the AB magnitude are critical factors in predicting
speeding behavior in simulated driving. It is worth noting that the standard regression
coefficients of tracking error were significantly negative in the regression models for
both max speeding ratio and speeding duration, with better tracking performance
associated with more speeding behavior. One possible explanation for current results is
that drivers who had high tracking performance in multi-tasking might be more con-
fident about their driving skill hence tended to maintain higher speed than what was
required. One study showed that self-perception of skill and confidence were strong
predictors for speeding behavior [20]. We propose that the relationship between
tracking performance and speeding behavior need further investigation and should be
understood in the context of multi-tasking.

One limitation of this study is the lack of validation of our measures of speeding
behavior. As Godley et al. pointed out, participants generally drove faster in the
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instrumented car than the simulator, resulting in absolute validity not being established
[21]. Further studies are needed to identify key cognitive factors for actual speeding
behavior.

Taken together, this study suggests that MATB performance and attentional switch
costs might be useful for predicting speeding behavior in simulated driving.
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