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Abstract. To work efficiently with and unlock the potentials of business
process models, measuring their similarity is a basic requirement. Thus,
many automatic similarity measurement approaches have been developed
during the last years, which utilize very different aspects of a model. At
the same time, it is unclear which measures can be meaningfully applied
in which context and how they behave in general. Hence, this paper
analyzes how the values of existing similarity measures correlate and how
corresponding implementations perform with respect to their resource
consumption. The results of our analysis show that the similarity values
of most measures highly correlate while their performance prohibits the
usage of more than 50% of the measures in practice.
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1 Introduction

Regarding a practical usage of business process models, there are many scenar-
ios, wherefore measuring the similarity between particular models is even a basic
requirement. This includes checking the conformance of process models to legal
regulations or to reference models, enabling the reusability of process fragments
or merging process models. At the same time, a manual measurement of similar-
ity values and differences between hundreds or even thousands of models would
take an enormous effort leading to high costs [3].

Thus, many business process model similarity measures have been developed
during the last years. However, the interpretation of similarity is quite different,
since several dimensions of similarity can be considered. While these are not
dimensions in a strong mathematical sense, they focus on different aspects of
process models (cf. Fig. 1). Since the activites in seller p. 1 and seller p. 2 are
identically labelled, the similarity value would be 1 when only considering the
natural language dimension. Yet, their graph structure and behavior are slightly
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Fig. 1. Illustration of different dimensions used for similarity measurement (cf. [11]).

different. E.g., in seller p. 1 the activity “send invoice” is always executed before
“ship products” while this is not necessarily true for seller p. 2. Thus, the final
similarity value might be less than 1. When looking at the process models seller
p. 2 and buyer p., they are identical with respect to the graph structure, which
would lead to a similarity value of 1 when only considering this dimension.

Considering this variety of dimensions, which are possibly addressed by exist-
ing similarity measures, it is unclear which measures can be meaningfully applied
in which usage scenario and how they behave in general. Therefore, we make a
first step in this direction by addressing the following questions: (1) How do the
values of existing similarity measures correlate? (2) How do existing implemen-
tations perform and what does that imply for their practical usage?

The rest of the paper is organized as follows: In Sect. 2, the relevant core
terms are introduced and explained in detail. Section 3 outlines related work, fol-
lowed by the applied research approach in Sect. 4. Afterwards, Sect. 5 describes
the results of the comparative analysis, which covers a correlation analysis of
similarity values as well as a run time analysis of eight publicly available mea-
sures. The results and limitations of the paper are discussed in Sect. 6. Finally,
a conclusion is given in Sect. 7.

2 Fundamentals of Business Process Model Similarity
Measurement

Business process model similarity measures try to quantify the similarity between
business process models in general. A similarity value is mostly expressed either
on an interval or on a ratio scale, which provide the frame for the typical oper-
ationalization of business process model similarity in a metric space. A metric
generally fulfills the properties non-negativity (∀x, y ∈ D, d(x, y) ≥ 0), symme-
try (∀x, y ∈ D, d(x, y) = d(y, x)), identity (∀x, y ∈ D, x = y ⇔ d(x, y) = 0) and
triangle inequality (∀x, y, z ∈ D, d(x, z) ≤ d(x, y) + d(y, z)) [24], with D being a
domain of objects and d : D × D → R being a function measuring the distance
between two objects. However, as shown in [14], many existing process model
similarity measures do not fulfill the above mentioned properties. Only three of
eleven analyzed measures met all metric properties.
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The quantification of process model similarity is based on process model
matches in most cases [4]. Such matches explicate correspondences between sin-
gle nodes or sets of nodes of two models based on criteria such as similarity,
equality or analogy [20] and are expressed using different cardinalities (1:1, 1:N,
M:N). As shown in [4], at that time, most similarity measures used matching
approaches creating solely 1:1 matches, while recent works tend to M:N matches
[2,6]. As mentioned above, there are several dimensions of similarity in business
process models, which are now briefly introduced.

Natural language: Natural language is, e.g., used for labeling the elements
of a model, for naming a model or for tagging it. Such labels serve as one of
the most important knowledge bases for process model similarity measurement
and are analyzed with regard to syntactical and semantic aspects. While the
syntactical analysis focuses on the characters of labels, the semantic analysis
aims at understanding their meaning based on the used words and the grammar.

Graph structure: The relevant aspects of this dimension arise from graph the-
ory and can be divided into general graph structure-based and business process
aware control flow similarity measures. The graph structure-based similarity
between models can be quantified by, e.g., quantitative metrics related to com-
mon subgraphs. Since general graph-based algorithms do not consider the mean-
ing of any control flow connectors, they are either ignored or the existing mea-
sures are extended in order to handle them.

Behavior: This dimension focuses on the execution of business processes. Cor-
responding execution traces can be generated through simulation runs or during
the actual execution of a process. An example for such a similarity measurement
is to count the number of identical execution sequences in a trace log. Thereby,
also characteristics of possible execution sequences are considered.

Human estimation: Another dimension is the human judgment on how sim-
ilar process models are. One can differentiate three types of human estimation
based on the knowledge of the involved people: Process experts have a grounded
knowledge on the process landscape of a company, while process participants are
specialists for particular processes or parts thereof. Thus, it can be assumed that
process experts quantify the similarity on a general and more high level point
of view, while process participants take up a detailed perspective. In contrast to
that, the crowd gains its knowledge solely based on the process description (the
models). Hence, the crowd quantifies the similarity with its own interpretation
at the back of their mind.

Other aspects: Other aspects that are described in the literature are collected
in this group, as they are infrequently used or are specific to a certain sim-
ilarity measurement approach. Examples are the usage of ontology alignment
techniques [5] or resources as, e.g., input and output objects [13].



A Comparative Analysis of Business Process Model Similarity Measures 313

3 Related Work

Currently, two structured literature surveys on process model similarity have
been published [4,18]. Besides these, a few other articles give an overview on
published similarity measures as well as matching techniques. One highlights
open questions regarding similarity measurement [8] and another three compare
different approaches in evaluation settings [2,6,9]. Becker and Laue [4] provide
a detailed overview on the exact calculations used by process model similarity
measures without considering their behavior in realistic scenarios. The survey
conducted by Niesen and Houy [18] focuses on Natural Language Processing
(NLP) techniques used in process model similarity measures. Again, the survey
of Dijkman et al. [8] describes categories of problems related to similarity mea-
surement as well as future research directions. While these surveys provide a
theoretical overview on process model similarity, our article compares different
similarity measures regarding their run time and similarity values. Hence, we
focus on an empirical assessment point of view.

Furthermore, the evaluations described in [2,6] can be regarded as related
work as process model matching techniques are summarized and compared to
each other. Thus, these papers also constitute practical, empirical works. They
present results of two process model matching contests, wherein several matching
approaches were compared regarding their performance of finding similar activi-
ties in several process model data sets. The closest work to ours is the comparison
of three process model similarity measures for process model retrieval, which are
evaluated with one data set described in [9]. In contrast to this work, we addi-
tionally analyze the correlation between the similarity values of eight publicly
available measures on three different data sets.

4 Analysis Objectives and Methodology

4.1 Selection of Model Data

Although a representative data set is not achievable from a statistical point of
view (the overall population of process models is unknown), an experimental
analysis of similarity measures is necessary to characterize their behavior in con-
crete application scenarios. For that purpose, one can distinguish laboratory and
field investigations. In laboratory investigations the process models are (possibly
synthetically) generated in a controlled environment, while in field investigations,
they are generated by modelers in the real world. However, results from a lab-
oratory investigation cannot always easily be transferred to the field. Against
that background, the field should be considered as well. Hence, we use three
different groups of samples with different characteristics, which are taken from
a large process model corpus [19]. The data sets are described below, several
corresponding model metrics are presented in [19].

1. Field models: No restrictions regarding the labeling of model elements are
given to the modeler(s). Thus, equal or similar aspects might be modeled
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in a different manner and expressed with different words. An adequate data
set, containing models from the domains university admission (9 models) and
birth registration (9 models), is provided in [6].

2. Models from controlled modeling environments: Models are created
in a controlled environment, wherein different modelers independently model
the same process based on a natural language text description. Since, in this
way, a terminology is given by the textual description, it is assumed that it
is used by the modelers. Student exercises1 (8 models) serve as an adequate
data set. An analysis based on this data set covers a laboratory investigation.

3. Mined models: The process models are derived using process mining tech-
niques. Thus, the node labels are linguistically harmonized and therefore (1)
unambiguous and (2) consistent over the whole collection (matching problem
is faded out). The models from Dutch governance presented in [21] fulfill this
requirement (80 models). However, one can discuss whether they are synthet-
ically created in a laboratory sense or, since the processes are executed in the
real world, whether they are derived from field.

4.2 Selection and Setup of Similarity Measures

In order to identify relevant similarity measurement approaches we conducted a
structured literature search [22], which led to 120 relevant papers.2 Based on this
selection, all papers with an existing or known implementation, were selected. If
available, the tools of the remaining 16 candidates were checked, whether either
Petri Net or EPC is supported, since the models used in our study are available in
these notations. Finally, the selected similarity measures address the dimensions
mentioned in Sect. 2 as described in Table 1 and were set up as follows:

Similarity Score based on Common Activity Names [1]:3 The similarity
is calculated based on the number of identically labeled activities.

Graph Edit Distance Similarity [7](see Footnote 3): The concept of edit
distance is applied to both, node labels (string edit distance) and the graph
structure (graph edit distance). The Greedy algorithm is used for the (approxi-
mate) optimization of the similarity matrix. The three mentioned quotients are
equally weighted.

Causal Footprints [10](see Footnote 3): The similarity measure was imple-
mented in the research prototype RefMod-Miner. Although there is a proposal
of a semantic node similarity measure, in the context at hand, two nodes are
considered as equal (matched), iff they have the same label.

Percentage of Common Nodes and Edges [17](see Footnote 3): This sim-
ilarity measure enhances [1] by regarding all nodes and edges of process models

1 Model set “Exams” is available in the model repository at http://rmm.dfki.de.
2 A complete list of investigated publications can be retrieved from http://rmm.dfki.

de/docs/BPM2016 ProcessModelSimAnalysis LiteratureList.pdf.
3 http://rmm.dfki.de.

http://rmm.dfki.de
http://rmm.dfki.de/docs/BPM2016_ProcessModelSimAnalysis_LiteratureList.pdf
http://rmm.dfki.de/docs/BPM2016_ProcessModelSimAnalysis_LiteratureList.pdf
http://rmm.dfki.de
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Table 1. Dimensions addressed by selected measures.

Dimension/Ref [1] [7] [10] [17] [23] [15] [16] [12]

Natural language syn syn syn syn syn syn syn+sem syn

Graph structure x x x x x x

Behavior x

(instead of activities only). Thus, the structure of a process model is considered
as well. The control flow connectors are ignored such that their preceding and
succeeding nodes are interpreted as directly connected through edges.

Feature-based Similarity Estimation [23](see Footnote 3): The approach
consists of syntactical and graph-structural components. Firstly, for each node
pair, the Levenshtein similarity for their labels is calculated (syntactical com-
ponent). As a graph-structural component, the authors define five roles charac-
terizing a node. The thresholds are set as proposed in the original paper. The
resulting similarity matrix is optimized using the Greedy algorithm.

Activity Matching and Graph Edit Distance [15](see Footnote 3): This
measure extends [7] by also considering control flow connectors. The Greedy
algorithm is again used for optimizing the similarity matrix. All other settings
are equal to the above mentioned graph edit distance similarity.

La Rosa Similarity [16]:4 This similarity measure extends [15] by calculating
a node matching not only based on the Levenshtein similarity but also using
a linguistic similarity measure based on a lexical database. The original imple-
mentation is used with the standard parameters.

Longest Common Sets of Traces [12](see Footnote 3): The authors pro-
pose two components expressing in how far the traces of one model are reflected
by the traces of the other model. To make the similarity values comparable, the
average of both components is calculated and interpreted as the similarity value.
The node mapping (which is not explicated in the original paper) is calculated
using the Levenshtein similarity with a minimum threshold of 0.9.

5 Analysis Results

Overall, we analyzed 3,371 model pairs with 8 similarity measures and thereby
proceeded 26,968 similarity calculations plus the corresponding node matchings.
Since the practical applicability is one important aspect, the analysis was exe-
cuted on a standard PC with 4 cores (3 GHz each) and 4 GB main memory.

Correlation between Similarity Values: Since all analyzed techniques use
node matchings as a calculation basis, they highly depend on the corresponding

4 http://www.processconfiguration.com/download.html.

http://www.processconfiguration.com/download.html
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node matching approach. Against this background, it is assumed that the corre-
lation between the measures’ values differ based on the data sets. While mined
models might reliably be matched by all approaches, quite diverging matchings
between non-linguistically harmonized models are expected. Thus, the similar-
ity values are evaluated separately on the above mentioned model categories
(1) field models, (2) models of controlled modeling environments and (3) mined
models. Since the underlying node matching is of major importance, they were
additionally analyzed with regard to known reference matchings considering the
activities only. Table 2 includes only six mapping approaches instead of eight,
since [1,10,17] use the same approach. Moreover, it looks like [7,15,16] produce
exactly the same matchings in all data sets. This is in fact not the case, since
only the activities are considered in the reference matchings, while the named
approaches also match events or connectors, which are not covered by the analy-
sis. Furthermore, we chose the Pearson correlation coefficient since we assume a
normal distribution of the similarity values. In fact, it is not possible to deter-
mine the distribution in a methodical correct way, since, as mentioned above, it
is not possible to randomly select process models from the overall population of
process models. Nevertheless, the Pearson correlation coefficient is suitable for
interpreting the correlation behavior for the selected data sets.

Table 2. Analysis of underlying matchings with regard to reference activity matchings.

Field Controlled Mined

Approach TP FP FN P R F TP FP FN P R F TP FP FN P R F

[1,10,17] 152 17 962 0.9 0.14 0.24 6 0 284 1.00 0.02 0.04 9,767 0 0 1.00 1.00 1.00

[7] 289 205 825 0.59 0.26 0.36 96 33 194 0.74 0.33 0.46 9,767 9,187 0 0.52 1.00 0.68

[23] 315 906 799 0.27 0.28 0.27 125 228 165 0.35 0.43 0.39 9,554 50,354 213 0.16 0.98 0.27

[15] 289 205 825 0.59 0.26 0.36 96 33 194 0.74 0.33 0.46 9,767 9,187 0 0.52 1.00 0.68

[16] 289 205 825 0.59 0.26 0.36 96 33 194 0.74 0.33 0.46 9,767 9,187 0 0.52 1.00 0.68

[12] 175 20 939 0.90 0.16 .027 19 1 271 0.95 0.07 0.12 9,767 1,257 0 0.89 1.00 0.94

sim = similarity measure, TP = true positives, FP = false positives, FN = false nega-
tives, P = µ-average of precision, R = µ-average of recall, F = µ-average of f-measure.

As one can see in Table 3 and contrary to the expectations, a higher corre-
lation of the similarity values for mined models in comparison to the other two
data sets cannot be identified. As one can easily see in Table 2, the mapping
quality in case of the mined models is, as expected, much higher than for the
other two cases. At the same time, a higher mapping quality of the controlled
models to the field models cannot generally be attested. However, that does not
influence the correlation between the similarity values, since the quality of the
different approaches within the different scenarios are comparable in most cases.
Especially the analysis of [1,10,17] in case of the mined models is very meaning-
ful, since they have a perfect mapping (a linguistic harmonization corresponds
to a label-identical mapping). Although the first approach solely considers the
equally labeled activities, while the others also consider the control flow, there
is a high correlation in the resulting similarity values.
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Furthermore the presented heat map shows a very high correlation between
the similarity values of all measures except of [23]. As one can see in Table 2,
the matching approach produces at least four times more false positive matches
than all other approaches, which is also the reason for the missing significance
of the correspondent correlation values. That underlines the thesis of the high
dependency of a similarity measure to the underlying node mapping. Particu-
larly, a cluster consisting of [1,7,15–17] can be identified. Therein, all similarity
measure pairs correlate to more than 0.95 on average. This is surprising since
[1] solely considers node labels for the similarity quantification, while the other
four approaches also take the structure into account.

Considering the measures [10,23], it is conspicuous that both show a compa-
rable low correlation to most other similarity measures, but also between each
other. As that is founded in the different matching approach of [10,23] seems to
measure a specific aspect of similarity. In fact, [10] bases on the causal footprints,
and thus considers the causal dependencies between nodes, while [23] considers
the correspondences between nodes similar to [1].

However, looking at the very low mapping quality of [1,10,12,17] in the con-
trolled scenario, a general effect on their correlation cannot be identified. As a
further intermediate result, except of [10,23], there is a very high correlation
between all analyzed measures. The expected lower correlation between mea-
sures focusing on the behavior of possible process executions in comparison to
those focusing solely on the labels could not be experimentally verified. Hence,
except of the [10,23], the analyzed measures are scarcely distinguishable based
on their values and are therefore exchangeable in the demonstrated cases. Hence,
except of [23], the similarity measures seem to be exchangeable as their values
correlate to a very high degree. Other aspects such as the run time of similarity
calculation could therefore be more important when choosing a measure for a
specific application.

Computing Performance: The second analysis aspect of the comparative
analysis is the computing performance in terms of run time. The importance
of this aspect is founded in the practical applicability, for which a calculation
time of several minutes or hours would generally not be desirable. As expected,
based on the number of models within the data sets University admission, Birth
registration, and Student exercises, they are suitable for fast calculations. Nearly
all measures returned the similarity values in less than one minute, 50% of the
calculations under five seconds.

Considering real model databases, perhaps containing thousands of individ-
ual models, it seems that more than 50% of the analyzed similarity measure
implementations [10,12,15,16,23] are not suitable for an application in real con-
texts. On the other hand, there are three approaches [1,7,17] which generally
provide results in short time. Especially [1,17] have high potential for an applica-
tion in real contexts, since next to the short calculation time, they also constitute
the highest correlation to all other measures (Table 4).
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Table 3. Pearson correlation coefficients for the analyzed data sets.

[1] [7] [10] [17] [23] [15] [16] [12]

[1] F 1.00 0.93 0.77 0.97 0.70 0.96 0.94 0.94

C 1.00 0.94 0.80 0.98 0.43* 0.97 0.96 0.92

M 1.00 0.96 0.85 0.98 0.60 0.95 0.93 #

[7] F 0.93 1.00 0.91 0.98 0.62 0.97 0.98 0.98

C 0.94 1.00 0.91 0.95 0.49* 0.98 0.94 0.97

M 0.96 1.00 0.87 0.99 0.55 0.94 0.98 #

[10] F 0.77 0.91 1.00 0.86 0.55 0.85 0.87 0.85

C 0.80 0.91 1.00 0.95 0.49 0.98 0.89 0.96

M 0.85 0.87 1.00 0.85 0.49 0.82 0.84 #

[17] F 0.97 0.98 0.86 1.00 0.65 0.98 0.98 0.97

C 0.98 0.95 0.95 1.00 0.56* 0.99 0.97 0.91

M 0.98 0.99 0.85 1.00 0.57 0.94 0.97 #

[23] F 0.70 0.62 0.55 0.65 1.00 0.75 0.63 0.63

C 0.43* 0.49* 0.49 0.56* 1.00 0.55 0.65 0.55*

M 0.60 0.55 0.49 0.57 1.00 0.76 0.57 #

[15] F 0.96 0.97 0.85 0.98 0.75 1.00 0.97 0.96

C 0.97 0.98 0.98 0.99 0.55 1.00 0.97 0.95

M 0.95 0.94 0.82 0.94 0.76 1.00 0.93 #

[16] F 0.94 0.98 0.87 0.98 0.63 0.97 1.00 0.98

C 0.96 0.94 0.89 0.97 0.65 0.97 1.00 0.96

M 0.93 0.98 0.84 0.97 0.57 0.93 1.00 #

[12] F 0.94 0.98 0.85 0.97 0.63 0.96 0.98 1.00

C 0.92 0.97 0.96 0.91 0.55* 0.95 0.96 1.00

M # # # # # # # #

p-value ≤1%, F = field models, C = controlled models, M = mined
models, # = calculation aborted because of memory overflow,
* = p-value >1%.

In contrast to that, it was not possible to calculate any similarity values
for the Dutch Governance data set with the approach of [12]. Since there are
no real log traces available, referring to [4], all possible traces were calculated.
Depending on the size and on the complexity of the input models, this approach
produced a mass of data leading to a memory overflow on the used hardware.
Thus, the similarity values of [12] could not be calculated for this data set. All
other run times for the data sets could be calculated and for two of them even
in suitable time (Student exercises and Birth registration). At the same time,
the usage of real execution data might improve this approach to a high degree.
Nevertheless, such an analysis is not part of the work at hand.
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Table 4. Run time of similarity calculations for different data sets.

Measure Dutch Governance Student exercises Birth registration University
admission

[1] 3:28 min 0:00 min 0:02 min 0:02 min

[7] 8:40 min 0:01 min 0:04 min 0:05 min

[10] n/aa 0:37 min 9:32 min 26:30 min

[17] 8:40 min 0:02 min 0:04 min 0:05 min

[23] 45:37 min 0:03 min 0:23 min 0:56 min

[15] 40:21 min 0:03 min 0:15 min 0:36 min

[16] 39:22 min 0:14 min 0:20 min 0:22 min

[12] memory overflow 0:03 min 0:07 min 4:52 min
aFor [10] the Dutch Governance processing had to be split because of a memory
overflow. Since summing up the partial run times might have led to a corruption in
comparison to the other calculations, it was decided to state it as not available.

6 Discussion and Limitations

Unfortunately, the availability of similarity measure implementations is quite
limited. Only 22 implementations were mentioned in the publications, whereof
only 8 were accessible and executable in the context of the analysis. Thereby,
although the behavior-oriented measure originally works on process instances
from real executions, here, all possible traces were derived from the models.
This covers a slightly different case, since we implicitly considered the state
space of the models instead of the observed behavior. Using real traces may
lead to much lower calculation times and will most certainly lead to much lower
memory consumption. On the other hand, using process logs would not measure
the process model similarity but the process instance similarity. Against that
background, the applied variant makes sense in the context of the work at hand.

We identified high differences in the intensity in terms of memory and time
consumption. Both effects lead to trouble in the context of a practical application
right up to a non-applicability. In turn, other approaches are able to calculate a
similarity value within short time and with only little resources. In spite of these
differences, the correlation between the similarity values is high in most cases.

The high correlation values are caused by the fact that all approaches work
with an underlying node mapping, which is finally responsible for the similarity
values. This is founded in the fact that the similarity measures are functions on
the matchings. This leads to the result that it is necessary to separate process
model similarity measurement into two components: (1) the node matching and
(2) the calculation of a similarity value. As shown in the analysis at hand, this
makes it possible to analyze the effects of addressing different dimensions of sim-
ilarity in more detail. In fact, it might be meaningful to repeat the analysis using
consistent matchings. However, the underlying scientific papers propose partic-
ular matching approaches, which is the reason for the design at hand. Moreover,
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the proposed procedure would lead to new challenges since the cardinality of
node matchings influences the applicability of a measure. Most of them need
a 1:1 matching (as, e.g., in the context of behavior based similarity measures)
while complex matchings cannot easily be interpreted. At the same time, 1:1
matchings would implicitly formulate the requirement that the models need to
be on the same level of detail, which is generally not given in a realistic scenario.

7 Conclusion

Based on the practical empirical evaluation, it can be stated that the computa-
tional behavior of similarity measures is diverging in concrete contexts. First of
all, the conceptualization of the measures has a high impact on the execution
time, which ranges from 3 to 45 min up to non-computability for the similarity
measurement of a set of 80 models. Besides, it was shown that the values of most
measures highly correlate to each other. However, there were also two measures
showing differences to the others. Thus, there are different types of similarity
measures, which might reasonably be applied in different contexts.

One special scenario might be the similarity analysis of process models which
are derived through process mining. Since the data basis is automatically gener-
ated, the contained information are linguistically harmonized. Hence, the analy-
sis of node labels with NLP techniques is of minor importance, while the usage
of further information like system handbooks might be meaningful. However,
because of the generally high correlations, it is recommendable to apply one of
the easier and faster measures like [1] in order to get a first impression of simi-
larity between particular process models. Only if one is interested in details, and
if a reliable matching is available, it is meaningful to apply a similarity measure
addressing specific dimensions. For that, the first impression might be seen as a
preselection of relevant models.

Yet, it is still an open question whether two similarity measures measure the
same pragmatic aspects as, e.g., similarity of content, of the equivalence of action,
or the equivalence of objective (in contrast to the above mentioned dimensions)
and how that can be determined. It is also unclear how far the automatically
calculated similarity values correspond to human estimations, and thus, how
valid the similarity values are. In fact, the results of the investigated similar-
ity measures are valid with regard to their technical implementation, but how
far that matches specific measurement objectives, perhaps in different applica-
tion scenarios, is not analyzed so far. Amongst others, one reason is, that the
requirements of different application scenarios to a similarity measure are unclear
and not precisely defined. Especially concerning the underlying node mapping,
it should be clarified, what a correspondence is. E.g. in case of the University
admission processes (field models), some universities interview the applicants,
while others prefer aptitude tests. There are good arguments for and against
a match [20]. Hence, it is necessary to obtain a deeper understanding on what
should be understood as a correspondence and what types of correspondences do
exist. If such an understanding is reached, an application of established methods
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for the evaluation of process model similarity measures, e.g., in terms of validity,
reliability, and objectivity, might be possible. This would considerably improve
the appreciation of the capabilities of automatic similarity measurements.
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