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Preface

This volume contains the main proceedings of the ESWC 2017 conference. The ESWC
conference is established as a yearly major venue for discussing the latest scientific
results and technology innovations related to the Semantic Web and linked data.
At ESWC, international scientists, industry specialists, and practitioners meet to dis-
cuss the future of applicable, scalable, user-friendly, as well as potentially
game-changing solutions. This 14th edition took place from May 28 to June 1, 2017, in
Portorož (Slovenia). Building on its past success, ESWC is also a venue for broadening
the focus of the Semantic Web community to span other relevant research areas in
which semantics and Web technology plays an important role. Thus, the chairs of
ESWC 2017 organized two special tracks putting particular emphasis on usage areas
where Semantic Web technologies are facilitating a leap of progress, namely: “Mul-
tilinguality” and ”Semantic Web and Transparency.”

Emerging from its roots in AI and Web technology, the Semantic Web today is
mainly a Web of linked data, upon which a plethora of services and applications for all
possible domains are being proposed. Some of the core challenges that the Semantic
Web aims at addressing are the heterogeneity of content and its volatile and rapidly
changing nature, its uncertainty, provenance, and varying quality. This in combination
with more traditional disciplines — such as logical modelling and reasoning, natural
language processing, databases and data storage and access, machine learning, dis-
tributed systems, information retrieval and data mining, social networks, Web science
and Web engineering — shows the span of topics covered by this conference. The nine
regular tracks, in combination with an in-use and applications track, and the two special
tracks, constituted the main technical program of ESWC 2017.

The program also included three exciting invited keynotes. Lora Aroyo (Professor
Human Computer Interaction Vrije Universiteit Amsterdam, The Netherlands, and
Visiting Professor at Columbia University in the City of New York, USA) focused on
the notion of ambiguity, discussing how ambiguity can be captured and even taken
advantage of by capturing the diversity of interpretations. In particular, she discussed
how to capture this diversity and how to allow machines to deal with it. Kevin Crosbie
(Chief Product Officer, RavenPack) discussed the role of semantic intelligence in
financial markets. In particular, he focused on the challenges of turning unstructured
content into structured data, given that many new kinds of alternative data (social
media, satellite imagery, etc.) are being used to complement traditional data for use in
predictive modelling for financial trading algorithms. John Sheridan (Digital Director,
The National Archives) discussed the use and benefits of Semantic Web technologies
for digital archiving, in particular for managing heterogeneous metadata, dealing with
uncertainty, and in areas such as provenance and trust.

The main scientific program of the conference comprised 51 papers: 40 research and
11 in-use and application papers, selected out of 183 reviewed submissions, which
corresponds to an acceptance rate of 25% for the research papers submitted and 52%



for the in-use papers. A special thanks goes to our process improvement chair, Derek
Doran, who helped us establish an improved quality assurance process during the paper
selection, ensuring the originality and quality of the research papers that were accepted
to the conference. This program was completed by a demonstration and poster session,
in which researchers had the chance to present their latest results and advances in the
form of live demos. In addition, the PhD Symposium program included ten contri-
butions, selected out of 14 submissions.

This year’s edition of ESWC’s main scientific program presented a significant
number of research papers with a focus on solving typical Semantic Web problems,
such as entity linking, discoverability, etc., by using methods and techniques from
areas such as machine learning and natural language processing, and reflecting in
particular the current interest in deep learning. Work on both the fundamental devel-
opment and use of Semantic Web technologies in relation to transparency is particu-
larly interesting in view of current governmental and institutional open data initiatives.

The conference program also offered 12 workshops, six tutorials, and an EU Project
Networking session. This year, an open call also allowed us to select and support five
challenges. These associated events create an even more open, multidisciplinary, and
cross-fertilizing environment at the conference, allowing for work-in-progress and
practical results to be discussed. Workshops ranged from domain-focused topics,
including the biomedical, scientific publishing, e-science, robotics, distributed ledgers,
and scholarly fields, to more technology-focused topics ranging from RDF stream
processing, query processing, data quality and data evolution, to sentiment analysis and
semantic deep learning. Tutorial topics spanned NLP, ontology engineering, and linked
data, including specific tutorials on knowledge graphs and rule-based processing of
data. Proceedings from these satellite events are available in a separate volume.

The General and Program Committee chairs would like to thank the many people
who were involved in making ESWC 2017 a success. First of all, our thanks go to the
24 track chairs and 360 reviewers, including 49 external reviewers, for ensuring a
rigorous blind review process that led to an excellent scientific program and an average
of four reviews per article. The scientific program was completed by an exciting
selection of posters and demos chaired by Katja Hose and Heiko Paulheim.

Special thanks go to the PhD symposium chairs, Rinke Hoekstra and Pascal Hitzler,
who managed one of the key events at ESWC, the PhD symposium. The brilliant PhD
students will become the future leaders of our field, and deserve both encouragement
and mentoring, which Rinke and Pascal made sure we could provide. We also had a
great selection of workshops and tutorials, as mentioned earlier, thanks to the com-
mitment of our workshop chairs, Agnieszka Ławrynowicz and Fabio Ciravegna, and
tutorial chairs, Anna Lisa Gentile and Sebastian Rudolph.

Thanks to our EU Project Networking session chairs, Lyndon Nixon and Maria
Maleshkova, we had the opportunity to facilitate meetings and exciting discussions
between leading European research projects. Networking and sharing ideas between
projects is a crucial success factor for such large research projects.

We are additionally grateful for the work and commitment of Monika Solanki,
Mauro Dragoni, and all the individual challenges chairs, who successfully established a
challenge track. The five challenges provided researchers and practitioners with the
opportunity to compare their latest solutions in these challenge areas, ranging from
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topic-focused tasks such as question answering and semantic sentiment analysis, to
practical tasks such as storage, semantic publishing, and open knowledge extraction.

We thank STI International for supporting the conference organization, and par-
ticularly Alexander Wahler as the conference treasurer. YouVivo GmbH deserve
special thanks for the professional support of the conference organization, and for
solving all practical matters. Our local chair Marko Grobelnik also deserves a special
thanks for selecting the venue and for, together with his local organizers, Marija
Kokelj, Monika Kropej, and Spela Sitar, arranging a great on-site experience for our
conference attendees.

Further, we are very grateful to Ruben Verborgh, our publicity chair, who kept our
community informed throughout the year, and Venislav Georgiev, who administered
the website. Of course we also thank our sponsors, listed on the next pages, for their
vital support of this edition of ESWC. We would like to stress the great work achieved
by the Semantic Technologies coordinators Lionel Medini and Luigi Asprino, who
maintained and updated our ESWC mobile app and published our conference dataset.
A special thanks also to our proceedings chair, Olaf Hartig, who did an excellent job in
preparing this volume with the kind support of Springer.

March 2017 Eva Blomqvist
Diana Maynard
Aldo Gangemi
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Bringing Semantic Intelligence
to Financial Markets

Kevin Crosbie

RavenPack, New York, US

Abstract. The most successful hedge-funds in today’s financial markets are
consuming large amounts of alternative data, including satellite imagery,
point-of-sale data, news, social media and publications from the web. This new
trend is driven by the fact that traditional factors have become less predictive in
recent years, requiring sophisticated investors to explore new data sources. The
majority of this new alternative content is unstructured and hence must first be
converted into structured analytics data in order to be used systematically.
Instead of building such capabilities themselves, financial firms are turning
towards companies that specialize in this field. In this talk, Kevin will discuss
some of the practical challenges of giving structure to unstructured content, how
entities and ontologies may be used to link data and the ways in which semantic
intelligence can be derived for use in financial trading algorithms.



Disrupting the Semantic Comfort Zone

Lora Aroyo1,2

1 Vrije Universiteit Amsterdam, Amsterdam, The Netherlands
2 Columbia University, New York, USA

lora.aroyo@vu.nl

Abstract. Ambiguity in interpreting signs is not a new idea, yet the vast
majority of research in machine interpretation of signals such as speech, lan-
guage, images, video, audio, etc., tend to ignore ambiguity. This is evidenced by
the fact that metrics for quality of machine understanding rely on a ground truth,
in which each instance (a sentence, a photo, a sound clip, etc) is assigned a
discrete label, or set of labels, and the machine’s prediction for that instance is
compared to the label to determine if it is correct. This determination yields the
familiar precision, recall, accuracy, and f-measure metrics, but clearly presup-
poses that this determination can be made. CrowdTruth is a form of collective
intelligence based on a vector representation that accommodates diverse inter-
pretation perspectives and encourages human annotators to disagree with each
other, in order to expose latent elements such as ambiguity and worker quality.
In other words, CrowdTruth assumes that when annotators disagree on how to
label an example, it is because the example is ambiguous, the worker isn’t doing
the right thing, or the task itself is not clear. In previous work on CrowdTruth,
the focus was on how the disagreement signals from low quality workers and
from unclear tasks can be isolated. Recently, we observed that disagreement can
also signal ambiguity. The basic hypothesis is that, if workers disagree on the
correct label for an example, then it will be more difficult for a machine to
classify that example. The elaborate data analysis to determine if the source
of the disagreement is ambiguity supports our intuition that low clarity signals
ambiguity, while high clarity sentences quite obviously express one or more
of the target relations. In this talk I will share the experiences and lessons
learned on the path to understanding diversity in human interpretation and the
ways to capture it as ground truth to enable machines to deal with such diversity.

Keywords: Ambiguity � Crowdsourcing � Disagreement � Diversity �
Perspectives � Opinions � Machine-crowd computation � Crowdsourcing ground
truth



Semantic Web Technologies
for Digital Archives

John Sheridan

The National Archives, Kew, UK

Abstract. What will people in the future know of today? As the homes for our
collective memory archives have a special role to play. Semantic Web tech-
nologies address some important needs for digital archives and are being ever
more embraced by the archival community.

Archives face a big challenge. The use of digital technologies has pro-
foundly shaped what types of record are created, captured, shared and made
available. Digital records are not just documents or email but all sorts of content
such as websites, threaded discussions, video, websites, structured datasets and
even computer code. Yet, in the digital era, when so much is encoded as 0s and
1s there is no long term solution to the challenge of preservation. All archives
can do is make the institutional commitment to continue to invest, through
generations of technological change, in the engineering effort required for
records to continue to be available.

The National Archives is one of the world’s leading digital archives. Our
Digital Records Infrastructure, which makes extensive use of RDF and
SPARQL, is capable of safely, securely and actively preserving large quantities
of data. Our Web Archive provides a comprehensive record of government on
the web. We also lead the maintenance of a register of file format signatures that
is used relied on by archives and other memory institutions around the world.

As a digital archive we provide value by preserving digital records, keeping
them safe for the future. We maintain the context for the records so their
evidential value can be understood in the context of their creation and contin-
uing use. We produce records so that they are available for others to access, and
we also enable use.

Semantic Web technologies play a key role in each of these areas and are
integral to our approach for preserving, contextualising, presenting and enable
use of digital records. This presentation will explain why and how we have used
semantic web technologies for digital archiving and the benefits we have seen,
for managing heterogeneous metadata and also in areas such a provenance and
trust. It will explore new opportunities for archives from using Semantic Web
technologies in particular around contextual description, with digital records
increasingly contextualising each other. This is part of a shift to a more fluid
approach where context grows with an archives collection and in relation to
other collections. Finally it will also look at the challenges for archives with
using Semantic Web technologies in particular around how best to manage
uncertainty in our data as we increasingly use probabilistic approaches.
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Applying Semantic Web Technologies to Assess
Maintenance Tasks from Operational
Interruptions: A Use-Case at Airbus

Ghislain Auguste Atemezing(B)

MONDECA, 35 Boulevard de Strasbourg, Paris, France
ghislain.atemezing@mondeca.com

Abstract. Airbus, one of the leading Aircraft company in Europe, col-
lects and manages a substantial amount of unstructured data from air-
lines companies, related to events occurring during the exploitation of
an aircraft. Those events are called “Operational Interruptions” (OI)
describing observations and the work performed associated by operators
in form of short text. At the same time, Airbus maintains a dataset of
programmed maintenance task (MPD) for each family of aircraft. Cur-
rently, OIs are reported by companies in Excel spreadsheets and experts
have to find manually in the OIs the ones that are most likely to match an
existing task. In this paper, we describe a semi-automatic approach using
semantic technologies to assist the experts of the domain to improve the
matching process of OIs with related MPD. Our approach combines text
annotation using GATE and a graph matching algorithm. The evalua-
tion of the approach shows the benefits of using semantic technologies to
manage unstructured data and future applications for data integration
at Airbus.

Keywords: Information retrieval · Tagging system · Graph matching ·
CA-Manager · GATE · Airbus

1 Introduction

Semantics enable machine-to-machine exchange and automated processing of
data to facilitate the integration of business processes and systems [4]. The main
goal of having machine readable information is to search, reuse information and
develop innovative applications easier. Semantic Web [2] technologies are becom-
ing more and more adopted outside the research communities or academics. The
most promising of adopting these technologies is the benefits of using open stan-
dards developed by the W3C. Linked (open) data [3] has already shown its
application in many domains, such as health, cultural heritage, libraries, etc.
What is starting to appear is the use of semantics in aircraft industries where
some often tools developed by the semantic web are perceived to be not mature
enough by expert domains. This paper describes the challenges of using semantic
technologies for matching events occurred during the exploitation of an aircraft
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017, Part II, LNCS 10250, pp. 3–17, 2017.
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reported by a company with the official list of maintenance programmed by
Airbus during the life-cycle of a given aircraft. The goal is to update the mainte-
nance task (MPD) with new issues if the detection of operational interruptions
(OIs) is relevant. The ultimate goal is to anticipate failures reported by the air-
craft companies to the manufacturer. The main contributions of this paper are
the following: (i) Capture the implicit knowledge of expert domains in RDF for
generating gazetteers using SKOS [8] concepts; (ii) propose and implement a
semantic annotation workflow to detect relevant OIs concepts and (iii) imple-
ment a robust graph matching algorithm to make recommendation to expert for
assessment and validation. The results obtained are very promising as we are
able to obtain a high level detected OIs (81.52%) with a very limited amount
of keywords provided by experts (less than 150 concepts in the gazetteer). The
paper is structured as follow: In Sect. 2, an overview of the domain expertise and
problem statement are presented, followed by the vocabularies and data model
in Sect. 3. Section 4 describes the dataset converted in RDF. The semantic anno-
tation is described in Sect. 5, then the graph matching algorithm is presented
in Sect. 6. The experiments and lessons learned are respectively presented in
Sects. 7 and 8. Section 9 briefly expose some related work before concluding of
the paper.

2 Problem Statement

In this section, we describe the scope of the domain at Aircraft and the main
challenge of the provided solution in this paper. We first describe the concepts
related to aircraft domain of our study, and then presents the approach using
semantic technologies to tackle this real-world use-case.

2.1 Domain Description

Operational interruptions (OIs) are incidents occurring during the use of the
aircraft, with an impact on commercial exploitation. All maintenance events are
not OIs though: we need a minimal delay time for this to be considered an OI, i.e.,
if the cause is neutralized very quickly, an OI is not generated). Secondly, the OIs
are not only technical incidents due to an aircraft: a crew arriving late because
the van had broken down can also be an OI. Also, some elements occurring in
the plane does not have a “technical” cause: for example, a collision with a bird
(bird strike) will require maintenance, while the plane itself was not involved.

Generally, an OI contains the description of the interruption (what happened:
it may be an effect or failure (failure message, vibration, noise, etc.) or a descrip-
tion of what the pilots or ground personnel observed), actions taken to address
them (sometimes there are none), and additional metadata as the ATA code1,
the aircraft (type, operator, number, engine, etc.) the “changeability” (e.g., is it
due to the plane? to ground maintenance teams? etc.), the operational impact

1 https://en.wikipedia.org/wiki/ATA 100.

https://en.wikipedia.org/wiki/ATA_100
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(does that re-routed the plane? Did that cancel the flight? etc.), the type of
failure, etc. Today, OIs are used primarily for teams studying aircraft reliability
to derive statistics and make recommendations.

Scheduled maintenance aims to avoid preemptively that some outages occur,
develop into silence and ultimately have a significant impact on the use of the
aircraft or its security. Some tasks are performed “before” the effect occurs:
inspection of areas, equipment testing, periodic replacement. Not all parts of
the aircraft are subject to scheduled maintenance. For example, some devices
have sensors, integrated testing means, and thus emit messages in case of failure
or when their condition deteriorates - so they perform in these cases, corrective
maintenance. Therefore, many OIs concern elements that scheduled maintenance
would not have prevented.

On one hand, the scheduled maintenance tasks are described in the Mainte-
nance Planning Document (MPD), with their title, interval, the areas where they
occur, the necessary duration, etc. However, the MPD itself does not describe
why it is necessary to perform these tasks. On the other hand, the Maintenance
Review Board Report (MRBR) falls under analysis by experts of scheduled main-
tenance, in agreement with the authorities and operators. The objective of these
teams is to see if the items to be covered are often detected or not, to adjust the
range of preventive actions to more suitable ones. Therefore, they look at reports
of scheduled maintenance operations (reports of “Findings”), but need also data
from non-scheduled operations to be complete which require the analysis of OIs.

Each MRBR item is a task involving one or more functions, each of which
can have multiple causes, which will induce a functional failure in the systems of
a plane with effects or consequences on the plane. The effects can be detectable
or not. Each row in the MRBR describes a failure. A link exists between MRBR
and MPD task by the following rules: (R1)- each MPD task can cover one or
more MRBR items (or none) and (R2)- some MPD tasks are derived from further
analysis.

This paper solves the following challenge: to identify the indirect link between
OIs and MPD task. That is: if the OI describes a cause that would have been
avoided by conducting an MPD task, then we associate the corresponding MPD
task. Therefore, we seek in OI (description, metadata) elements related to poten-
tially preventable failures of MPD, so as to associate it causes, failures and con-
sequences described in MRBR items. Hence the keywords used by experts to
identify potentially interesting OI.

2.2 Our Approach

The main challenge is to assist the expert with a reduced list of OIs candidates
that can be matched with some existing tasks in the MPD. The top down app-
roach takes a task, uses the list of keywords and the implicit knowledge of the
expert (e.g., experience) and try to match with OI. Currently this is the approach
manually used by domain experts by means of formulas in spreadsheets to find
and filter sets of OIs based on list of keywords. A second approach consisting a
fully automatic process, from OIs annotations and matching without experts in
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the loop (bottom-up approach) was not acceptable by the domain experts. We
define an hybrid approach where the expert can assess and validate the results
of the approach, consisting of the following (as shown in Fig. 1):

1. OIs are annotated with keywords from the experts.
2. MP tasks already treated are modeled in RDF with associated keywords.
3. Find OIs candidates matching the set of reference tasks by using any relevance

information such as ATA references and aircraft metadata.
4. Experts evaluate and validate the suggested OIs candidates.

Fig. 1. The hybrid approach used to match the OI descriptions with MPD tasks, using
semantic technologies.

3 Vocabularies and Data Model

The legacy data in spreadsheets is converted into RDF for better integra-
tion and homogeneity. Two vocabularies is designed to capture the knowl-
edge presented in the diverse data: a vocabulary for operational interruptions
(oi-vocab) and a vocabulary for maintenance tasks and analysis experts report
(task-vocab). The URI namespaces used for the vocabularies follow the pattern
http://data.airbus.com/def/{vocab-prefix}#.

3.1 OI Vocabulary

The OI vocabulary2 is a lightweight model with one main class and three data
properties. An operational interruption is modeled as a subclass of an event,
reusing the class event:Event of the event ontology3. The data properties oi:ataref,
oi:description and oi:workPerform are used to respectively capture the ATA refer-
ence, the textual description of an OI and the work performed by an operator.
Figure 2 depicts the vocabulary and a sample graph generated with the model.
2 http://data.airbus.com/def/oi.
3 http://purl.org/NET/c4dm/event.owl.

http://data.airbus.com/def/oi
http://purl.org/NET/c4dm/event.owl
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Fig. 2. The left side shows the model and the right side an example of graph based on
the OI vocabulary

3.2 Task Vocabulary

A vocabulary4 for describing the relationships the failures and the maintenance
tasks has been created to build a knowledge graph for integrating different silos
of documents in Airbus organization. Currently, four main classes are defined:
tf:Task, tf:MRBR, tf:Failure and tf:ProgramTask. Figure 3 shows an excerpt of the
current usage of the vocabulary.

4 RDF Dataset

One of the main challenge in the generation of RDF data from the dif-
ferent spreadsheets is to create unique URIs to identify instances of the
classes from the vocabularies. Each element of the graph should be identified
uniquely with a persistent URI. The chosen scheme for the URI for generat-
ing RDF dataset is the following: http://data.airbus.com/id/{class}/{aircraft-
family}/{year}/{code} where {class} is one of (oi, task, mrbr); {aircraft-family}
is one of (a330, a320); {Year} a four digit for the year and {code} is generated by
concatenating a number of the XLS file name + raw number in the file. For exam-
ple, this URI <http://data.airbus.com/id/oi/a330/2014/07011231177> repre-
sents in the Knowledge Graph the OI for an A330 received in 2014, where
the description is within the file “isaim-a330-2014-0701to1231.xls” in line 177.
Table 1 shows the generated graphs in RDF for the two aircraft families: A330
and A320 for the period from 2013 to 2015. The conversion process to RDF
of all the Excel files is performed by the Datalift [12] platform, using custom
CONSTRUCT SPARQL queries to transform columns to specific classes and
properties.

5 Semantic Annotation

Since the input of the descriptions and the work performed for the each OI is
short text in English, an annotation pipeline based on the GATE architecture
4 http://data.airbus.com/def/tf.

http://data.airbus.com/id/oi/a330/2014/07011231177
http://data.airbus.com/def/tf
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Fig. 3. A sample graph showing the relations between tasks, master documents and
failures using the mpd-vocabulary.

Table 1. Overall number of the data converted into RDF by family of Aircraft for the
period 2013–2014 (A330) and 2014–2015 (A320).

Class OI MRBR- MPD

Dataset NbTriples NbOIs NbTriples NbMRBR NbTask

A320 111,044 27,761 19,481 1,969 880

A330 60,867 21,400 54,457 6,871 4,234

[6,7] is implemented to detect and tag the relevant concepts. CA-Manager is the
annotation tool developed at Mondeca to annotate heterogeneous unstructured
content with personalized pipelines based on GATE (Fig. 4).

The architecture of the workflow consists of the following modules:

1. skos-ification module, in charge of converting into SKOS concepts the experts
keywords.

2. SKOS2Gate module, for creating the gazetteer to be used during the anno-
tation of the OIs.

3. CA-Batch module, for creating multi-thread calls to annotate the text
documents.
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Fig. 4. Workflow of the semantic annotation and knowledge base updates.

4. Cleaning module, in charge of removing non relevant information from the
reports generated by the annotator.

5. SPARUL module, which is in charge of updating the dataset in the endpoint
using SPARQL updates queries, and enriching the underlying RDF graph.

5.1 SKOS-ification Process

The skos-ification process consists of manually convert the keywords used by
the expert of the domain into SKOS concepts that is later used for generating
the gazetteers during the annotation. Since the input file are DOCX files, we
manually create the RDF file in Turtle. Some rules and hypothesis are made
during the process based on different interviews with the experts of the domain
(Table 2):

• Ordinal numbers such as “Third”, “First”, etc. are not taken into account.
• A keyword can not be at the same time in the description AND in the action

work performed of the OI. The two sets are DISJOINTS.
• Descriptors SHOULD be short concepts(names), with variants in the case of

verbs that are treated as SYNONYMS (see sample below in Turtle format)
• Expressions of type Not[properly][term] are modeled as just [term a

skos:Concept]. For e.g., in the case of the term “not properly closed”, we
only model the concept “close” with the variant closed.
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Table 2. Number of SKOS concepts manually generated from domain experts file,
grouped by description and work performed.

Class Description WorkPerformed Total

Feature descItem descAction workItem workAction -

SKOS concept 47 45 22 16 130

1 @prefix workAction: <http://data.airbus.com/id/scheme/workAction/> .
2 @prefix skos: <http://www.w3.org/2004/02/skos/core#> .
3 workAction:Change a skos:Concept ;
4 skos:prefLabel "Change"@en ;
5 skos:inScheme workAction:keyword ;
6 skos:altLabel "Replace"@en, "Changed"@en, "Replaced"@en , "Replacement"@en .

The experiment described in this paper uses 20 tasks with keywords anno-
tated manually by experts. Together with the corresponding task, the resulting
file represents a gold standard where the descriptors are linked to appropriate
task, as it is depicted in Fig. 5.

The class tf:DescriptionKey is designed to capture the two different types of
keywords: the description and the work performed. Once they are converted
into SKOS concepts, they are used to identify relevant concepts in OIs text.
Furthermore, four properties are used to link to the appropriate namespaces:
tf:descItem, tf:descAction, tf:workItem and tf:workAction.

5.2 Content Annotation

The annotation process employed is based on a central component: the Content
Augmentation Manager (CA-Manager) [5]. The content augmentation manager
(CA-Manager) is in charge of processing any type of content (plain text, XML,
HTML, PDF, etc.). This module extracts the concepts and entities detected
using text mining techniques with the text input module. The strength of CA-
Manager is to combine semantic technologies with a UIMA-based infrastructure5

which has been enriched and customized to address the specific needs of both
semantic annotation and ontology population tasks.

The scenario presented in this paper is built on top of the GATE framework
for entity extraction. CA-Manager uses an ontology-based annotation schema
to transform heterogeneous content (text, image, video, etc.) into semantically-
driven and organized one. The overall architecture of CA-Manager is depicted
in Fig. 6. We first create the gazetteer with the SKOS representation of the doc-
uments obtained from the experts. We then launch in parallel 10 documents in
multi-threads containing OIs. The annotation report contains the valid knowl-
edge section, an RDF/XML document containing the URIs of the concepts
detected by the annotator. We then use a python script to map each docu-
ment with its corresponding URI. Finally, a SPARQL update query is launched
to update the dataset containing the OI-Graph.
5 Unstructured Information Management Architecture (http://uima.apache.org).

http://uima.apache.org
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Fig. 5. A sample of SKOS concepts used to model the experts’ keywords and linked
to a task and maintenance graph

Fig. 6. Pipeline of annotation using CA-Manager
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6 Graph Matching Algorithm

Algorithm 1 (Relax version) is the first variant for creating candidates. The ini-
tialization sets are presented in lines 1–4, where there are two subsets. We reduce
the size of the OIs by taking into account only those with tags in one of the sub-
sets presented (lines 13, 23 and 26) in the initialization phase. The algorithm uses
the logical UNION operator to compute the intermediate sets for comparison and
the resulting set of candidates in C. In this case, C = UNION(P,Q, P ′, Q′)
where P = UnionOfDescActions, Q = UnionOfDescItems, P ′ =
UnionOfWorkActions and Q′ = UnionOfWorkItems. All the queries used
in the algorithm are based on SPARQL and the computation of the sets involv-
ing intersections make use of the LIMES [9] matching tool.

A second approach for a less relax version (LRX-version) is to modify the lines
14, 24 and 27 respectively in Algorithm 1 by doing the adjustments described
in Algorithm 2. Depending on how we combine the results makes the difference
between the LRX and RLX algorithm (lines 14 and 24), with the corresponding
mappings in the modified RLX algorithm in lines 3 and 5.

Algorithm 1. GraphMatching (OI-Graph,MPD-Graph) - RLX Version
1: Input: Set of OIs tagged < OI, tag >
2: Input: Set of MPD in RDF with tags < MPD, tag >.
3: INITIALIZE Description = {DescItems,DescActions}
4: INITIALIZE WorkPerformed = {WorkItems,WorkActions}
5: BEGIN
6: for each j ∈ MPD do
7: SELECT the list of tags in DescActions.
8: FIND in the set < OI, tag > with at least one descItem
9: COMPUTE P = card(OIs with at least one of the MPD tag in DescActions) =

|UnionOfDescActions|
10: SELECT the list of tags in DescItems.
11: FIND in the set < OI, tag > with at least one descAction
12: COMPUTE Q = card(OIs with at least one of the MPD tag in DescItems) =

|UnionOfDescItems|
13: SELECT OIs in the set (P OR Q).
14: COMPUTE R = UNION(P,Q) = P + Q - INTERSECTION(P, Q)
15: end for
16: for each j ∈ MPD do
17: SELECT the list of tags in WorkActions.
18: FIND in the set < OI, tag > with at least one workItem
19: COMPUTE P ′ = card(OIs with at least one of the MPD tag in WorkActions) =

|UnionOfWorkActions|
20: SELECT the list of tags in WorkItems.
21: FIND in the set < OI, tag > with at least one workAction
22: COMPUTE Q′ = card(OIs with at least one of the MPD tag in WorkItems) =

|UnionOfWorkItems|
23: SELECT OIs in the set (P’ OR Q’).
24: COMPUTE R′ = UNION(P ′, Q′) = P ′ + Q′ − INTERSECTION(P ′, Q′)
25: end for
26: SELECT OIs in the set Description OR WorkPerformed.
27: COMPUTE C = UNION(R,R′) = R + R′ − INTERSECTION(R,R′)
28: return C
29: END
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7 Experiments and Results

We perform experiments in both the annotation and the graph matching algo-
rithm. To perform this, we use the datasets for the A330 family of Airbus aircrafts
during the year 2013–2014.

7.1 Experiments

We perform the annotation of 21, 400 OIs consisting of the descriptions and the
work performed in English. We use a single machine on Windows 10, Core i7;
6 Go RAM. The annotation took 1 h 48 min (6434.464 s), with an error rate by
CA-Manager of 2.71%. Moreover, 81.52% of OIs were tagged (17,446), where
more than 11K OIs have at least two tags. This is important because the graph
matching algorithm uses this set of OIs with at least two tags detected. Table 3
gives more details of the annotation process results.

Algorithm 2. GraphMatching - LRX-Version
1: SAME INIT AS ALGO RLX-version

.....
2: BEGIN
3: COMPUTE R = UNION(P, P ′)

......
4: COMPUTE R′ = UNION(Q,Q′)

......
5: COMPUTE C = INTERSECTION(R,R′)
6: return C
7: END

Table 3. Details of the annotation content of the OIs for the A330 family.

Graph Feature Number

OI A330-Graph NbTriples 60,867

NbOI 21,400

NbOIs-tagged 17,446

Max. tags 12

Min.tag 1

NbOI-with-one-tag 5,954

CAM-processed 20,819

Errors-annotation 581

Time 6,434.464 s

7.2 Results

We present the results of applying our annotation and matching to assess the
possible OIs candidates for three tasks for A330 and the OIs of the same aircraft
family during the year 2013–2014 (Table 4).



14 G.A. Atemezing

Table 4. Results of the matching process in terms of size of the candidates using
Algorithm 1 with three tasks for A330 and the OIs of the same aircraft family during
the year 2013–2014.

Task ID P P’ Q Q’ Inter

(P,Q)

Inter

(P’,Q’)

R=Union

(P,Q)

R’=Union

(P’,Q’)

Inter

(R,R’)

Union

(R,R’)

MPD245000031 545 271 129 0 41 0 633 271 2 902

MPD271400031 110 306 0 366 0 250 110 422 7 525

MPD235100021 545 271 109 0 19 0 635 271 1 905

In a more open criteria, as it is the case with Algorithm 1, we obtain the tasks
T1(MPD245000031), T2 (MPD271400031) and T3 (MPD235100021) 902, 525
and 905 potential candidates. That means almost more than 95% of the OIs are
not relevant at all to those three tasks. But still many OIs to review by a human
expert. So, after some interviews with the domain experts, the LRX-version of
the algorithm (see Algorithm 2) is implemented suggesting a more reduced set
of candidates, without loosing any good candidate. With this variant, it reduces
significantly the number of the candidates (an average of 63%) for reviewing
(Table 5).

Table 5. Results of the matching process when using Algorithm 2, the LRX version.

Task ID P P’ Q Q’ Inter
(P,P’)

Inter
(Q,Q’)

R=Union
(P,P’)

R’=Union
(Q,Q’)

Inter
(R,R’)

MPD245000031 545 271 129 0 13 0 803 129 40

MPD271400031 110 306 0 366 8 0 408 366 4

MPD235100021 545 271 109 0 13 0 803 109 24

Currently the team in charge of manually detect relevant OIs uses four com-
plex Excel functions to assess the OIs. When presented the solution with the
data we received from them, they were satisfied with the results, meaning we
were able to use semantics to capture both their expertise and their daily work.

7.3 Evaluation

The experts of this domain are difficult to access. However, we were accompanied
by 3 of them during the work to better understand the challenges, to gather
relevant datasets. The experts help refining the gazetteers in reviewing some
candidates to identify false positives. This sample6 shows one view of the type of
call-for-arms during the duration of the project. Since they are very busy experts

6 https://github.com/gatemezing/eswc2017/blob/master/sampleEvalForTuningGazet
teers eswv2017.pdf.

https://github.com/gatemezing/eswc2017/blob/master/sampleEvalForTuningGazetteers_eswv2017.pdf
https://github.com/gatemezing/eswc2017/blob/master/sampleEvalForTuningGazetteers_eswv2017.pdf
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of the domain, we didn’t have access to a full “evaluation” ala research fashion
(computing precision and recall for a representative set of OIs). Nevertheless, the
domain experts gave us those 3 tasks on purpose (see https://goo.gl/CM3KzB
for Turtle transcription of the word file received) - as they can easily check the
results - for our scenario to see if we were able to miss some relevant OIs. This
work also shows an application of semantic web to solve a real business use
case, covering all the process of creation the ontologies, the population of the
different knowledge bases from heterogeneous data, etc. The output of this work
is installed at Airbus-Toulouse in a virtual machine for internal usage.

8 Lessons Learned

One of the barrier in the adoption of Semantic technologies in industry is the dif-
ficulty to explain the key concepts underlying RDF model, vocabulary creation
and the benefits of changing the paradigm from traditional data management
to semantic repositories. This was one of the challenge of this project at Airbus,
starting with a real use case to increasingly find the benefits of semantic tech-
nology to solve a real world problem. During the time frame of this work, several
meetings where held to explain the “why” at every single steps.

The team in charge of collecting the OIs from diverse companies and experts
working on maintenance tasks has to progressively make a mental shift with the
new paradigms introduced during this project:

• Data model by implementing vocabularies with Protégé [10] from scratch
driven by the existing data.

• The notion of unique identifiers to be used across different data silos to repre-
sent the same real world object. Hence, a policy for creating persistent URIs
was clearly identified as crucial

• The confusion between the RDF model and the different serializations

This work also permits to identify many datasets that could be useful in other
services at Airbus to bring more context and integrate them easily. For example,
during some interviews, the experts realized that some implicit knowledge can be
derived actually from existing datasets, which otherwise are experts’ experience.
Moreover, the system proposed would not replace the experts but assist them in
their work to speed up the process. This is one of the strong requirement of the
proposed approach.

Additionally, the conversion process into RDF reveals some errors in the
legacy data. For example, sometimes there were not consistent use of the task
code across different XLS files. This shows the benefits of our approach compared
to existing one as it helps detecting and cleaning errors in the data. As the result
of this work, the expert team is looking at a better combination for the output
sets to adjust the proposed algorithm based on their evaluation of the proposed
candidates.

https://goo.gl/CM3KzB
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9 Related Work

This work falls under contributions and research in the intersection of natural-
break language processing with GATE, enterprise semantic data management
and matching techniques. The authors in [13] examine semantic annotation, iden-
tify a number of requirements, and review the generation of semantic annotation
systems. Dadzi and et al. [11] developed an integrated methodology to optimize
Knowledge reuse and sharing in the aeronautics domain based on ontologies. They
proposed an interface for multiple modalities during search of documents based on
their approach. While our approach also used domain ontologies to convert legacy
data into RDF, it also combines NLP techniques for annotating textual data, and
SPARQL queries for matching purposes. Recently, in [1] it is defined a state of
the art in semantic annotation models and a scheme that can be used to clarify
requirements of end-user use cases. Moreover, the collection of real world applica-
tions from industry in [4] tackle some challenges in the earlier adoption of semantic
technologies in industry. Although some issues remind challenging today, a diver-
sity of domains applying semantics is visible worldwide.

10 Conclusion and Future Work

This paper presents a semi-automatic approach using semantic technologies to
assist the experts of the aircraft domain to improve the matching process of
Operational Interruptions with related Maintenance Programming Task. Our
approach combines text annotation using GATE alike system for annotation
and a graph matching algorithm for suggesting candidates. Annotation of 21,400
OIs show a high amount of tag detected (82%) with a small amount of expert
concepts. The graph matching technique shows that by combining suitable com-
binations, it is possible to reduce to up to 63% the amount of candidates of
OIs to be assessed by domain experts. The first results shed the light for future
intensive application of semantic technologies at Airbus for many other aspects,
such as data integration, data fusion and semantic recommendation tools.

For future work, we plan to improve the semantic annotation by looking at
the better management of noises in the text for annotation. Also, we plan to
implement fuzzy annotation in the GATE pipeline to find a trade-off between
performance and recall. Currently we are using a small gazetteer, we plan to
integrate external sources to have a much bigger scope for the terms to detect.

Acknowledgments. We would like to thank the Airbus team in Toulouse and ATOS
colleagues for their valuable input and partnership.

References

1. Andrews, P., Zaihrayeu, I., Pane, J.: A classification of semantic annotation sys-
tems. Semant. Web 3(3), 223–248 (2012)

2. Berners-Lee, T., Hendler, J., Lassila, O., et al.: The semantic web. Sci. Am. 284(5),
28–37 (2001)



Semantics Applied to Assess MPDs in Aircraft Industry 17

3. Bizer, C., Heath, T., Berners-Lee, T.: Linked data - the story so far. Int. J. Semant.
Web Inf. Syst. 5, 1–22 (2009)

4. Cardoso, J., Hepp, M., Lytras, M.D.: The Semantic Web: Real-World Applications
from Industry, vol. 6. Springer Science & Business Media, Heidelberg (2007)

5. Cherfi, H., Coste, M., Amardeilh, F.: Ca-manager: a middleware for mutual enrich-
ment between information extraction systems and knowledge repositories. In: 4th
Workshop SOS-DLWD Des Sources Ouvertes au Web de Données, pp. 15–28
(2013)

6. Cunningham, H.: Gate, a general architecture for text engineering. Comput.
Humanit. 36(2), 223–254 (1996)

7. Kenter, T., Maynard, D.: Using gate as an annotation tool. University of Sheffield,
Natural language processing group (2005)

8. Miles, A., Bechhofer, S.: SKOS simple knowledge organization system reference.
W3C (2009). https://www.w3.org/TR/skos-reference/

9. Ngomo, A.-C.N., Auer, S.: Limes - a time-efficient approach for large-scale link
discovery on the web of data. In: Proceedings of IJCAI (2011)

10. Noy, N.F., Sintek, M., Decker, S., Crubézy, M., Fergerson, R.W., Musen, M.A.:
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Abstract. Managing one’s supply chain is a key task in the operational
risk management for any business. Human procurement officers can man-
age only a limited number of key suppliers directly, yet global companies
often have thousands of suppliers part of a wider ecosystem, which makes
overall risk exposure hard to track. To this end, we present an industrial
graph database application to account for direct and indirect (transi-
tive) supplier risk and importance, based on a weighted set of measures:
criticality, replaceability, centrality and distance. We describe an imple-
mentation of our graph-based model as an interactive and visual supply
chain risk and importance explorer. Using a supply network (comprised
of approximately 98, 000 companies and 220, 000 relations) induced from
textual data by applying text mining techniques to news stories, we inves-
tigate whether our scores may function as a proxy for actual supplier
importance, which is generally not known, as supply chain relationships
are typically closely guarded trade secrets. To our knowledge, this is
the largest-scale graph database and analysis on real supply relations
reported to date.

Keywords: Supply chain analysis · Graph analysis · Risk analysis ·
Vulnerability analysis · Linked data · Procurement

1 Introduction

A supply chain is a complex network of interconnected actors that continually
exchange goods, with the goal of producing value for all actors in the supply
chain. Though supply chains are growing ever more involved, and remain as
vital as ever to companies’ success, many companies operate with little insight
beyond their first tier suppliers and customers. This means that any disruption
occurring removed from a company’s immediate view risks to be met with little
preparedness, and without mitigation strategies in place. To alleviate such risks
of being unprepared it is in the interest of companies to increase visibility in
supply chains, identifying not only actors they directly interface and exchange
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-58451-5 2
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goods with, but also those residing in subsequent tiers. In addition much of
the management of supply chains within companies are founded upon ad hoc
methods, relying heavily on human expert knowledge and intuition.

With our work we present a novel approach to investigating the structure
of a company’s supply chain, based on insights extracted from free text. We
represent relations between companies as a graph, where companies are repre-
sented as nodes and supply relations as directed edges, pointing from a supplier
to a customer (or consignee). Not only does this allow us to interpret relations
between companies in a formally defined manner, but it additionally provides
the opportunity to investigate links between companies beyond their first tier
suppliers and customers. More specifically, we use this graph to identify peers
of a company within its supply chain that are not only particularly relevant,
but that are also exposed to certain risks and thus increase the potential for
supply chain disruptions. Our graph-based model captures the connectedness of
the supplier-consignee supply chain ecosystem in conjunction with the strength
of the relationships and the risk exposure of each company entity, which transi-
tively affects potentially large parts of the graph. Specifically, we have developed
a solution that is comprised of two APIs, which together provide an aggregate
view of peers that are important suppliers to a company, while also being exposed
to certain risks. Peers of a company are extracted from a graph database. A pre-
specified number of neighbors, from within a pre-specified distance from the
node, are extracted and subsequently scored for their importance to the com-
pany and their risk. Such a graph model has the potential to serve as the basis
for numerous subsequent experiments, including exploring the resilience (see
literature review below).

The remainder of this paper is organized as follows. In Sect. 2 we discuss
related work at the intersection of two or more of the fields of interest to our
work. In Sect. 3 we describe our data sets as well as the construction of a graph
database to store and access it. The method of extracting suppliers from the
graph database and subsequently scoring their importance and risk is described
in Sect. 4. We describe the APIs through which the scoring methods are invoked,
as well as the system with which we represent the API output, in Sect. 5. We
present an empirical evaluation of the quality of the importance scores in Sect. 6,
before concluding the paper in Sect. 7.

2 Related Work

Our work spans a number of fields, touching upon risk and graph analysis, as well
as the more nascent area of scientific supply chain analysis, all of which we base
on content extracted from the web. Little research has considered the application
of both risk and graph analysis to supply chains and modeling. The work of
Wagner and Neshat [22], who investigate supply chain risk quantification and
mitigation based on graph theory, presents a notable exception. In the remainder
of this section we thus review work that resides at the intersection of at least two
of the areas we are concerned with. For more specific surveys of the individual
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fields refer, for example, to [1] for an overview of graph analysis, to [4] for research
on risk and to [20] for a summary of recent advances in supply chain management
and procurement.

Supply Graphs. Recent trends in the analysis of supply chains have high-
lighted the value of representing supply chains as graphs, or networks, rather
than as flat structures and relational databases. To this end, Borgatti and col-
leagues [6] provide an overview of social network analysis, geared towards sup-
ply chain research. In the same vein, Kim and colleagues [12] interpret supply
chains as networks and apply social network analysis metrics, such as closeness
or betweenness centrality, to evaluate the flow of materials through a supply
chains, as well as contractual relationships. Interpreting supply chains as graphs
produces wholly new opportunities to investigate structural characteristics and
transitive links of complex relations. This is not limited to risk or importance, the
focus of our work, but extends well beyond these metrics. For example, Tan and
colleagues [19] propose the use graphs to identify innovation potential through-
out a network of interlinked companies. Further exploiting graph capabilities, Xu
and colleagues [23] describe an evolutionary mechanism that dynamically grows
and alters supply networks, reflecting the dynamic nature of supply relations.

Risk and Importance in Supply Chains. Much of the development in assess-
ing risk in supply chains is based on qualitative studies, using expert opinion
and case studies. For example, Blome colleagues [5] investigate whether the 2008
financial crisis has had an impact on how risk is managed and, more specifi-
cally, whether any of the stages of risk analysis, risk mitigation and risk mon-
itoring have changed. Similarly, Hallikas and colleagues [8] conduct case stud-
ies on eleven companies, operating in either the electronics or metal industry,
to illustrate challenges that network co-operation brings to risk management.
Aqlan and colleagues [3] describe a risk assessment framework that produces risk
scores for suppliers, customers, manufacturers, transportation and commodities.
For each stakeholder, experts are consulted to identify the main risk factors.
This produces a quantification similar to what we describe in our work, joining
impact potential with the risk of this impact actually materializing. Ghadge and
colleagues [7] describe a framework comprised of an iterative process to identify,
assess and mitigate supply chain risks. They focus on risk assessment, which
is comprised of risk modeling and sensitivity analysis, using both a risk regis-
ter and data collected through interviews, company reports, etc. Harland and
colleagues [9] describe a network risk tool to address the same challenges. The
authors focus on risks arising from product and service complexity, outsourc-
ing, globalization and e-business. Based on a set of surveys and focus groups,
Juettner [11] seeks to identify and understand business requirements for SCRM
from the perspective of professionals working in the field. To structure overarch-
ing issues encountered in her analysis into these levels, Juettner first identifies
the extent to which organizations already manage risks in their supply chain
and then determines critical issues that arise as part of the implementation of
risk management. Simchi-Levi, Schmidt and Wei [17] present a dynamic graph
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model, which includes recovery time. Unlike our model, their data is obtained
from human questionnaires, not automatic text mining.

Risk and Importance in Graphs. The use of attack graphs represents one of
the more popular approaches to interpreting risk and adverse events in graphs.
Attack graphs, as well as attack trees are used to model all possible attacks, or
exploits, on a network. In an early proposal for the application of attack-graphs
to the identification of risks in physical networks Phillips and Swiler [15] coin
network-vulnerability analysis. In a more recent development, Alhomidi and Reed
[2] use a genetic algorithm (GA) [13] to model a large number of possible paths in
attack graphs, where each path connects the source of an attack on a network to
the target of the attack. In each path, nodes are assigned with a probability that
represents the likelihood of the node being exploited by an attacker, as well as an
expected loss, accrued when a node is indeed attacked. In an adoption of attack
graphs, Poolsappasit and colleagues [16] propose a framework for dynamically
managing security risks called Bayesian attack graphs (BAG). The overall risk
of each possible path in an attack graph is calculated as a product of the attack
success likelihoods and the value of the expected loss incurred. Based on data for
371 banks that failed during the 2008 financial crisis, Huang and colleagues [10]
study the systemic risk of financial systems. To do so they propose a cascading
failure model to describe the risk propagation process during crises. A bi-partite
banking network model is proposed, where one type of node represents banks
and another represents assets held by banks. The resulting graph is shocked by
decreasing the total market value of an asset, leading to a decrease in value for
every bank that holds the affected asset. Stergiopoulos and colleagues [18] extend
the notion of cascading failure models to include graph centrality measures to
help identify the nodes most critical in identifying and mitigating failures. Graph
centrality here is used as a proxy for identifying the most important nodes within
a graph so that any risk mitigation strategy can be based on both the importance
of nodes and their susceptibility to failure, in general. None of the work surveyed
above provides a larger-scale supply chain graph model, which can be used for
the analysis of and experimentation with supply relation scoring methods. Below
we present such a model, as well as its implementation.

3 Building a Supply Graph

Our analysis of supply relations between companies is based on a graph database,
where the nodes represent companies and edges signify directed supply relations,
pointing from a supplier to a customer. Supplier/customer pairs are extracted
automatically from specifically news articles. Each node in the graph is assigned
a set of attributes, namely (i) their business sector, (ii) a credit risk score, (iii)
the company name and (iv) a closeness centrality score. We describe the data
extraction process, as well as the node attributes, in detail below, for two sep-
arate supply graphs. On the one hand we conduct experiments, as described in
Sect. 6, on the full graph (SPR+), with all its attributes. On the other hand,
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Table 1. Dataset: summary statistics.

Number of nodes 98,402

Number of vertices 217,188

Average path length 6.614

Average degree 4.414

Average closeness centrality 0.225

necessitated by the proprietary nature of this data, we make available a sec-
ond dataset (SPR−) for research purposes1; in it, company names and business
sectors are anonymized. Table 1 summarizes the main characteristics of the data.

3.1 Supply Relations Data

Both datasets, SPR+/− are comprised of supply relations between two compa-
nies, where each individual relation and the companies involved are automati-
cally extracted form text snippets. While we describe a static snapshot of the
dataset for our experiments, an underlying RDF triple store of supply relations
is continually updated, both to add new relations and to remove those consid-
ered out of date. A snippet corresponds to a sentence, extracted either from a
news article or a Security and Exchange Commission (SEC) filing. A logistic
regression model was trained on a set of 45, 000 snippets, while the test set was
comprised of 20, 000 snippets. The training and test data were aggregated using
the following procedure:

1. Identify companies in a document, using Calais2;
2. split documents into sentences;
3. choose candidate sentences that contain two companies, as well as one or

more of a pre-specified set of patterns; and
4. using Mechanical Turk, label companies in the candidate sentences as suppli-

ers, customers, or neither.

Patterns are based on a set of indicative n-grams, as well as variations of these
n-grams to catch terms such as powered by, contracts with, etc. Each candidate
sentence has been labeled by two separate Turkers and any disagreement was
addressed by presenting the instance to a third annotator. The regression model
has been tuned to yield high precision, focusing on the extraction of high quality
evidence sentences, while relying on the fact that eventually, highly indicative
sentences will be introduced into the dataset. The classifier produced an F1-
score F1 = 0.57 (with precision = 0.76 and recall = 0.46) on the test set
(note that a random baseline classifier would achieve an accuracy of 0.5). Data
is stored in an RDF triple store from which we can extract a subset or, to
1 see http://bit.ly/TRSupplyChainRisk.
2 http://www.opencalais.com/.

http://bit.ly/TRSupplyChainRisk
http://www.opencalais.com/
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populate our graph database, the entire set using Sparql queries. This triple
store is continually updated to add additional relations found in unseen text;
multiple patterns producing the same supplier-consignee pairs are aggregated to
a single triple. Each triple has a confidence score assigned, based on the classifier
output as well as the amount of examples found for a specific relation.

3.2 Company Attributes

To score a company according to its importance as a supplier to a customer, as
well as the risk it is exposed to, we assign a set of attributes to each company, in
addition to its name for identification purposes. The importance of a company
is then determined based on how a supplier’s attributes compares to those of
the customer, as well as both their position in the overall graph.

Business Sector. Each company in the supply graph is labeled with the busi-
ness sector it operates in. We use the Thomson Reuters Business Classifica-
tion (TRBC)3 scheme for this purpose, a widely used industry standard. The
TRBC scheme offers classification of companies at various levels of abstraction,
i.e. economic sectors, the most abstract level, business sectors, industry groups,
industries, and activities. To strike a compromise between informativeness and
the ability to group various companies we label companies with their business
sector, meaning that we distinguish between 28 different labels, such as Renew-
able Energy, Industrial goods, etc.

Credit Risk. To identify the risk companies are exposed to we score them
according to a credit risk measure. This score broadly signifies the likelihood of
a company defaulting on one or more of their debt obligations within a year. A
score between zero and 100 is used to signify the likelihood, where a lower score
represents a higher likelihood of default.

Closeness Centrality. One of the aims of our importance scoring is to incorpo-
rate both attributes of individual companies and those formalizing a company’s
role within a larger graph of companies. To this end we have chosen to score
each node in the graph according to its closeness centrality. Closeness centrality
measures a node’s centrality in a graph as the sum of the length of the shortest
paths between the node and all other nodes in the graph. This sum is usually
normalized by division with the total node count N (minus one so as not to
count the node itself) to represent the average length of the shortest paths, or
distance d(y, x), giving

C(x) =
N − 1

∑
y d(y, x)

, (1)

3.3 Database

The data described above is initially extracted from the RDF store and repre-
sented as separate node and edge tables, which are, in turn, used to populate a
3 http://financial.thomsonreuters.com/en/products/data-analytics/market-data/

indices/trbc-indices.html.

http://financial.thomsonreuters.com/en/products/data-analytics/market-data/indices/trbc-indices.html
http://financial.thomsonreuters.com/en/products/data-analytics/market-data/indices/trbc-indices.html
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graph database, implemented using Neo4j. While the original dataset described
here contains proprietary data and can hence not be published, we make avail-
able an anonymized version of the node and edge tables. To interact with the
database we use Cypher, the graph query language developed as part of Neo4j.
To load the node table we call the following command

1 USING PERIODIC COMMIT

2 LOAD CSV WITH HEADERS FROM ’file :/// file_path/nodes.csv ’ as line

3 WITH line MERGE (ID:permID {name: TOINT(line.permID)})
4 SET ID.trbc = line.TRBC, ID.centrality = line.centrality,

5 ID.company_name = line.company_name,

6 ID.ccgr = line.CCGR;

and, to load the edge table, we call

1 USING PERIODIC COMMIT

2 LOAD CSV WITH HEADERS FROM ’file :/// file_path/rels.csv ’ as line_b

3 MATCH (sup:permID {name: TOINT(line_b.supplier)})
4 WITH sup, line_b MATCH (cus:permID {name: TOINT(line_b.customer)})
5 MERGE (sup)-[:supplies]->(cus)

This populates a previously initialized Neo4j instance, which can then be
queried. In our case we want to evaluate the importance and risk of a pre-defined
number of suppliers to a specific customer. To do so, we need to identify a single
node within the database, i.e. the customer, and query for neighbours whose
directionality points towards that node, i.e. the company’s suppliers. Depending
on the setting of the query we may do this recursively to not only retrieve direct
suppliers, but suppliers of suppliers, also. We generally refer to direct suppliers
as first-tier suppliers, to suppliers of suppliers as second-tier suppliers, and so
forth. The below retrieves up to 1, 000 first- and second-tier suppliers of the node
0123456789.

1 MATCH (n:permID {name: 0123456789}),
2 p=shortestPath((x)-[:supplies*1..2]->(n))

3 WITH LENGTH(p) AS lp, x LIMIT 1001

4 RETURN

5 x.name, x.trbc, x.ccgr, x.centrality, x.company_name, lp;

Note that we set the limit to 1, 001 because the node we are searching for
is included in the limit, as well. While we have used Neo4j as the database of
choice we opted to run graph analyses using Gephi4. On the one hand we have
used Gephi to calculate closeness centrality scores for nodes in the graph, as
described above. On the other hand Gephi provided a natural interface to run
initial analyses on the graph to determine its overall structure. This includes
calculating the measures reported in Table 1.

4 https://gephi.org.

https://gephi.org
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3.4 World Input-Output Database (WIOD)

The World Input-Output Database (WIOD) [21] provides data on the distribu-
tion of supply activities between business sectors.5 We use this data as part of
our importance calculation, where we compare the business sector the supplier
operates in with the business sector the customer resides in. The WIOD allows
us to deduce whether these two industries have a strong relation, in terms of rela-
tive volume exchanged between the business sectors, compared to other business
sector combinations. The WIOD is comprised of supply data between a total of
43 countries and compares business sectors based on the International Standard
Industrial Classification (ISIC). Data is collected for the period between 2000
and 2014. Since for our work we have assigned TRBC codes to the companies
that comprise the supply graph we use a mapping between TRBC and ISIC
codes that has been created internally to align the WIOD with our data.

4 Scoring Method

The graph database described in the previous section facilitates the analysis
of supply relations between companies within the context of a larger network.
In this section we describe how we use the graph database to identify relevant
suppliers of a customer through multiple tiers of the supply graph and score them
according to two metrics, (1) importance and (2) risk. Importance, described
in detail in Sect. 4.1, scores suppliers of a company based on a combination of
metrics, incorporating both the structure of the graph and the supplier’s position
in it, and attributes of the supplier itself. With it we aim to quantify the adverse
impact that a disruption to the supply from a specific supplier would have on
a specific customer, where a high importance, i.e. a score close to 1, reflects a
high potential adverse impact. Risk, described in detail in Sect. 4.2, is scored
according the credit risk scores assigned to each company in the graph.

4.1 Scoring Supply Chain Importance

We calculate importance scores I = (i0, ..., in) for suppliers S = (s0, ..., sn),
each represented by a node in a graph, retrieved from the graph database. The
nodes are retrieved in relation to node c, representing a customer, representing
the n companies closest to c. Each importance score im is an aggregate of four
measures:

a. Criticality : The proportion of goods the business sector of q receives from the
business sector of im (based on WIOD data, see Sect. 3.4);

a =
Criticality

m
; (2)

where m is a normalization constant m = 34.27. The constant represents the
strongest tie between any two industries in the WIOD dataset.

5 http://www.wiod.org/home.

http://www.wiod.org/home
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b. Replaceability : The sum of how many s operate in the same business sector
as sm (based on TRBC codes):

b = 1 −
(

Replaceability

n − 1

)

; (3)

c. Centrality : a metric of the importance of sm to the overall graph (we can use
closeness centrality, for instance);

c = Centrality (4)

d. Distance: the (step-)distance between sm and c.

d =
n − Distance

n − 1
(5)

We then aggregate im as follows:

im =

(
a+b+c+d

4

)

max ∈ I
(6)

The above operations normalize all individual scores to a value in the range
[0; 1]. The scores are also normalized so that a value closer to one reflects a higher
importance. We also normalize im by dividing its result by the maximum score
of all i, so that the most important node always has a score of one and all other
nodes are scored in relation to it. We catch the fringe case that yields division by
zero programmatically (where n = 1), in which case we can simply set i0 ← 1.

4.2 Scoring Supply Chain Risk

The second metric according to which we score the suppliers is credit risk. Akin to
importance we calculate risk scores R = (r0, ..., rn) for suppliers S = (s0, ..., sn)
of customer c. Each risk score rm is based on a single attribute of a node,
namely one of two scores, (1) Credit Combined Global Rank or (2) Private Com-
pany SmartRatios Global Rank. Score (1) is assigned to public companies, while
score (2) is used for private companies. Both scores are extracted from propri-
etary Thomson Reuters solutions. The coverage of risk scores for companies that
comprise the supply chain agreement dataset is roughly 26%. To cover the gaps
we heuristically determined risk scores for companies without a risk score. In
a first step we grouped companies based on their business sector, using TRBC
codes, and calculated the average risk for each business sector, using the avail-
able scores. Companies with missing risk scores were then assigned the average
risk score according to their TRBC code. Once each node in the graph had a
risk score assigned we normalized the score so that its range is between zero and
one, and a higher score represents a higher risk.
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5 System Description

The implementation of our scoring methodology is comprised of two components.
On the one hand we have implemented two APIs to expose scoring algorithms, one
each to execute the importance and risk scoring for the suppliers retrieved form
the graph database and returning the results as json files. On the other hand we
set up a profile for an existing interface to dynamically visualize the results.

5.1 Application Programming Interfaces

The scoring algorithms described in the previous section are accessed through
separate Application Programming Interfaces (APIs), each of which accept as
arguments the following three parameters; company ID, node count and depth
count. In the original dataset we use permIDs6 as company IDs, which have been
replaced by random ten-digit IDs in the public dataset.

The node count determines how many neighbours of the node representing
the company ID are retrieved from the graph, while the depth count determines
from how many tiers we retrieve neighbours. The system accepts two API calls,
one to score supply chain importance and another to score risk. Each of the two
APIs returns a json file with the following format:

1 {
2 "dimensionName": "Supply chain importance",
3 "peers":[
4 {
5 "eid": "0022446688",
6 "name": "c",
7 "score": 1,
8 "baseEntity": true
9 },{

10 "eid": "8800224466",
11 "name": "s0",
12 "score": i0,
13 "baseEntity": false
14 },{
15 "eid": "6688002244",
16 "name": "s1",
17 "score": i1,
18 "baseEntity": false
19 },...{
20 "eid": "4466880022",
21 "name": "sn",
22 "score": in,
23 "baseEntity": false
24 }]
25 }
6 https://permid.org/.

https://permid.org/
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The output JSON file is comprised of the header and two types of blocks.
The header identifies which dimension the scores in the JSON file represent. In
the example this is the importance score. The first block following the header
represents the input entity, i.e. the customer passed to the API. The baseEntity
label is set to true to represent this and the score is set to a placeholder value
of one. Each subsequent block represents a supplier of the baseEntity, which
may be a supplier at any tier, depending on the parameter settings. Each block
is comprised of the ID (eid), uniquely identifying the company, the company’s
name, its importance score and the baseEntity flag set to false. The output of
the risk scoring API produces the same structure, the only difference being the
dimension name in the header.

5.2 Interface

The importance and risk calculations, exposed through the APIs described
above, are queried, and results visualized, using an internal application called
Jersey. Jersey provides an interface with functionalities to search for an entity,
here companies, and retrieve and visualize the entity’s peers. Once a user sub-
mits a query, Jersey requests data through our APIs and renders the returned
json files as shown in Fig. 1 or 2. Figure 1 shows importance as a single slider,
aggregated as described in Sect. 4.1. Figure 2, on the other hand, returns the
components of our importance score individually. In both cases the user can
use the sliders to adjust the weighting of the individual scores, depending on
individual preferences, with the second view allowing more granular weighting.
Additionally Jersey offers options to use different weighting mechanisms and
render more or fewer results.

Fig. 1. Our application’s web interface.
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Fig. 2. Importance scores can be broken down into components.

6 Experiments

The risk score we have used is an industry standard measure of credit risk and
we have thus focused our evaluation on determining whether the importance
score, which we have developed as part of our work, produces a representative
measure of the actual importance of a supplier to its customer. As described in
Sect. 3.1, the supply chain agreements between two companies that comprise the
graph are extracted from natural language text. To evaluate the veracity of how
we score these relations on the importance we use the snippets from which the
relations have been extracted. To build an evaluation dataset we have done the
following:

1. Select 200 snippets that contain correctly classified supply relations.
2. Identify the corresponding supply agreement and score their importance using

our application.
3. Select the 20 highest scoring, as well as the 20 lowest scoring snippets
4. Randomly match a high scoring snippet with a low scoring snippet to create

a set of 200 pairs of snippets

Two annotators were then asked to the snippet in a pair that described a more
important supply relation. To determine the veracity of the generated importance
scores we then measured correlation between the scores and human judgments.
The annotations produced rather low inter-annotator agreement, with a Cohen’s
kappa of κ = 0.2499. As expected, then, a Pearson correlation coefficient pro-
duces a similarly low score of p = 0.1451.

Discussion. Considering the low kappa score it appears that deciding the impor-
tance based solely on comparing snippets may not be a viable approach to judg-
ing the veracity of our importance score. The random matching of snippets
without pre-selection may have also hurt our evaluation. Note, however, that we
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do not calculate importance based on judging the snippets and thus low corre-
lation need not mean that our importance scores do not reflect reality. What
we can conclude, based on the low kappa value, is that human judgement of
importance based on short snippets does not seem viable and, based on the
low p value, that we cannot confirm the veracity of our importance scores. A
further limitation of our approach is that, because no fine-grained data at the
level of each Other challenges that may have hurt performance are the data gaps
described in Sect. 4.2 and the simple, equal weighting that produces the aggre-
gate importance score, as described in Sect. 4.1 individual transaction between a
supplier and consignee was available for this study, we had to estimate the con-
nections, somewhat crudely, taking sector-to-sector flows as proxies. This will no
doubt have had adversarial effects, and it is hard to quantify them. Nevertheless,
we believe that having a quantitative model is valuable, and if and when more
granular data becomes available, more refined models can be compared to our
model to demonstrate their merit.

7 Summary, Conclusions and Future Work

With this paper we have presented a novel approach to evaluating suppliers of
companies according to their importance and risk. We have developed a dataset
comprised of roughly 98, 000 companies and 220, 000 supply relations, which we
represent as a directed graph. Using a combination of a company’s attributes
and their position within the graph we determine their importance as suppliers
to a specific company. This has allowed us not only to develop a principled
representation of a supply graph, it also allows us to investigate supply beyond
the first tier suppliers of a company.

One of the main shortcomings of our work is the limited insight we can gain
from the evaluation. In future work we will need to identify new ways of eval-
uating the importance scores, based on which we can develop new weighting
algorithms. Beyond this immediate concern the following three main avenues for
further research present themselves. First, extending the scope of risks we mea-
sure will add to the informativeness of the overall scoring. For example, we may
include evidence from text-mining based risk analysis approaches as described
in [14]. Secondly, an extension of our approach to languages other than English
will vastly expand the solution’s usefulness from a practical application point of
view. Whether such an extension ought to be based on machine translation or
purpose built models for each language in scope remains to be seen. Finally, we
believe that developing a mechanism by which we can either learn the weights
of the individual importance scores or determine them through a grid search,
rather than simply weighting them equally, may further enhance the quality of
the importance scores assigned to companies.
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Abstract. Mapping languages allow us to define how Linked Data is
generated from raw data, but only if the raw data values can be used as
is to form the desired Linked Data. Since complex data transformations
remain out of scope for mapping languages, these steps are often imple-
mented as custom solutions, or with systems separate from the mapping
process. The former data transformations remain case-specific, often cou-
pled with the mapping, whereas the latter are not reusable across sys-
tems. In this paper, we propose an approach where data transforma-
tions (i) are defined declaratively and (ii) are aligned with the mapping
languages. We employ an alignment of data transformations described
using the Function Ontology (fno) and mapping of data to Linked Data
described using the rdf Mapping Language (rml). We validate that our
approach can map and transform dbpedia in a declaratively defined and
aligned way. Our approach is not case-specific: data transformations are
independent of their implementation and thus interoperable, while the
functions are decoupled and reusable. This allows developers to improve
the generation framework, whilst contributors can focus on the actual
Linked Data, as there are no more dependencies, neither between the
transformations and the generation framework nor their implementa-
tions.

Keywords: Data transformations · FnO · Linked Data generation ·
RML

1 Introduction

Workflows that generate Linked Data from (semi-)structured data encompass
both schema and data transformations [22]. Schema transformations involve
(re-)modeling the original data, describing how objects are related, and deciding
which vocabularies and ontologies to use [18]. Data transformations are needed
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to support any changes in the structure, representation or content of data [22],
for instance performing string transformations or computations.

Schema transformations – also called mappings – are defined as a collection of
rules that specify correspondences between data in different schemas [13]. Lately,
schema transformations are declaratively defined using mapping languages such
as the w3c-recommended r2rml [7] or its extension rml [12]. Mapping lan-
guages detach rule definitions from the implementation that executes them. This
renders the rules interoperable between implementations, whilst the systems that
process those rules are use-case independent.

However, Linked Data generation systems usually assume data transforma-
tions are done beforehand. For instance, the r2rml specification explicitly men-
tions that data transformations or computations should be performed before
generating Linked Data by generating a virtual table based on the result-set
of an sql statement (i.e., an sql view) [7]. Other relevant w3c recommenda-
tions and working drafts do not take data transformations into account. More
precisely, when discussing the “Convert Data to Linked Data” step, the Linked
Data Best Practices [18] recommends using mapping languages – which only
implies schema transformations – and does not distinguish data transformations
elsewhere. Similarly, csvw [27] specifies how to generate Linked Data from csv
by directly mapping the raw data values as is.

Systems that do include data transformations exist, but show one or more of
the following limitations: the schema and data transformations are uncombinable,
the allowed data transformations are restricted, the system is case specific, or
the data transformations are coupled with the implementation.

For instance, the dbpedia Extraction Framework [2] (dbpedia ef) that gen-
erates Linked Data for one of the most widely known datasets, requires very
specific data transformations, which are not available in existing systems. Thus,
a case-specific hard-coded framework that depends on an internal set of parsing
functions to generate the data values in the correct format was created. These
parsing functions are coupled with the dbpedia ef, the schema and data trans-
formations are uncombinable, and the overall system is case specific. Specifically
for the dbpedia ef, these parsing functions are of high value. Indeed, they were
created to parse manually entered (i.e., ambiguous and error-prone) data and
are used for (and thus evaluated on) the entire Wikipedia corpus.

In this paper, we propose an approach that enables (i) declarative and
machine-processable data transformation descriptions and (ii) the alignment of
schema and data transformation descriptions. To validate this approach, we
employ transformations described using the Function Ontology (fno) [10], and
align them with the rdf Mapping Language (rml) [12].

We apply our approach to the dbpedia ef. In the resulting system:

Schema and data transformations are combinable:
No separate systems need to be integrated.

Data transformations are independent of the mapping processor:
They are not restricted by the processor’s capabilities.
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Declarative transformations are interoperable:
The implementation can be case-independent.

Data transformations are reusable:
Their implementation is no longer dependent on the generation system.

We built and used the extended rmlprocessor with mapping documents to cre-
ate the same dbpedia dataset, allowing more types of schema transformations,
and enabling developers to work separate from contributors. The built Func-
tion Processor allows for an easier integration of data transformation libraries
with other frameworks, and the dbpedia data parsing functions are made avail-
able independently, so other use cases can benefit from these data parsing tasks
without needing to re-implement them.

The paper is organized as follows: after investigating the state of the art in
Sect. 2, we detail why aligning declarative schema and data transformations is
needed in Sect. 3. In Sect. 4, we introduce our approach, which we apply to rml
and fno, and provide a corresponding implementation. In Sect. 5, we explain how
the dbpedia ef currently works, and prove how applying the proposed approach
enables a fully declarative system with the same functionality as the existing
dbpedia ef. Finally, we summarize our conclusions in Sect. 6.

2 State of the Art

Linked Data generation workflows require both schema and data transforma-
tions to generate the desired Linked Data [22]. Nevertheless, even though data
transformations are often required [16], recommendations or best practices were
not established so far, leading to a broad range of diverse approaches.

The simplest approaches rely on custom solutions which try to address both
schema and data transformations in a coupled and hard-coded way, such as the
dbpedia ef [2]. However, those approaches require new development cycles every
time a modification or extension is desired. For instance, any change on the data
transformations performed to generate the dbpedia dataset requires extending
the dbpedia ef. There are cases where such approaches do allow certain config-
urations, yet those configurations are limited and, at least for the dbpedia ef,
they focus on schema transformations rather than data transformations.

Similarly, case-specific solutions were established, which also couple the
schema and data transformations. For instance, xslt- or xpath-based approaches
were established for generating Linked Data from data originally in xml format,
such as by Lange [20]. In these cases, the range of possible transformations is
limited by the respective language or syntax potential, while they can be per-
formed prior or while the mapping is performed. Similarly, even mapping lan-
guages, such as hil [14], d2rq [6], or r2rml [7] can be considered, as their range
of possible data transformations is determined by the range of transformations
that can be defined when the data is retrieved from the data source, e.g., data
transformations supported by sql, performed before the mapping.

Other solutions first perform a direct mapping [1] to Linked Data, and
then perform schema and data transformations on that generated Linked Data.
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The range of possible data transformations then often depends on sparql, as is
the case of Datalift [25]. More customization is enabled by solutions that allow
embedded scripts inside mapping documents such as R2RML-F [11]. However,
they require existing libraries (and their dependencies) to be embedded (or pos-
sibly rewritten) within the mapping document, and are inherently limited to the
standard libraries provided by the runtime environment (e.g., runtime environ-
ments often – for safety reasons – disallow file Input/Output operations).

There are also query-oriented languages that combine sparql with other
languages or custom alignments to the underlying data structure. For instance,
xsparql [5] maps data in xml format, r3m [15] data in relational databases and
Tarql1 data in csv. Query-oriented languages are restricted to data transforma-
tions which can be translated when the query translation is performed, such as
r3m that requires bidirectional transformations to retain read-write access [16].

Besides the aforementioned custom solutions, there are Linked Data genera-
tion workflows which rely on distinct systems to perform the schema and data
transformations. These types of transformations cannot always be distinguished,
as data transformations may affect the original schema. Such data transformation
tools typically couple the transformation rules with their implementation, being
either format specific (e.g., xslt for data in xml format), or generic (e.g., Open
Refine2). As the latter are targeted to contributors, they are often interactive.
Thus, most data transformation systems can be configured and this happens
often using a User Interface (UI), of which one of the most widely known is
OpenRefine. Other systems – specifically for generating Linked Data – include
the Linked Data Integration Framework (LDIF) [26], Linked Pipes [19], and
DataGraft [24]. Their support for data transformations range from a fixed pre-
defined set of transformations (e.g., LDIF and Linked Pipes) to an embedded
scripting environment (e.g., OpenRefine and DataGraft).

Lately, different approaches emerged that define data transformations declar-
atively, such as Hydra [21] for Web Services, volt [23] for sparql, or fno [10]
as technology-independent abstraction. Hydra or volt depend on the underly-
ing system (Web Services and sparql, respectively), thus their use is inherently
limited to that system. On the one hand, using Hydra descriptions for executing
transformations only works online, and requires all data to be transferred over
http, which is not always possible due to size or privacy concerns. On the other
hand, volt only works for data already existing in a sparql endpoint. Describ-
ing the transformations using fno does not include this dependency, thus allows
for reuse in other use cases and technologies.

3 Limitations and Requirements

In this section, we discuss current schema and data transformation systems
limitations (Sect. 3.1) and requirements (Sect. 3.2).

1 https://tarql.github.io/.
2 http://openrefine.org/.

https://tarql.github.io/
http://openrefine.org/
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3.1 Limitations of Current Systems

Considering the current Linked Data generation systems discussed above, we
come across data transformations which are (i) uncombinable, (ii) restricted,
(iii) part of a case specific system, or (iv) coupled, as we discuss below.

Uncombinable. When schema and data transformations are executed in succes-
sive steps (e.g., in the dbpedia ef, r2rml, or Datalift), additional integration is
needed between them. However, schema and data transformations often depend
on each other. Data transformations could influence the attributes of objects
and vice versa. For instance, the calculated population of a settlement decides
whether it is called a “town” or “city”. This integration thus becomes complex,
hurts interoperability, or limits the allowed transformations.

Restricted. Data transformations are embedded, defined and coupled within
the system that executes them. Both in dedicated data transformation sys-
tems as when data transformations are embedded in mapping languages, the
range and type of transformations used is limited to the ones implemented by
the underlying system. Either a fixed set of data transformations is provided
(e.g., LDIF, Unified Views), thus no other transformations can be defined, or
a restricted scripting environment allows the definition of data transformations
(e.g., OpenRefine, R2RML-F). In both cases limitations exist, e.g., using addi-
tional libraries, file manipulations, or external services are often disallowed. As
such, existing tools cannot be applied for every use case. Supporting specialized
use cases then usually requires providing separate systems (e.g., GeoSPARQL [4]
for the geospatial domain). For instance, Blake et al. [23] unveiled quality issues
in dbpedia as the current extraction framework does not support basic geo-
graphic calculations, such as calculating the population density.

Case Specific. Hard-coded systems couple the reference to a certain transforma-
tion with its implementation, and also mapping languages and dedicated systems
support an opinionated set of transformations. As such, they can only be used
for certain cases, and they require changes to the source code to apply any
modifications or extensions, i.e., new developments cycles.

Coupled. So far, data transformations definitions are coupled with the imple-
mentation that executes them. For instance, data transformations specified
by OpenRefine cannot be reused in other systems, and data transformations
implemented in hard-coded systems are only available for that system and not
reusable by others. Similarly, the coverage of data transformations differs across
data sources, e.g., it is different between different SQL dialects for relational
databases, XQuery for XML documents, and JSONPath for JSON documents.
Chances of discrepancies between different systems (and the Linked Data they
produce) are thus very high.
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3.2 Requirements for Future Systems

In this paper, we argue that data transformations should be (i) declaratively
specified, and (ii) aligned with declarative mapping languages. By specifying
data transformations declaratively, just as for mapping languages, we decouple
the transformations from the implementation that executes them. By aligning
them with mapping languages instead of embedding them within the mapping
languages, we remove the burden of the mapping processor to provide all needed
functionality, allowing the implementations of the data transformations to exist
separately from the generation system. This way, we achieve data transforma-
tions which are reusable, interoperable, independent, and combinable, as detailed
below.

Reusable. Data transformations implementations should be reusable across use
cases and systems, not necessarily only for Linked Data generation.

Interoperable. The declarations for data transformations should remain inde-
pendent of the underlying implementation, i.e., be interoperable. This strictly
separates the concerns of developers with those of contributors: developers can
implement and improve the tools without being required to obtain domain knowl-
edge, whilst contributors can focus on data modeling without being needed to get
acquainted with the systems’ source code. The generation of these declarations
can be facilitated using a (graphical) editor [17].

Independent. Schema and data transformation declarations should be indepen-
dent from each other. As such, their corresponding implementations also remain
independent of each other, without enforcing mutual limitations. As such, (cus-
tom) data transformations can be integrated in the mapping process, but it is not
required, i.e., they can still be executed in advance, and the mapping languages
can still be used without data transformations.

Combinable. Data transformations should be usable not only in separate steps,
but be combinable, e.g., with schema transformations. This enables, e.g., joining
and meanwhile transforming multiple input values, or conditionally change the
schema depending on the data transformations and vice versa.

4 Declarative Data Transformations

We provide a solution that implements the aforementioned declarative, machine
processable data transformations which are aligned with schema transforma-
tions to Linked Data. Its main components are (i) the fno ontology (Sect. 4.1),
which enables describing functions in a declarative and machine processable
way without making assumptions of their implementation; and (ii) the rml lan-
guage (Sect. 4.2) that allows defining schema transformations (i.e., mappings)
for generating Linked Data, independent of the input format. The Function Map

is introduced, as an extension of rml, to facilitate the alignment of the two as
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explained in Sect. 4.3. Details regarding our proof-of-concept implementations
are summarized in Sect. 4.4. For the remainder of this paper, we will use the
following prefixes:

PREFIX fno: <http://w3id.org/function/ontology#>
PREFIX grel: <http://semweb.datasciencelab.be/ns/grel#>
PREFIX rr: <http://www.w3.org/ns/r2rml#>
PREFIX rml: <http://semweb.datasciencelab.be/ns/rml#>
PREFIX fnml: <http://semweb.datasciencelab.be/ns/fnml#>

4.1 The Function Ontology (FnO)

The Function Ontology (fno) [8,10] allows agents to declare and describe func-
tions uniformly, unambiguously, and independently of the technology that imple-
ments them. As mentioned in Sect. 2, we choose fno over other declarative lan-
guages as it does not depend on the underlying system or implementation. A
function (fno:Function) is an activity which has input parameters, output, and
implements certain algorithm(s). A parameter (fno:Parameter) is the descrip-
tion of a function’s input value. An output (fno:Output) is the description of
the function’s output value. An execution (fno:Execution) assigns values to the
parameters of a function for a certain execution.

The actual implementation of the function can be retrieved separately from
its description. Depending on the system, different implementations can be
retrieved/used, e.g., a system implemented in Java can retrieve the implemen-
tation as a Java archive (jar), whilst a browser-based system might rely on
external apis. Via content negotiation, different systems can request and dis-
cover different implementations of the same described function [9], given that
these implementations exist. This allows a mapping processor to parse any func-
tion description, and retrieve and trigger the corresponding implementation for
executing it.

For instance, grel:toTitleCase3 (Listing 1, line 1) is a function that renders
a given string into its corresponding title cased value. It expects a string, indi-
cated by the grel:stringInput property (line 4) as input. An Execution (line 6)
can be instantiated to bind a value to the parameter. The result is then bound
to that Execution via the grel:stringOutput property (line 9).

4.2 The RDF Mapping Language (RML)

r2rml [7] is the w3c-recommended mapping language for defining mappings
of data in relational databases to the rdf data model. Its extension rml [12]
broadens its scope and covers also schema transformations from sources in differ-
ent (semi-)structured formats, such as csv, xml, and json. rml documents [12]
contain rules defining how the input data will be represented in rdf. The main

3 Specified from the description as provided by OpenRefine on https://github.com/
OpenRefine/OpenRefine/wiki/GREL-String-Functions#totitlecasestring-s.

https://github.com/OpenRefine/OpenRefine/wiki/GREL-String-Functions#totitlecasestring-s
https://github.com/OpenRefine/OpenRefine/wiki/GREL-String-Functions#totitlecasestring-s
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1 grel:toTitleCase a fno:Function ;
2 fno:name "title case" ;
3 dcterms:description "return the input string in title case" ;
4 fno:expects ( [ fno:predicate grel:stringInput ] ) ;
5 fno:output ( [ fno:predicate grel:stringOutput ] ) .
6 :exe a fno:Execution ;
7 fno:executes grel:toTitleCase ;
8 grel:stringInput "This is an input STRING." ;
9 grel:stringOutput "This Is An Input String." .

Listing 1. Function descriptions and Executions using FnO

1 <#Mapping> rml:logicalSource <#InputX> ;
2 rr:subjectMap [ rr:template "http://ex.com/{ID}"; rr:class foaf:Person ];
3 rr:predicateObjectMap [ rr:predicate foaf:knows;
4 rr:objectMap [ rr:parentTriplesMap <#Acquaintance> ]].
5 <#Acquaintance> rml:logicalSource <#InputY> ;
6 rr:subjectMap [ rml:reference "acquaintance"; rr:termType rr:IRI; rr:class ex:Person]].

Listing 2. RML mapping definitions

building blocks of rml documents are Triples Maps (Listing 2: line 1). A Triples

Map defines how triples of the form (subject, predicate, object) will be generated.
A Triples Map consists of three main parts: the Logical Source, the Subject Map

and zero or more Predicate-Object Maps. The Subject Map (line 2, 6) defines how
unique identifiers (uris) are generated for the mapped resources and is used as
the subject of all rdf triples generated from this Triples Map. A Predicate-Object

Map (line 3) consists of Predicate Maps, which define the rule that generates the
triple’s predicate (line 3) and Object Maps or Referencing Object Maps (line 4),
which define how the triple’s object is generated. The Subject Map, the Predicate

Map and the Object Map are Term Maps, namely rules that generate an rdf term
(an iri, a blank node or a literal). A Term Map can be a constant-valued term
map (line 3) that always generates the same rdf term, or a reference-valued term
map (line 6) that uses the data value of a referenced data fragment in a given
Logical Source, or a template-valued term map (line 2) that uses a valid string
template that can contain referenced data fragments of a given Logical Source.

Other languages used for mapping (such as csvw, xpath, and sparql) are
dependent on the input format (csv, xml, and sparql, respectively). rml
abstracts the input source format, making it applicable in more use cases. More-
over, as the schema transformations are declared in rdf, the integration with
external vocabularies or data sources is inherently available.

4.3 Model Integration

Typically, mapping languages refer to raw data values. Therefore, aligning them
with declarative data transformations requires a way to refer to terms which are
derived from raw data, but after applying certain transformations, i.e., functions.

In the case of [r2]rml, Term Maps determine how to generate an rdf term
relying on references to raw data. Therefore, a new type of Term Map was
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1 <#Person_Mapping>
2 rml:logicalSource <#LogicalSource> ; # Specify the data source
3 rr:subjectMap <#SubjectMap> ; # Specify the subject
4 rr:predicateObjectMap <#NameMapping> . # Specify the predicate-object-map
5

6 <#NameMapping>
7 rr:predicate dbo:title ; # Specify the predicate
8 rr:objectMap <#FunctionMap> . # Specify the object-map
9

10 <#FunctionMap>
11 fnml:functionValue [ # The object is the result of the function
12 rml:logicalSource <#LogicalSource> ; # Use the same data source for input
13 rr:predicateObjectMap [
14 rr:predicate fno:executes ; # Execute `grel:titleCase`
15 rr:objectMap [ rr:constant grel:titleCase ] ] ;
16 rr:predicateObjectMap [
17 rr:predicate grel:inputString ;
18 rr:objectMap [ rr:reference "name" ] ] # Use as input the "name" reference
19 ] .

Listing 3. Alignment RML and FnO

introduced, the Function Map (fnml:FunctionMap, Listing 3: line 10). A Func-

tion Map is a Term Map generated by executing a function, instead of using a
constant or a reference to the raw data values. In contrast to an RDF Term Map

that uses values referenced from a Logical Source to generate an rdf term, a
Function Map uses values referenced from a Logical Source to execute a function
(line 12). Once the function is executed, its output value is the term generated
by this Function Map. To this end, the fnml:functionValue property was intro-
duced to indicate which instance of a function needs to be executed to generate
an output and considering which values (line 11). Such a function is described
using fno.

This extension of one class and one property allows us to align rml and fno,
without creating additional dependencies between the two. This is possible as
they are both declarative and described in rdf.

4.4 Implementation

As a proof of concept, we extended the rmlprocessor to support the Function Map,
available at github.com/RMLio/RML-Mapper/tree/extension-fno. In addition,
we implemented a generic Function Processor in Java which can be found at
github.com/FnOio/function-processor-java that uses the function declarations
described in fno to retrieve and execute their relevant implementations. When
the rmlprocessor encounters a Function Map4, it extracts the function identifier
(i.e., its uri) and the parameter values as described in the mapping document or
from the data sources5, and sends those to the Function Processor. When receiv-
ing an unknown function identifier, the Function Processor discovers the relevant
implementations online [9], and obtains an implementation to be executed locally

4 https://git.io/vSPDg.
5 https://git.io/vSPD6.

https://github.com/RMLio/RML-Mapper/tree/extension-fno
https://github.com/FnOio/function-processor-java
https://github.com/RMLio/RML-Processor/compare/development...extension-fno#diff-c2a6a38bf25301d23166be4b94dd0933R180
https://github.com/RMLio/RML-Processor/compare/development...extension-fno#diff-79f2b178905a6ce01b772c9b823bd43dR317
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if available6. Based on the function description using fno, the Function Proces-
sor automatically detects how to execute the needed function and returns the
resulting value back to the rmlprocessor.

We extracted grel functions and the dbpedia parsing Functions
(see Sect. 5) as independent libraries at github.com/FnOio/grel-functions-java
and github.com/FnOio/dbpedia-parsing-functions-scala, respectively. Their
descriptions using fno are available at semweb.datasciencelab.be/ns/grel
and semweb.datasciencelab.be/ns/dbpedia-functions respectively. Thus, we can
(re-)use these functions separately from their original systems (i.e., OpenRefine
and the dbpedia ef), but we can also – when using their descriptions in mapping
documents – require them as data transformations within the rmlprocessor.

Our resulting extension of the rmlprocessor overcomes the limitations as
stated in Sect. 3. It is capable of combining schema and data transformations. It
could already process [r2]rml statements, and now, it can also extract the Func-

tion Map and allows the Function Processor to perform the data transformations.
Next, the Function Processor is independent of the rmlprocessor, thus no limi-
tations are enforced between them, and the system does not depend on the use
case, as all schema and data transformations are specified in the mapping docu-
ment and the implementations of the needed data transformations are obtained
on the fly. Finally, all data transformations are available as stand-alone libraries,
independent of the use case, the Function Processor, or the rmlprocessor.

We also extended the rmleditor [17] to support the definition of Function

Maps so users can easily edit mapping documents with declarative data trans-
formations, without needing prior knowledge about rml or fno. The default
version of the rmleditor considers the grel functions, but any other function
may be available. A screencast showcasing how the rmleditor was extended
can be found at www.youtube.com/watch?v=-38pkkTxQ1s. In total, users from
16 companies and research institutes profit from this rmleditor extension in
addition to the dbpedia community.

5 Application to DBpedia

In this section, we show the current dbpedia generation workflow (Sect. 5.1), the
changes we implemented (Sect. 5.2), and validate our approach (Sect. 5.3).

5.1 Current Generation Workflow with the DBpedia EF

dbpedia is a crowd-sourced community effort to extract structured informa-
tion from Wikipedia and make this information available on the Web [2]. Data
from dbpedia is generated in two parts: The first maps data from the relation-
ships already stored in the underlying relational database tables and the second
directly extracts data from the article texts and infobox templates within the

6 Currently, Java snippets and jars are supported, as the latter allows using additional
dependencies in the implemented functions.

https://github.com/FnOio/grel-functions-java
https://github.com/FnOio/dbpedia-parsing-functions-scala
http://semweb.datasciencelab.be/ns/grel
http://semweb.datasciencelab.be/ns/dbpedia-functions
https://www.youtube.com/watch?v=-38pkkTxQ1s
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articles [3]. Figure 1 shows the current dbpedia ef, specifically focused on the
rdf generation from infobox templates (i.e., the second part). The grey area
denotes the dbpedia-specific implementation, and the cogs denote the successive
processing steps.

Infobox templates are text fragments inside the article text with specific
syntax to denote certain visualizations (e.g., ‘{{’ and ‘}}’ denote the begin-
ning and ending of an infobox table, respectively). The dbpedia ef consists of
the following steps: step a, all Wikipedia pages containing infobox templates
for the relational database are selected. Then, step b, only the significant tem-
plates which are contained in these pages are selected and extracted. Step c,
each template is then parsed to generate the desired triples (i.e., the subject
and predicate-object pairs). Afterwards, step d, object values are further post-
processed, i.e., (i) when these object values contain Wiki links, suitable uri refer-
ences are generated (the bottom arrow of step d in Fig. 1), otherwise, (ii) uniform
typed literals are generated by parsing the strings and numeric values (the top
arrow of step d). The data of dbpedia is structured using the dedicated dbpedia
Ontology7: a cross-domain ontology, which has been manually created based on
the most commonly used infoboxes within Wikipedia.

Fig. 1. The current generation workflow: successive hard-coded processes (a) select
pages, (b) extract infoboxes, (c) transform the schema, and (d) transform the data,
either by generating URIs (bottom arrow) or by using hard-coded parsing functions
(top arrow).

The extracted infobox contains a textual representation of a list of key-
value pairs, e.g., the item ‘established = 4 October 1830’. After assigning
per key a fixed predicate from the dbpedia Ontology and a fixed data type to
the value [3], each value is processed individually according to that datatype.
Wiki links are converted to meaningful uris, but other values need to be parsed.
However, since there are not many restrictions on the design of Wikipedia tem-
plates, the format of these manually entered values can be very diverse. For
instance, when revisiting the previous example, the same date can be writ-
ten down as ‘04-10-1830’, ‘1830, 4 10’, ‘October 4th 1830’, etc. Many other
types of discrepancies occur, for example, using different numbering formats
7 http://dbpedia.org/ontology.

http://dbpedia.org/ontology
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Fig. 2. The new generation workflow: after (a) selecting pages and (b) extracting the
infoboxes using the original framework, (γ) both schema and data transformations are
combined using an interoperable mapping processor and reusable parsing functions,
specified by a fully declarative mapping document.

(e.g., ‘1 000 000’ vs ‘1E6’ vs ‘1 million’), or using different units than speci-
fied in the template (e.g., ‘area km2 = 11,787 sqmi’). This situation is aggra-
vated because information in Wikipedia is crowd-sourced, thus these differences
in cultures and countries – coming from different contributors of Wikipedia –
can occur within one page, together with already existing inaccuracies inherent
to manual entries, such as typos and misspellings.

To accommodate to this situation, the dbpedia ef consists of a large amount
of parsing functions that fruitfully handle most edge cases. Each of these parsing
functions were tested against thousands of values coming from Wikipedia. They
are thus very robust and essential to the generation framework. However, they
form an internal set of functions, hard-coded in the framework. Each change in
these parsing functions requires another development cycle for the entire frame-
work, but, moreover, they cannot be reused for other use cases. As valuable as
these parsing functions are, they are hidden deep within the dbpedia ef.

Hence, the following limitations arise. First, the dbpedia ef successively per-
forms the schema and then the data transformations, which limits its capabilities,
e.g., it is currently not possible to join multiple values from the infobox tem-
plates to form one output value, nor is it possible to connect with external data
sources. Second, all transformations are hard-coded. Changes require knowledge
of the source code and involve new development cycles. Third, all parsing func-
tions are embedded in the framework, making them non-reusable and use-case
specific.

5.2 New Generation Workflow with RML and FnO

We apply our system that enables declarative data transformations which can
be aligned with schema transformations to the the dbpedia ef as can be seen
in Fig. 2. In step a, Wikipedia pages containing infobox templates are selected.
Then, in step b, the significant templates are selected and extracted from those
pages. Finally, in step γ, on these templates, schema and data transformations
are performed together to achieve the resulting rdf.
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Steps a and b provide the input data and have not changed. Step γ however
is performed using the rmlprocessor, the transformations are declared using
a dbpedia mapping document, and the dbpedia parsing functions are used as
stand-alone library. The generation of the dbpedia mapping document in rml
based on the existing mappings in the dbpedia ef has been done in previ-
ous work8. This work has been extended to include the data transformation
descriptions.

fnoio.github.io/dbpedia-demo/ allows users to try out the possible customiza-
tions of the new dbpedia ef. Changes can be made to a mapping document –
used for the country-infobox template – both for schema and data transforma-
tions. Both the dbpedia parsing functions as the grel functions are loaded. It is
thus possible to, e.g., change string values using grel functions, or use a differ-
ent parsing function, whilst also changing the schema transformations, without
needing prior knowledge of the dbpedia ef.

5.3 Validation

By applying our approach to dbpedia, we have not only created a fully declara-
tive system that is capable of extracting the same rdf data from the Wikipedia
infoboxes as the current dbpedia ef, we also achieve the following:

Combinable schema and data transformations. Before, schema and data
transformations were executed in successive steps in the dbpedia ef. Con-
sequently, the data transformations were executed based on the data type
as assigned by the schema transformations, and transformations applying to
both schema and data were not supported. Now, data transformations can
be specified within the structure, not just the data type, and joining multi-
ple input values, or conditionally assigning types based on the data values
becomes possible.

Independent schema and data transformations. Before, all data parsing
functions needed to be hard-coded inside the dbpedia ef, as existing tools
did not provide the required data transformation capabilities. Now, all data
parsing functions are separate libraries, and no dependencies exist between
these data parsing functions and the dbpedia ef.

An interoperable system. Before, the dbpedia ef was a hard-coded system
depending on a custom mapping document that mapped keys to predicates of
the dbpedia Ontology, after which hard-coded data transformations were per-
formed. Every change in the generation process required a new development
cycle. This explains why the dbpedia ef has been developed by only forty-
two developers9. Now, no dependencies exist between the implementation
and the specification of the generated Linked Data, as schema transforma-
tions, data transformations, and their alignment are all specified declaratively.
The adjusted rmlprocessor remains a use-case independent system, and the

8 www.mail-archive.com/dbpedia-discussion@lists.sourceforge.net/msg07837.html.
9 See github.com/dbpedia/extraction-framework.

https://fnoio.github.io/dbpedia-demo/
http://www.mail-archive.com/dbpedia-discussion@lists.sourceforge.net/msg07837.html
https://github.com/dbpedia/extraction-framework
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declarations do not depend on any implementation, separating the concerns
of the contributors with those of the developers.

Reusable data transformations. Before, all data parsing functions were
embedded in the dbpedia ef, making it even harder for developers to improve
its code. The core team that improved the dbpedia ef parsing functions con-
sisted of barely six out of the forty-two people. Now, all parsing functions
exist as a stand-alone library, without dependencies to the original dbpedia
ef, rml or fno. They can be used and improved or extended by anyone, for
any use case. The common problem of parsing manually entered data has
just become more easy as this set of functions can now freely be used: it has
been tested on the Wikipedia corpus, is capable of resolving many typos and
ambiguities, and now no longer depends on the use case or data source type.
Its usage has been made user-friendly by including data transformations in
the rmleditor.

6 Conclusion and Future Work

Linked Data generation encompasses both schema and data transformations.
However, in this paper, we identified that data transformations in current Linked
Data generation processes are uncombinable with the schema transformations,
restricted by the mapping language, part of a case-specific system, or non-
reusable.

Our proposed approach specifies data transformations declaratively and
aligns them with declarative schema transformations. We employed this app-
roach by aligning fno with rml and provided an implementation by extend-
ing the rmlprocessor and building the Function Processor. As validated on
the dbpedia ef, schema and data transformations remain independent but are
combinable. The created system is interoperable and data transformations are
reusable across systems and data sources. The dbpedia ef now supports more
schema and data transformations, separates the concerns between contributors
and developers, and the dbpedia parsing functions are available as independent
libraries.

In the future, we aim to reuse well-tested descriptive data transformations,
such as the dbpedia parsing functions to facilitate different use cases.
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Abstract. In this paper, we propose an approach to describe the tempo-
ral aspects of ontological representation of dance movement. By nature,
human movement consists of complex combinations of spatiotemporal
events, a fact that creates a big challenge for representing, searching, and
reasoning about movement-related content, such as movement annota-
tions on video dances. We have defined MoveOnto, a movement ontol-
ogy whose expressive power captures movements that range from body
states and transitions based on the semantics of Labanotation, to generic
actions or specialized vocabularies of specific dance genres, e.g., ballet
or folk. We combine the ontology description with temporal reasoning in
Datalog-MTL, based on temporal rules of the movement events. Finally,
we present the specifications and requirements for dance exploration from
a user’s perspective and describe the architecture of BalOnSe, a spe-
cific system that is currently under implementation on top of MoveOnto
according to them. BalOnSe consists of a web-based application with
semantic annotation, search, and browsing on the movements, as well
as a backend with archival and query processing functionality based on
temporal rules.

1 Introduction

Dance multimedia data such as videos can be found in large volumes in multime-
dia channels, but also in dedicated archives and collections. Various recent efforts
are aiming at developing and bringing state-of the art information technologies
to the area of digitisation, archiving and preservation of intangible cultural her-
itage and performing-art content [1–3,7], as well as investigating bodily knowl-
edge and widening the access to such content through enhanced experiences in
various contexts, e.g., education. The question is how to facilitate findability and
provide usable ways to access, search and browse multimedia content, based on
the information related to the movement itself through concepts that are inter-
esting for the users. This information could vary from generic concepts regarding
actions e.g., step, turn, jump to specific terminology of dance syllabi e.g., pirou-
ette, arabesque, as well as any verbal descriptions that convey something about
the form or the quality of movements.
c© Springer International Publishing AG 2017
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Semantic information about movements in a video can be added in two ways:
automated extractions of patterns and movement recognition and manual anno-
tation of experts. In addition to the above, explicit information can be inferred
by reasoning if we add to the system rules to represent common and expert
knowledge about movement.

The semantic representation of movement includes many challenges. We
describe these challenges and how we address them in our work.

Complexity of the human body and its movement: The human body can create
endless different combinations depending on the context. These can vary from
functional everyday movements and the execution of specific actions, to var-
ious dance techniques, expressive gestures, and non-verbal communication. To
address this challenge, we have adopted a modular approach based on theoretical
basis on movement analysis such as Labanotation and chorological methodolo-
gies. In particular, we have developed a core ontology based on MoveOnto, and
we develop specific ontologies to describe the terminology of syllabi of different
dance genres. We focus on dance genres that allow this modular approach, since
they have specific well-defined vocabularies, and structured rules. The entities of
the different ontologies (core and specific) are linked through rules which reflect
basic and common knowledge about the movement according to technique and
the dedicated literature [16,20].

Temporal aspects: Movement descriptions imply a temporal description. Motion,
as well as stillness, in dance is always connected with a duration, and depending
on the orchestration and coordination of the different body parts, the temporal
aspects might vary in complexity. This complexity is again related to the dance
style and technique and the level of detail which is needed depending on the
context. We address this challenge by using DatalogMTL [9], a language for rep-
resenting temporal ontologies. The language allows both temporal representation
and reasoning.

Segmentation and Discretization: Semantic descriptions, the construction of con-
cepts and entities, require clear time and space bounds to identify movement
entities. Nevertheless, the human motoric usually includes complex synchroniza-
tions and coordination of different body parts that occur in a continuous man-
ner. For example, at the semantic level walking is considered to be a continuous
sequence of altering steps from one step to another. On the other hand, if we
need to analyze and observe movement there is not always an absolute measure
to tell us when exactly the first step ends and when the second step ends. We
address this challenge by providing a usable interface where expert users can add
annotations by choosing terms from the ontology according to their knowledge
and perspective. The terms in the ontology vary from more complex recognized
sequences to very simple movements. These annotations are stored in the system
for further analysis. We base the segmentation, on the notions of kinemes, mor-
phokinemes and motifs as structural, recognisable components of a dance genre,
as have been introduced by Kaeppler [17] in an analogous way that phonemes,
morphemes and words are the morphological components of language.
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To put our ideas into practice we have developed BalOnSe, a system that
allows to add semantically rich temporal annotations about movement on mul-
timedia content, store these annotations, and search the content based on the
annotated metadata. The BalOnSe platform is build upon the MoveOnto ontol-
ogy, a movement ontology whose expressive power captures movements that
range from body states and transitions based on the semantics of Labanotation,
to generic actions or specialized vocabularies of specific dance genres, e.g., ballet
or folk. We combine the ontology description with temporal reasoning in Dat-
alogMTL, based on temporal rules of the movement events. In this paper we
describe the theoretical basis and the architecture of our implementation, focus-
ing on the representation and management of the temporal aspects, a feature
that was not included in the previous version of the system [15].

2 Requirements and Specifications

The architecture (Sect. 4) of the BalOnSe platform is designed to allow mod-
ularity and extensibility, i.e., the integration of different rules and ontologies,
including more details about the movement, terminology of other dance gen-
res, context of the performance or the recording. To sum up, the current ver-
sion of BalOnSe platform provides the following characteristics: (i) Annotation
with archival functionalities and user moderation; (ii) Semantic-domain specific
search (search the content based on movement and dance terminology); (iii) Rich
predefined vocabularies for key-word search; (iv) Usable user interface including
video streaming, and preview of statistics of annotations; (v) Temporal Reason-
ing; (vi) Modularity and extensibility.

Through the BalOnSe interface, the user may (i) employ ontological asser-
tions to annotate a dance video recording using a rich ontology that contains both
temporal and non-temporal predicates; (ii) browse through dance-multimedia
content by querying the ontological video annotations; (iii) preview the rich
multimedia content that resides in the BalOnSe deposit. A key characteristic of
our system is that it allows further development and integration of other dance-
specific ontologies in order to describe different dance genres. By extending our
core ontology, that is designed in order to describe sequences of movements, we
have built dance-specific vocabularies for different types of genres, i.e. ballet.
Thus, a user may query a ballet repository using movement sequences that are
defined in the ballet syllabus.

To what follows, we outline the different technical functional and non-
functional specifications resulting from the aforementioned scenarios, based also
on similar approaches [18].

Integrated Data Access: One of the features of the BalOnSe platform, is its ability
to incorporate annotations that have been already made on dance-performance
content. These annotations may be stored in a relational database endpoint and
can be easily accessed. This is due to the datalogMTL translator that follows
an Ontology Based Data Access (OBDA) [21] approach as a means to enhance
end-user direct data access to relational databases.
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Utilising Implicit Information: In databases it is typically assumed that only
explicit data matters, i.e. the explicit data that are stored in the system. Nev-
ertheless, our system aims at inferring additional information by utilising the
initial annotations and some domain-specific knowledge related to dance and
movement analysis. This could be reflected by logical formalism, that allows to
derive implicit information from the data stated explicitly, typically using some
forms of background knowledge, via a reasoning procedure. The use of implicit
information can greatly increase the practical benefit of the BalOnSe system.

Temporal Data Processing: Our applications requires for the existence of a tem-
poral component that will allow to correlate annotations representing movement
sequences of a dance-recording video. Existing languages, such as the OWL 2
language are not designed to represent temporal information. Thus we should
adopt a language that allows for an expressive temporal component. We identify
the specific refined characteristics for the underlying temporal language: (i) It
should provide for a natural way to annotate movements within a dance video
recording of a performance. The annotations of video sequence should refer to
an absolute time component, i.e. its event should be mapped to a specific time
interval within the video that describes its starting and ending point in seconds
or subdivisions of seconds. The user should be able to annotate in absolute time
intervals of events within a video sequence. (ii) It should provide for a natural
way to describe movement patterns and sequences in terms of recognised move-
ment forms for the dance genre. In contrast to the absolute time that applies
when annotating a dance video recording, a movement pattern description, even
if expressed in notation, does not depend on absolute time-intervals. Instead,
similar to music scores, dance sequence descriptions are expressed on beats, i.e.
temporal ratios instead of specific time intervals. This means that a mapping
is needed between the time expressed in beats in patters and the absolute time
intervals coming from the annotations. (iii) The corresponding language should
allow to have a temporal component when describing the background knowledge
of our domain. The later will allow to effectively encode complex dance sequences
via simple predicates. (iv) Finally the corresponding formalism should allow for
an expressive query component. The latter will allow to query our metadata for
specific events and the time intervals that these events occurred.

Modular Ontological Representation: Ontology modularisation can be inter-
preted as decomposing potentially large and monolithic ontologies into (a set
of) smaller and interlinked components (modules) [4]. An ontology module can
be considered as a loosely coupled and self-contained component of an ontology
maintaining relationships to other ontology modules. In our domain of interest,
we have the core dance ontology that is used to describe basic human body
motion (based on Labanotation) and domain specific ontologies that describe
specific dance genres, e.g., ballet. The latter provides users of ontologies with
the knowledge they require, reducing the scope as much as possible to what is
strictly necessary.
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3 Movement Description

The BalOnSe platform allows users to enrich multimedia content such as videos
with annotations by choosing specific terms from the MoveOnto ontology. Move-
Onto includes terminology of movement on different levels of abstraction. To rep-
resent choreographies in an expressive searchable way, we need a strong theoretical
basis that allows to describe the required elements of dance (grammar and syntax).
The theoretical basis for the MoveOnto representation is based on the Labanota-
tion system for describing movement [16] and Kaeppler’s choreological approaches
that analyse the structural parts of dance in motifs, morphokinemes and kinemes.
Under this perspective, the notions of kineme and morphokineme [17], as dance
segments are analogous to phoneme and morpheme in morphology linguistics.
Kinemes are actions or positions, which have no meaning as units alone, but
constitute the building blocks of a dance genre. A morphokine is defined as the
smallest kinetic unit that has meaning, where meaning here does not reflect any
pictorial or narrative notion, but it is used to indicate movements that are recog-
nized as units from the people practicing a specific dance genre. The third level of
dance structure is the motif level. A motif is a frequently occurring combination
of morphokinemes that themselves form a short entity.

3.1 MoveOnto

In order to provide a more human readable and computer understandable for-
mat, MoveOnto was developed to capture the semantics of Labanotation [12], a
notation system for recording and analyzing human movement. It is a symbolic
language which allow to create dance notations on paper. The symbols are put in
specific columns on the staff which is read from bottom to the top. The vertical
axis represents time, while different columns of the staff are dedicated to differ-
ent body parts. The reader interprets the different symbols based on their shape
(movement type, directions, and other symbols), their color (level of movement)
and their size (duration). A Labanotation score, as in Fig. 1(a), can be seen as
a complex timeline with parallel slots.

The main objective of MoveOnto is the interpretation of symbols into enti-
ties that are both human- and machine-understandable. Moreover, in our work,
the use of the ontology provides the ability to express complex relationships,
restrictions, and rules about the concepts, creating hierarchies and graphs of
movement entities and properties, and as a result provides a rich vocabulary for
describing dance movements. In fact, in a Labanotation score, since the different
movements are represented as events, related to time intervals, all Allen’s inter-
val relationships [5] are possible to be found on a dance score, to represent the
relative synchronisation of states and transitions of movement.

MoveOnto considers three different levels of describing movement [13,14]: (i)
a Labanotation Concepts level based on Labanotation; (ii) a Generic Concepts
Movement level that is used to describe terms such as turn, step, slide, and
(iii) Specific Vocabulary Concepts level that is used to represent the terminology
related to a specific dance genre, such as the Ballet syllabus.
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In this paper we provide some examples of the semantic and temporal rela-
tions between the syllabus (specific movements that are meaningful for the
genre), and their representation in Labanotation and MoveOnto. In our app-
roach, we create a hierarchy/taxonomy of movements, by classifying them into
abstract categories. This hierarchy supports the scalability of the system by
giving the opportunity to search movements in different levels of detail. As
MoveOnto is based on DatalogMTL, it can express complex inference rules and
relationships with a temporal component. Reasoning capabilities support reuse
of entities, and allow the system itself to infer explicit knowledge from the stored
dance knowledge, e.g., “a Gesture is an Action”.

3.2 Time Representation and DatalogMTL

In our previous approach in order to represent time and synchronisation in the
core ontology, we adopted a reification strategy. Time intervals were represented
as OWL2 individuals called Temporal Entities [12] and in order to represent
the sequential order between time points, the functional property hasNext was
adopted. Each time interval corresponded to a set of facts representing the dance
movements, while the duration was expressed by the datatype property hasDu-
ration, relating each time-interval individual to a specific duration.

In this work we propose the use of DatalogMTL to represent our knowledge.
DatalogMTL is a language for representing temporal ontologies. The advantages
that the DatalogMTL language provides, compared to our previous approach,
are the following: (i) It provides for a natural way to represent time in dance
movements, since it does not demand the introduction of individuals that cor-
responded to time intervals and a datatype property to represent duration. (ii)
DatalogMTL allows having a temporal component in complex rules. Thus com-
plicated dance combinations can be effectively encoded via simple predicates.
For example, a jeté is a complex ballet jump (Fig. 1(f)) that involves a set of
different body movements that take part on time. (iii) DatalogMTL provides
for an expressive query component, which allows querying the dance ontology
for specific events and the time points that these events occurred. This provides
for very interesting capabilities since it allows to search for specific movement
sequences and find similarities between different types of dance.

3.3 Movement Representations and Rules

In the following section we describe some examples of simple movements,
expressed in verbal descriptions, Labanotation, and DatalogMTL and we show
the different levels of complexity that might occur in temporal representation. A
DatalogMTL program, Π, is a set of rules about our domain, and a data instance,
D, is a finite set of facts, i.e., in our case video annotations.

The MoveOnto ontology makes the following assumptions: (i) Simple and
more complex movements are represented as unary predicates that are used to
characterise video segments. For example an assertion in D such as
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Left Leg Gesture Middle Back(: V ideo1)@[12 s, 13 s]

means that a left-leg-gesture-middle-back movement occurred in Video1 during
the [12 s, 13 s] time period. (ii) The time in Π (rules) is represented in beats, in
a similar way time is represented in dance notations, and expressed in practice
when a dance sequence is taught and analysed. (iii) The time in D (facts) is
represented in seconds of each video file. (iv) In the system, the durational value
of the beat is mapped into seconds or subdivisions of seconds for each video
file according to its tempo, in a similar way the tempo is given in beats per
minute (bpm).

Example 1. In Fig. 1(b) we give an example of an Arabesque Allongé pose, a
morphokineme that makes sense for a specific dance genre, in this case ballet.
The Arabesque morphokineme, either as a pose or action Fig. 1(d), is a case of
describing a single pose or movement with no complex temporal relationship of
its integral parts. It consists of different simple kinemes that (i) are happening
at the same time period, simultaneously; (ii) share the exact same duration. The
DatalogMTL definition of the Arabesque Allongé pose is the following:

�[0,1] Arabesque Allonge(x) ↔ �[0,1]Right Support Midde P lace(x)∧
�[0,1] Left Leg Gesture Middle Back(x) ∧ �[0,1]Right Arm Gesture Middle Front(x)∧
�[0,1] Left Arm Gesture Middle Back(x) ∧ �[0,1]Right Palm Facing P lace Low(x)∧

�[0,1] Left Palm Facing P lace Low(x) (1)

Based on the previous rule, the occurrence of the separate simultaneous move-
ments (involving the legs, arms, and palms) of an 1 s duration implies an
Arabesque Allongé movement of the same duration and vice versa.

Within our knowledge we may have different levels of details.
In Fig. 1(c), a more generic Arabesque is represented where only informa-

tion about the legs is specified. The more generic movement is represented into
MoveOnto by the following DatalogMTL rule:

�[0,1] Right Arabesque(x) ↔ �[0,1]Right Support Midde P lace(x)∧
�[0,1] Left Leg Gesture Back(x) (2)

while we may also add rules for basic movement details:

Left Leg Gesture Back(x) ← Left Leg Gesture Middle Back(x) (3)

DatalogMTL allows to query our knowledge using the different levels of detail.
Thus an assertion Arabesque Allonge(: V ideo123)@[23, 24] in D, along with the
rules in Eqs. 1, 2, and 3 imply that

Right Support Midde P lace(: V ideo123)@[23, 24] and Right Arabesque(: V ideo123)@[23, 24].
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Fig. 1. Labanotation examples

Example 2. In Fig. 1(e) we give an example of a Plié-relevé movement, a more
complex morphokineme that includes sequences of simple kinemes: (i) the com-
plex movement is described as a set of sequential movements that are all happen-
ing during specific intervals; (ii) all movements overlapping in time, share the
exact same duration and are happening simultaneously. In other words, all par-
allel movements are happening in sequential intervals. These sequential intervals
might be equal in time or not.

�[0,3] Plie Releve(x) ↔ �[0,1]Right Support Middle P lace(x)

�[0,1] Left Support Middle P lace(x) �[1,2] Right Support Low Place(x)

�[1,2] Left Support Low Place(x) �[2,3] Right Support High Place(x)

�[2,3] Left Support High Place(x) (4)

DatalogMTL allows to infer interesting facts that are happening within a Plié-
Relevé-movement interval (similarly with the previous example):

�[0,1] First Position Middle(x) ↔ �[0,1]Right Support Middle P lace(x)∧
�[0,1] Left Support Middle P lace(x) (5)

�[0,1] Plie in First position(x) ↔ �[0,1]Right Support Low Place(x)∧
�[0,1] Left Support Low Place (6)
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as well as expressing information that involves sequential movements:

�[1,2] Support Bending(x) ↔ �[0,1]Right Support Middle P lace∧
�[0,1] Left Support Middle P lace(x) ∧ �[1,2]Right Support Low Place(x)∧

�[1,2] Left Support Low Place(x) (7)

What the above rule says is that if the description starts with an interval where
the dancer is in normal position, followed by an interval which defines a low
level as a destination, this should allow us to subsume that the dancer has bend
his/her knees, so there is an action of bending there. Thus by combining the
rules in Eqs. 4 and 7 we infer that the Plié-Relevé movement implies a Support-
Bending movement as well.

Example 3. In Fig. 1(f) we give an example of a Jeté jump where parallel and
sequential movements occur in combination, thus more complex synchronisation
needs to be represented: (i) the complex movement is described as a set of
sequential movements that are all happening during specific intervals of the same
or different durations; (ii) movements might occur in equal intervals, overlap,
start with or end with, so all combinations of intervals relations are possible.

�[0,4] Jete Jump(x)�[0,1] ↔ Right Step Low Place(x)∧
�[1,2] Right LegGesture Middle Back(x) ∧ �[1,2]Left LegGesture Middle Forward(x)∧

�[2,3] Left Step Middle Low(x) ∧ �[3,4]Right Step Middle Low(x)∧
�[0,2] Right Arm Gesture Middle Right(x) ∧ �[0,2]Left Arm Gesture Middle Left(x)∧
�[3,4] Right Arm Gesture Middle Right(x) ∧ �[3,4]Left Arm Gesture High Left(x)∧

�[3,4] Torso Gesture High Right(x) (8)

4 BalOnSe Platform

BalOnSe is an integrated system that consists of multiple components to sup-
port end-to-end annotation and provide access on ontologies about dance. From
a user perspective, the BalOnSe system allows to: (i) create temporal ontological
annotations of multimedia content; (ii) search by movement predicates; (iii) pre-
view the existing multimedia content that satisfies the queries. Query evaluation
is done via the systems query enrichment, unfolding, and execution modules that
allow executing complex temporal queries on relational databases. In this section
we give some details of the BalOnSe components that address the challenges and
specifications described in Sect. 2.

4.1 BalOnSe Components

The application provides for the following components in order to perform the
intended actions:

1. Multimedia Content Annotation: the application provides for an archival sys-
tem for the videos, along with the corresponding user interfaces (UIs) that
allow users to annotate video content and store the corresponding annotations
in a relational database system.
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The query formulation, transformation, execution, and video visualisation pro-
cedures are performed in a sequence of stages presented in Fig. 2:

Fig. 2. BalOnSe architecture

2. Query Formulation: Data sources can be explored using a query formulation
tool that allows the user to navigate through the ontology and the corre-
sponding temporal component. The current version of our query formulation
tool is based on DatalogMTL queries. Future work involves the adoption of
faceted browsing techniques that allow end-users to explore a collection of
information by applying multiple filters.

3. Query Transformation: The aforementioned expressions are sent to the corre-
sponding query transformation engine for processing. The processing includes
rewriting against the ontology and further unfolding into relational SQL
queries based on the corresponding mappings [9].

4. Query Execution: SQL queries are executed by a relational database manage-
ment system.

5. Preview: The results of query execution are video fragments corresponding
to the complex movements that were queried. The user is able to preview the
corresponding video fragments.

4.2 User Interface

A key characteristic of the BalOnSe platform is its simplicity for annotating video
content and search. The platform’s web-based interfaced is illustrated in Fig. 3
and can be logically divided to 5 basic interfaces. The user is able to perform
annotations using labels of predefined vocabularies on the core ontology and
morphokinemes on domain-specific ontologies (Fig. 3D). Each annotation has a
starting and an ending time point. For formulating queries, we have adopted a
transparent approach where the user asks only for specific labels corresponding
to the terminology of (morpho)kinemes (Fig. 3B). Finally, the user can directly
search for multimedia objects based on their titles (Fig. 3A), and furthermore
preview multimedia content (Fig. 3C).
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Fig. 3. BalOnSe user interface

4.3 Annotations Storage and Management

The application provides an archival system for the videos while both video
metadata and user annotations are stored in a relational database. By taking
advantage of the modular characteristics of our ontological representation, the
Multimedia Content Annotation Interface allows the user to annotate a dance
video either by adopting simple movements (kinemes) on the core ontology, or
by using predefined combinations of simple movements (morphokinemes) on the
domain-specific ontology (e.g. the ballet ontology).

Example 4. The dance expert may annotate by using the core ontology, that in
Video 123 a Right Support Midde Place movement took place during the period
[25 s, 26 s] and a Left LegGesture Back movement took place during [25 s, 26 s].
Alternatively, the dance expert may assert that a Right Arabesque movement
was performed between [25 s, 26 s]. Based on the definition of Right Arabesque
in Eq. 2, the two annotations are equivalent.

Database Schema: We will briefly present the database schema, which imple-
ments a basic entity relationship model with three main entities: (User)
Accounts, Videos, and Annotations. We focus on the Annotations table, which
stores our temporal information:

Annotations is the table that stores the experts annotations. A new record is
saved for each annotation that is chosen by the user for a specific video segment.
It has the following attributes: The VideoId contains an identifier that is unique
for each video file. The Movement attribute represents either a kineme in the
core ontology, or a morphokineme in some of its extensions. Comment is a user
defined characterisation of the annotation the user just created. PostTime is the
time the user made the annotation, this attribute provides the opportunity to
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have log history of tags added by the same users in different times. StartTime is
the time the annotation starts being observed in the video. EndTime is the time
the annotation stops being observed in the video. StartTime and EndTime are
expressed in seconds of the video time.

Example 5. Based on Example 4 for the core ontology, the user will make the fol-
lowing annotations: a right-support-middle-place movement took place between
[25 s, 26 s] of the specific video and a left-leg-gesture-back movement took place
between [25 s, 26 s] of the specific video. The two annotations are stored as dis-
played in Fig. 4.

Fig. 4. Annotations in the relational database

Therefore, for each video all the annotations provided by different users are
stored, as well as different annotations of the same user. The database stores
the multiple tags along with the information of the user that provided them. In
the current version, the annotations of users are stored and each time the video
appears, a tag cloud shows all existing annotations.

4.4 Query Transformation and Execution

This section is dedicated to the enrichment and unfolding stages that occur
during a query execution cycle. The DatalogMTL translator is responsible for
transforming DatalogMTL conjunctive queries and their temporal component,
to relational SQL queries.

Ontology Mappings: The relationship between the ontological vocabulary and
the schema of the data is maintained by a set of mappings. Intuitively, a map-
ping assertion consists of a source (an SQL query retrieving values from the
database) and a target (defining RDF triples with values from the source). The
DatalogMTL translator exposes relational databases as virtual datalog assertions
by linking the terms (predicates) in the ontology to the data sources through
mappings. The W3C standard for expressing customised mappings from rela-
tional databases to RDF datasets is R2RML (R2RML: RDB to RDF Mapping
Language) [11].

DatalogMTL translator extends R2RML mappings, so that they incorporate
both predicates of higher arity, as well as temporal information. For the technical
details of these extensions the reader may refer to [9]. We will try to explain with
a simple example how R2RML mappings work for our use cases.

Example 6. The ontology instance assertions in Fig. 4 can be populated from a
database by means of the following mappings:
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Right_Support_Midde_Place(:Video_{VideoId})@[StartTime,StopTime]
←− SELECT VideoId, StartTime,StopTime FROM Annotations

WHERE Movement=‘Right_Support_Midde_Place’
Left_Leg_Gesture_Back(:Video_{VideoId})@[StartTime,StopTime]

←− SELECT VideoId,StartTime, StopTime FROM Annotations
WHERE Movement=‘Left_Leg_Gesture_Back’.

By combining the mappings and the data in the Annotations table (Fig. 4)
we will get the facts: Right Support Midde P lace(: V ideo123)@[25 s, 26 s] and
Left Leg Gesture Back(: V ideo123)@[25 s, 26 s]. This data can then be queried
using DatalogMTL, by translating the DatalogMTL queries into SQL queries
over the relational databases. This translation process is transparent to the user
and performed in the rewriting and unfolding steps.

Rewriting, Unfolding, & Execution: DatalogMTL a uses two-step approach
to answer the user queries described in Sect. 3: (i) First, an initial Dat-
alogMTL query Q1 together with the ontology is rewritten into a query
Q2 over the virtual relations that represent temporal data in conceptualised
form. Example 6 demonstrated a query that populates one such relation,
namely, Right Support Midde Place, which has columns VideoId, StartTime,
StopTime to represent temporal information. (ii) Q2 is then combined with all
the relevant mappings to obtain the final query Q3 that can be evaluated over
the raw data.

The process to obtain the query Q3 involves the computation of temporal
joins and coalescings. To give an idea, for two tables T and S with columns
from, to both containing intervals, temporal join is a table with the same
columns that contains all the non-empty intervals i, such that i = j ∩ k, for
some j from T and k from S. On the other hand, coalescing, for a table T as
above, is a table T ′ which contains only one “covering” interval [i1, jn] for a
sequence of (right-)overlapping intervals [i1, j1], . . . , [in, jn].
Example 7. A simple DatalogMTL query asking for the videos that contain a
Right-Arabesque movement and the time that this movement was performed has
the form Q1(x, δ) = Right Arabesque(x)@δ where x corresponds to the video
file and δ corresponds to the time interval that the movement was performed.
By taking into account the definition of the right-arabesque movement in Eq. 2
and the mappings in Example 6, the rewriting and unfolding procedure will
execute a complicated query Q3 over the table Annotations of the relational
database. For space limitations, we won’t provide the full rewriting and unfolding
of the initial query, instead, the interested reader may refer to [9] for more
information on the corresponding procedures. The query answer will be the
tuple (: V ideo 123, 25, 26) meaning that V ideo 123 contains a Right Arabesque
during the [25 s, 26 s] time interval.

5 Novelty and Impact

Related Work: We describe previous advancement in the field of multimedia
annotation for performing arts. Bertini et al. [8] have presented an overview of
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approaches and algorithms that exploit ontologies to perform semantic video
annotation and an adaptation of the First Order Inductive Learner technique
to the Semantic Web Rule Language. Ramadoss and Rakummar [22] have pre-
sented the system architecture of a manual annotation tool, a semiautomatic
authoring tool, and a search engine for the choreographers, dancers, and stu-
dents of pop Indian dance. Singh et al. [24] presented the Choreographic Note-
book, a multimodal annotation tool supporting the use of text and digital ink
to be used during the production process of contemporary dance. A similar mul-
timodal annotation approach has been presented by Cabral et al. [10] in the
Creation-Tool, while Ribeiro et al. [23] have extended this methodology through
addressing the issues of transforming the 2D annotations into 3D visualizations.
Another relevant work, in the field of non-verbal communication, is the Anvil
interface and the corresponding schema of manual annotation for conversational
gestures, which eventually supports the recreation of 2D animation based on
time and special descriptions of the gestures on videos [19].

Novelty: In comparison to the existing approaches, BalOnSe is the first plat-
form that allows to represent time within terminological knowledge, allowing to
define complex morphokinemes where parallel and sequential movements occur
in combination. Moreover, it is the only such platform that uses an OBDA app-
roach, separating the assertional from the terminological knowledge and exploit-
ing database technologies to store and retrieve information.

Impact: The BalOnSe platform is currently in a beta version and its functional-
ity has been presented to dance experts and got positive feedback. In particular,
the experts were asked to assess the platform with respect to the specifica-
tions introduced in Sect. 2. The experts gave a positive feedback on how the
proposed solution addresses the Integrated Data Access requirement: the OBDA
approach allows to integrate to the ontology video annotations that have already
been collected and stored in external data sources such as relational databases.
The experts gave positive comments on the platform’s ability to derive implicit
information using logical reasoning on temporal information, thereby satisfying
requirements for Utilization of Implicit Information and Temporal Data Process-
ing. Finally, the Modular Ontological Representation approach that has been
adopted by our system, was highly welcomed since it allows to represent infor-
mation in different levels of abstraction by having the core dance ontology to
describe kinemes and domain specific ontologies that introduce morphokinemes
for specific dance genres.

6 Conclusions and Future Work

We have proposed an approach to describe the temporal aspects of ontological
representation of dance movement. Our approach is based on the MoveOnto
ontology that adopts the DatalogMTL language to represent movement in time.
To put our ideas into practice we have developed the BalOnSe platform, the
first platform that allows to store and query performing-art content containing
complex temporal information.
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Future work involves extending our platform with faceted browsing tech-
niques, a suitable paradigm for querying ontology repositories [6]. Moreover, we
intend to examine DatalogMTL extensions that will allow us to infer conclu-
sions when there is no perfect synchronisation between sequences of movements.
Therefore, we want to extend the DatalogMTL semantics with fuzzy values to
express the degree of similarity between movements.
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Abstract. The development and operation of highly flexible automated systems
for discrete manufacturing, which can quickly adapt to changing products, has
become a major research field in industrial automation. Adapting a manufacturing
system to a new product for instance requires comparing the systems functionality
against the requirements imposed by the changed product. With an increasing
frequency of product changes, this comparison should be automated. Unfortu‐
nately, there is no standard way to model the functionality of a manufacturing
system, which is an obstacle to automation. The engineer still has to analyze all
documents provided by engineering tools like 3D-CAD data, electrical CAD data
or controller code. In order to support this time consuming process, it is necessary
to model the so-called skills of a manufacturing system. A skill represents certain
features an engineer has to check during the adaption of a manufacturing system,
e.g. the kinematic of an assembly or the maximum load for a gripper. Semantic
Web Technologies (SWT) provide a feasible solution for modeling and reasoning
on the knowledge of these features. This paper provides the results of a project
that focused on modeling the kinematic skills of assemblies. The overall approach
as well as further requirements are shown. Since not all expectations on reasoning
functionality could be met by available reasoners, the paper focuses on desired
reasoning features that would support the further use of SWT in the engineering
domain.

1 Introduction

Decreasing life-cycles and lot sizes [1], increasing numbers of product variants [2] as
well as more decentralized manufacturing systems [3] have become a business standard
in the manufacturing industry. These circumstances create a dynamic environment,
which state-of-the-art manufacturing systems struggle with, since current manufacturing
systems are not flexible enough yet to handle this dynamic environment [4]. Applying
Semantic Web technologies (SWT) in the engineering domain has become a promising
approach in order to gain flexibility in the industrial manufacturing domain. Especially
for repetitive tasks, the use of knowledge-based systems provides advantages in terms
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of effort savings, time savings and quality assurance [5–7]. Concerning the operations
planning of a manufacturing system, ontologies may be used for modeling the knowl‐
edge about the planning domain [8–10]. Once the domain knowledge has been modeled,
it can be used for resource allocation, planning and scheduling. As shown in these and
other contributions, modeling of manufacturing domain knowledge can be accom‐
plished successfully by using ontologies. On top of such ontologies, rules or queries can
be defined to infer additional knowledge for the manufacturing system, e.g. for main‐
tenance [11, 12], security [13], validation [14] or process planning [15]. Typical results
of reasoning could be a possible process plan, a security threat or a necessary mainte‐
nance task. Especially for these applications, reasoning support is crucial [16] and
determines the success of using SWT in the engineering domain. Unfortunately, the use
of SWT for reasoning on engineering knowledge seems to lack in support of some
features which are necessary in the engineering domain and are addressed by this paper.
Therefore, an application from the engineering domain is described in this paper which
requires certain reasoning features. The availability of these reasoning features in SWT
would significantly support further applicability and, thus, industrial acceptance of SWT
in the engineering domain. The structure of this paper is as follows. Section 2 introduces
the goal and concept of the underlying research project. Section 3 shows how the
knowledge base was built in OWL, while Sect. 4 describes the requirements and desired
features on reasoning that have been identified and which aspects are not fulfilled up to
now. Section 5 provides a summary and an outlook.

2 Concept of Extracting Knowledge About Skills

According to [17] a skill is the ability of a resource to implement a certain type of
manufacturing, logistic or other production related process. In order to represent the skill
of a manufacturing system with SWT, a concept for the automatic generation of a skill
description based on engineering data has been created by the authors. In this concept,
depicted in Fig. 1, an engineer performs design work as usual with a 3D-CAD tool. In
the CAD tool, design results are stored in a native file that contains information usable
for inferring the mechanical skills of the system. Information stored by the CAD tool
are e.g. the modeled kinematic and the material of the mechanical components. From
the modeled kinematic, the potentially reachable positions can be inferred, and the
chosen material is important to determine the maximum load of a gripping unit. This
CAD file, which is usually in a proprietary tool format, is imported by a so-called
“Mapping Component” (MAP). Since CAD files may contain lots of information, the
purpose of the MAP is to obtain the necessary information for inferring a skill from the
CAD file in a semantically proper way and inserting it into a target ontology, which
contains all needed concepts and properties. This mapping is based on a concept that
was initially introduced by [13] for mapping Computer Aided Engineering Exchange
(CAEX) data into an ontological structure, and works as follows. The MAP imports a
set of SWRL [21] rules that describe which entities or relations in the CAD file should
be mapped to the corresponding structures in the target ontology. The rule’s antecedent
describes the entities and relation that need to be found in the CAD file, the consequent
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describes the individuals, object properties and data properties that need to be created
in the ontology, whenever the entities in the antecedent are found. Hence, the mapping
rules provide a possibility to define the mapping procedure on an abstract semantic level
and are, thus, independent of the CAD data format used.

Fig. 1. Sequence diagram of the mapping process

An example of a SWRL rule for the MAP is shown in Listing 1. As the example
illustrates, if the MAP finds an entity ?x in the CAD file, that is part of an entity ?y,
the object property consistsOf should link the two respective individuals in the
ontology. While the antecedent does not have any inner meaning to the ontology, it
triggers certain methods in the MAP, which represents a more or less complex analysis
on the CAD file.

After finalizing the mapping procedure, the ontology contains all relevant informa‐
tion modeled in the CAD file, which is needed for further inference. The representation
of this information is shown in Sect. 3.

3 Representing Engineering Data in an OWL Ontology

This section shows the modeling of engineering data in the underlying project. As an
excerpt, the use-case on the left side of Fig. 2 is introduced as an example for a kinematic
skill. The modeled object represents an assembly that contains two linear actors and a
gripper. The following information is explicitly included in the exemplary 3D CAD file:

(I1) Information about the existence of objects, i.e. components and assemblies
(I2) Information about the hierarchy of objects, i.e. the parts an assembly consists of
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(I3) Geometric information about the shape of objects
(I4) Geometric information about the position of objects
(I5) Information about movement restrictions of parts, i.e. how a part can or cannot

move
(I6) Further details, e.g. an assumed Tool Center Point or material information

Fig. 2. 3D-CAD complete assembly (left) and linear actor assembly (right)

The ontology used as the target for the mapping was modeled in Protégé. Three main
concepts were used in order to model the domain information (see left side of Fig. 3).
The concept Description subsumes concepts that represent mathematical and phys‐
ical descriptions of real world entities, e.g. vector descriptions. The concept Produc-
tionSystem classifies the hierarchical structure of a production system, while the
concept FunctionalSkill is used for classifying skills of a production system. The
object properties that were used for modeling relations between objects are shown on
the right side of Fig. 3, while the data properties are shown in Fig. 4.
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Fig. 3. Classes of the ontology (left), object properties of the ontology (right)
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Fig. 4. Data properties of the ontology

The assembly shown in Fig. 2 consists of two components Part1 and Part2. This
corresponds to information of categories I1 and I2 according to the enumeration above.
Furthermore, Part2 possesses movement restrictions, where one movement restriction
describes explicitly how the part can move along a single axis (I5). In the depicted case
it is the individual MovementRest_Trans_1, which is member of the class Move-
mentRestriction.

In order to represent the respective movement restrictions, it is necessary to use
individuals for representing vectors. Hence, every individual ?x that is a member of a
vector class (i.e. BoundedVector(?x) or FreeVector(?x) or LineVolati-
leVector(?x)) (see Fig. 3 left side) has at least three data properties. These data
properties are hasX(?x,float), hasY(?x,float), hasZ(?x,float). Since
every vector has to have a reference coordinate system (RCS) for its interpretation, every
part or assembly has a RCS (I4). The Tool Center Point, representing the desired point
to attach a tool or another assembly to the actual assembly, is also represented by a vector
description (Vector_TCP_P2) (I6). A representation of the geometrical shape of the
CAD objects in the ontology was not necessary, since the focus was on modeling kine‐
matics.

After the mapping procedure is finished, the ontology contains the necessary infor‐
mation for the reasoning process, which was beforehand modeled in the CAD file. A
small example of mapped individuals is shown in Fig. 5.
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Fig. 5. Example of mapped individuals

In order to support an engineer in checking the functionality of the system, e.g.
checking the kinematic, it is now necessary to infer information about the combined
movement descriptions of the contained parts. This is essential, since there is no direct
information in the CAD file about the combination of single parts movements. The
knowledge on how to derive combined kinematics from basic descriptions has been
modeled with SWRL. Query-based inference like SPARQL Protocol and RDF Query
Language combined with SPARQL Inferencing Notation (as was done by [12] for
instance) were also considered. However, the goal was to maintain continuous logical
expressivity throughout the entire process of deriving skill descriptions. Thus, SWRL
was chosen as it allows for handling and processing knowledge at the OWL level.

For the purpose of mapping and inferencing, a total of 17 rules has been defined.
Nine rules are used for mapping and eight rules are used for inferring knowledge about
the kinematic skill. Due to the paper’s extend, the next section will only introduce a few
rule examples, while the next section focuses on desired reasoning features in this
context.

4 Reasoning on Engineering Information

As it is pointed out in [16] the reasoning support is a very important requirement when
it comes to choosing the modeling language. This section describes desired features in
reasoning from an engineering point of view, as found in the project described in
Sects. 2 and 3. Beforehand, a basic requirement is introduced as R0 that is based on
recent initiatives in the engineering domain.

4.1 R0: Standardized Rule Functionality

Manufacturing systems are becoming more flexible by using data for smart concepts
like diagnosis systems [11] or even context-aware maintenance systems [12]. However,
as soon as systems need to collaborate with other systems, it is essential for the systems
to share a common understanding of concepts, i.e. a common semantic [18]. If a
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manufacturing execution system for instance needs to analyze the skills of different
manufacturing systems, all manufacturing systems have to use the same semantic about
the modeled knowledge of the skill. If rules are used for knowledge modeling, the rule
functionality has to be standard-based as well. Otherwise, there is no common under‐
standing about the modeled knowledge. Thus, the first requirement is about standard
rule functionality. If there is no standard “off-the-shelf” reasoner available for a
reasoning task, then the interpretation of concepts is becoming an issue for engineering
applications. This receives attention by initiatives like the German Industry 4.0 [18] or
the American Industrial Internet of Things initiative [19], where physical production
systems and information technology grow together. The authors of [20] for instance
present an approach for orchestrating the resources of small companies according to an
order. The authors used SWRL and a rule engine in order to define additional function‐
ality. Sharing the knowledge about orchestration is becoming an issue with ongoing
decentralization of systems without a common understanding about rule functionalities.

Since SWRL based on [21] is a de-facto standard for rules in Semantic Web, it was
chosen to state the rules for extracting kinematic skills. The target skill to be inferred
by the reasoning process, is visualized as a plane in Fig. 6 (left side). Since there are two
linear actors that do not move in the same direction, the resulting kinematic skill is
represented by a plane that has a certain height and width. This plane description relates
to the RCS of the highest assembly in the object hierarchy. This is the desired result,
which has to be inferred through rule-based inference from the information input. The
information input is shown on the right side of Fig. 6. To ensure comparable results in
different applications, a common reasoner should be used to infer the information needed
to represent the desired skill.

Fig. 6. Kinematic skill of the assembly (left side), geometric description of a linear actor (right
side)
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4.2 D1: Creating New Individuals Representing Generated Knowledge

The first desired feature (D1) relates to creating individuals in order to represent inferred
knowledge. Since the information about a skill is something that was not explicitly
created by an engineer, a possibility is needed to create individuals that represent this
inferred skill information. For instance (see Listing 2), if there is an assembly ?a that
has a RCS ?RCSa and consists of a part ?c that has at least one degree of freedom, the
movement restrictions of this component ?c define a kinematic ?Kin that was not
known to the model before. Therefore, an individual to represent this kinematic has to
be created and further detailed. For creating individuals, the SWRL syntax provides an
extension through the SWRL Extensions built-in library1 called swrlx:makeOWL-
Thing(?a,?b), where ?a defines the variable that binds the individual and ?b
defines the number of individuals to be created.

As stated in [22] this is not supported by DL Reasoners of Protégé, although the
Protégé SWRL tab supports the syntax. For this reason, it became necessary to use an
external rule engine in order to define the functionality for this extension. Unfortunately,
this violates requirement R0. In general, many engineering applications require the
generation of new knowledge and therefore the creation of new individuals when using
an ontology. Therefore, creating individuals with a defined functionality through the use
of a maintained reasoner as analyzed in [23] is a desired feature in engineering.

4.3 D2: Calculations

Knowledge in the engineering domain is often based on mathematical descriptions like
vectors for instance. In cases where this knowledge is processed or evaluated in a new
context, mathematical operations need to be performed. For the extraction of kinematic
skills numerous operations are necessary, e.g. calculation of RCS offsets, combination
of translational/rotational kinematics or combination of planes or even solid body
descriptions. For SWRL only basic mathematical operations are defined by the Built-In

1 http://swrl.stanford.edu/ontologies/built-ins/3.3/swrlx.owl.
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library [21]. Due to the fact that even increasing a vector length by one leads to the use
of three swrlb:add operators, the rules are becoming very large. This in turn leads to
problems in creating or maintaining the rules. For instance, creating a translational
kinematic skill out of a part’s movement restrictions requires the following calculation
(see also right side of Fig. 6):

⃖⃖⃗sv = T⃗ +

⎛⎜⎜⎜⎝
O⃗ ⋅

(
⃖⃖⃖⃖⃗RS − T⃗

)
O⃗ ⋅ O⃗

⎞⎟⎟⎟⎠
O⃗;⃖⃖⃖⃗ev = S⃗ + 𝛼O⃗

In this calculation, ⃖⃖⃗sv would point to the start and ⃖⃖⃖⃗ev to the end of the translation. In
order to define this as a rule, it requires 16 basic math operations and the plane calculation
in Fig. 6 requires even more. This number of course does not include the rest of the
antecedent and the consequent that have to be defined. In order to solve the problem, a
rule engine for defining easier-to-handle math operators had to be used. A desirable
solution would be a Protégé plug-in, where complex math operations, e.g. vector algebra,
can be created through combination of basic math operations so that R0 is still satisfied
and using math operations in SWRL is becoming more flexible. To the best of the
authors’ knowledge, there are no ways to create such plugins in an easy-to-use way and
to implement them in maintained reasoners.

4.4 D3: Defeasible Reasoning

Most engineering methods are based on an iterative procedure, where knowledge about
objects is created, updated and sometimes even fully retracted afterwards. In [24] for
instance, the whole engineering process from the first idea to the detailed model may be
in a feedback loop. The reason for this is that the engineering process is sliced into phases
where sometimes assumptions have to be made in order to proceed. These assumptions
about an object may be retracted as soon as new knowledge is accessible or processed.
Revisiting the extraction of the kinematic skill it is possible to define a rule for the
combination of two translational skills of the two linear actors in Fig. 6 (left side). This
is shown in Listing 3. If an assembly ?a3 exists, which contains two different assem‐
blies ?a1 and ?a2 that provide a calculated skill, then these two assemblies ?a1 and ?
a2 provide a new kinematic skill ?s1. This new kinematic skill is shown in Fig. 6 (left
side). In order to represent this skill as the top-level skill, so that it can be found by
querying for instance, the data property isTopLevelComposedSkill(?
s1,true) should be assigned to the skill ?s1. As soon as another overlying assembly
(e.g. the gripper) is found during the process, the value of the data property needs to be
changed to false since ?s1 does not represent the top-level skill anymore. Furthermore,
retracting knowledge is also necessary for calculation. If a skill should be calculated by
combining two skills, it is necessary to indicate whether it has already been calculated
before (isCalculated(?s1,true)). Otherwise, stepwise calculations under open
world assumption would not be possible, because the actual calculation step could not
be determined.
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Even though this example is simple, retracting knowledge occurs at various points
during the engineering process. Therefore, reasoning on engineering knowledge requires
defeasible reasoning features, so that facts or assumptions can be changed through
inference whenever downstream facts make this necessary.

It was expected that declaring the data property that needs to be changed (e.g.
isCalculated) as a functional data property would help to solve this problem.
However, no reasoner supports checking the characteristics of data properties while
processing the rules. In order to solve this issue, an own rule engine had to be used,
which checks whether an existing data property is functional and in this case changes
the value of the data property. Again, this leads to a violation of R0. Even though there
has been recent research interest on defeasible reasoning [25–27], none of the reasoners
that are analyzed by [23] provides this feature yet.

4.5 Implementation

A rule engine for executing the mapping rules was created based on the OWL API.NET
(https://owlapinet.codeplex.com/). This rule engine was designed to infer the mapping
rules and to create the required OWL individuals. Due to the limitations described
before, the authors decided to extend this rule engine to infer the non-mapping rules as
well. The rule engine´s implementation was focused on solving the actual problem. To
do so, methods to create new individuals (using swrlx:makeOWLThing operator)
and to execute calculations (using self defined SWRL math operators) were imple‐
mented. To support the needed aspect of defeasible reasoning the rule engine interpretes
data properties with functional characteristics like flags. If an inferred data property
exists, the data property´s value is changed to the actual inferred value (for an example
see Listing 3).

Although the rule engine was able to solve the given problem, it is very proprietary
and implements only those parts that were needed to solve the given use case.
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Furthermore, constant maintenance and enhancement cannot be ensured. For transfer‐
ring such problems to a wider scale the implementation of the described desired features
within an open and maintained reasoner is be needed.

5 Summary, Conclusion and Outlook

In this paper, an application of Semantic Web technologies in the engineering domain
was introduced. The use-case of the application is a system that should support an engi‐
neer in checking the functionality (e.g. the kinematics) of a manufacturing system in
order to adapt it to new environments. Therefore, a solution for modeling 3D-CAD
information in an OWL ontology was shown, while the CAD data was automatically
mapped into the OWL ontology using a mapping component based on standard tech‐
nology. Since the needed information about the kinematic of a manufacturing system is
not contained explicitly in the CAD data, it had to be made explicit through rule-based
inference. Due to the fact, that a standardized semantic is a basic requirement for Industry
4.0 or similar initiatives, the utilization of both an “off-the-shelf” reasoner and a stand‐
ardized rule language were defined as a project goal. Unfortunately, some compromises
about this basic requirement had to be made, since available reasoners did not support
all necessary features for this application. In order to support the use of Semantic Web
technologies in the engineering domain, three desired features were derived in this paper.
Including these features in an actively maintained reasoner would support the use of
Semantic Web technologies in the engineering domain, since the use of project-specific
rule functionality defined with rule engines would not be necessary anymore.
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Abstract. The number of sensors producing data streams at a high
velocity keeps increasing. This paper describes an attempt to design an
inference-enabled, distributed, fault-tolerant framework targeting RDF
streams in the context of an industrial project. Our solution gives a spe-
cial attention to the latency issue, an important feature in the context of
providing reasoning services. Low latency is attained by compressing the
scheme and data of processed streams with a dedicated semantic-aware
encoding solution. After providing an overview of our architecture, we
detail our encoding approach which supports a trade-off between two
common inference methods, i.e., materialization and query reformula-
tion. The analysis of results of our prototype emphasize the relevance of
our design choices.

1 Introduction

Semantic information of the Web of data, generally represented with the
Resource Description Framework (RDF)1 data model, is now being considered
for real time analysis. This is the case in the Waves project2, where we provide
real-time analytics of RDF data streams for an international company leading
innovation technologies for smart water network management. In particular, we
are analyzing data captured from potable water networks in major cities in the
world, e.g., studying pressure, flow, turbidity, pH, chlore and other chemical
measures, in almost real-time. Some of the key goals of this project are to iden-
tify malfunctions in these water networks, e.g., water leaks by analyzing flow and
pressure measures, to explain their origins leveraging knowledge base enrichment
and to predict potential issues within the pipeline system. With more relevant
and faster agent interventions on the network, such research and development
can have a substantial impact at both the environmental (to limit potable water
loss) and economic (to reduce financial costs) levels. In fact, one must bear in
mind that worldwide water leaks peaked to 32 billion m3/year within last years,

1 http://www.w3.org/TR/rdf-mt/.
2 http://www.waves-rsp.org/.
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90% of them being invisible due to the underground nature of the network, which
makes it a burning issue for the 21st Century.

Detecting water leakage could be performed using quantitative data without
exploiting the possibilities of semantic web technologies. However, since we aim
to explain discovered leaks, taking advantage of RDF technologies (e.g., RDFS,
OWL and SPARQL) and functionalities (e.g., data and knowledge integration,
reasoning) becomes a necessity. Such scenarios imply the association of expres-
sive schemata, denoted as ontologies, and explicit measured data. Therefore, an
intelligent knowledge management system should enable to infer valuable infor-
mation that can help in providing sound and complete answers to a continuous
query processing component or to help in the design of efficient data analytics.

The integration of a reasoning component in Event Stream Processing (hence-
forth ESP) is a complex task due to the general cost, in terms of computing
resources and time, of inferring data using expressive ontologies. In order to
address these requirements, we have designed a prototype system based on the
following contributions: (i) we present a generic distributed streaming architec-
ture that addresses materialization and query reformulation reasoning services
(Sect. 2), (ii) we propose an encoding approach that minimizes system latency
and supports inferences (Sects. 4 and 5), (iii) we highlight the efficiency of our
compressing approach with results of an experimentation (Sect. 6).

2 Architecture

In Fig. 1, we present an overview of our architecture. Due to the usage of the
Apache Kafka [14] and Apache Storm [12] components, we have designed a sys-
tem capable of ensuring scalability, fault-tolerance, high throughput and low
latency properties.

One characteristic of our project is its capacity to handle both static and
dynamic data and knowledge. By static, we mean data and knowledge that are
rarely updated while the dynamic aspect relates to the notion of streams arriving
at a fast pace, potentially thousands of them per second.

The static aspect of our system consists in encoding a set of ontologies and
knowledge bases that are specific to the application domain. In the case of the
Waves project, the ontologies are addressing the following topics: sensors, e.g.,
SSN3 (Semantic Sensor Network), hydrology, e.g., CUAHSI4 and modeling phys-
ical quantities, units of measure, and their dimensions, e.g., QUDT5. The system
also integrates additional knowledge bases to represent water network geographi-
cal aspects. This is supported by the Geonames6 and DBpedia7 ontologies. These
knowledge bases are stored in our external knowledge base component which is
currently handled by the Virtuoso RDF store8.
3 https://www.w3.org/2005/Incubator/ssn/ssnx/ssn.
4 http://his.cuahsi.org/ontologyfiles.html.
5 http://linkedmodel.org/catalog/qudt/1.1/.
6 http://www.geonames.org/.
7 http://wiki.dbpedia.org/.
8 http://virtuoso.openlinksw.com/.
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Fig. 1. Architecture overview

The remaining of the architecture is concerned with dynamic, event-based
data which are handled by distributed components: Kafka as a distributed, parti-
tioned, replicated commit log service, Storm as the distributed stream processing
engine and Redis9 as a key-value memory store.

A typical scenario in our system is as follows. First, measures are captured
from a given sensor network. These streams are cleaned, filtered and possibly
sampled before being serialized in a compact RDF format. These data are per-
sisted on-demand to a Redis key-value store and sent to the Apache Kafka
message broker. The Kafka component is becoming a standard in streaming
processing engines and can be connected to most open source streaming engines
(e.g., Storm). Data are fetched from Kafka by a set of distributed nodes which
implement the so-called Storm topology, i.e., a network of so-called spouts and
bolts. A spout is the source of data streams and can read data from an external
framework like Kafka. A bolt is a processing logic unit that performs any kind
of processing such as filtering, aggregating, joining, interacting with data stores.
Each spout or bolt executes as many tasks across a Storm cluster, and each task
corresponds to one thread of execution. Topologies execute across one or more
worker processes. Each worker process is a physical Java Virtual Machine (JVM)
and executes a subset of all the tasks for the topology. In a Waves topology,
each spout subscribes to one stream represented by a Kafka topic, and each bolt

9 http://redis.io/.

http://redis.io/
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decompresses data and performs a continuous SPARQL query, whose language
is inspired by C-SPARQL [2].

The streaming engine is connected to a visualization module whose only
goal is to ease the interpretation of analyzed streams through different forms
of graphics. Some of these visualizations may require some data enrichment
supported by the set of reasoning services.

In the remaining of this paper, we focus on reasoning aspects which is tightly
coupled with the RDF serialization solution. Due to space limitations, we do not
address other components of the architecture.

3 Running Scenario

In this section, we present a practical use case of the Waves project in which a
set of sensors is generating simple RDF streams corresponding to some physical
measures. In Fig. 2(a), we present a simple, raw stream, denoted S, providing
a pressure measure from a sensor characterized with identifier “Q250HP”. In
order to detect and predict interesting situations in real-time, end-users of our
platform can define continuous queries to the system. Figure 2(b) proposes such
a query expressed in C-SPARQL [2], henceforth denoted Q. Intuitively, the query
computes the pressure average, expressed in the Pascal unit, measured in fixed
windows lasting 5 min and sliding every 2 min. Moreover, these averages are
only computed for sensors situated in a certain location (a bounding box is
specified from ranges of latitude and longitude values) and for a certain sensor
type (namely Sensor2). Clearly, this raw stream S does not satisfy the WHERE
clause of the C-SPARQL query Q: neither the type of the sensor, the unit of its
measure and location are specified in the raw stream. Hence, the result set of Q
over S would be empty. We consider that given the messages sent by real-world
sensors, such situations are bound to occur frequently.

In fact, sensor “Q250HP” is providing measures in the Pascal unit, is of
type Sensor3 and is situated in the bounding box expressed in Q. But these
information are only stored in some external knowledge base.

This knowledge base contains two components. An ontology stating that
Sensor3 and Sensor4 are sub classes of Sensor2, expressed in a Description
Logic [1] formalism as Sensor3 � Sensor2 and Sensor4 � Sensor2. And
a set of facts stating that sensor Q250HP provides pressure values expressed in
the Pascal unit and is located at latitude 48.59 and longitude 2.75. Thus the
data stream, if properly enriched, can satisfy the continuous query Q.

Instead of performing joins at run-time for each incoming events, we prefer
to materialize these events with the information that may satisfy a continuous
query. Intuitively, the continuous queries are retrieving events from a given set
of Kafka topics. Thus it is possible to define possible materialization when a
query is associated to a topic. The problem then amounts to define a compact
and efficient serialization for the RDF graphs corresponding to the events.
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Fig. 2. (a) RDF stream S and (b) continuous query Q

4 Compression Approaches

4.1 Knowledge Base Encoding

With our knowledge base encoding approach, we provide an efficient encoding
scheme and data structures to support the reasoning services associated to the
terminological and assertional boxes (resp. Tbox and Abox). The input ontology
is considered to be the union of all ontologies necessary to operate over one’s
application domain (e.g., SSN, CUAHSI, QUDT, Geonames and DBpedia). In
the current version of our work, we address the ρdf [10] subset of RDFS, mean-
ing that we are only interested in the rdfs:subClassOf, rdfs:subPropertyOf,
rdfs:domain and rdfs:range constructors. Our Tbox encoding scheme uses our
LiteMat system (full details in [5]). Intuitively, it provides a unique, semantic-
based identifier to each entry of the Tbox (i.e., class and properties). That is,
the identifier of each Tbox element is prefixed by the binary identifier of its
super element. This approach enables to represent the class and property hier-
archies in a compact way since the identifier of a given class (resp. property)
provides all its direct and indirect super classes (resp. properties). Moreover,
to capture all inferences related to the class hierarchy, the encoding relies on
a classification performed by an OWL reasoner. To support rdfs:domain and
rdfs:range inferences, the property dictionary is extended with the class iden-
tifiers that respectively correspond to their domain and range. A final dictionary
is generated over instances of the Abox. Once all these dictionaries have been
computed and stored in a Redis key/value store, the system can encode the
whole Abox, which is then constituted of integer value triples and stored in a
Virtuoso instance.

4.2 RDF Distributed Stream Compression

A distributed architecture integrating reasoning services requires low latency to
cope with massive real-time streams. However, frequent data transfers between
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several components (e.g., messaging middleware, data stores, etc.) produce sig-
nificant network overhead. There are quite various methods to deal with this
complex issue and the one we focus on is compression. RDF data are particu-
larly adapted to efficient compression.

Like RDSZ [8] and ERI [6], our approach assumes that events in a given
stream share structural similarities, i.e., the RDF graph shapes are similar. We
can leverage on this aspect to limit the stream memory footprints. As the com-
pression exploits structural similarities, a new graph (e.g., set of RDF triplets)
can be represented on the basis of the previous graph. Our approach breaks up
each graph into two parts, namely the graph Pattern and value/variable Bindings
that are associated to a graph pattern, hence the PatBin denotation.

In Fig. 3, we present the different steps necessary to generate a pattern signa-
ture. This deterministic approach will serve to compare stream graph signature
with continuous query signatures in an efficient manner. Considering an arriving
graph event corresponding to data stream S of our running example, Fig. 2(a), we
use our previously computed property dictionary, Fig. 3(a), to replace property
IRIs with integer values. We thus obtain a more compact set of triples (Fig. 3(b)).
The compactness of this signature takes benefits from the facts that all events we
have encountered correspond to trees. Starting from the root node of our tree,
we then sort the graph, in a level-wise manner, according to the property integer
values. This order is then used to define a pattern signature (Fig. 3(c)). Intu-
itively, a signature is composed of property identifiers separated by ‘:’ symbols
to delimit properties occurring at the same tree level, ‘(‘,’)’ symbols to describe
sub-trees. Note that subjects and objects are not necessary in these signatures
since our signature language enables to easily reconstruct the original shape of
the tree, i.e., by abstracting subjects and objects with variables.

Correspondences between implicit graph pattern variables and their values
(i.e., on triple subjects and objects) are represented by bindings and are sent to
Kafka. For a graph N , the bindings are compressed using a differential approach

Fig. 3. Pattern signature process
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based on the bindings of the previous graph N − 1. If the graph N shares some
bindings with the N − 1 graph, then they are replaced by blanks.

Moreover, the mechanism is still not adapted for distributed computing,
since encoding the current N graph is based on the bindings of the previously
processed N − 1 graph. However, this implies data exchange between distrib-
uted machines if these graphs are processed in different nodes, leading to a
network overhead. To solve this, we propose to encode the current N graph
based on the bindings of the initially processed graph from which the pattern
has been extracted and stored. Hence, we create a context in which we put the
pattern, the bindings of the graph from which the pattern has been extracted
and the occurring namespaces. All the incoming graphs are encoded based on
the context with which they share the same pattern. To guarantee the access to
contexts in the distributed infrastructure, we need to store them in a centralized
system. Again, Redis has been chosen for storage due to its convenient features
(e.g. key-value in-memory store, fast read/write, etc.). Each context created is
automatically stored in Redis. The contexts being stored in a centralized sys-
tem, all the machines have access to compress and decompress operations of
RDF graphs. In addition, each machine benefits from its local cache LRU (Least
Recently Used) mechanism. That is each machine contains the latest recently
used patterns processed by this machine and serves to speed up the contexts
read access.

5 Inference Solution

In this section, we present our reasoning approach which is based on a trade-
off between materialization and query reformulation. Although these inference
solutions can be used independently, i.e., materialization or query reformulation
alone, we highlight that the full potential of the approach is to combine both of
them.

5.1 Materialization

The goal of the materialization step is to enrich raw RDF streams in such a way
that they can potentially satisfy some given continuous queries. By potentially
satisfying a query, we mean that there is a graph homomorphism between a
stream and a continuous query graph pattern. It does not necessarily means
that a materialized streaming graph pattern actually satisfies the query since
some values may not satisfy certain conditions, e.g., filters, of the query. This
enrichment is based on retrieving some additional data from external knowledge
bases which are stored and possibly encoded in an RDF repository (e.g., the
Virtuoso RDF store).

Of course, the task of discovering to what extent a materialization can trans-
form an unsatisfiable raw stream into a potentially satisfiable one, must be per-
formed automatically by the system. That is, the system has to find out a set of
sound transformations according to a set of continuous queries and knowledge



86 J. Lhez et al.

base axioms. We compute such discoveries using graph matching operations over
the graph patterns of RDF streams and continuous queries. This approach is
valid since the vocabularies used in these two components correspond to our
predefined set of encoded ontologies (Sect. 4.2).

Given the potential high volume of different data stream types, e.g., in our use
case, measures such as pressure, flow, chlorine, turbidity, etc., and the number
of continuous queries, it is important to propose an efficient discovery approach.
Our method considers that streams are submitted to Kafka topics and that these
topics are processed to retrieve stream graph patterns. Moreover, the continuous
queries (implemented as Storm bolts) are connected to Storm Spouts which are
themselves related to Kafka topics. Hence, it is possible to reduce the space search
by matching pairs of stream and continuous query graph patterns connected to
the same Kafka topics.

Given a Kafka topic T , the graph matching discovery problem amounts to
finding if a Stream Graph Pattern SGP is a sub graph of a given continuous
query graph pattern CQ, i.e., excluding FILTER, GROUP BY and OPTIONAL
clauses and considering group graph patterns related by UNION clauses as indi-
vidual queries. This search for a sub graph relationship is semantic-aware, mean-
ing that class and property subsumption relationships are taken into account. For
instance, with our previously defined ontology, the following situation: SGP =
: x1 type Sensor3, CQ = : x4 type Sensor2 would correspond to a sub graph

relationship due to the Sensor3 � Sensor2 axiom. Note that this is not the case
for this other example: SGP = : x1 type Sensor2, CQ = : x4 type Sensor3.

If SGP is not a sub graph of CQ then we consider that this sort of data
streams can not be enriched to satisfy the continuous query. In the case SGP
is equal to CQ then no materialization is required since SGP can potentially
satisfy CQ out-of-the-box. Finally, if SGP is a sub graph of CQ then the triple-
based difference between CQ and SGP is computed to identify the set of triples
that are missing in SGP to potentially satisfy CQ. Based on mapping assertions
between subject and object identifiers of SGP and CQ, we can instantiate a
computed triple set from external knowledge bases. In our running example, this
amounts to generating the bold lines of Fig. 4(a). Basically, the unit, location and
type of sensor “Q250HP” triples are added to the streams. Note that the sensor
type is expressed with the integer value corresponding to its binary encoding:
the binary identifiers of Sensor2, Sensor3 and Sensor4 are respectively 101100,
101110 and 101101 which respectively correspond to the 44, 45 and 46 integer
values.

The discovery of a graph match is fast due to our compact, deterministic
graph signature representation. Nevertheless, it may become a performance bot-
tleneck due to high velocity stream production. To prevent this from happening,
the system stores discovered graph pattern correspondences and only searches
for new ones when novel stream patterns are recorded in the system and/or when
continuous queries are updated or inserted. A discovered graph pattern exactly
matches the graph associated to a materialized stream and is expressed as the
original graph patterns, i.e., as defined in Sect. 4.2.
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Fig. 4. Materialized RDF stream and reformulated continuous query

5.2 Query Reformulation

The goal of the query reformulation component is to modify the original continu-
ous query such that subsumption relationships are properly addressed. A special
attention is given to classes specified in rdf:type triples. If any of these classes
are at some point a super class in our Tbox then some reformulation is neces-
sary. The system proceeds as follows: in each triple pattern with a rdf:type
property, replace the class C (object position) with a non previously used vari-
able (denoted Vi). In Fig. 2(b), the ?s type Sensor2 triple is replaced by the
triple ?s type ?st in Fig. 4(b). Then a SPARQL FILTER clause is introduced in
the reformulated query on that variable Vi. The goal is to cover all possible sub
classes of the original class C. The specification of these classes are performed
at the encoding level and hence benefits from the nice properties of our ontology
encoding. Due to our encoding approach, we know that sub classes of Sensor2
are necessarily included in the “101100” and “101111” identifier range which cor-
respond to respectively to the 44 and 46 values. These lower and upper bound
values are easily computed (using two bit shift operations) from the binary ver-
sion of C’s identifier. With this approach, we cover all sub classes of a given
class with a single FILTER query line, independently of the length of this class
subsumption relationships. The last bold line of Fig. 4(b) represents this filter
clause for our running example.

A similar approach is perform for the property hierarchy. It consists of ana-
lyzing whether any of the non rdf:type properties is at some point a super
property. Then the system operates in an identical manner: it replaces the prop-
erty with a new variable and inserts a FILTER line that restricts the range of
accepted property values for that variable.

Note that this approach is particularly efficient when several reformulation
(e.g., on classes and properties) are needed in a single query. With our filter app-
roach, a reformulated query grows linearly and not exponentially as is generally
the case for standard query reformulation approaches.
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6 Evaluation

In this evaluation section, we provide results of experiments about the ontology
and the stream compression components. The evaluation has been conducted on
real dataset describing some characteristics of Waves’s water network for a large
city in the Paris area (France). In the following, we present the computational
environment, the dataset and the results obtained. Due to space limitations, this
experimentation focuses on the PatBin and reasoning aspects.

6.1 Computational Environment

Throughout this experimentation section, we are using two different computa-
tional settings. The evaluation concerning the compression have been realized
on a laptop with a Windows 8 operating system, equipped with an Intel Core
i7 processor (2.90 GHz), 16 GB of RAM, running JDK/JRE 1.8. The ontology
encoding evaluation has been performed on a Linux Ubuntu 14.04 distribution
with 16 GB of RAM, Intel Core I5 quad-core processor and running a JDK 1.8.
We used the HermiT version 1.3.8 as an external reasoner and programmed the
encoding solution with Apache Jena 3.0.0. Finally, we are using Apache Spark
[15] version 1.5.2 for the encoding of the ABox. The Spark cluster consists of 3
Dell PowerEdge machines equipped with 64 GB of RAM.

6.2 Datasets

For experimentation, we use a real world dataset describing different water mea-
surements captured by sensors. Values of flow, pressure and chlorine are exam-
ples of these measurements. These data are provided in CSV format and need
to be represented in a semantic model. For this, we are annotating values using
three popular ontologies: SSN, CUAHSI-HIS and QUDT. Each sensor observes
at least one physical phenomenon or a chemical property, and hence produces
timestamped streams containing an observation.

6.3 Results

Knowledge Base Encoding Evaluation. We ran our ontology compression
Java program a total of five times and obtained an average of 18.8 s for the
merged ontology presented in Table 1. With respect to the low numbers of classes
and properties, this duration can be considered rather long. In fact, this can be
justified by the rather high expressivity of the resulting ontology which happens
to correspond to SROIQ(D) Description Logics. This expressiveness matches
the OWL2 DL ontology language which is known to be the OWL fragment with
the highest computational complexity for standard inference services (apart from
OWL Full which is undecidable).

Comparatively, The same algorithm is able to encode the DBPedia OWL
ontology, which contains over 800 classes and 3000 properties, in less than
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Table 1. Compressed ontology in terms of number of classes, object and data type
properties

Ontology #classes #object pr #data pr Duration (sec.)

SSN 117 142 6 −
QUDT 229 69 29 −
CUAHSI extract 103 0 0 −
Merged ontology 449 174 35 18.8

DBPedia 814 3,035 1,310 4.1

Wikidata 213,958 255 98 118

4 s for an expressivity corresponding to ALCHF(D) DL. The encoding of the
Wikidata ontology takes approximatively 2 min. This is mainly due to the large
class hierarchy (over 200,000 classes) and not to its expressiveness which corre-
sponds to the AL DL.

Finally, we provide an evaluation of a data instance encoding which is needed
for static knowledge bases. This processing is distributed over our Spark cluster
and the measures are presented in Table 2. These measures are about 70% faster
than state of the art compression approaches defined over Apache Hadoop [13].

Table 2. Duration and throughput of data instances, triples in ∗106, duration in
seconds and throughput in triples/sec.

Dataset #Triples Duration Throughput

DBPedia 79.1 282.2 280 943

Wikidata 242.1 1 334.8 181 394

Signature Generation Performance. We used RDSZ results to check the
algorithm’s compression performance. A specific Java class stores the algorithm
statistics in terms of performance and compression rate, thus we made some
similar measures for PatBin to ensure a fair comparison. The system time was
measured once the input file was parsed as a Java String containing all triples,
and a second time right after the compression step. The subtraction of those
values gives the compression performance. RDSZ’s statistics also provide infor-
mation about the compression rate, by giving the size of the compressed output
(in UTF-8 bytes); therefore we used this method for our algorithm again. Both
those measures are presented in Table 3; we performed a series of verification
for different input file sizes (using the turtle serialization). We used the basic
configuration of RDSZ algorithm, with no specific argument. As we can see, the
compression performance is much faster for PatBin; this is mostly due to the
fact that we only have to deal with predicates. Indeed, RDSZ must initialize its
binding table with both subject and predicates, and verify for each class if it is
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Table 3. Signature generation performance for RDSZ and PatBin, time of compression
in microseconds, size of he signature in bytes

RDSZ time PatBin time RDSZ size PatBin size

5 triples 383 1 312 13

10 triples 387 2 370 29

25 triples 394 3 425 89

50 triples 397 6 523 184

100 triples 401 10 750 382

not already present in the table. We have twice less work to do with only the
properties. PatBin also has better results in terms of compression rate, which
tends to decrease for big input files: this is mostly due to the fact that we used
examples files that are represented as big forests, thus having a long signature
on several lines.

Graph Matching Performance. The graph matching performance has been
performed by checking the equality between a newly compressed string, and an
array of stored compressed strings, acting as a cache. We made our evaluation
on several sizes of cache, to vary the number of comparison made; we also tested
different sizes of files (different numbers of triples) in order to have an output
longer or shorter. For each individual evaluation, we took files with the same
number of triples, and we also made sure that the input file was not in the
cache; this ensured each value in the cache would be verified, and thus the
test would not be biased by ending the checking too soon. Both the results in
cache and to be checked were (different) compressed results obtained from a
C-SPARQL query. The results are displayed in the Fig. 5; since the results have
a very high variance, we had to do an average of different results to have valid
results. The measures concern only the matching: the signature generation for
the file to be matched is not taken in account. Each measure has been identified
by a point on its curve, for better visualization. The three measures for PatBin
appear mingled with the lower (X) axis, because the computation time is much
shorter than RDSZ. In both cases, the matching time increases when we the
cache size and/or the triple number. For PatBin, the results are much better:
with 25 triples and a cache size of 100 compressed strings, the checking time is
only about 19µs, i.e., two orders of magnitude lower than RDSZ. This proportion
cannot be established precisely because of the variance, however the computation
times remain much better for PatBin. This is due to the fact that the signature
obtained after compression is much more compact that the one of RDSZ, since
PatBin does not retain the triples in its signature. We also checked hot and
cold performances for cache searching: in both cases, we filled a cache with 1000
random patterns, and checked if a new entry was present in the cache. We verified
that the randomness ensures the caches are completely verified in both cases.
The cold performances give an execution time of 105µs for PatBin, and 156 for
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Fig. 5. Materialized RDF stream and reformulated continuous query

RDSZ. For the hot performances, we computed the average of five executions:
PatBin is still more efficient, with 95µs of matching time against 160 for RDSZ.

7 Related Work

We consider two systems that integrate reasoning within a RDF streaming con-
text. IMaRS [3] incrementally maintains a materialization of ontology entail-
ments in a timely manner. The system extends the DRed [9] approach with
the use of the window operators and the introduction of an expiration time for
each triple. The system does not interact with a query reformulation compo-
nent, is not distributed and it is recognized that automatically defining efficient
expiration time is difficult in a streaming context. Finally, StreamQR [4] pro-
poses a query reformulation solution which is based on the kyrie rewriter. The
architecture of the system does not support scalability and interactions with a
materialization component have not been considered.

Several systems consider RDF stream compression. The Zstreamy [7] sys-
tem is presented as a scalable platform for publishing semantic streams on the
Web. The compression approach is simply based on a standard Zlib compres-
sion. CQELS Cloud [11] addresses the problem of scalable stream processing
and proposes a simple dictionary encoding approach reminiscent of RDF stores.
RDSZ [8] (RDF Differential Stream compressor based on Zlib) and ERI [6]
(Efficient RDF Interchange format) correspond to lossless RDF stream com-
pression approaches. Both take advantage of structural similarities of RDF graph
events. ERI proposes a more fine-grained approach to pattern and pattern bind-
ing representations. Moreover, ERI does make an extended usage of differential
compression as RDSZ does. In general, the compression approaches of the two
systems are comparable with RDSZ being slightly more efficient for randomly
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distributed data and streams using a small set of predicates. In terms of process-
ing performance, ERI is more efficient than RDSZ for the compression phase
while the RDSZ is faster than ERI for the decompression operation. Concern-
ing compression, RDSZ pays the cost of the differential computing while for
decompression, ERI is slower due to the possibly large numbers of sequence of
RDF molecules. These systems are not benefiting from a compact, semantic-
aware KB encoding, do not propose a graph pattern signature nor interact with
materialization/query reformulation components.

8 Conclusion and Lessons Learned

In the context of the Waves project, we were confronted to a real-world use
case that is principally ingesting numerical measures from a set of sensors. At
first sight, such a scenario does not seem like the ideal playground for semantic
technologies. Nevertheless, due to the integration of external (e.g., Geonames,
DBpedia) and domain specific (e.g., SSN, CUAHSI) knowledge bases, as well as
RDF related technologies (e.g., SPARQL, RDFS, OWL), we were able to high-
light the added value of a semantic approach. The main impact was the ability to
explain some network malfunctions via the execution of inference-enabled con-
tinuous SPARQL queries. Of course, one of the key learned lesson concerns the
impact of reducing latency when reasoning over large event streams. We found
out that finding a trade-off between materialization and query reformulation was
an important factor in reducing processing latency. But this approach is reach-
ing its full potential with the kind of semantic-aware encoding and compression
presented in this work.

As future work, we aim to test Waves’s system on diverse IoT contexts and
thus emphasize that our approach can be generalized to different use cases.
Moreover, we are currently implementing an adaptive query processing engine
to guarantee the execution of optimized continuous SPARQL queries. Finally,
we will extend LiteMat’s inference capabilities with support for RDFS++ (an
ontology language supported by the Allegrograph RDF Store), i.e., supporting
RDFS as well as owl:sameAs, owl:transitiveProperty and owl:inverseOf
ontology constructs.
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Abstract. In the context of Smart Cities, indicator definitions have
been used to calculate values that enable the comparison among differ-
ent cities. The calculation of an indicator values has challenges as the
calculation may need to combine some aspects of quality while address-
ing different levels of abstraction. Knowledge graphs (KGs) have been
used successfully to support flexible representation, which can support
improved understanding and data analysis in similar settings. This paper
presents an operational description for a city KG, an indicator ontology
that support indicator discovery and data visualization and an applica-
tion capable of performing metadata analysis to automatically build and
display dashboards according to discovered indicators. We describe our
implementation in an urban mobility setting.

1 Introduction

While a single agreed upon definition of a smart city may be elusive, many
definitions, if not most definitions include some technology and infrastructure
that provide a high quality of life for its residents. Determining a desirable quality
of life often includes evaluation of city qualities such as: sustainability, safety,
inclusiveness, walkability, creativity, and innovation. Cities with high scores on
these qualities are often judged as being desirable places to live. Achieving the
capability of assessing any of these or other desirable qualities, however, requires
two key components: accessing and understanding city’s data. Consequently, a
city’s ability to produce and share relevant data that can be understood and used
by a broad range of diverse stakeholders is critical for evaluating and comparing
cities and can be viewed as key indicator of a Smart City as well as the ability
to derive knowledge from city’s data and further use it to power innovation.

Governments are increasingly sharing city data, often with the goal of pro-
moting innovation via societal participation with the use of data. In the context
of data sharing, different categories of stakeholders may be identified: designers
and software developers may use data to produce public services through the use
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017, Part II, LNCS 10250, pp. 94–108, 2017.
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of web and mobile applications; scientists may produce elaborate analysis and
studies about the cities; public officers may use the data to improve city admin-
istration using data-based decision-making techniques; journalists may use open
data to produce more reliable, factually-based and attractive news. The use of
knowledge graphs (KGs) as a way of better understanding and analyzing data has
proven successful in many cases [2,4,8,14]. They are not simply linked data using
an RDF model; they also provide support for knowledge management including
explicit provenance encoding capabilities, entity description encodings, potential
to connect to and leverage reasoners and so forth.

To obtain measured values for characterizing city’s properties, some
approaches [5,6,9] have made use of the development and calculation of city
indicators. Indicators are metrics that one can use to assess the city level of
maturity in a certain field of interest. More than that, well-defined indicators
enable the comparison among different cities so one can determine when one
city appears to be doing better than another city with respect to certain crite-
ria. However, robust, reusable, and precise calculation plans for indicators have
challenges. For example compound indicators require combinations of data that
may be unavailable and those data need to be modeled in enough detail so that
indicator calculating systems (and humans) can understand enough to know
when data is comparable and may be combined. Further enough information
about provenance needs to be available so that trust can be ascertained.

This paper tackles the challenge of calculating indicator values from (raw)
data, describing work with both city indicators and KGs for city data as a
way to automatically build and display dashboards that can be used by a wide
range of users in city comparisons. The proposed KG uses OWL ontologies that
describe concepts and relations regarding sensing infrastructure, provenance,
data acquisition activities, indicators and city entities themselves. Once built,
the KG (or a subset of it) can be serialized in the Contextualized CSV format
(CCSV [13] - a format that conveys both data and associated metadata) while a
reasoner performs inferences to discover indicators inside the indicator ontologies
that are suited for the serialized data. Discovered indicators are then serialized
themselves in Turtle format. Both serializations are presented to a dashboard
generating application, which performs metadata analysis to automatically build
and display dashboards according to the discovered indicators. The three main
contributions of this paper are (i) the city KG description that enables transpar-
ent and explainable indicator values; (ii) the Indicator ontology that can support
dashboard visualization; and (iii) a dashboard generating application that works
with knowledge from KGs. The rest of this paper is organized as it follows. The
next section introduces current approaches to KGs, city indicators, city mod-
eling and data annotation. In Sect. 3, the proposed KG is defined alongside its
ontologies, modeling decisions and serialization process. Section 4 describes the
dashboard generating application and its metadata analysis that supports build-
ing and displaying dashboards in the context of urban mobility, Sect. 5 concludes
and discusses future plans.
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2 Related Work

Recently, the Knowledge Graph (KG) phrase has been used to define large col-
lections of structured data in a meaningful way. Being more than simply linked
data, the semantics encoded in a KG enables tasks that may be challenging
in simple linked data RDF models. Metadata faceting, provenance tracking and
context-awareness are examples of enhanced features that KGs can support. The
term gained popularity with Google KG [14] in a effort to merge Freebase [3]
(which also may be considered a KG), Wikipedia and the CIA World Factbook1

augmented with their search engine’s queries and results. Academic KGs are also
available including YAGO [2,8] and DBpedia [1].

2.1 City Modeling

The process of modeling a city is complex. The intrinsic complexity of interac-
tions between city entities make it very difficult to map relevant sets of dynamic
aspects that are often used to characterize a city. Moreover, these entity inter-
actions, along with the numerous entities and processes, differ from one city to
another. Thus, the process of modeling the city is typically use-case centered,
where the modeling is performed towards a specified goal. This approach, hence,
streamlines the process, identifying which characteristics need to be modeled.
The work in [15] proposes a core conceptual model for the Domain Knowledge
Model of a Smart City, which originally involves multiple domains and cities.
The proposed work aims to support cross-domain and cross-city interoperability
by specifying terms from different stakeholders. Ontologies play a big role in
enabling cross-city comparison. The Semantic Web has been used in the Open
Government Data (OGD) approach to make it possible for cities to share infor-
mation and knowledge under a common vocabulary. Pushing this further, the
GCI (Global City Indicators) Ontology [6] is an effort for the modeling of city
entities that covers the concepts used by global indicators using Semantic Web
technologies.

2.2 Data Annotation

Data can be encoded in many distinct formats including CSV, XML and NetCDF
[12]. In many cases, CSV is a format of choice because of its ease of use
by both automated actors and human actors. Human actors often manually
enter acquired data in a spreadsheet application (e.g., MS Excel or LibreOffice
Calc). Spreadsheets are also capable of exporting content in CSV format. Basi-
cally, the CSV format can be seen as a minimalist enabling approach for data
interoperability.

Regardless of the format, until our proposed CCSV format [13] we are not
aware that any single encoding was able to provide effective mechanisms for
annotating data in a way that supports data acquisition as a contextualized data

1 https://www.cia.gov/library/publications/the-world-factbook

https://www.cia.gov/library/publications/the-world-factbook
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point collection. For instance, CSV lacks features for expressing the semantics
associated with the data contained in it, so it is challenging to know, in an
automated and interoperable way, the meaning of the data enclosed inside a CSV
file. For example, it can be difficult to determine if two entries are observationally
equivalent (measured under the same conditions, using the same units, in the
same area, etc.). Also, different agents may generate data in different formats
and standards, making CSV even more difficult to process automatically.

Although there are existing approaches for accessing CSV metadata and also
for providing a metadata vocabulary for CSV data, they are typically more con-
cerned with content restrictions, rather than the context in which the CSV data
was collected. W3C’s recommendations from the CSV on the Web Working
Group2 elaborate on techniques for enabling the access of CSV metadata by
describing the content metadata in a separate JSON or RDF/XML file that
makes use of RDF vocabulary. To bridge this gap, we proposed the Contextu-
alized CSV (CCSV) [13] as a format that deals with both content and context
restrictions of the data points enclosed in it. The CCSV dataset is basically a
regular CSV file with a Turtle preamble.

2.3 Indicators

The ISO 37120:2014 [9] is a standard that defines 100 indicators across 17 themes
that were evaluated to be a precise way to measure a city’s performance of its ser-
vices and quality of life. The themes span areas including Economy, Education,
Health, and Safety. The main goal of this standard is to provide a concise set of
well-defined global indicators that any city can use to measure itself. Moreover,
cities that adhere to this standard are able to compare themselves, and eval-
uate how well they are doing in comparison to others. Making use of the ISO
standard, the PolisGnosis Project [5] is a final goal of an ongoing effort by the
University of Toronto. The project aims the following:

– To provide a description of all the 100 ISO indicators in terms of ontologies
for the semantic web;

– To develop an engine capable of performing analysis in order to discover root
causes of differences concerning why indicators change over time for a given
city and why they are different between different cities.

Until the time of this writing, the PolisGnosis Project has focused largely
on the GCI Ontology engineering3 as a standard to publish the ISO indicator
values, while our efforts attempt to also support a broader range of representation
challenges including representation and reasoning for data visualization.

3 City Knowledge Graph

City indicators have some requirements that need to be followed when defining
them and calculating their values. These requirements ensure that the indicator
2 http://www.w3.org/2013/csvw/wiki/Main Page
3 http://ontology.eil.utoronto.ca

http://www.w3.org/2013/csvw/wiki/Main_Page
http://ontology.eil.utoronto.ca
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is well defined and the calculation process will generate trusted values. We have
identified the following requirements:

– Temporal coverage: Indicator values carry more representativeness when cal-
culated taking into account data from a determined time frame. Such an
approach enables temporal comparisons such as if a theme of interest had
improving or deteriorating performance in one particular year;

– Entities of interest: Indicator definitions relate named entities, thus it is impor-
tant to provide formal definitions for those entities;

– Provenance: Indicators may refer to a particular set of activities and/or data
sources;

– Context: Indicators can also refer to data acquired under certain conditions,
making context management also important;

– Location: Indicators values may refer to an specific area within a city or geo-
graphic region;

– Visualization: An easy way to visualize the calculated values is desirable.

In order for the KG to fulfill these requirements, we have made use of ontolo-
gies that can provide metadata descriptions, domain model and indicators defi-
nitions and, where the existing ontologies weren’t able to cover, we have created
extensions as a new ontology. The following subsections describe our choices.

3.1 Metadata Ontologies

City data production happens in a plethora of different sources and processes. To
characterize the diversity and scale of city data produced, we reused ontologies
defining the data acquisition concept, which have demonstrated their capability
of encoding contextual knowledge for millions of acquired data points that would
be otherwise lost during regular data acquisition activities.

VSTO-I [7]. “The Virtual Solar-Terrestrial Ontology - Instrument model” is
an ontology4 that contains concepts that describe entities capable of collecting
data (e.g., instruments, detectors and platforms) and activities related to these
entities such as a deployment of an instrument on a platform. By making use
of this ontology, the KG is able to keep track of all sources of data. The main
reused classes are:

– vstoi : Instrument: A device, mechanism or software that is used to acquire
attribute values of entities of interest.

– vstoi : Deployment: A deployment is an activity of physically installing an
Instrument by an agent. More than that, the deployment states that an Instru-
ment is able to start collecting data under certain conditions (calibration,
configuration etc.).

4 http://hadatac.org/ont/vstoi#.

http://hadatac.org/ont/vstoi
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HAScO. The Human-Aware Science Ontology5 is the top metadata ontology
in the KG definition. HAScO describes scientific concepts related to data acqui-
sition. With HAScO, it is possible to describe studies, projects and data collec-
tion activities like an interview of a subject or an empirical observation. HAScO
is the next generation of HASNetO [11] (The Human-Aware Sensor Network
Ontology6), which is a comprehensive alignment and integration of the VSTO-I
sensing infrastructure and the PROV ontology. The KG makes use of the fol-
lowing classes, among others:

– hasco : Study: A study is a prov:Activity where steps are performed to prove
or disprove an hypothesis.

– hasco : StudyStep: A study step is a prov:Activity that composes a study.
hasco : DataAnalysis and hasco : DataAcquisition are examples of it.

HACitO. The Human-Aware City Ontology7 extends the functionalities of
VSTO-I and HAScO to the Smart City context. Figure 1 depicts the main exten-
sions and relationships inside HACitO. HACitO makes it possible for the KG to
support data production with full annotation on its origin, when the data is first
generated. But, as most of the information systems in a city are legacy systems
and cannot be adapted to produce fully annotated data, HACitO describes the
manual data annotation data acquisition activity. The goal is to keep track of
all the possible metadata involved in that data production process. For that,
the ontology defines the class hacito : ManualDataAnnotation as a subclass of
hasco : StudyStep, which is a data acquisition activity by the means of man-
ual data annotation using an annotator software, which in turn is described by
hacito : AnnotatorSoftware, as a subclass of vstoi : Instrument. The anno-
tator is deployed to a legacy data production information system, which is an
extension hacito : InformationSystem of vstoi : Platform.

Fig. 1. HACitO ontology

3.2 Indicator and Domain Ontologies

Indicators serve as metrics that provide insight into city performance. They are
typically calculations over existing data. The calculated values facilitate quanti-
tative comparisons between different cities, thus enabling city managers to make
5 http://hadatac.org/ont/hasco#.
6 http://hadatac.org/ont/hasneto#.
7 http://hadatac.org/ont/hacito#.

http://hadatac.org/ont/hasco
http://hadatac.org/ont/hasneto
http://hadatac.org/ont/hacito
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decisions informed by current data and also to support data-driven planning.
The proposed KG support for indicators is based on the GCI Ontologies [6] and
the ISO 37120 Indicator Definitions Ontology8 for the ISO 37120:2014 indica-
tors. As discussed above, we believe that the GCI Ontology for the ISO 37120
indicators is good for publishing indicator values and comparing cities but is
not aimed to support data visualization. To overcome this, the KG is able to
hold user-created indicators, To address this, we have developed our QoE Indi-
cators ontology that includes both indicators aimed at representing calculated
numerical values but also indicators specifically aimed to support convenient
visualization. To address this, we have developed our QoE Indicators ontology9

that includes both indicators aimed at representing calculated numerical values
but also indicators specifically aimed to support convenient visualization, which
extends the GCI Ontology.

To make this possible, we have described the QoE indicators using the fol-
lowing data visualization concepts:

– Dimension: An entity value that usually cannot be aggregated, often used for
row or columns headings;

– Measure: An entity value that can be used to calculate something, e.g. a sum
or medium, often used to support display and plotting.

Fig. 2. Part of the QoE indicators ontology

In one example, if one has a bar chart where each bar shows the number of sin-
gle commuters during a single month of the year, for a total of twelve bars, one for
each month, the dimension would be the month and the measure would be sum
(or count) of every person who has commuted in a given month. Figure 2 depicts
part of the QoE Indicators Ontology. In the middle, the qoe : QoE Indicator is
defined by some qoe : Measure and some qoe : Dimension, each of which has an
associated qoe : Thing, i.e., the related entity. It is important also to note that
the measure has a qoe : Function, which states what kind of calculation will be

8 http://ontology.eil.utoronto.ca/ISO37120.owl.
9 http://hadatac.org/ont/qoe#.

http://ontology.eil.utoronto.ca/ISO37120.owl
http://hadatac.org/ont/qoe
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performed over that value. It is possible for an indicator to have more than one
dimension and/or measure. For instance, a line chart with two measures would
actually display two lines, one for each measure. An interesting case is an indi-
cator with only measures and no dimensions. The resulting data visualization
would be just a number.

One of the defined indicators in the QoE Indicators Ontology is’Number
of bicycle trips per station’ which defines their associated entities for dimen-
sions and measures using the classes qoe − m : Bicycle − Share Trips and
qoe −m:Bicycle − Share Station, respectively. These domain entities are part
of the QoE Domain Ontology10 which is shown in the excerpt on Fig. 3. The
QoE Ontologies (Indicators and Domain) are evolving definitions that should be
tailored for each city and intended use.

Fig. 3. Part of the QoE domain ontology

3.3 KG Serialization

The KG serialization process is concerned with bringing the data from the KG to
a physical file together with all its metadata, making it possible for third-party
applications to make use of all the knowledge attached to the data. For that to
take place, routines were developed to perform the following:

1. A file is created for every class in the domain ontology with valid instances;
2. For every file, write the instances as CSV registers with each column being a

triple in the KG where the instance is the subject;
3. Annotate every register and column using the CCSV format;

10 http://hadatac.org/ont/qoe-m#.

http://hadatac.org/ont/qoe-m
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4. Add to the annotations the study, deployment and data acquisitions related
to the data in the file;

5. Using the annotated data, discover suitable indicators and export them in
Turtle format.

The next section describes how this serialization was performed in the context
of urban mobility.

4 Dashboard Application

The serialized KG is a set of files that utilize a common vocabulary, making
it possible for third-party applications to interpret the CCSV format and thus
understand the content and context of enclosed data. In this work, we have
developed one of many possible applications: a dashboard generator. A com-
monly used data visualization technique is a dashboard, which is a widget that
presents a number of data-based quantifications, graphs, gauges etc. Dashboards
help visualize data and are closely related to instruments that humans are accus-
tomed to using regularly. Moreover, dashboards enable human-machine interac-
tion based on graphical visualizations, supporting a number of data analyses by
the use of filters that can be applied to the data. The results of a filter application
can be shown in real-time by recalculating the measures. By dynamic dashboard,
we mean that the indicators displayed on the dashboard are based on the type of
data presented, not predefined for a particular type. In this Section, a dashboard
generating application is presented. The application is able to receive as input a
serialized KG in the CCSV format together with the discovered indicators from
the QoE Indicators Ontology in Turtle format to perform a metadata analysis in
order to create a dashboard with as many as graphs as the presented indicators,
using the QoE Indicators Ontology together with the metadata annotation to
dynamically configure each visualization.

In this use case, we have worked with data acquired from the bicycle-sharing
system in the city of Fortaleza, Brazil. The datasets contained data about the
network formed by the usage of the system, where a user is able to grab a
bicycle from a station and return it to any other station, including the station
where he/she obtained it initially. We obtained two CSV files that described the
network:

– Bicycle-share stations: File containing only Bicycle-share stations, each station
with an associated id, label and a lat/long.

– Trips performed: File containing all the bicycle-share system journeys. Each
journey was presented with an id, an associated user that uses the bicycle, an
origin and a destination bicycle-share station.

This data was collected by legacy information systems and most likely manip-
ulated afterwards to clear up unneeded data and for better organization.
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4.1 Dataset Characterization and KG Manipulation

In order to load these datasets into the KG, we first had to characterize their
metadata in the following aspects:

– Data source: Which ICT system or device generated this data?
– Data acquisition: By which data acquisition activity were they acquired? By

an already able to annotate system or manual data annotation performed by
an user?

– Study: Are the datasets part of the same study?
– Time frame: When were the datasets generated?

Then, we made use of tools and techniques presented in the work cited in
[13], namely the CCSV format and the CCSV-Loader application. Listing 1.1
shows part of the KG11 after loading the datasets. Due to space restrictions, we
present only the metadata related to the trips dataset. The data source is shown
in lines 14–22 where both the annotator software and the legacy ICT system
are described, while lines 1–5 states that the annotator software was deployed
alongside the system at the specified date. Following, lines 6–9 describes the data
acquisition activity, referring to the associated deployment. Finally, the dataset
is shown in lines 10–13, where PROV-O is used to state from which activity they
were generated.

1 <deployment-bss>

2 a vstoi:Deployment ;

3 vstoi:hasPlatform <system-bss> ;

4 vstoi:hasInstrument <annotator-01> ;

5 prov:startedAtTime"2016-11-08T14:42:42Z"^^xsd:dateTime .

6 <dataacquisition-trips>

7 a hacito:ManualDataAnnotation ;

8 hasco:hasContext <deployment-bss> ;

9 prov:startedAtTime "2016-11-09T15:13:25Z"^^xsd:dateTime .

10 <dataset-trips>

11 a vstoi:Dataset ;

12 prov:wasGeneratedBy <dataacquisition-trips> ;

13 prov:startedAtTime "2016-11-09T16:07:23Z"^^xsd:dateTime .

14 <annotator-01>

15 a hacito:AnnotatorSoftware ;

16 dc:hasVersion "X.Y"^^xsd:string .

17 <system-bss>

18 a hacito:InformationSystem ;

19 rdfs:label "Bicycle-share information system" ;

20 dc:description "System for managing all the collected data from

the bicycle-share system of Fortaleza."@en ;

21 dc:hasVersion "X.Y"^^xsd:string ;

22 dc:subject "bicycle, mobility" .

Listing 1.1. Part of the city KG

11 http://hadatac.org/ttl/city kg-full.ttl

http://hadatac.org/ttl/city_kg-full.ttl
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The following step was to serialize the KG. Listing 1.2 shows the CCSV
preamble serialization of the qoe − m : Bicycle − Share Trip serialization in
lines 2–6. The linkage between the trip and associated stations and user are
established by the station id and user id, as shown in lines 7–9. Lines 10–13
specifies the id locations for every association. The same was performed for the
qoe−m : Bicycle− Share Station entity.

1 <trips> a vstoi:Dataset; ccsv:hasDataRecord <reg> .

2 <reg>

3 a qoe-m:Bicycle-Share_Trip; dc:identifier <id> .

4 qoe-m:has_Bicycle-Share_User <usr> ;

5 qoe-m:has_source_Bicycle-share_Station <src> ;

6 qoe-m:has_target_Bicycle-share_Station <trg> .

7 <src> a qoe-m:Bicycle-Share_Station; dc:identifier <src_id> .

8 <trg> a qoe-m:Bicycle-Share_Station; dc:identifier <trg_id> .

9 <usr> a qoe-m:Bicycle-Share_User; dc:identifier <usr_id> .

10 <id> ccsv:atColumn 0 .

11 <src_id> ccsv:atColumn 4 .

12 <trg_id> ccsv:atColumn 7 .

13 <usr_id> ccsv:atColumn 1 .

Listing 1.2. KG serialization CCSV preamble for qoe−m : Bicycle− Share Trip

The serialization encompasses a process for indicators discovering. The List-
ing 1.3 shows a Prolog code we developed to verify if an indicator is suitable
for the data, based on its CCSV data annotation. Lines 1–8 shows the trans-
formation of the indicator class into Prolog rules, while lines 10–14 shows the
same for the domain classes. Following, lines 16–20 shows the relations in the
CCSV data annotation regarding the content of the files. In this case, the CCSV
files have data records of trips and stations (line 20). The inference rules are
described in lines 22–27. They make use of transitivity to verify if an indicator
Y is suitable for a KG X, i.e., if the graph contains the needed data to perform
the calculation.

1 % indicator ontology

2 indicator(nr_trips_per_station).

3 has_value(nr_trips_per_station,nr_trips).

4 has_value(nr_trips_per_station,nr_station).

5 is_cardinality_of(nr_trips,trip).

6 is_cardinality_of(nr_users,user).

7 is_cardinality_of(nr_stations,station).

8 has_cardinality(X,Y) :- is_cardinality_of(Y,X).

9
10 % domain ontology

11 trip(trip). station(station1). station(station2).

12 has_user(trip,user).

13 has_source_station(trip,station1). has_target_station(trip,station2).
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14 has_station(X,Y) :- has_source_station(X,Y); has_target_station(X,Y).

15
16 % dataset metadata

17 graph(bicicletar).

18 has_dataset(bicicletar,trips). has_dataset(bicicletar,stations).

19 dataset(trips). dataset(stations).

20 has_data_record(trips,trip). has_data_record(stations,station).

21
22 % inference rules

23 refx(X,Y) :- has_station(X,Y).

24 refx(X,Z) :- has_station(X,Y), refx(Y,Z).

25 good_ind(X,Y) :- graph(X), indicator(Y), related(X,Y).

26 related(X,Y) :- has_dataset(X,Z), has_data_record(Z,W), has_value(Y,V)

, is_cardinality_of(V,U), compatible(W,U).

27 compatible(X,Y) :- refx(X,Y).

Listing 1.3. Prolog rules and statements for indicator discovery

Listing 1.4 shows the discovered indicator “Trips by departure station” with
its associated dimension and measure entities in Turtle format.

1 <indicator01>

2 a qoe:Trips_by_departure_station ;

3 rdfs:label "Trips by departure station"@en ;

4 qoe:dimension <dimension01> ; qoe:measure <measure01> .

5 <dimension01>

6 a qoe:Dimension; qoe:has_entity qoe-m:Bicycle-Share_Station .

7 <measure01>

8 a qoe:Measure; qoe:has_function qoe:Count ;

9 qoe:has_entity qoe-m:Bicycle-Share_Trip .

Listing 1.4. Discovered indicators in Turtle

4.2 Dashboard Building

We have developed a dashboard generating application called the Semantic BI
(Business Intelligence) Generator, which is able to interact with a number of BI
solutions to automatically generate interactive dashboards based on the KG seri-
alization. For this implementation, we focused on Qlik Sense12 which provides
an API for that be used to programmatically create and setup visualizations.
First, the user inputs the serialized KG and the indicators files. The tool, then,
performs SPARQL queries against the indicators and KG metadata to retrieve:
(i) dimension entity id column; (ii) measure entity id column; and (iii) mea-
sure calculation function. Figure 4 shows the Semantic BI Generator after the
serialized KG files and discovered metrics are loaded. On the left, a preview of
the to-be-generated dashboard is presented, while on the right it is possible to
12 http://www.qlik.com/us/products/qlik-sense

http://www.qlik.com/us/products/qlik-sense
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Fig. 4. Semantic BI generator with the discovered indicator

modify or add new visualizations as desired. In this case, the discovered indica-
tor is shown as a bar chart (the one currently selected), while the others have
been manually added. Also, note on the right that the columns and function
were filled based on the metadata information. After that, the user pushes the
generate button and the tool will setup the new dashboard inside the Qlik Sense
environment.

Figure 5 shows the generated dashboard. It is possible to see the top left
graph showing the dimensions as the bicycle-share stations and the measure
counting the number of trips.

Fig. 5. Generated dashboard
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5 Conclusion and Future Work

We have presented an operational description for a city Knowledge Graph that
supports automatic generation of dashboards along with an indicator ontology
that supports data visualization techniques. To build our KG and to develop
our indicator ontology, we have reused many existing ontologies describing iden-
tified required metadata. We also proposed an extension to the GCI Ontology
focusing on data visualization concepts. A process for KG serialization with
indicator discovery was performed as way to foster knowledge interoperability
between the KG and third-party applications. The city KG and the QoE Ontol-
ogy were used in conjunction with the Semantic Business Intelligence Generator,
a dashboard generating an application capable of performing CCSV metadata
analysis to automatically build rich visualizations. Potentially more importantly,
the presented contributions allow users with no previous knowledge about the
data (by whom and how it was generated), but who are aware of city entities
and processes (that is the case for most field specialists including transportation
engineers) to leverage a metadata hierarchy (provided by our ontology choices)
to find the right data to be analyzed.

The research still has room to mature. For instance, we are currently work-
ing on an ontology for interactive objects to support the discovery of best
suited visualization types based on an indicator definition. Also, we are con-
tinuously expanding indicators definitions to support not only data plotting but
also calculation procedures (like complex network algorithms) and its associated
semantics to an specific KG subset, enabling network data analytics for non-
experts. In terms of KG building and metadata management, the Human-Aware
Data Acquisition Framework13 (HADatAc) is being designed and developed as
a framework for managing data acquired using a multitude of sources including
instruments, sensors, humans, and computer models. Leveraging HAScO and
VSTO-I, HADatAc is already being used in support of a number of projects,
namely:

– The Jefferson Project [10]: developed in collaboration between IBM, Rensse-
laer Polytechnic Institute (RPI), and The FUND for Lake George;

– An Urban ecology project led by RPI’s Center for Architecture, Science and
Ecology supporting large empirical observations and a variety of experiments.

– The Smart City Center at the Universidade of Fortaleza where scientific obser-
vations are conducted to understand the use of city resources in support of
mass transportation.

– The CHEAR14 Project where ontologies are being developed to support
research on exposure science and child health and also tools and infrastructure
for building and maintaining a knowledge graph of related content.

13 https://tw.rpi.edu//web/project/hadatac
14 https://tw.rpi.edu//web/project/CHEAR

https://tw.rpi.edu//web/project/hadatac
https://tw.rpi.edu//web/project/CHEAR
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Abstract. Collaborative software engineering environments have trans-
formed the nature of workflows typically undertaken during the design of
software artifacts. However, they do not provide the mechanism needed
to integrate software requirements and implementation issues for uni-
fied governance in the engineering process. In this paper we present
an ontology-driven approach that exploits the Design Intent Ontology
(DIO) for aligning requirements specification with the issues raised dur-
ing software development and software maintenance. Our methodology
has been applied in an industrial setting for the PoolParty Thesaurus
server. We integrate the requirements specified and issues raised by Pool-
Party customers and developers, and provide a graph search powered,
unified governance dashboard implementation over the annotated and
integrated datasets. Our evaluation shows an impressive 50% increase
in efficiency when searching over datasets semantically annotated with
DIO as compared to searching over Confluence and JIRA.

1 Introduction

In today’s dynamic, agile and collaborative environments, software design and
development has metamorphosed into a complex social activity, involving teams
of software architects, developers, testers and maintainers. In response to this
need, several collaborative and social development frameworks for software engi-
neering have been implemented and are in wide use [2].

In collaborative software development, given a set of requirements, typically,
several iterations, deliberations and informal discussions are undertaken among
the design team members, before a final consensus can be reached, on the fea-
tures that are to be included in the concrete realisation of the artifact. The
requirements and discussions, if at all documented, are recorded as unstructured
text, that makes their search and retrieval a cumbersome process. Further, dur-
ing and after implementation and deployment of the software, several issues
may typically arise and get recorded either as part of the maintenance process
or in response to new requirements. One critical shortcoming of collaborative

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017, Part II, LNCS 10250, pp. 109–124, 2017.
DOI: 10.1007/978-3-319-58451-5 8
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environments in wide use today such as Atlassian Confluence1, JIRA2 and
Github3 is that they provide generic fields such as “issue” and “comment” which
encapsulate all discussion types. This makes it extremely difficult to retrieve
information relevant to a specific aspect of a requirement. Further, they also do
not provide the interfaces needed to associate design requirements with imple-
mentation issues in a structured and systematic way. Integrating the require-
ments with the issues which should be a core functional capability of most
collaborative design environments, is not yet well supported.

In this paper we present an ontology-driven approach that captures the
knowledge emerging during software design, development, implementation and
maintenance and exploits it for unified governance of the engineering process.
The term “unified governance” was defined in the ALIGNED4 project and
denotes capturing knowledge of the software development lifecycle from vari-
ous sources and expressing it using a common ontology so that it can be gov-
erned, i.e., queried and new knowledge inferred, in a unified way. We exploit
DIO (Design Intent Ontology)5, a content ontology design pattern, that pro-
vides a generic mechanism for formally describing the intents or the rationales
that emerge or are generated during the processes that underlie modern design
decision phases. Our approach conforms to one of the main criteria for systems
that record design rationale and decisions, mainly that it should be least disrup-
tive to the designers and the actual design process itself [3,5].

We evaluate our approach within the settings of an industry-driven use
case from the Semantic Web Company (SWC henceforth)6, where customers
and developers of the PoolParty Thesaurus Server (PPT henceforth) document
their requirements in a tailored version of Confluence and file bug reports or
raise design issues using JIRA. By aligning and creating merged repositories of
requirements, customer feedback, bug reports, project documentation and min-
ing of web resources we are able to exploit the integrated knowledge to develop
a semantic search mechanism for unified governance.

The remainder of this paper is structured as follows: Sect. 2 discusses related
work. Section 3 describes our use case scenario. Section 4 presents the require-
ments that need to be addressed by a unified governance framework. Section 5
describes our knowledge mining and representation approach. Section 6 presents
the architecture and implementation. Section 7 outlines our evaluation strategy
and finally Sect. 8 presents conclusions.

2 Related Work

Extensive research [4] has shown that capturing design intents is a very difficult
problem. Surveys [8,11] on the capture of design rationale and barriers to their
1 https://www.atlassian.com/software/confluence.
2 https://www.atlassian.com/software/jira.
3 https://github.com/.
4 http://aligned-project.eu/.
5 https://w3id.org/dio.
6 https://www.semantic-web.at/.

https://www.atlassian.com/software/confluence
https://www.atlassian.com/software/jira
https://github.com/
http://aligned-project.eu/
https://w3id.org/dio
https://www.semantic-web.at/
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uptake have also been reported. IBIS [9], one of the most widely adopted argu-
mentation models, is a network-oriented model based on capturing the issues,
positions and arguments underlying a design deliberation.

Representing design intents or design rationales as ontologies have been
explored for various specialised domains such as software engineering [6], ontol-
ogy engineering (OE) [13], product engineering [14] and aerospace engineering
[10]. However there is no generic, domain-independent design intent capture
model available as a design pattern that can be specialised for any design ratio-
nale capture scenario.

Based on IBIS, one of the first attempts to provide an ontological represen-
tation of design rationale was by Medeiros et al. [6]. The authors proposed the
Kuaba ontology for the representation of model-based software design. A major
limitation of this approach is that the reuse of the design rationale is strongly
dependent on the formal model used for artifact design, thereby introducing
encoding bias [7].

An argumentation ontology has been proposed as part of the DILIGENT
[13] framework for the collaborative building of ontologies. The basic conceptu-
alisation in the ontology has been derived from IBIS and extended to include
argumentation-specific entities, particularly those suitable for ontology engineer-
ing. The critical limitations of this ontology are that the issues are not interlinked
to the requirements.

The fundamental difference between the various semantic and non-semantic
models for representing design rationale and DIO, lies in the granularity of the
representation. IBIS-based models provide a single conceptualisation for many
aspects of a design intent, while DIO provides a finer level of representation,
thereby making the specification more expressive, without compromising com-
putability. As an example, typically the terms, “Idea”, “Position” and “Solution”
have been used to represent the solution to a “Question” or an “Issue”, while the
term “Argument” has been used for representing the rationales for and against
a proposed solution. On the other hand, DIO incorporates the mutually disjoint
concepts of “Argument” and “Justification” to represent the distinct rationales
as well as the mutually disjoint concepts of “AlternativeSolution” and “Mandat-
edSolution” to represent all solutions and accepted solutions respectively.

Table 1 compares the conceptual abstractions defined in DIO with those in
some of the approaches discussed above.

Wikidsmart by zAgile7 claims to provide “semantic enablement” to Atlassian
Confluence by capturing the data in a semantic repository, using “a set of ontolo-
gies and metamodels specific to a domain of interest”. It is, however, unclear
what ontologies are used by the framework’s semantic repository to model the
information contained in Confluence. Our work follows a similar approach to
Wikidsmart in the way that we also extract information from existing Conflu-
ence and JIRA installations and express it using semantic technologies. However,
we contribute and publish reusable OWL-based ontologies for modeling this

7 http://www.zagile.com.

http://www.zagile.com
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Table 1. A comparison of the ontological approaches for capturing design intents

DIO Kuaba DILIGENT RaDEX ISAA

Available as a
design pattern

Yes No No No No

Generic across
domains

Yes No No No No

Formal
representation

Yes Yes No No No

Ontological
serialisation

Yes No No No No

Explicit provenance
metadata

Yes Limited to agents Limited to agents No No

Traceability wrt.
design requirements

Yes No No No Yes

Traceability wrt.
design artifact

Yes Yes No No Yes

Capturing intent Yes No No No Yes

Assumption
specification

Yes No No No

Constraint
specification

Yes No No No No

Heuristics
specification

Yes No No No No

Temporal
specification

Yes Partial No No No

knowledge (DIO and DIOPP), ready to be processed by a wide range of tools of
the Linked Data technology stack.

3 Motivating Scenario

The motivation for our work is the current setup at SWC, where Atlassian
Confluence is used to support requirements engineering and JIRA is used by
team members and SWC customers for issue and change tracking, organising
ideas from team members as well as collecting them from customers. Following
the agile methodology of software development, the data is recorded in Conflu-
ence under headings such as “Requirements”, “Goal”,“User Story”, “Epic” and
“Stakeholders”. Additional fields such as “Precondition”, “Detailed description”,
“Acceptance criteria & Test scenario” are included to provide further context to
the requirements. A single field, “Comment”, captures the opinions/discussion
carried out by human agents.

SWC collects the requirements for each version of PPT in the designated Con-
fluence space. Requirements are then linked to pages containing epics and user
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stories. Most of these pages are structured based on standard templates defined
by SWC. The outputs from these template-based pages are largely document-
centric and require extensive human intervention to synthesise and synchronise
them with PoolParty development tasks.

By using ontologies to annotate and provide metadata to the content
extracted from Confluence and JIRA, SWC would be able to create merged
repositories of requirements, customer feedback, bug reports and project doc-
umentation thereby consolidating PoolParty experiences, customer ideas and
market needs in order to integrate them into products. This is a key factor for
successful development of SWC products and for raising customer satisfaction
and enterprise agility. The integrated information would enable the mining of
intents that lead to the development in PoolParty. Questions asked by customers
will flow faster into the requirements engineering system. The process will help to
generate concise reports on distributed business objects and entities relevant for
the development processes, and to coordinate the data management and devel-
opment workflows required to deliver new versions of the evolving PoolParty
product.

4 Requirements for Unified Governance

Based on the challenges that need to be addressed to enable the mapping of
design intents for unified governance, where intents are derived from require-
ments in Confluence and issues in JIRA, we identified the following requirements:

– Enabling Knowledge reuse: As new agents — humans and software get
involved during various phases of design, new processes are introduced. The
key motivation behind recording the intents underlying decisions is that the
knowledge can be used to inform future agents and processes of the discussions
that have happened so far.

– Shared semantics via annotations: The framework must facilitate a com-
mon understanding and uniform interpretation of the design intents among
the participants of the decision making process. The unified representation
format could act as a lingua franca between various tools and resources that
assist in the design and implementation process.

– Flexibility: The ontology conceptualisation should be flexible enough to be
mapped to current requirement specification environments and primitives. It
should facilitate the integration of interfaces for capturing design requirements
and the design issues.

– Traceability: It must allow forward and backward traceability of final designs
as well as initial design requirements from design intents and issues.

5 The Knowledge Representation Framework

A high level representation of the architecture implemented for integrating the
requirements and the issues is illustrated in Fig. 1. The core components of the



114 M. Solanki et al.

Fig. 1. The knowledge representation and extraction architecture

architecture are the ontologies, the Unified Views extraction pipeline and the
unified governance dashboard that provides visual analytics for the results of
searches over the integrated datasets.

The DIO content design pattern provides a minimalistic abstraction and
defines conceptual, generic entities for the modelling of semantically enriched
knowledge required to capture the intents or rationale behind the design of an
artifact. DIO is a domain agnostic pattern and most domain specific design
rationale models will specialise from it.

Figure 2 illustrates the graphical representation of DIO. It depicts the entities
defined for the pattern and their relationships with entities from PROV-O8.

The axiomatisation of a DesignIntentArtifact can be represented in OWL
using the Description Logic [1] notation as,

DesignIntentArtifact � ((∃wasAttributedTo.DesignIntent)
�(= 1wasAttributedTo.Agent) � (≥ 1description)

�(= 1version) � (= 1generatedAtTime))

8 http://www.w3.org/ns/prov-o.

http://www.w3.org/ns/prov-o
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Fig. 2. Graphical representation of DIO

The axiomatisation for a DesignIssue captures the intuition that a design issue
can have several alternative solution, but just one mandated solution.

DesignIssue � (DesignIntentArtifact
�(∀hasAlternativeSolution.AlternativeSolution)

�(∀hasMandatedSolution.MandatedSolution)
�(= 1hasMandatedSolution.MandatedSolution))

For further details, the interested reader is referred to [12].
As DIO is a general purpose design intent ontology, it does not capture

attributes specific to PoolParty development. To bridge this gap, we define
DIO-PP9 - an extension to DIO that is specifically aimed at capturing concep-
tualisations from Confluence and JIRA. Besides DIO-PP, we also define bespoke
mappings to DIO entities, for the data recorded during requirements capture.

5.1 Mapping Epic to Design Requirements

The SWC Confluence environment consist of two main parts: The Epic and the
User story.

9 https://w3id.org/diopp.

https://w3id.org/diopp
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The Epic captures the high level description of the requirements and the
stakeholders affected or involved in addressing the requirements. An Epic consists
of: goal (the high level explanation of the requirement), requirements, the set of
user stories and stakeholders. The mapping10 from the informal requirement
specification in Epic to DIO is done as follows: Every Epic, corresponds to a
dio:DesignRequirement.

Epic → dio : DesignRequirement

The epic’s title is mapped as a dc:title for the dio:DesignRequirement

Epic/title → (dio : DesignRequirement
dc : title xsd : String)

The epic’s goal is mapped as a dc:description for the dio:DesignRequirement

Epic/goal → (dio : DesignRequirement
dc : description xsd : String)

5.2 Mapping User Story to Design Intent

Each Epic includes a set of requirements, each of which are represented as a
“User story” in Confluence. Each user story captures the design intent. Every
User story, corresponds to a dio:DesignIntent.

User story → dio : DesignIntent

The user story’s title is mapped as a dc:title for the dio:DesignIntent

User story/title → (dio : DesignIntent
dc : title xsd : String)

The user story’s description is mapped as a dc:description for the
dio:DesignIntent

User story/description → (dio : DesignIntent
dc : description xsd : String)

The use story may include a link to a JIRA issue, if the issue relates
to certain aspects of the requirement. This is captured using the predicate
dio:generatesIssue

User story/jira issue → (dio : DesignIntent
dio : generatesIssue dio : DesignIssue)

10 indicated by “→”.
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The user story includes part of the solution, that addresses the require-
ment and is the most significant part of the mapping. The user story cap-
tures the following elements that contribute to an AlternativeSolution and
MandatedSolution for a DesignIssue in DIO: Preconditions, Detailed Descrip-
tion, Affected Components, Acceptance criteria and test scenarios, Variations,
Comments. The DIO-PP ontology conceptualises these elements.

diopp : Precondition � dio : Assumption
diopp : AffectedComponent � dio : Heuristic

diopp : AcceptanceCriteria � dio : Evaluation
dio : Comment � dio : Argument

� dio : Justification

The user story’s Detailed Description element is mapped as a
dc:description for the dio:AlternativeSolution

User story/detailed description →
(dio : AlternativeSolution dc : description

xsd : String)

5.3 Mapping JIRA Design Issues

JIRA is used as the platform by PoolParty customers to highlight design issues
related to the software and request new features. Typical properties that need
to be ascribed to a design issue documented in JIRA are the issue type,
IssueType, its status, Status, its priority, PriorityType, its resolution sta-
tus, ResolutionType and the various agents that are associated with the issue:
Watcher,Assignee and Reporter. The DIO-PP ontology defines these entities.
The axiomatisation of a DesignIssue for PPT can be represented as,

DesignIssue � ((= 1 isOfIssueType.IssueType)�
(= 1 hasVersionType.VersionType)�

(= 1 hasPriority.PriorityType)�
(= 1 hasStatus.IssueStatusType)�

(= 1 hasResolution.IssueResolution)�
(= 1 hasReporter.Agent)�
(= 1 hasAssignee.Agent)�

(≥ 1 hasAffectedComponent.Component)�
(≥ 1 hasWatcher.Agent)�
(≥ 1 hasEnvironment.�)�

(≤ 1 updateDate))



118 M. Solanki et al.

6 Data Extraction Workflow

As highlighted in Sect. 3, SWC collects the requirements and issues for each
version of PPT in the designated Confluence space and JIRA respectively. This
data needs to be extracted and semantically annotated with DIO and DIO-PP.
To perform the data extraction and conversion process, we provide three con-
tributions: (1) an extraction tool which connects to the Confluence and JIRA
instances for PPT and converts the contained data into RDF. (2) a Data Process-
ing Unit (DPU) for UnifiedViews11 which wraps the extraction tool so that it can
be included into custom data processing pipelines. (3) a UnifiedViews pipeline,
which encompasses data extraction, data annotation using a PPT thesaurus and
loading the annotated data into a remote Virtuosos triple store.

6.1 Extraction Tool

The extraction tool connects to the Confluence and JIRA REST APIs and
retrieves (meta-)data that should be converted into the RDF output format using
DIO-PP. While data from JIRA can be retrieved in structured JSON format,
certain information we need to formalize must be retrieved by parsing HTML
pages from the Confluence installation. The tool consists of two independent
extraction components - one extracts data from Confluence, the other one from
JIRA. The Confluence extractor iterates through all pages in a hierarchy below
a page named “Requirements PP” in the PPT development space, retrieves the
JSON metadata (e.g., history information or creation date) of these pages and
parses the HTML content. This data is then used to build an in-memory object
model which is serialized as RDF data. Extraction and conversion of JIRA data
works in a similar way, except that no HTML parsing needs to be performed
because the API provides the information in JSON format.

6.2 Integration into a Processing Pipeline

As the extraction tool produces an RDF document, we can leverage the potential
of Linked Data to enrich the extracted data with information coming from other
sources. Specifically, we enrich data from Confluence and JIRA with annotation
(tagging) information coming from an enterprise thesaurus, allowing to, e.g.,
improve the search functionality. For the Unified Governance use case we show
how to add tagging information by providing a pipeline for the UnifiedViews tool,
which is illustrated in Fig. 3. The pipeline consists of seven DPUs: the extraction
tool (red box) retrieves data from Confluence and JIRA in RDF format. It is
then filtered (blue box below) so that it only contains text literals which serve
as an input for annotating. This annotation stage (box below filtering step)
connects to the PoolParty Extractor annotation API and returns a RDF graph
containing the identified annotations for each resource. Afterwards, the original

11 An Extract-Transform-Load (ETL) tool focused on processing RDF data, http://
www.unifiedviews.eu/.

http://www.unifiedviews.eu/
http://www.unifiedviews.eu/


Ontology-Driven Unified Governance in Software Engineering 119

Fig. 3. UnifiedViews extraction pipeline

extracted data is combined with the filtered annotated data and both written
to the local file system as well as uploaded to a Virtuoso server.

We ran the extraction process on a subset of the requirements (5394) and
issues (184534). This resulted in 215401 triples. The extraction is now run at
regular intervals with the resulting triples added to the triple store.

7 Evaluation

In order to assess the benefits of using semantically annotated and integrated
requirements engineering datasets for unified governance, we carried out an
evaluation that compared the time taken in retrieving requirements and issues
from Confluence and JIRA against the time taken when using the graph-search
powered unified governance dashboard. Our evaluation involved six participants
(members of the consulting team at SWC) with a background in software engi-
neering. All the recruited personnel had reasonable experience in the use of
Confluence, JIRA and ontology interpretation.

Confluence and JIRA provide a keyword-driven search facility to retrieve
information specific to requirements and issues respectively. The results are
returned as natural text. The unified governance dashboard is based on the enti-
ties captured in DIO, whose design is governed by competency questions [12],
that cover the spectrum of requirements engineering knowledge which should
be recorded. In order to measure the accuracy, ease and efficiency of retrieving



120 M. Solanki et al.

structured and semantically enriched requirements engineering datasets against
the information retrieved through Confluence and JIRA search, our evaluation12

consisted of two main tasks:

– Task 1: Searching Confluence and JIRA to retrieve requirements and answer
the corresponding competency questions.

– Task 2: Using the unified governance dashboard to answer the same compe-
tency questions.

Six competency questions were designed using inputs from a wide variety of
use cases routinely encountered by the customers and developers of PPT. These
questions were chosen after consultation with social scientists, developers and
consultants of PPT. In Table 2 we present four13 of these questions, along with
the use case and the mapped construct from the DIO and DIOPP ontology
which were used to annotate the highlighted entities in the question. Questions
1–3 are specifically targeted towards retrieving information annotated with DIO
and DIOPP while question 4 is based on doing a full text search within both the
systems.

Task 1 involved the following steps:

– Reading and interpreting the competency questions.
– Searching Confluence and JIRA.
– Retrieving information leading to answers to the questions.
– Documenting the search strategy used in retrieving the answers and analysing

the results.

Task 2 involved the following steps:

– Reading and interpreting the competency questions.
– Using the facet browsing and full text search features of the unified governance

dashboard to retrieve potential answers.
– Documenting the search strategy used in retrieving the answers and analysing

the results.

The volunteers were divided into two groups, A and B. Group A executed
task 1, followed by task 2, while for Group B, it was the other way around. All
volunteers were provided with Turtle serialisation of the DIO ontology a week
before the evaluation. On the day of the evaluation they were provided with
the six competency questions, access to Confluence and JIRA and access to the
unified governance dashboard. The screenshots of the dashboard interfaces are
presented in Fig. 4. In order to maintain consistency across volunteers, they were
advised to answer the questions in the prescribed order and the evaluation was
undertaken under supervision. For each of the tasks and for each question, the
following observations were recorded: (1) The time taken to answer each ques-
tion in task 1 and 2. This was the total time taken for searching and analysing
the results. (2) The answers for each question in task 1 and 2. (3) The strategy
used to answer the question.
12 All evaluation data including participants strategies, timings and the resulting timing

analysis graphs has been made available at http://goo.gl/Khlaaf.
13 Due to space constraint, we report only four here. All six questions can be found in

the participant links in the Google doc containing links to the evaluation data.

http://goo.gl/Khlaaf
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Table 2. Competency questions used for evaluation

Question Use case Mapped DIO/DIOPP
concept

List all stories that have
affected version PoolParty
5.3.1 that were requested
by a customer.

It often happens that
customers request specific
features that should be
added or improved in PPT

User story →
dio:DesignIntent

Which feature caused
most bug reports in
release 5.5.0 (affected
Version 5.5.0)?

This goes towards release
profiling: finding out
which features are weak
points of a certain release

Bug reports →
dio:DesignIssue

What has changed in the
last three years (2014,
2015, 2016) when it comes
to bugs and tasks in the
PoolParty support
project?

To determine if we are
getting better at serving
our customers, it is useful
to know how the
interaction of the
customers with our
ticketing, system develops
over time.

Bug reporting date →
prov:wasGeneratedAt

Which PoolParty version
(starting from PP 2.8 and
including bug fix, releases
in the respective minor or
major release (e.g. count
5.3.1 for,5.3)) was the one
affected with the most
bugs that were classified
as,“blocker”, and how
would you interpret this?

In order to know if we get
better in our development
and support, processes, it
is useful to know if we are
encountering more or less,
critical issues than before.

Bug status→
dio:IssueStatusType,
Bug type →
dio:IssueType

Figure 5(a – d) illustrates the time taken to answer each of the six ques-
tions by four of the participants across the two tasks, while Fig. 5(d) illustrates
the average time taken, after discarding the extreme outliers for each partici-
pant. Our evaluation shows that the overall time taken to search the integrated
datasets annotated with DIO and DIOPP and answer the six competency ques-
tions across all participants is 50% less when compared to the time taken to
search Confluence and JIRA for the same questions. This is a significant and
impressive saving in resources for the SWC, where consultants and developers
need to manage a large number of customer requirements and issues on a regular
basis. The evaluation also highlighted the weakness of the full text search imple-
mentation used in the unified governance dashboard, where for atleast three of
the participants, to search answers to questions 5 and 6 took significantly longer
as compared to using the full text search provided by Confluence and JIRA. As
we had asked the participants to record their search strategies and use of the
interface, we were also able to identify pitfalls and bottlenecks in the current
design of the unified governance dashboard as an additional evaluation result.
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Fig. 4. Unified governance dashboard with full text search and faceted browsing

Fig. 5. Timings recorded by four participants and the average time efficiency for all
participants and all questions.

8 Conclusions

In this paper, we have proposed a framework that exploits the DIO ontology for
integrating the requirements and issues arising during software design, imple-
mentation and maintenance. We have evaluated our approach on an industrial
software engineering case study for the PoolParty Thesaurus server development
and maintenance. We have shown how a minimalistic extension of DIO can be
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utilised to associate and extract software design rationales with requirements
recorded in Confluence and issues submitted in JIRA for PPT. Our evaluation
shows an impressive 50% reduction in the time taken to search semantically
annotated and integrated datasets when compared to the search provided by
Confluence and JIRA. The evaluation also revealed the limitation of the full
text search feature currently implemented in the unified governance dashboard.
Improving this will be the focus of our immediate future work. We have presented
an end-to-end solution that provides significant improvements in productivity,
agility and efficiency in software development environments.

In future we aim to build on the results emerging from periodic and detailed
empirical evaluation carried out on the semantic search interface for queries with
various levels of complexity and implement an ontology-driven, design-intent
powered, self learning system for software engineering environments.
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Abstract. An increasing amount of information is generated from the
rapidly increasing number of sensor networks and smart devices. A wide
variety of sources generate and publish information in different formats,
thus highlighting interoperability as one of the key prerequisites for the
success of Internet of Things (IoT). The BT Hypercat Data Hub provides
a focal point for the sharing and consumption of available datasets from
a wide range of sources. In this work, we propose a semantic enrichment
of the BT Hypercat Data Hub, using well-accepted Semantic Web stan-
dards and tools. We propose an ontology that captures the semantics
of the imported data and present the BT SPARQL Endpoint by means
of a mapping between SPARQL and SQL queries. Furthermore, feder-
ated SPARQL queries allow queries over multiple hub-based and external
data sources. Finally, we provide two use cases in order to illustrate the
advantages afforded by our semantic approach.

1 Introduction

The emerging notion of a smart city is based on the use of technology in order to
improve the efficiency, effectiveness and capability of various city services, thus
improving the quality of the inhabitants’ lives [15]. A fundamental difference
between smart cities and similar uses of technology in other areas, such as busi-
ness, government or education, is the vast variety of the technologies used, the
types and volumes of data, and the services and applications targeted [5]. Thus,
developing successful smart city solutions requires the collection and mainte-
nance of relevant data in the form of IoT data.

Over the past few years, eight industry-led projects were funded by Innovate
UK1 (the UK’s innovation agency) to deliver IoT ‘clusters’, each centred around
a data hub to aggregate and expose data feeds from multiple sensor types. The
system that has come to be known as the BT Hypercat Data Hub was part of
the Internet of Things Ecosystem Demonstrator2 programme.

Addressing interoperability by focusing on how interoperability could be
achieved between data hubs in different domains was a major objective of the
1 https://www.gov.uk/government/organisations/innovate-uk.
2 https://connect.innovateuk.org/web/internet-of-things-ecosystem-demonstrator/

overview.
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programme. Hence, Hypercat [1] was developed, which is a standard for repre-
senting and exposing Internet of Things data hub catalogues [6] over web tech-
nologies, to improve data discoverability and interoperability. Recent work [13],
proposed a semantic enrichment for the core of the Hypercat specification,
namely an RDF-based [8] equivalent for a JSON-based catalogue. Other IoT /
smart city projects include Barcelona3, MK:Smart4 which uses the BT Hyper-
cat Data Hub that is Hypercat-enabled but not semantically enriched, and the
D-CAT5 catalogue approach from W3C.

The main objective of this work is to achieve the semantic enrichment [2] of
the data in the BT Hypercat Data Hub and to provide access to the enriched data
through a SPARQL endpoint [11]. Furthermore, adding reasoning capabilities
and the ability to combine external data sources using federated queries are
important aspects of the implemented system.

The BT Hypercat Data Hub provides a focal point for the sharing and con-
sumption of available datasets from a wide range of sources. In order to enable
rapid responses, data in the BT Hypercat Data Hub is stored in relational data-
bases. In this work, sensor, event, and location databases, i.e., databases contain-
ing information about sensor readings, events and locations are used. In order to
provide a semantically richer mechanism of accessing the available datasets, the
BT Hypercat Ontology was developed in order to lift semantically data stored
within the relational databases. In addition, data translation through output
adapters and SPARQL endpoints was defined. Thus, the semantically enriched
data can be queried by accessing the developed BT SPARQL Endpoint.

Triplestores contain the information in RDF format combined with a built-in
SPARQL endpoint. Thus, triplestores are commonly used for providing SPARQL
endpoints. However, as data in the BT Hypercat Data Hub is stored in relational
databases and this data is frequently updated, a more dynamic solution has been
adopted. Thus, instead of copying the existing data into a triplestore, submitted
SPARQL queries are dynamically translated into a set of SQL queries on top
of the existing relational databases. In this way, a fully functioning SPARQL
endpoint is provided, while during query execution, not only the SPARQL query
itself is taken into consideration, but also the implicit information that is derived
through reasoning over the developed ontology.

This work is organized as follows: Sect. 2 contains background information
about the BT Hypercat Data Hub prior to its semantic enrichment. Section 3
contains a description of the BT Hypercat Ontology which was developted in
this work in order to define the semantic representation of existing data. The
corresponding mapping of data from a relational database to the semantic rep-
resentation is described in Sect. 4. The BT SPARQL Endpoint is presented in
Sect. 5 and the capability to combine information from external data sources by
means of federated queries is presented in Sect. 6. Example use cases for the BT
Hypercat Data Hub are illustrated in Sect. 7, while conclusions and future work
are discussed in Sect. 8.

3 http://ibarcelona.bcn.cat/en/smart-cities.
4 http://www.mksmart.org.
5 https://www.w3.org/TR/vocab-dcat/.

http://ibarcelona.bcn.cat/en/smart-cities
http://www.mksmart.org
https://www.w3.org/TR/vocab-dcat/
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2 Background

The role of the BT Hypercat Data Hub is to enable information from a wide
range of sources to be brought onto a common platform and presented to users
and developers in a consistent way. Its portal provides a direct interface through
which data consumers, such as app developers, can browse a data catalogue and
select and subscribe to data feeds that they want to use. In addition, a JSON-
based Hypercat [1] machine-readable catalogue, described further below, is also
provided (as well as a recently proposed RDF-based Hypercat [13] catalogue).
An API enables access to data feeds, secured by API keys, from browsers or
within computer programs, while a relational, GIS capable, database enables
complex queries that data can be filtered according to a wide range of criteria.

A set of edge adapters enables information coming onto the hub to be con-
verted to a standard format for use inside the platform’s core. It also provides a
consistent API to end users and developers. The hub provides a consistent app-
roach to integration between data exposed by sensors, systems and individuals
via communication networks and the applications that can use derived informa-
tion to improve decision making, e.g., in control systems. It includes a set of
adapters for ingress (input) and egress (output). These are potentially specific
to each data source or application feed and may be implemented on a case by
case basis. There is therefore a need to translate data between arbitrary external
formats and the data formats used internally.

In addition, as mentioned above, a Hypercat catalogue is implemented which
is included via the Hypercat API. Hypercat is in essence a standard for represent-
ing and exposing Internet of Things data hub catalogues over web technologies,
to improve data discoverability and interoperability. The idea is to enable dis-
tributed data repositories (data hubs) to be used jointly by applications through
making it possible to query their catalogues in a uniform machine readable for-
mat. This enables the creation of knowledge graphs of available datasets across
multiple hubs that applications can exploit and query to identify and access the
data they need, whatever the data hub in which they are held.

From this perspective, Hypercat represents a pragmatic starting point to
solving the issues of managing multiple data sources, aggregated into multiple
data hubs, through linked data and semantic web approaches. It incorporates
a lightweight, JSON-based approach based on a technology stack used by a
large population of web developers and as such offers a low barrier to entry.
Hypercat allows a server (IoT hub) to provide a set of resources to a client, each
with a set of metadata annotations. There are a small set of core mandatory
metadata relations which a valid Hypercat catalogue must include; beyond this,
implementers are free to use any set of annotations to suit their needs.

3 BT Hypercat Ontology

In our previous work [13], we proposed a semantic enrichment for the
core of the Hypercat specification, namely an RDF-based equivalent for a
JSON-based catalogue. While Hypercat offers a syntactic first step, providing
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Fig. 1. BT Hypercat Ontology.

semantically enriched data goes further by allowing the unique identification of
existing resources, interoperability across various domains and further enrich-
ment by combining internally stored data with the Linked Open Data (LOD)
cloud6. Data enrichment in the BT Hypercat Data Hub is achieved by represent-
ing data in RDF using concepts and properties defined in an OWL ontology [9].
Figure 1 shows the top level concepts of the BT Hypercat Ontology.

Feed is the top level class for any data feed that is asserted in the knowledge
base. It contains the semantic properties of feeds. These include the feed id, cre-
ator, update date, title, url, status, description, location name, domain and dis-
position. There are also subclasses of class Feed, namely: SensorFeed, EventFeed
and LocationFeed representing feeds for sensors, events and locations respectively.

The modelled data has been incorporated in the BT Hypercat Data Hub as
one of the following feed types: (a) SensorFeed, (b) EventFeed, and (c) Location-
Feed. Practically, each data source can advertise available information through
the BT Hypercat Data Hub by providing a feed. A feed should be understood as
a source of sensor readings, events or locations. Within each feed, data is avail-
able through datastreams (a class Datastream is defined, which has two subclasses
namely: SensorStream andEventStream representing datastreams for sensors and
events respectively). Thus, a given feed may provide a range of datastreams that
are closely related e.g., for a weather data feed, different datastreams may provide
sensor readings for temperature, humidity and visibility. Considering information
about locations, a feed (of type LocationFeed) provides information directly by
returning locations, namely locations are attached to and provided by a given feed.

A Hypercat online catalogue7,8 contains details of feeds and information
sources along with additional metadata such as tags, which allow improved
search and discovery. The developed semantic model enables a semantic annota-
tion and linkage of available feeds and datastreams. The BT Hypercat Ontology
has been developed and made available with the uri (further details of the BT
Hypercat Ontology can be found in [14]):

http://portal.bt-hypercat.com/ontologies/bt-hypercat

6 http://lod-cloud.net/.
7 http://portal.bt-hypercat.com/cat.
8 http://portal.bt-hypercat.com/cat-rdf.

http://portal.bt-hypercat.com/ontologies/bt-hypercat
http://lod-cloud.net/
http://portal.bt-hypercat.com/cat
http://portal.bt-hypercat.com/cat-rdf
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4 Data Translation

In this section we describe how data that is stored in a relational database within
the BT Hypercat Data Hub, is made available in RDF.

4.1 RDF Adapter

By defining an ontology, semantically enriched data can be provided in RDF
format. Note that prior to the semantic enrichment only XML and JSON for-
mats were available. RDF data is represented in N-Triples format since such a
format facilitates both storage and processing of data. Thus, each RDF triple is
provided within a single line, in the following format: “<subject> <predicate>
<object>.”, while a collection of RDF triples is stored as a collection of lines.
Note that N-Triples format can easily be transformed into other valid RDF for-
mats, such as RDF/XML. In addition, the generated knowledge base can also
be loaded in any given triplestore, namely any given RDF knowledge base, in
order to facilitate operations such as query answering. Thus, by following W3C
standards interoperability is ensured and the utilization of existing tools and
applications is enabled.

The BT Hypercat Data Hub includes additional adapters for egress (output)
in order to provide data in RDF format. In the following an example of how sub-
ject, predicate and object are generated for a SensorFeed is presented. Initially,
the URI of each SensorFeed is generated, namely

<http://api.bt-hypercat.com/sensors/feeds/feedID>

Note that “http://api.bt-hypercat.com/” is the prefix URI for any data pro-
vided by the BT Hypercat Data Hub. In addition, “/sensors” provides informa-
tion about the type of the feed (here SensorFeed), followed by “/feeds”, which
indicates that this URI belongs to a resource describing a feed, and finally “/fee-
dID” is an id that uniquely identifies the given feed. For each SensorFeed, the
BT Hypercat Data Hub provides its type, namely:

Subject <http://api.bt-hypercat.com/sensors/feeds/feedID>

Predicate <http://www.w3.org/1999/02/22-rdf-syntax-ns#type>

Object <http://portal.bt-hypercat.com/ontologies/bt-hypercat#SensorFeed>

Note that the generation of other triples follows a similar rationale. However,
a detailed description of triple generation for each given concept and property
is omitted due to space limitations.

http://api.bt-hypercat.com/sensors/feeds/feedID
http://api.bt-hypercat.com/
http://api.bt-hypercat.com/sensors/feeds/feedID
http://www.w3.org/1999/02/22-rdf-syntax-ns#type
http://portal.bt-hypercat.com/ontologies/bt-hypercat#SensorFeed
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4.2 SPARQL to SQL

In order to develop a SPARQL to SQL endpoint, Ontop9 [3] was used as an
external library. Ontop comes with a Protege10 plug-in that allows the creation
of mappings of SPARQL patterns to SQL queries (described below), see Fig. 2.
In addition, it provides a reasoner that parses the mappings and the ontology,
and handles the translation of SPARQL queries into a set of SQL queries in order
to return the corresponding results (for the SPARQL query). A key advantage
of using Ontop is that implicit information that is extracted from the ontology
through reasoning is taken into consideration. In this way, semantically richer
information compared to the knowledge that is stored in the relational database
is provided. A description of how mappings can be created is presented below.

Fig. 2. Protege mapping editor.

In the following, an example of how a SPARQL triple pattern is mapped into
a corresponding SQL query is described, and how the retrieved SQL results are
used in order to construct RDF triples. Mapping ID corresponds to a unique id
for a given mapping, Target (Triple Template) is the RDF triple pattern to be
generated (note that SQL variables are given in braces, such as {feed.id}), and
Source (SQL Query) is the SQL query to be submitted to the database.
9 http://ontop.inf.unibz.it/.

10 http://protege.stanford.edu/.

http://ontop.inf.unibz.it/
http://protege.stanford.edu/
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First, the prefixes that are used are defined in order to shorten URIs, for
example:

bt-sensors: http://api.bt-hypercat.com/sensors/
bt-hypercat: http://portal.bt-hypercat.com/ontologies/bt-hypercat

Then mappings are defined. For example, the following mapping maps the
class SensorFeed. Note that class SensorFeed is subclass of Feed, and thus is a
valid assertion, while providing semantically richer information:

Mapping ID mapping:SensorFeed

Target (Triple Template) bt-sensors:feeds/{feed.id} a bt-hypercat:SensorFeed .

Source (SQL Query) SELECT feed.id FROM feed

Note that Fig. 2 contains additional mappings for the class SensorFeed.
The following query can be submitted to a SPARQL to SQL endpoint in

order to retrieve Feeds:

PREFIX hypercat: <http://portal.bt-hypercat.com/ontologies/bt-hypercat#>

SELECT DISTINCT ?s

WHERE{ ?s a hypercat:Feed . }

Thus, Ontop will match the triple pattern “?s a hypercat:Feed” with the
mapping “mapping:SensorFeed” since class SensorFeed is subclass of Feed. An
SQL query (see Source) will be submitted to the relational database, while the
retrieved ids (feed.id) will be used in order to generate RDF triples following
the triple template (see Target).

Note that the generation of other triples follows a similar rational, while a
more detailed description of triple generation for a given concept or property
can be found in [14].

5 BT SPARQL Endpoint

In the following, a description of the high level architecture for the developed
BT SPARQL Endpoint is presented. As shown in Fig. 3, two levels of abstrac-
tion are applied. At the lower level, there is a SPARQL to SQL endpoint for
each relational database in the system, namely each SPARQL to SQL endpoint
provides a SPARQL endpoint on top of the given relational database. In this
way, the system administrator can add or remove a SPARQL to SQL endpoint
at any time.

At the moment a SPARQL to SQL component is supporting the translation
of SPARQL queries to PostgreSQL11 relational databases that contain informa-
tion about sensors or events. At the higher level, there is only one SPARQL to
11 https://www.postgresql.org/.

http://api.bt-hypercat.com/sensors/
http://portal.bt-hypercat.com/ontologies/bt-hypercat
https://www.postgresql.org/
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Fig. 3. BT SPARQL endpoint.

SPARQL component (based on the query engine of Apache Jena12 [4]), which
is made available to end users. The underlying functionality indicates that end
users submit SPARQL queries to the SPARQL to SPARQL endpoint, while
the system queries internally all available SPARQL to SQL endpoints in order
to extract the relevant information from existing relational databases. At any
given point, the system administrator can add or remove a SPARQL to SQL
endpoint depending on the available PostgreSQL databases.

Both SPARQL to SPARQL and SPARQL to SQL endpoints can be accessed
using the BT SPARQL Query Editor, which is available for each endpoint. Users
can provide the query text, namely the SPARQL query, using a graphic interface.
In addition, the BT SPARQL Query Editor supports five results formats: HTML,
XML, JSON, CSV and TSV.

One of the key advantages of SPARQL queries over SQL queries is that
SPARQL queries incorporate semantic reasoning within the returned results.
For example, classes SensorFeed and EventFeed are subclasses of class Feed.
Thus, the reasoner classifies all objects that belong to either SensorFeed and
EventFeed as Feed. The SPARQL query of Sect. 4.2 can also be submitted to
a SPARQL to SPARQL endpoint in order to retrieve Feeds. Note that Ontop
supports reasoning over RDFS13 and OWL 2 QL14.

6 Federated Querying

As described above, a Federated SPARQL endpoint has been added in order to
enable federated queries over both the BT SPARQL Endpoint and other external
SPARQL endpoints that are available through the LOD cloud. Such external

12 https://jena.apache.org/index.html.
13 http://www.w3.org/TR/rdf-schema/.
14 https://www.w3.org/TR/owl-profiles/#OWL 2 QL.

https://jena.apache.org/index.html
http://www.w3.org/TR/rdf-schema/
https://www.w3.org/TR/owl-profiles/#OWL_2_QL
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Fig. 4. Federated SPARQL endpoint.

SPARQL endpoints that are part of the LOD cloud are for example: DBPedia15,
FactForge16, OpenUpLabs17 and the European Environment Agency18.

The LOD cloud is expanding and new SPARQL endpoints are added (and
removed) allowing for access to new data. Since the Federated SPARQL endpoint
does not contain any information itself, it serves as a middleware that combines
information coming from other SPARQL endpoints, as depicted in Fig. 4.

The Federated SPARQL endpoint extends further the functionality of the
BT SPARQL Endpoint since external SPARQL endpoints can be used in order
to retrieve information about events or social and economic information that
can be combined with data from the BT SPARQL Endpoint for complex data
analytics. Examples can be the extraction of data about natural disasters from
external datasets combined with related sensor and event data from the BT
SPARQL Endpoint. Other types of data extracted from external datasets can
be, for example, social data related to housing projects and their correlation
with sensor and event data from the BT SPARQL Endpoint.

Reasoning capabilities and spatiotemporal queries can be combined with
external datasets (LOD) in order to retrieve information which is not directly
represented in the BT Hypercat Data Hub. This can be achieved by means of fed-
erated queries spanning over different internal and external SPARQL endpoints.

For example, the following federated query retrieves sensor measurements
from the BT Hypercat Data Hub related to a specific active bus stop, extracted
from an external SPARQL endpoint (OpenUpLabs):

PREFIX geo: <http://www.w3.org/2003/01/geo/wgs84_pos#>

PREFIX hypercat: <http://portal.bt-hypercat.com/ontologies/bt-hypercat#>

PREFIX naptan: <{http://transport.data.gov.uk/def/naptan/>

PREFIX skos: <http://www.w3.org/2004/02/skos/core#>

SELECT distinct ?d ?at_time ?western_longitude ?southern_latitude

?eastern_longitude ?northern_latitude ?stop ?lat ?long

WHERE {

SERVICE <http://gov.tso.co.uk/transport/sparql>

{

?stop a naptan:CustomBusStop;

naptan:naptanCode ?naptanCode;

naptan:stopValidity ?stopValidity;

naptan:street"Kingswood Road";

15 http://dbpedia.org/sparql.
16 http://factforge.net/sparql.
17 http://gov.tso.co.uk/transport/sparql.
18 http://semantic.eea.europa.eu/sparql.

http://dbpedia.org/sparql
http://factforge.net/sparql
http://gov.tso.co.uk/transport/sparql
http://semantic.eea.europa.eu/sparql
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geo:lat ?lat;

geo:long ?long.

?stopValidity naptan:stopStatus ?stopStatus.

?stopStatus skos:prefLabel "Active"@en.

}

SERVICE <http://portal.bt-hypercat.com/BT-SPARQL-Endpoint/sparql>

{

?d a hypercat:Datapoint.

?d hypercat:datapoint_at_time ?at_time.

?d hypercat:datapoint_western_longitude ?western_longitude.

?d hypercat:datapoint_southern_latitude ?southern_latitude.

?d hypercat:datapoint_eastern_longitude ?eastern_longitude.

?d hypercat:datapoint_northern_latitude ?northern_latitude.

FILTER (?western_longitude > ?long - 0.1)

FILTER (?southern_latitude > ?lat - 0.1)

FILTER (?eastern_longitude < ?long + 0.1)

FILTER (?northern_latitude < ?lat + 0.1)

}

FILTER(BOUND(?d))

}

7 Use Cases

This section is devoted to the description of two example use cases of the BT
Hypercat Data Hub.

7.1 The SimplifAI Project

Urban traffic management and control is a primary concern of any city, and
urban traffic transport operators often have at their disposal a disparate variety
of real time and historical data, traffic controls (the most common of which
are traffic signals) and controlling software. Software systems used for traffic
management have a vertical design: they are not integrated at a horizontal level
and cannot therefore easily share their data, or exploit data provided from other
software/sources.

For achieving a higher level of data integration, and to better capture and
exploit real-time and historical urban data sources, the SimplifAI project was
carried out by a consortium consisting of the University of Huddersfield, British
Telecommunications, Transport for Greater Manchester, and two other SMEs.
In particular, the project focussed on exploiting the real-time and historical data
sources to pursue better congestion control. As study area, a region of greater
Manchester, UK was selected.

The overall concept in the improvement of traffic management was to utilise
the semantically enriched data to enable the use of an intelligent function which
requires both the integration of traffic data from disparate sources, and the
transformation of the data into a predicate logic level, in order to operate. The
intelligent function was to create traffic signal strategies in real time to solve
challenges caused by exceptional or unexpected conditions.
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The initial steps of the SimplifAI project concentrated on the semantic enrich-
ment of traffic data. The raw data was taken from a large number of transport
and environment sources and integrated into the BT Hypercat Data Hub, using
the mapping of Sect. 4. After that, the focus was put on the utilisation of seman-
tic data for generating traffic control strategies.

By enriching semantically the imported data, the unique identification of
imported data is enabled. This is orthogonal to the problem solved by plan-
ning, as planning can also deal with ad hoc data. However, once the study area
expands, using semantically enriched data will allow a systematic way of identi-
fying resources that are mentioned in the generated plans. In addition, federated
queries allow the developed system to extract data from the LOD cloud and com-
bine it with data stored in the BT Hypercat Data Hub (e.g., the federated query
of Sect. 6 combines bus stop information from an external source with internally
stored data).

The intelligent function was based on an Automated Planning [7] approach
[16], that is able to generate traffic control strategies (actions which change
signals at a specified time) to alleviate traffic congestion caused by exceptional
circumstances. The initial state of the modelled urban area, and information
about available traffic lights and the structure of the network, were provided to
the planning approach by the BT Hypercat Data Hub. The planner was then
executed in order to generate control strategies for a number of test scenarios.

The quality of the strategies output from the planner was evaluated firstly
by hand, inspecting the strategies to check that they were sensible, and by sim-
ulating their execution using traffic simulation software. Experts verified that
strategies are sensible, and follow what would be expected when using “common
sense”. Simulations confirmed that generated strategies can effectively deal with
unexpected conditions better than standard urban traffic control approaches: on
average, the area is de-congested 20% faster, and tail-pipe emissions are reduced
by 2.5%.

7.2 City Concierge

CityVerve is a Manchester, UK based IoT Demonstrator project, established in
July 2016 with a two-year focus on demonstrating the capability of IoT appli-
cations for smart cities. One of the use cases of the CityVerve project, City
Concierge, is aiming to increase uptake of walking and cycling as a preferred
travel mode in Greater Manchester. Currently, Greater Manchester lacks inte-
grated, consistent wayfinding services that can be accessed through a variety of
media, including digital and print.

The City Concierge aims to develop a city user interface for the city region,
integrating transportation and visitor services, allowing users to make informed
choices regarding the way they travel. The scope of the use case includes improve-
ments in the way people navigate around the city with a digital solution in
conjunction with physical wayfinding assets, see Figs. 5 and 6.

Currently, it has been established that the BT Hypercat Data Hub pro-
vides the required infrastructure and functionality in order to enable the City
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Fig. 5. Interaction between end users
and city wayfinding assets.

Fig. 6. Locations of wayfinding infra-
structure.

Concierge. Translating data into RDF enables additional query capabilities such
as SPARQL queries on top of the developed system and its combination with
the LOD cloud through federated queries. Such queries are vital in order to
achieve project’s objectives, which include the deployment of IoT and digital
software solutions that seek to address current challenges, while having the flex-
ibility for future solutions to be developed on the network deployed as part of
the CityVerve project.

8 Conclusion

In this work, the semantic enrichment of the BT Hypercat Data Hub has been
presented. More specifically, the BT Hypercat Ontology has been introduced,
which is the basis for the translation of existing data into an RDF represen-
tation. In addition, the BT SPARQL Endpoint has been implemented as a set
of SPARQL endpoints and an additional endpoint, called Federated SPARQL
endpoint, has been provided in order to allow the execution of federated queries.
Moreover, an example federated query illustrates how the BT Hypercat Data
Hub can be connected to the LOD cloud. Finally, two use cases are illustrating
the extended functionality of the system, thus highlighting the benefits of the
semantic enrichment.

Future work includes further semantic enrichment of the implemented sys-
tem. Specifically, current support for SPARQL queries can be extended in order
to enable GeoSPARQL queries [10] so as to provide direct access to spatial infor-
mation that is currently available in the BT Hypercat Data Hub. In addition,
spatiotemporal reasoning [12] is a prominent direction that could provide richer
knowledge by reasoning over data that is coming from both the BT Hypercat
Data Hub and the LOD cloud.
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Abstract. Armasuisse Science and Technology, the R&D agency for the
Swiss Armed Forces, is developing a Social Media Analysis (SMA) sys-
tem to help detect events such as natural disasters and terrorist activity
by analysing Twitter posts. The system currently supports only keyword
search, which cannot identify complex events such as ‘politician dying’ or
‘militia terror act’ since the keywords that correctly identify such events
are typically unknown. In this paper we present ArmaTweet, an extension
of SMA developed in a collaboration between armasuisse and the Univer-
sities of Fribourg and Oxford that supports semantic event detection. Our
system extracts a structured representation from the tweets’ text using
NLP technology, which it then integrates with DBpedia and WordNet in
an RDF knowledge graph. Security analysts can thus describe the events
of interest precisely and declaratively using SPARQL queries over the
graph. Our experiments show that ArmaTweet can detect many complex
events that cannot be detected by keywords alone.

1 Introduction

Twitter1 is a popular microblogging service. As of late 2016, an estimated 317
million users produce around 500 million messages (or tweets) per day that are
broadcast to the users’ followers. Tweets contain up to 140 characters and cover
almost any topic, including personal messages and opinions, celebrity gossip,
entertainment, news, and more. Current events are widely discussed on Twitter;
for example, around 1.7 M tweets were sent on 7/1/2015 in response to the Char-
lie Hebdo attacks in Paris. Twitter users often provide live updates in critical
situations; for example, users tweeted ‘In Brussels Airport. Been evacuated afer
[sic] suspected bomb.’ and ‘Stampede now. Everyone running’ during the attack
at the Brussels airport on 22/3/2016. Most tweets can be read by unregistered
users, so Twitter can potentially provide a real-time source of information for
detecting newsworthy events before the conventional broadcast media channels.
Thus, the development of techniques for tweet analysis and event detection has

1 http://twitter.com/

c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017, Part II, LNCS 10250, pp. 138–153, 2017.
DOI: 10.1007/978-3-319-58451-5 10
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attracted considerable attention. The Natural Language Processing (NLP) com-
munity adapted their techniques to tweets [9,17,23], which are short and often
use a colloquial style with nonstandard acronyms, slang, and typos. These tools
were used to develop numerous approaches to event detection on Twitter, and
we survey the NLP tools and the event detection approaches in Sect. 2.

Based on these results, armasuisse Science and Technology—the R&D agency
of the Swiss Armed Forces—is developing a Social Media Analysis (SMA) system,
which aims to help security analysts detect security-related events. Similarly to
previous work [2,15], analysts currently describe the relevant events using key-
words, which are evaluated over tweets using standard Information Retrieval (IR)
techniques. This approach, however, cannot detect events with complex descrip-
tions. For example, to detect deaths of politicians, an analyst might query the
SME system using keywords ‘politician die’, but this results in both low preci-
sion and low recall. For example, the system misses the death of Edward Brooke
(the first African American US senator) since, instead of the word ‘politician’,
most tweets about this event contain phrases such as ‘the senator’ or ‘elected
to the US Senate’; similarly, the word ‘die’ is very frequent on Twitter and so
the query retrieves mostly irrelevant tweets. To reliably detect such events, one
must understand the intended meaning of the query, know which people are
politicians, and identify tweets that mention such a person as a subject of a verb
‘to die’. Similarly, to match a query for ‘militia terror act’ to an attack of Boko
Haram on a village in Nigeria, one must know that Boko Haram is a militia
group and that terror acts include kidnappings and bombings.

In this paper we present ArmaTweet—an extension of SMA to semantic event
detection developed in a collaboration between armasuisse and the Universities
of Fribourg and Oxford. Our system uses NLP technique to extract a structured
representation from tweets and integrate it with DBpedia and WordNet in an
RDF knowledge graph. Users can thus describe relevant event categories by
using semantic queries over the knowledge graph. The system evaluates these
queries using semantic technologies to retrieve the relevant tweets and passes
them to an anomaly detection algorithm to determine whether and how they
correspond to actual events. We evaluated our system on the 1%-sample of tweets
collected by the Twitter’s streaming API during the first six months of 2015.
The system detected a total of 941 events across seven different event categories.
We evaluated our results using three different definitions of which tweets should
be considered relevant to the query. Depending on the selected relevance metric,
our system achieved precision between 46% and 67% across all categories. Most
of these events could not be detected by the previous version of the system,
showing clearly how our approach complements standard keyword search.

2 Related Work

Although analysing tweets is very challenging, initiatives such as the Named
Entity rEcognition and Linking (NEEL) Challenge have spurred on the NLP
community to develop a comprehensive set of tools including Part-of-Speech
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(POS) taggers [17], Named Entity Recognisers [5,22], and dependency parsers
[9]. To understand the syntactic structure of tweets, our system must identify
dependencies between terms (e.g., identify the subject of a given verb, determine
grammatical cases, and so on). We do not know of a Twitter-specific system that
provides such functionality, so decided to use the Stanford CoreNLP library [14]
that was originally designed to analyse cleaner text.

A recent survey of the methods for event detection on Twitter [7] classi-
fies existing approaches into three groups. The first one contains approaches for
detecting unspecified events—that is, events of general interest with no advance
description. These approaches typically detect trends in features extracted from
tweets and/or cluster tweets based on their topic [3,13,29]. Several systems
detect breaking news [18,19,26], and one additionally classifies events into prede-
fined types such as ‘Sports’, ‘Death’, or ‘Fashion’ [23]. Some approaches use prob-
abilistic similarity instead of clustering [31]. Analogously to these approaches,
we also identify events by detecting trends, but only after semantic queries have
been used to identify the tweets matching the user’s interests (see Sect. 3).

The second group contains approaches for detecting predetermined events,
such as concerts [4], controversial events [20], local festivals [10], earthquakes [25],
crime and disaster events [12], and disease progression [27]. Such systems are
specifically tailored to an event type, and they usually involve training a classi-
fier on manually annotated tweets to learn the correlation of features that identi-
fies tweets talking about an event. The EMBERS system [21] goes a step further
by aggregating many sources of information (Twitter, Web searches, news, blogs,
Internet traffic, and so on) to detect and predict instances of civil unrest.

The third group contains approaches for detecting specific events, which typi-
cally use IR methods to match a query (i.e., a Boolean combination of keywords)
to a database of tweets. Queries are either provided by the users or are learned
from the context [2], and recall can be improved by query expansion [15]. These
techniques have been combined with geographical proximity analysis to detect
civil unrest [30] and model events in Twitter streams [8]. ArmaTweet also identifies
tweets using queries provided by users and thus, broadly speaking, falls into this
category; however, instead of keyword queries, it uses semantic queries describing
the relationships between entities in tweets. The system thus supports queries for
specific events (e.g., ‘Obama meets Trump’) that can be captured using keywords,
as well as more complex queries specifying an event type (e.g., ‘somebody hacks a
company’) for which a keyword-based approach is not effective. Our system does
not rely on a training phase, but requires users to specify their interests precisely
by constructing semantic queries. An approach most similar to ours constructs a
knowledge graph of events from news articles [24], and the main difference to our
work is that it focuses on longer, cleaner texts.

3 Motivation and Methodology

Motivation. Detecting Twitter events using complex descriptions (e.g., based
on entities’ classes or their relationships) is still very challenging. Consider, for
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example, the ‘politician dying’ description from the introduction, and the death
of Edward Brooke on 3/1/2015. The event has been widely discussed on Twitter,
and running the keyword query ‘edward brooke’ for that day in SMA returns
121 tweets. This, however, is just a tiny fraction of all tweets produced on that
day, and so this event is unlikely to be detected by the techniques for unspecified
events (see Sect. 2); for example, the technique by Ritter et al. [23] detected just
five completely unrelated events on that day.2 Moreover, there are no obvious
keyword queries: ‘die’ returns 5161 mostly irrelevant tweets in SMA, ‘politician’
returns 46 irrelevant tweets, and ‘politician die’ and ‘senator die’ return no results
(note that SMA uses just 1% of all tweets). Thus, although ‘edward brooke’ is
an effective query, it is unclear how to construct it from description ‘politician
dying’. Similarly, it is unclear how to exploit classification-based techniques since
common features, such as n-grams or bags of words, are unlikely to reflect the
semantic information that Edward Brooke was a politician. Other examples of
complex events that we consider in this paper include ‘politician visits a country’,
‘militia terror act’, or ‘capital punishment by country’.

Approach. Since the objective of armasuisse was to detect events with com-
plex descriptions, we depart from statistical and IR approaches and use semantic
search instead. In particular, we use natural language processing to associate
each tweet with a set of quads of the form (subject,predicate,object,location),
describing who did what to whom and where; any of these components can
be empty, which we denote by ×. We also associate with each tweet a set
of entities whose role (subject or object) in the tweet could not be deter-
mined. Subjects, objects, locations, and entities are matched to DBpedia [11], a
knowledge base extracted from Wikipedia, and predicates are matched to verb
synsets in WordNet [16], an extensive lexicon. Thus, DBpedia and WordNet
provide us with a vocabulary and background knowledge for describing complex
events. For example, tweets about the death of Edward Brooke are associated
with quads of the form (dbr:Edward Brooke,wnr:200359085-v,×,×), where
wnr:200359085-v identifies the synset ‘to die’ in WordNet, and DBpedia clas-
sifies dbr:Edward Brooke as an instance of yago:Politician110451263. Our
simple quad model cannot represent semantic relationships such as appositions,
adverbs, dependent clauses, modalities, or causality. While such relationships
would clearly be useful, our evaluation (see Sect. 7) demonstrates that our model
is sufficient for detecting many kinds of complex event that cannot be detected
using keywords only.

Semantic Event Descriptions. To use ArmaTweet, users must first describe
formally the events of interest. To facilitate that, the system provides an intu-
itive and declarative query interface that allows users to query quads in our
knowledge graph while exploiting the background knowledge from DBpedia and
WordNet. For example, ‘politician dying’ events can be precisely described by a

2 http://statuscalendar.com/month/201501/ accessed on 14 December 2016.

http://statuscalendar.com/month/201501/
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Fig. 1. ArmaTweet architecture

query that identifies all quads in our knowledge graph whose subject is of type
yago:Politician110451263, and whose predicate is wnr:200359085-v. As we
discuss in Sect. 5, such queries are matched to the knowledge graph in a way that
attempts to compensate for the imprecision of natural language analysis. Queries
are currently constructed manually, which allows users to precisely describe their
information needs. In our future work we shall investigate techniques that can
automate, or at least provide some help with, query construction.

System Output. Given a set of tweets and a set of queries describing complex
events, ArmaTweet produces a list of events, each consisting of an event date, an
event summary, and a set of relevant tweets. The event summary is specific to
the event type; for example, for ‘politician dying’, it identifies the politician in
question, and for ‘militia terror act’, it identifies the militia group and the verb
describing the act. Finally, the set of relevant tweets allows the user to validate
the system’s output, gain additional information, and possibly initiate an appro-
priate event response. The system currently does not detect long-running events
(e.g., political turmoil or health crises)—that is, each event is associated with
a single day only. Thus, the same real-world event can be reported as several
events having the same summary but occurring on distinct days. Longer-running
events are often reported as events with the same summary occurring in close
succession, and we shall investigate ways to exploit this in our future work.

System Architecture. Figure 1 shows the architecture of ArmaTweet and its
three main components. The Natural Language Processing component analyses
the tweets’ text and extracts the quads and entities, and it is independent of
the complex event descriptions. The Semantic Analysis component converts the
output of the NLP step into RDF, which is then analysed and filtered using
the user’s event descriptions. The output of this component is a set of tweet
time series, each consisting of a summary and a set of tweets. Finally, the Event
Detection component uses an anomaly detection algorithm to extract from each
time series zero or more dates that correspond to the actual events. The resulting
events and their summaries are finally reported to the user.
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Fig. 2. Data structures produced by OpenIE on two example tweets

To understand the conceptual difference between time series and events, con-
sider the ‘militia terror act’ event query. Our Semantic Analysis component pro-
duces one time series with subject ‘Boko Haram’ and predicate ‘to attack’, which
contains all tweets talking about attacks by Boko Haram regardless of the time
of the tweets. Next, the Event Detection component groups the tweets by time
and detects anomalies (e.g., abrupt changes in the number of tweets per day).
Since Boko Haram committed several attacks in our test period, our system
extracts and reports several events from this particular tweet time series.

Our NLP processing is computationally intensive, but it is massively parallel
since each tweet can be processed independently; hence, we parallelised it using
Apache Spark. Moreover, we used the state of the art semantic store RDFox3

to manage and process our knowledge graph. The parts of our system that are
independent from the Spark environment (i.e., the core of the NLP component
and the queries/rules used for semantic analysis) are available online.4

4 Natural Language Processing of Tweets

The NLP component of ArmaTweet extracts from tweets in English a set of
quads consisting of a subject, predicate, object, and location, and a set of entities
that cannot be assigned to a quad. Predicates are matched to verb synsets in
WordNet, and the remaining components are matched to DBpedia resources.

Data Preparation. For each tweet, we first prepare certain data structures.
Specifically, we first clean the text by removing emoticons and uncommon char-
acters, we substitute # and @ characters with whitespace, and we split Camel-
Case words. Next, the OpenIE annotator from the Stanford CoreNLP library [1]
transforms the text into text triples consisting of a subject, a predicate, and an
object; the name ‘text triples’ emphasises that the components are pieces of text,
and not DBpedia or WordNet resources. OpenIE also annotates the mentions of
named entities (i.e., objects with a proper name) with the entity types (location,
organisation, or person); it annotates the text with part-of-speech (POS) tags,

3 http://www.cs.ox.ac.uk/isg/tools/RDFox/
4 http://github.com/eXascaleInfolab/2016-armatweet

http://www.cs.ox.ac.uk/isg/tools/RDFox/
http://github.com/eXascaleInfolab/2016-armatweet
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which describe the relation of a word with adjacent or related words; and it
produces a (dependency-based) parse tree, which represents the syntactic depen-
dencies between sentence parts using labelled edges between words.

Figure 2 shows the output of OpenIE on two example tweets. The tweet text is
shown in bold. Named entity types are coded using colours: the locations ‘Hawija’
and ‘White House’ are shown in green, the organisation ‘ISIS’ is shown in blue, and
the persons ‘Obama’ and ‘Trump’ are shown in yellow. The POS tags are shown
in italic below the words: ‘Hawija’ is a singular proper noun (NNP), ‘was’ is a verb
in past tense (VBD), and ‘again’ is an adverb (RB). Finally, the parse trees are
shown as labelled arrows connecting words. The roots of the trees are words with-
out incoming edges—‘bombed’ and ‘met’ in this case. Moreover, in the rightmost
tree, ‘Obama’ is the subject of the verb ‘met’ (denoted by a nsubj dependency),
while ‘Trump’ is its direct object (denoted by a dobj dependency). Finally, the
text triples are shown at the bottom of the figure.

Our NLP component also passes the text to DBpedia Spotlight [6], which
identifies entity mentions in the text and associates with each mention an appro-
priate DBpedia resource. For example, on the example shown in Fig. 2, Spot-
light annotates ‘Hawija’ with dbr:Hawija, ‘ISIS’ with dbr:ISIS,5 ‘Obama’ with
dbr:Barack Obama, ‘Trump’ with dbr:Donald Trump, and ‘White House’ with
dbr:White House. We chose Spotlight due to its scalability and ease of use.
Spotlight is parameterised by a confidence value that regulates the precision of
annotation, and a support value used to filter out uncommon entities, and we
empirically determined 0.5 and 20, respectively, as values appropriate for our
system. Please note that this step is complementary to the named entity recog-
nition of OpenIE: Spotlight provides us with links to DBpedia, whereas OpenIE
provides us with high-level entity categories that we use for text analysis.

Location Extraction. We next try to identify the location of the action in
text triples by observing that words introducing a grammatical case in a sen-
tence that are connected to a location often describe the verb’s spatial location.
Thus, we first extend each text triple into a text quad by specifying the location
as unknown. Next, for each text quad where the object is a location (as indicated
by entity recognition), we check whether the parse tree contains a grammatical
case dependency between a word occurring in the quad’s predicate and a word
occurring in its object; if so, we move the quad’s object to its location. For exam-
ple, the object of (‘Obama’, ‘met Trump in’, ‘White House’) in Fig. 2 has been
classified as a location, and the parse tree contains a grammatical case depen-
dency between the word ‘House’ occurring in the object and the preposition ‘in’
occurring in the predicate, and so we treat ‘White House’ as a location instead
of an object. Please note that a location in the subject often does not specify the
location of an action; for example, the subject of the sentence ‘Oxford is a city’ is
a location, but ‘Oxford’ should not be used as a location in a quad since it does
not describe the location of an action. We found no clear dependency pattern
that could distinguish such cases and reliably extract location from subjects.
5 We abbreviate the actual resource dbr:Islamic State of Iraq and the Levant.
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Passive Voice Correction. Passive voice can be problematical; for example,
in (‘Hawija’, ‘was bombed by’, ‘ISIS’) from Fig. 2, ‘Hawija’ is the subject and
‘ISIS’ is the object, which does not correctly reflect the intended meaning of
the tweet. To correct such situations, for each text quad, we check whether the
predicate contains a word that was classified by the POS tagger as a verb and
that has (i) an outgoing passive auxiliary modifier dependency (to any other
word), (ii) a passive subject dependency to a word occurring in the subject, and
(iii) an agent dependency to a word occurring in the object; if so, we swap the
subject and the object. In our example, ‘was’ is an auxiliary modifier, ‘ISIS’ is
an agent, and ‘Hawija’ is a passive subject’, so we apply the correction.

Entity Resolution. We next match the subject, object, and location of each
text quad to the annotations of Spotlight. In case of an exact match we replace
the component with the DBpedia resource, and otherwise we replace it with ×.

Verb Resolution. Since Spotlight does not handle verbs, we developed our own
approach to verb resolution. First, we identify all verb occurrences in a tweet
using POS tags. Next, we lemmatise each verb occurrence—that is, we substitute
it with the verb’s infinitive form (e.g., ‘met’ becomes ‘to meet’, ‘bombed’ becomes
‘to bomb’, and so on)—and then we search the tweet’s parse tree for any phrasal
verb particles connected to the verb’s occurrence. Such a dependency indicates
that the verb and the particle form an idiomatic phrase (e.g., ‘take off’ or ‘sort
out’) and should be analysed together, so, whenever we find one, we concatenate
the verb with the phrasal verb particle. We finally match the (possibly extended)
verb occurrence to a WordNet synset; if several candidate synsets exist, we select
the one that is most frequent according to the WordNet’s statistics. The output
of this part of our system is thus similar to that of Spotlight.

Finally, we resolve the predicates in the quads to the matched verbs. Unlike
entities, which we resolved using exact matches, we substitute the predicate of
a quad with a matched verb if the former contains the latter. This allows us to
match ‘was bombed by’ in Fig. 2 to the synset for ‘to bomb’. Again, we replace
predicates that could not be resolved with ×.

Quad Output. For each tweet, we return all quads except those containing
only × markers. In addition, for each verb that was resolved to the tweet’s text
but could not be associated with a quad, we also return a fresh quad where the
subject, object, and location are empty. Finally, we return the set of all entities
that were detected by Spotlight but could not be matched to a quad.

5 Semantic Analysis

The Semantic Analysis component of ArmaTweet integrates DBpedia, WordNet,
and the quads in a knowledge graph, and it evaluates complex event descriptions
provided by the users. We next discuss the structure of the knowledge graph and
the event descriptions, and we describe how we identify the tweet time series.
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5.1 The RDF Knowledge Graph for Event Detection

We use RDF as the data model for the knowledge graph. Thus, the RDF ver-
sions of DBpedia and WordNet can be imported directly, and we encode tweet
information using a simple schema. Each tweet is identified by a URI obtained
from the tweet’s ID; it is an instance of the aso:Tweet class; and data properties
aso:createdAt and aso:tweetText specify the time of the tweet’s creation and
its text, respectively. A tweet can be associated with zero or more quads, each
with at most one aso:quadSubject, aso:quadPredicate, aso:quadObject, and
aso:quadLocation property value. Finally, a tweet can be associated with zero
or more entities whose role in a sentence could not be determined (see Sect. 4).

Figure 3 shows the tweet ast:551507074258325504 with two quads: one con-
nects dbr:Edward Brooke from DBpedia with the WordNet synset ‘to die’, and
another connects dbr:Edward Brooke with dbr:Reconstruction Era (due to
the imprecision of NLP analysis). Finally, the tweet is also directly associated
with dbr:Birmingham, whose role in the sentence could not be determined.

The time series detected by Semantic Analysis component, each consisting
of a summary and a set of tweets, are also stored in the knowledge graph. For
example, :ts-sp 4344996 1855965 in Fig. 3 is a tweet time series containing
all tweets about Edward Brooke dying, and the Event Detection component
(cf. Sect. 6) will extract from it zero or more events. Our system currently does
not take into account that a person can die only once, and so it can potentially
report multiple ‘Edward Brooke dies’ events. Each time series is classified accord-
ing to the type of the summary information; currently, this includes subject–
predicate (SP), predicate–object (PO), subject–country (SC), predicate–country
(PC), and subject–predicate–country (SPC) time series. For example, the time
series in Fig. 3 is determined by a subject and a verb, and so it belongs to

Fig. 3. A fragment of the RDF knowledge graph
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the aso:TimeSeries-SP class and the values of aso:timeSeriesSubject and
aso:timeSeriesPredicate determine the time series summary.

5.2 Resolving Location in the Knowledge Graph

We observed that the granularity of the event location often varies between
tweets; for example, tweets about the Charlie Hebdo attacks refer both to France
and Paris. To simplify event detection, we decided to aggregate event information
at the country level. Thus, we extend the knowledge graph by resolving references
to locations mentioned in tweets to the corresponding countries. For example,
the tweet shown in Fig. 3 refers to dbr:Birmingham so, since DBpedia contains
the information that Birmingham is a city in the UK, we associate the tweet with
dbr:United Kingdom using the aso:tweetCountry property. Entities in tweet
quads are resolved to countries in a similar vein.

5.3 Describing Complex Events and Extracting Time Series

Events of interest are described using conjunctive SPARQL queries that select
the relevant quads. For example, queries (1) and (2) describe the ‘politician
dying’ and the ‘unrest in a country’ events, respectively, where aso:UnrestVerb
contains all verbs from WordNet that we identified as indicating unrest. The
answer variables of each query determine the time series summary.

SELECT ?S wnr:200359085-v WHERE { ?Q aso:quadPredicate wnr:200359085-v .
?Q aso:quadSubject ?S . ?S rdf:type yago:Politician110451263 } (1)

SELECT ?P ?C { ?Q aso:quadCountry ?C .
?Q aso:quadPredicate ?P . ?P rdf:type aso:UnrestVerb } (2)

We next explain why querying quads is important. In particular, tweets often
mention a politician and the verb ‘to die’, but not in a desired semantic relation-
ship. For example, tweet ast:551766588421312512 (not shown in Fig. 3) says
‘@BarackObama @pmharper I’m just trying to get some realization, is school
supposed to cause you so much stress&anxiety that you want to die?’ and it
is annotated with dbr:Barack Obama and wnr:200359085-v, but, as one might
expect from the text, there is no quad connecting the two resources. The lack of a
semantic relationship, however, does not always indicate that a tweet is irrelevant
to the event query. For example, tweet ast:555598764589977600 (not shown in
Fig. 3) says ‘Edward Brooke, first black US senator elected by popular vote, dies
- Reuters’, and it is annotated with dbr:Edward Brooke and wnr:200359085-v,
but, due to the complex sentence structure, the NLP component could not iden-
tify the semantic relationship correctly. In fact, our knowledge graph contains
44 tweets with quads matching ‘Edward Brooke dies’, as well as 111 additional
tweets without the semantic relationship.

To exploit the knowledge graph as much as possible but without losing pre-
cision, our system proceeds as follows. It creates a tweet time series for each
distinct result of a quad query (or, equivalently, for each distinct time series
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summary), to which it adds as ‘high confidence’ members all tweets contain-
ing a matching quad. Next, for each time series created in this way, the sys-
tem adds to the time series as ‘low confidence’ members all tweets mentioning
the relevant entities/predicates without the semantic relationship. For exam-
ple, our system creates a time series for each distinct value of ?S produced by
query (1), and this includes :ts-sp 4344996 1855965 from Fig. 3 that contains
tweets ast:551507074258325504 and ast:555598764589977600 as ‘high’ and
‘low confidence’ members, respectively. In contrast, no time series is created for
dbr:Barack Obama since our knowledge graph does not contain a quad match-
ing query (1) where ?S is dbr:Barack Obama. Intuitively, the presence of ‘high
confidence’ tweets raises the importance of the ‘low confidence’ tweets, which
helps compensate for the imprecision of the NLP analysis.

The Semantic Analysis component was realised using the RDFox system,
which supports reasoning over RDF datasets using datalog rules. For each time
series query, the user must provide the time series name and classify the query
according to the summary type, and then the query is converted into a data-
log rule that creates the tweet time series and identifies the ‘high confidence’
tweets. For example, query (1) is named aso:PoliticianDying and classified
as a subject–predicate query, and so it is converted into the following datalog
rule:

[?TS, rdf:type, aso:PoliticianDying], [?TS, aso:timeSeriesSubject, ?S],
[?TS, aso:timeSeriesVerb, wnr:200359085-v], [?TS, aso:timeSeriesHigh, ?TW] :-

[?TW, aso:tweetQuad, ?Q], [?Q, aso:quadSubject, ?S],
[?S, rdf:type, yago:Politician110451263], [?Q, aso:quadPredicate, wnr:200359085-v],
BIND(SKOLEM("ts-sp", ?S, wnr:200359085-v) AS ?TS) .

(3)

This rule uses the datalog syntax of RDFox, which supports calling SPARQL
builtin functions in its body. The SKOLEM function is an RDFox-specific extension
that creates a blank node uniquely determined by the function’s parameters, thus
simulating function symbols from logic programming. Thus, for each value of ?S,
rule (3) assigns to ?TS a unique blank node that identifies the time series, and its
head atoms then attach to ?TS the relevant information and the ‘high confidence’
tweets. A fixed (i.e., independent from the queries) set of rules then identifies the
‘low confidence’ members of each time series by selecting tweets that mention
all entities/predicates from the time series summary, but without the semantic
relationship. For example, for subject–predicate time series, these rules select all
tweets that mention the subject and the predicate outside a quad.

6 Event Detection

The Event Detection component accepts as input the tweet time series produced
by the Semantic Analysis component, and it identifies zero or more associated
events. This is done using the Seasonal Hybrid ESD (S-H-ESD) test [28] devel-
oped specifically for detecting anomalies in Twitter data. The algorithm is given
a real number p between 0 and 1, a set of time points T , and a real-valued func-
tion x : T → R that can be seen as a sequence of observations of some value on T
where x(t) is the value observed at time t ∈ T . The algorithm identifies a subset
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Table 1. Evaluation results by event category

Event category Type Total Events Positive instances by relevance

R3 R3+R2 R3–R1

Aviation accident SP 84 44 (52%) 51 (61%) 64 (76%)

Cyber attack on a company PO 129 20 (16%) 42 (33%) 57 (44%)

Capital punishment in a country PC 153 47 (31%) 67 (44%) 92 (60%)

Militia terror act SP 220 92 (42%) 125 (57%) 141 (64%)

Politician dying SP 111 76 (68%) 80 (72%) 85 (77%)

Politician visits a country SPC 44 29 (66%) 36 (82%) 44 (100%)

Unrest in a country PC 200 125 (63%) 133 (67%) 148 (74%)

Total: 941 433 (46%) 534 (57%) 631 (67%)

Ta of T of time points at which the value of x is considered to be anomalous,
while ensuring that |Ta| ≤ p · |T | holds; thus, p is the maximal proportion of the
time points that can be deemed anomalous. Roughly speaking, the S-H-ESD test
first determines the periodicity/seasonality of the input data; next, it splits the
data into disjoint windows each containing at least two weeks of data; finally,
for each window, it subtracts from x the seasonal and the median component
and applies to the result the Extreme Student Derivative (ESD) test—a well-
known anomaly detection technique. Twitter is currently using this technique
on a daily basis to analyse their server load. ArmaTweet uses the open-source
implementation of this test from the R statistical platform.6

To apply the S-H-ESD test, each tweet time series is converted into a sequence
of temporal observations by aggregating the tweets by day—that is, the set T
corresponds to the set of all days with at least one tweet, and the value of x(t)
is the number of (both ‘high’ and ‘low confidence’) tweets occurring on the day
t ∈ T . We then run the S-H-ESD test with p = 0.05—that is, at most 5% of the
time points can be deemed anomalous. Moreover, we configured the algorithm
to detect only positive anomalies (i.e., cases where the number of tweets is above
the expected value), which is natural for event detection.

7 Evaluation

Evaluating ArmaTweet was difficult since there is no ground truth: a list of all rel-
evant events does not exist, so we could not determine the recall of our technique.
Thus, we focused on determining the precision and the benefits of semantic event
detection. We next present our experimental setup and discuss our findings.

We processed 195.7 M tweets in English collected in the first half of 2015
using Twitter’s streaming API (which returns about 1% of all tweets). The NLP
component extracted 14.5 M quads from 12.8 M tweets (i.e., 6% of the input).
Most quads have two components: 6.2 M quads contain a predicate and an object,
and 5 M quads contain a subject and a predicate; the remaining 0.7 M quads have

6 http://github.com/twitter/AnomalyDetection.

http://github.com/twitter/AnomalyDetection
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three components, and no quads have four components. About 0.5 M quads
contain location information. Integrating the quad information with DBpedia
and WordNet produced a knowledge graph containing a total of 725.8 M triples,
which increased to 800 M triples after applying the semantic analysis rules.

Determining Complex Events. We consulted the Wikipedia page for 20157

to identify interesting concrete events, which provided us with a starting point
for a series of workshops in which we identified events and event types of interest
to armasuisse customers. We eventually settled on the seven complex event cat-
egories shown in Table 1. We made sure that our categories cover many different
types of event summary (i.e., subject–verb, verb–object, etc.).

Creating Category Queries. For each event category, we constructed a
semantic query as follows. We first identified the entities from our example events
on Wikipedia (e.g., dbr:Edward Brooke), which we then looked up in DBpedia
to identify their types (e.g., yago:Politician110451263). Next, we queried our
knowledge graph for the verbs occurring together with the sample entities in the
tweets. We ranked these verbs by the frequency of their occurrence, and then
selected those best matching the event category. Finally, we formulated the cat-
egory query and tested it on example events. Most queries capture the meaning
of the categories directly, apart from the ‘Aviation incident’ query where, to
select useful data, we ask for a subject of type ‘airline’ and a verb indicating a
crash. Creating the queries took about four person-days of an expert in semantic
technologies, and optimising this process is the main topic for our future work.

Event Validation. By evaluating the event categories over the knowledge graph
and detective events as discussed Sects. 5 and 6, we identified a total of 941 events
(see Table 1), which we validated manually—that is, we determined whether the
reported event is a positive instance. This, however, turned out to be surprisingly
challenging. First, we could often not verify whether the event really happened,
so we decided to just evaluate whether the retrieved tweets correctly talk about
the event; we justify this choice by noting that detecting ‘invented’ events could
also be very important to security analysts. Second, some events happened in
the past (e.g., the anniversary of Robert Kennedy’s assassination was widely
discussed on Twitter), but we decided to count these as positive instances as
well since they are also likely to be of interest. Third, in some cases the retrieved
events were only partially relevant to the query, and so we assigned each event
one of the following three relevance scores:

– R3 are clear positive instances of the category in question;
– R2 are positive instances where the entity resolution (e.g., dbr:British Raj

vs. dbr:India) or the subject–object relationships (e.g., ‘ISIS attacked X’ vs.
‘X attacked ISIS’) in the event summary are incorrect;

7 http://en.wikipedia.org/wiki/2015

http://en.wikipedia.org/wiki/2015
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– R1 are events with a ‘fuzzy’ relationship to the category (e.g., ‘ISIS kills X’
or ‘policeman killed’ for the ‘Unrest in a country’ category); and

– R0 are events with no relevance to the event category.

Results. Table 1 shows the total number of detected events per category and
the numbers of positive instances for different relevance scores. As one can see,
precision varies considerably across categories. Visits and deaths of politicians
could be reliably detected: our NLP component seems very effective on the rele-
vant tweets, and type filtering seems very effective at identifying the appropriate
entities. In contrast, detecting cyber attacks is difficult: our query searches for
‘company hacked’, but the verb ‘to hack’ often means ‘to cut’ or ‘to manage’ so
the query retrieved many irrelevant tweets (e.g., about a blogger being stabbed).

A particular problem for ArmaTweet was to correctly differentiate the subject
from the object of an action: the approach to passive voice detection we described
in Sect. 4 was effective, but should be further improved. Moreover, precision
often suffered due acronyms; for example, ‘APIs’ (i.e., ‘Application Programming
Interfaces’) was resolved to ‘Associated Press’. Finally, popular entities posed a
particular problem. For example, ISIS appears in a great number of tweets,
which increases the likelihood of incorrect event recognition; in contrast, Boko
Haram is not that well known and thus seems to be mainly mentioned in tweets
reporting terrorist activity. We plan to further investigate ways to ‘normalise’
the tweet time series based on the ‘popularity’ of the entities involved.

8 Conclusion

We have presented ArmaTweet—a system developed by armasuisse and the Uni-
versities of Fribourg and Oxford for semantic event detection on Twitter. The
system represents the tweets’ contents in an RDF knowledge graph, thus allow-
ing users to precisely describe the events of interest. The results of our evaluation
show that ArmaTweet can detect events such as ‘politician dying’ and ‘militia
terror act’, which cannot be detected by conventional keyword-based methods.
We see two main challenges for future work. First, to help users describe com-
plex events, we will develop adequate user interfaces, as well as investigate ways
to extract semantic queries from example tweets. Second, we plan to improve
the precision of the NLP component, particularly focusing on the correction of
passive voice and the quality of entity resolution in the presence of acronyms.
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Abstract. Data science increasingly employs cloud-based Web applica-
tion programming interfaces (APIs). However, automatically discovering
and connecting suitable APIs for a given application is difficult due to
the lack of explicit knowledge about the structure and datatypes of Web
API inputs and outputs. To address this challenge, we conducted a sur-
vey to identify the metadata elements that are crucial to the descrip-
tion of Web APIs and subsequently developed the smartAPI metadata
specification and associated tools to capture their domain-related and
structural characteristics using the FAIR (Findable, Accessible, Inter-
operable, Reusable) principles. This paper presents the results of the
survey, provides an overview of the smartAPI specification and a refer-
ence implementation, and discusses use cases of smartAPI. We show that
annotating APIs with smartAPI metadata is straightforward through an
extension of the existing Swagger editor. By facilitating the creation of
such metadata, we increase the automated interoperability of Web APIs.
This work is done as part of the NIH Commons Big Data to Knowledge
(BD2K) API Interoperability Working Group.
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1 API Interoperability

Workflows for data analysis are increasingly employing cloud-based, Web-
friendly application programming interfaces (APIs). Thousands of Web tools
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and APIs are available through Web API registries such as ProgrammableWeb1,
BioCatalogue2 (specifically for life science data), and cloud platforms such as
Galaxy3. However, sifting through these and other API repositories to define
a linkable toolset pertinent to the workflow is challenging. Discovering relevant
APIs often requires a precise combination of matching keywords; and once dis-
covered, the API outputs must be examined to determine whether or not they
can be connected together. This task is made more difficult since, in general,
there is a lack of rich metadata that precisely describe the APIs, their ser-
vices, and the data on which they operate. Improvements to this task have been
achieved slowly since authoring rich metadata is seen as tedious and unreward-
ing. Providing easy methods for Web API annotation that integrate with shared
terminologies could ease this perception and foster a more discoverable envi-
ronment for API repositories. In turn, users could more precisely find linkable
services that meet their functional requirements as the number of APIs grows.

The problem of authoring coherent, comprehensive, and structured API
metadata is gaining attention as a pressing matter due to the aforementioned
demand and a lack of work in this area that has fully addressed the issues
described. The API metadata problem requires an end-to-end solution – from
the specification of metadata elements, to developing metadata templates, to fill-
ing out such templates using ontology-based terms, to offering developer-friendly
solutions to augment API results. All of this needs to occur in a manner that
facilitates discovery, exploration, and reuse. While this problem is admittedly
large and complex, our objective here is to carve out specific elements and pilot
a lightweight software system for the annotation, discovery, and reuse of what
we call smart Web APIs. Our approach is innovative because we address first
the problem of API metadata authoring, a task generally disliked in the field,
by making it easier to generate useful metadata, and by demonstrating concrete
benefits of semantic metadata to developers and users alike.

The overall aim of this project is to undertake a pilot effort that investigates
the use of semantic technologies such as ontologies and Linked Data for the anno-
tation, discovery, and reuse of APIs. Linked Data4 involves the creation of typed
links between data from different sources on the Web. It has the properties of
being machine-readable, having a meaning that is explicitly defined, being linked
to other datasets external to itself, and being able to be linked to from external
datasets [4]. The Linked Data principles define the use of Web technologies to
establish data-level links among diverse data sources. Linked Data is very useful
in cases where exchanges of heterogeneous data are required between distributed
systems [2]. Web services can similarly benefit from these principles to facilitate
integration and composition [20]. The smartAPI specification employs Linked
Data with the aim to connect diverse data sources in pursuit of improved API
discovery, interoperability, and reuse.

1 programmableweb.com.
2 https://www.biocatalogue.org/.
3 https://galaxyproject.org/.
4 https://www.w3.org/DesignIssues/LinkedData.html.

http://programmableweb.com
https://www.biocatalogue.org/
https://galaxyproject.org/
https://www.w3.org/DesignIssues/LinkedData.html
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Our main objective is to develop and evaluate a lightweight software system
for the discovery and reuse of smart Web APIs. Smart Web APIs have the advan-
tages that they (i) are easier to discover due to rich semantic annotations, (ii)
can be readily connected together without additional data wrangling, and (iii)
eliminate data silos by providing Linked Data. Our proposed system will consist
of two key components: (a) a coordinated facility for the intelligent annotation
of smart Web APIs; and (b) an application to discover smart APIs and how
they connect to each other. Essentially, smartAPI helps make APIs FAIR [26]:
Findable with the API metadata and the registry; Accessible with the detailed
API operations metadata; Interoperable with the responseDataType metadata
(profiler); and Reusable with the access to existing APIs stored in an open repos-
itory. This work is done as part of the NIH Commons Big Data to Knowledge
(BD2K) API Interoperability Working Group (WG)5 and is available at http://
smart-api.info/.

This project has four main contributions:

– Development of the smartAPI metadata specification, based on the results of
survey of API metadata guidelines and metadata-in-use in API repositories
(Sect. 4).

– Development of an intelligent tool that supports the composition and valida-
tion of API metadata that conforms to the smartAPI specification (Sect. 5).

– Development of a profiler that automatically annotates the API response data
with semantic identifiers (Sect. 5).

– Development of a repository and smartAPI-conformant API to submit,
search, and browse API descriptions (Sect. 5) and obtain field-specific meta-
data suggestions.

We list the different use cases and projects, specifically in the biomedical domain,
that are actively participating in the API Interoperability WG and in the process
of annotating (or plan to annotate) their APIs using the smartAPI specifica-
tion (Sect. 6). We then conclude with a discussion on the future direction of this
work in Sect. 7.

2 Related Work

Currently, there exist several challenges in finding relevant APIs as well as
reusing those APIs. We discuss both of these challenges in this section. Also,
when discussing the annotation and description of Web APIs, we need to distin-
guish two main groups that interact with these APIs [24]. First, there are anno-
tations targeted at developers, with the main aim of facilitating development.
Second, there are efforts to describe Web APIs in such a way that automated
clients can access and compose them. In this section, we will provide a brief
overview of both kinds of annotations.

5 https://bd2kccc.org/index.php/working-groups/?v=commons&h=front.

http://smart-api.info/
http://smart-api.info/
https://bd2kccc.org/index.php/working-groups/?v=commons&h=front
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2.1 Challenges of Finding APIs

Finding relevant APIs is a challenging task for developers for diverse rea-
sons. Extensive collections of useful and representative code and data are still
lacking [10] despite the quick proliferation of APIs that makes the discovery of
resources relevant to individual developers and users difficult [22]. The most vis-
ible and accessible APIs are often those that are currently most used, relegating
newer and potentially more useful, but less popular, APIs to obscurity [22].
Application frameworks and software libraries often lack proper documenta-
tion [9,21], and more sophisticated algorithms need to be developed to facili-
tate the identification of useful resources [10]. The discovery of relevant APIs
can be facilitated by enhancing rich metadata that describe APIs and the ser-
vices and data associated with them. The smartAPI initiative contributes toward
improved discoverability by providing methods that permit simple and intuitive
annotation of Web APIs and that are integrated with standard ontologies.

2.2 Challenges of Reusing APIs

Reuse in the context of Web APIs can mean multiple things [24]. First, an
API itself is a means to enable reuse of the functionality offered by a certain
server. Second, the client-side code for interacting with an API can be (partially)
reused across applications. Third, the interface of an API – independent of its
implementation – can be (partially) reused by other servers, as is the case with
standardized APIs. This third form of reuse is unfortunately rare, since many
Web APIs are designed from scratch. The resulting heterogeneity leads to a
steep learning curve for the integration of existing Web APIs in applications
[10,24], which is the fourth and most common meaning of “Web API reuse”. The
smartAPI initiative aims to tackle this challenge by developing a profiler that
features automatic annotation of API response data. This profiler is integrated
with the smartAPI editor to facilitate the semantic annotation of APIs. These
features enhance reusability as well as interoperability.

2.3 Annotations for Developers

The XML-based Web Service Description Language (WSDL) provided one of the
first models to describe Web services [5,6]. However, WSDL only provides the
mechanisms to characterize the technical implementation of Web services; it does
not provide the means to capture the functionality of a service. Furthermore, the
module source code is generated automatically using a WSDL description, which
is then compiled into a larger program. Then, if the description changes, the pro-
gram no longer works, even if such a change leaves the functionality intact. This
prevents WSDL from being used for automatic service discovery at runtime.
Furthermore, WSDL is limited by proprietary vendor-specific implementations,
being bound to a specific programming language. Swagger6, on the other hand,

6 http://swagger.io/.

http://swagger.io/
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provides an editor for authoring HTTP API documents, and is widely used by
API developers7. Swagger uses the OpenAPI specification8, which defines a stan-
dard, language-agnostic interface to HTTP APIs. However, each API developer
annotates his API in isolation, which results in less interoperable and reusable
APIs. The current Web API landscape is hindered by the problem of scalability
as every API requires its own hardcoded clients, which only benefits the devel-
opers. In particular on the current Web, there is a one-to-many relationship
between Web APIs and clients: a single API often has clients for one or more
programming languages, but none of these clients work with other APIs. As
such, individual clients do not scale with the number of APIs. This makes each
API unusually short-lived with a tightly coupled relationship of highly subjec-
tive quality. This directly leads to increase in development costs and prevents
the design of a more intelligent generation of clients that provide cross-API com-
patibility [24]. Annotating APIs is an important step in making them accessible
for more generic clients.

2.4 Descriptions for Automated Clients

Many approaches for service description exist with different underlying service
models. OWL-S [18] and WSMO [16] are the most well-known Semantic Web
Service description paradigms. They both allow the description of high-level
semantics of services whose message format is WSDL [7]. Though extension to
other message formats is possible, this is rarely seen in practice. Semantic Anno-
tations for WSDL (SAWSDL [14]) aim to provide a more lightweight approach
for bringing semantics to WSDL services. Composition of Semantic Web Services
has been well documented, but all approaches focus on Remote Procedure Call
(RPC) interactions and require specific software [19].

In recent years, several description formats for the more lightweight Web
APIs have emerged [25]. Several methods aim to enhance existing technologies to
deliver annotations of Web APIs. HTML for RESTful Services (hRESTS, [12])
is a microformats extension to annotate HTML descriptions of Web APIs in
a machine-processable way. SA-REST [8] provides an extension of hRESTS that
describes other facets such as data formats and programming language bindings.
MicroWSMO [13,17], an extension to SAWSDL that enables the annotation of
RESTful services, supports the discovery, composition, and invocation of Web
APIs, but requires additional software.

The description of hypermedia APIs is a relatively new field. Hydra [15] is
a vocabulary to support API descriptions, but does not directly support auto-
mated composition. RESTdesc [23] is a description format for hypermedia APIs
that describes them in terms of resources and links. The Resource Linking Lan-
guage (ReLL, [1]) features media types, resource types, and link types as prior-
ities for description.

With our smartAPI specification, we build upon the already existing widely
used OpenAPI specification to provide richer metadata that precisely describes

7 10M+ downloads according to http://swagger.io/, last accessed Dec 14, 2016.
8 https://github.com/OAI/OpenAPI-Specification.

http://swagger.io/
https://github.com/OAI/OpenAPI-Specification
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the APIs, their services, the data on which they operate, and the data they
return. Our smartAPI editor, which is also an extension of the popular Swagger
editor, makes it easier to generate useful metadata and indicates which terms are
most widely used to annotate Web APIs. The editor also supports suggestion of
metadata elements and values along with their usage frequency to the next API
provider while she is annotating her API. Furthermore, the smartAPI profiler
(c.f. Sect. 5), integrated within the editor, provides automatic annotation of the
API response data. Finally, the smartAPI registry serves as a repository to save,
search, and browse the created API descriptions. Consequently, the smartAPI
framework helps to make APIs FAIR.

3 Survey of API Metadata in the Wild

We conducted a survey of existing metadata repositories and specifications that
describe APIs. In particular, the following eight resources were surveyed:

– Repositories:
• Biocatalogue [3]9, a registry of biological Web APIs with 1,184 entries.
• Programmable Web10, a directory of internet-based APIs with over 15,000

API descriptions.
• Tools & Data Services Registry [11]11, a registry with information about

analytical tools and data APIs for bioinformatics with 2, 331 entries.
– Specifications:

• OpenAPI Initiative12, created by a consortium of forward-looking indus-
try experts who recognize the immense value of standardizing how HTTP
APIs are described.

• Minimal Information About a Software (MIAS)13, a key set of minimal
fields can that provide maximum value when describing a software.

• Prototype smartAPI Specification14, a specification describing semanti-
cally annotated Web APIs that facilitates discovery and reuse of Web-
based APIs.

• Semantic Automated Discovery and Integration (SADI)[27]15, a set of
design patterns defining the behavior of data retrieval and/or analysis
resources that must interoperate on the Semantic Web.

• schema.org API Reference16, reference documentations for APIs as
described by schema.org.

9 https://www.biocatalogue.org, Accessed April 9, 2016.
10 http://www.programmableweb.com/apis/directory, Accessed April 10, 2016.
11 https://bio.tools/, Accessed April 9, 2016.
12 https://www.openapis.org/, Accessed April 11, 2016.
13 http://www.softwarediscoveryindex.org/, Accessed April 11, 2016.
14 http://smart-api.info/website/docs/specification/, Accessed April 11, 2016.
15 https://rawgit.com/wilkinsonlab/SADI-Specification/master/SADI-W3C-Member-

Submission.html#service-metadata, Accessed April 12, 2016.
16 https://schema.org/APIReference, Accessed April 12, 2016.

https://www.biocatalogue.org
http://www.programmableweb.com/apis/directory
https://bio.tools/
https://www.openapis.org/
http://www.softwarediscoveryindex.org/
http://smart-api.info/website/docs/specification/
https://rawgit.com/wilkinsonlab/SADI-Specification/master/SADI-W3C-Member-Submission.html#service-metadata
https://rawgit.com/wilkinsonlab/SADI-Specification/master/SADI-W3C-Member-Submission.html#service-metadata
https://schema.org/APIReference
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We retrieved and listed the metadata elements from each of the resources and
also analyzed the degree to which each field was actually employed in practice
by its frequency of usage. For instance, in the case of Programmable Web, which
contains over 15, 000 API descriptions17, all of the entries use the Title and
Description fields. However, only 90% of them supply details about the API
provider and the primary category to which the API belongs. Results of the
survey are available at https://goo.gl/F4OLnW. Thereafter, we aggregated all
the metadata elements from the full set of eight resources to produce a common
list of 54 API metadata elements (as discussed in Sect. 4).

4 SmartAPI Metadata Specification

This standard is the result of a survey conducted by the NIH Commons Big Data
to Knowledge (BD2K) API Interoperability Working Group of existing meta-
data repositories and specifications that describe APIs. The smartAPI specifi-
cation implements the FAIR principles: Findable, Accessible, Interoperable, and
Reusable. In particular, we aggregated all the metadata elements from the eight
surveyed resources to produce a common list of 54 API metadata elements. We
subsequently divided these elements into five categories:

– API Metadata (Table 118): 20 elements
– Service Provider Metadata (Table 2): 6 elements
– API Operation Metadata (Table 3): 12 elements
– Operation Parameter Metadata (Table 4): 10 elements
– Operation Response Metadata (Table 5): 6 elements

The smartAPI Specification includes 21 metadata elements beyond those
included in the OpenAPI specification. Examples of the 21 elements are the cat-
egory to which the API belongs; metadata format and access mode at the API
metadata level; the parameter type and parameter value type at the operation
parameter level; and the conformance to a specified response profile at the oper-
ation response level. The metadata elements marked with a * in the tables are
those specific to the smartAPI specification.

Next, we re-evaluated each of the metadata fields according to its applica-
bility and relevance, and further determined whether each MUST, SHOULD,
or MAY be included in the API description. The cardinality and datatype of
metadata fields were further specified along with a description and example 19.
The smartAPI Specification along with cardinality, datatype, and an example of
each metadata element is available at https://websmartapi.github.io/smartapi
specification/.
17 last accessed April 2016.
18 Note: The tables only contain the elements which are MUST and SHOULD. All

other elements can be found on the website https://websmartapi.github.io/smartapi
specification/.

19 The keywords “MUST”, “SHOULD”, and “MAY” in this document are to be inter-
preted as described in RFC 2119 http://www.ietf.org/rfc/rfc2119.txt.

https://goo.gl/F4OLnW
https://websmartapi.github.io/smartapi_specification/
https://websmartapi.github.io/smartapi_specification/
https://websmartapi.github.io/smartapi_specification/
https://websmartapi.github.io/smartapi_specification/
http://www.ietf.org/rfc/rfc2119.txt
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Table 1. smartAPI specification metadata elements: API metadata.

Element Description Level # Type Example

Name A human-readable label
for the API

MUST 1..1 URI MyGene.info API

Access point The base URI for
interacting with the API

MUST 1..1 URI
http://mygene.info/

Description A human-readable
description of the API
functionality

SHOULD 0..1 string MyGene.info Gene

Query Web APIs.

Learn more at

http://mygene.info/.

Response MIME-type A list of media types
the APIs can produce.
Can be overridden on
specific API calls

SHOULD 0..n string application/json

Documentation Documentation page
URL for the API

SHOULD 0..n URI
http://docs.mygene.
info/en/

Version The version of the API SHOULD 1..1 string 3.0.0

Terms of service A document that
describes the terms of
use for the API

SHOULD 0..1 string
http://mygene.info/
terms/

Support* Indication of whether
SSL Support is present
or absent

SHOULD 0..1 bool yes

Authentication mode Lists the required
security schemes to
execute this operation

SHOULD 0..1 URI none

Table 2. smartAPI specification metadata elements: Service Provider Metadata.

Element Description Level # Type Example

Responsible
organization

The identifying
name of the
contact person-
/organization

MUST 1..1 string The Scripps Research

Institute

Responsible
developer

Name of the
developer (User
ID/Name)

MUST 1..1 URI
http://orcid.org/
0000-0002-2629-6124

Contact email An e-mail address
where the
provider of the
service may be
contacted

MUST 1..1 email cwu@scripps.edu

http://mygene.info/
http://mygene.info/.
http://docs.mygene.info/en/
http://docs.mygene.info/en/
http://mygene.info/terms/
http://mygene.info/terms/
http://orcid.org/0000-0002-2629-6124
http://orcid.org/0000-0002-2629-6124
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Table 3. smartAPI specification metadata elements: API Operation Metadata.

Element Description Level # Type Example

Operation title* Title of the operation.
A unique identifier of
the operation

MUST 1..1 string q

Operation description Description of the
operation

MUST 1..1 string Query string.

Examples:

"CDK2",

"NM 052827",

"204639 at".

Consumes A list of MIME types
the operation can
consume

SHOULD 0..n string application/json

HTTP method The base path on
which the API is
served, which is
relative to the host

SHOULD 0...1 string GET

Authentication mode Lists the required
security schemes to
execute this operation

SHOULD 0..n string none

Transfer protocol The transfer protocol
of the API

SHOULD 0..1 string http

Table 4. smartAPI specification metadata elements: API Parameter Metadata.

Element Description Level # Type Example

Operation parameter
name

Name of the
operation parameter

MUST 1..1 string q

Operation parameter
description

Description of
operation parameter

MUST 1..1 string multiple query

terms separated by

comma (also

supports "+" or

white space), but

no wildcards,

e.g.,

"q=1017,1018" or

"q=CDK2+BTK"

Location Determines the
location of the
parameter

MUST 1..1 string query

Parameter type* Type of parameter SHOULD 0..n string inputParameter

Parameter value
type*

Type of the value of
the particular
parameter

SHOULD 0..n string enterzgene
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Table 5. smartAPI specification metadata elements: Operation Response Metadata.

Element Description Level # Type Example

Response
format

A list of MIME
types the APIs
can consume

MUST 1..n string application/json

Example
response
value

An example of
the response
value

SHOULD 0..n integer 200

5 SmartAPI Implementation

smartAPI serves both the API providers and API users. The framework consists
of three modules: the editor that facilitates the API metadata authoring for
API providers; the searchable API registry where the created API documents
are stored and indexed; and the profiler that annotates the API response data.

The smartAPI editor is an extension of the Swagger editor20, which is widely
used by API providers. The Swagger editor uses the OpenAPI specification and
provides a framework for creating interactive HTTP API documentation. First,
we extended the OpenAPI specification JSON file to incorporate the newly
added smartAPI metadata. We extended the auto-completion functionality of
the Swagger editor, by suggesting not only the list of predefined metadata and
values, but also the values retrieved from the indexed API documents previously
created and saved in the registry21, along with the frequency of their usage.
Every new API document added to the registry is indexed using Elasticsearch
query engine22, and their metadata elements and values along with their usage
frequency are suggested to the next API provider (Fig. 1b). The conformance
level (Required, Recommended, or Optional) of the suggested metadata element
is also provided (Fig. 1a).

The smartAPI profiler, shown in Fig. 2a, provides automatic annotation of
the API response data, i.e. responseDataType (Fig. 2b). To do this, the API
response data (e.g. http://mygene.info/v3/gene/1017) is recursively traversed to
provide a keypath/value pair where the keypath consists of one or more labels
concatenated together and the value is either a single value or list of strings.
The resource annotation is provided by comparing the keypath labels to resource
names and synonyms from Identifiers.org23. In cases where a match is not found,
an example value for the keypath is then compared against resource identifier
patterns from Identifiers.org and resulting matches are displayed as suggested
annotations. The user may also add his own resource annotation if one does
not exist. The annotated API response data is stored in the responseDataType
element (Fig. 2b).
20 http://swagger.io/swagger-editor/.
21 http://smart-api.info/registry/.
22 https://www.elastic.co/products/elasticsearch.
23 http://identifiers.org/.

http://mygene.info/v3/gene/1017
http://swagger.io/swagger-editor/
http://smart-api.info/registry/
https://www.elastic.co/products/elasticsearch
http://identifiers.org/
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Fig. 1. Auto-suggestion functionality for API metadata elements and values.

Fig. 2. Semantic annotation of the API response (e.g. http://mygene.info/v3/gene/
1017) using the smartAPI profiler.

The “parameterValueType” and “responseDataType” elements are added
to the specification to semantically annotate the input (parameter) and the
output (response) of the API respectively. As shown in Fig. 1b and Fig. 2b, the
values of these metadata elements are semantic identifiers from identifiers.org,
prefixcommons24, and other relevant ontologies.

The code, full documentation, and tutorial are available at https://github.
com/WebsmartAPI/swagger-editor. A live demo is also available 25.

6 SmartAPI Use Cases

One of the main use cases in which we will examine the usefulness and usability
of the smartAPI system is to find and explore connections pertaining to car-
diovascular pharmacogenomics. Our use case begins with a set of genes that
are differentially expressed in hypertrophic cardiomyopathy (HCM), a leading
cause of death among young athletes. HCM arises from genetic defects in close
to 20 different genes, although the most common forms of HCM result from
mutations in genes encoding proteins of the cardiac sarcomeric apparatus. One
concern is that young athletes may be increasing their risk of HCM through

24 http://prefixcommons.org/.
25 https://www.youtube.com/watch?v=EQpUEiOu1ng&t=3s.

http://mygene.info/v3/gene/1017
http://mygene.info/v3/gene/1017
https://github.com/WebsmartAPI/swagger-editor
https://github.com/WebsmartAPI/swagger-editor
http://prefixcommons.org/
https://www.youtube.com/watch?v=EQpUEiOu1ng&t=3s
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pharmacogenomic interactions. Our objective is to use the smartAPI platform
to i) discover which, if any, differentially expressed genes in HCM are targeted
by FDA-approved drugs, and ii) identify which HCM genes are also differen-
tially expressed in other published cardiovascular studies. Information about
drug targets and pharmacogenomics is already available as Linked Data, through
the open source Bio2RDF project26. Bio2RDF provides nearly 11 billion Linked
Data points from 35 life science databases including DrugBank27 (a source of
drug targets) and PharmGKB28 (a source of pharmacogenomic interactions).
Users of the smartAPI system can gain access to Bio2RDF data by following
the Linked Data generated by the MyGene.info and MyVariant.info smartAPIs
to Identifiers.org, which in turn will provide links to these Bio2RDF data.

The API Interoperability group is a Working Group29 in the NIH Commons
Framework project. The NIH Commons is defined as “an initiative which is
essentially a shared virtual space where scientists can work with the digital
objects of biomedical research, i.e., it is a system that will allow investigators to
find, manage, share, use and reuse data, software, metadata and workflows.”30. A
series of Commons pilots has been initiated to develop and test these components
in order to understand and evaluate how well they will contribute to an ecosystem
that will effectively support and facilitate sharing and reuse of digital objects.

Below, we list the projects that are actively participating in the WG and are
in the process of annotating (or plan to annotate) their APIs, specifically in the
biomedical domain, using the smartAPI specification:

– MyGene.info [28]31 provides Web APIs for both gene queries and gene anno-
tation retrieval. MyGene.info services are being used in Web applications that
require querying genes, e.g. BioGPS32, as well as in an analysis pipeline to
retrieve regularly updated gene annotations. MyGene.info has a Swagger-
based API document that was loaded into the smartAPI Swagger editor for
being validated against the smartAPI specification and saved into the smar-
tAPI registry33. The validation process provided a list of missing required,
recommended, and optional metadata elements. As a result,“contact” info
was added as a required element and the “parameterType”, “parameter-
ValueType”, and “responseDataType” were recommended. These additions
semantically enrich the API document and increase its interoperability with
other relevant APIs.

– MyVariant.info [28]34 provides simple-to-use Web APIs to query/retrieve
variant annotation data, aggregated from many popular data resources.

26 bio2rdf.org.
27 http://download.bio2rdf.org/release/3/drugbank/drugbank.html.
28 http://download.bio2rdf.org/release/3/pharmgkb/pharmgkb.html.
29 https://bd2kccc.org/index.php/working-groups/?v=commons&h=front.
30 https://datascience.nih.gov/commons.
31 http://mygene.info/.
32 http://biogps.org.
33 http://smart-api.info/registry/.
34 http://myvariant.info/.

http://bio2rdf.org
http://download.bio2rdf.org/release/3/drugbank/drugbank.html
http://download.bio2rdf.org/release/3/pharmgkb/pharmgkb.html
https://bd2kccc.org/index.php/working-groups/?v=commons&h=front
https://datascience.nih.gov/commons
http://mygene.info/
http://biogps.org
http://smart-api.info/registry/
http://myvariant.info/
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MyVariant.info was modified and saved into the smartAPI registry through
the same process as MyGene.info.

– The National Institutes of Health Library of Integrated Network
Cellular Signatures (NIH LINCS) Data Portal35 provides access to a
diverse array of novel bioassay data that has been curated and packaged with
rich metadata for the assay entities. These metadata conform to the NIH
LINCS metadata standards36 that enable integration and interpretation of
LINCS data. The LINCS Data Portal API37 provides programmatic access
to all datasets, dataset entities, and metadata within the LINCS Data Portal.

– The BD2K PIC-SURE HTTP API facilitates platform-agnostic program-
matic access to disparate patient-level heterogeneous datasets to authenti-
cated users. The API provides a selection of methods to access, query, and
interrogate data in diverse formats38. To test the PIC-SURE API, a demo
with the National Health and Nutritional Examination Survey (NHANES)
is available online39. NHANES is a publicly available epidemiological survey
conducted by the US CDC, recording over 1, 100 variables from more than
41, 000 respondents across the US; it is essentially a snapshot of patients’
exposomes and phenomes. The exposome is composed of collections of envi-
ronmental, behavioral, and dietary factors that are associated with health
and disease, and phenomes include clinical and physiological phenotypes that
are predictive of health.

– The Alliance of Genome Resources (AGR)40 is an initiative formed in
2016 that has the goals of providing better support for the biological sci-
ences via an integration of shared data; standardization of data models and
interfaces; and unified outreach to researchers, educators, and the public. The
initial members of AGR are the Gene Ontology Consortium41 and six model
organism databases: Saccharomyces Genome Database42, WormBase43, Fly-
Base44, Zebrafish Model Organism Database45, Mouse Genome Database46

and Rat Genome Database47. This integration will provide the best visual-
izations and tools currently in use and allow efficient development of new
tools in a collaborative manner. As the project moves toward deeper inte-
gration of content and software, we will provide easy-to-use cross-organism
queries of the extensive data available in the component resources. The data

35 http://lincsportal.ccs.miami.edu/dcic-portal/.
36 http://www.lincsproject.org/data/data-standards/.
37 http://lincsportal.ccs.miami.edu/apis/.
38 http://bd2k-picsure.hms.harvard.edu.
39 http://bd2k-picsure.hms.harvard.edu/example-01.html.
40 http://www.alliancegenome.org.
41 http://www.geneontology.org/.
42 http://www.yeastgenome.org/.
43 http://www.wormbase.org/.
44 http://www.flybase.org/.
45 http://www.zfin.org/.
46 http://www.informatics.jax.org/.
47 http://rgd.mcw.edu/.

http://lincsportal.ccs.miami.edu/dcic-portal/
http://www.lincsproject.org/data/data-standards/
http://lincsportal.ccs.miami.edu/apis/
http://bd2k-picsure.hms.harvard.edu
http://bd2k-picsure.hms.harvard.edu/example-01.html
http://www.alliancegenome.org
http://www.geneontology.org/
http://www.yeastgenome.org/
http://www.wormbase.org/
http://www.flybase.org/
http://www.zfin.org/
http://www.informatics.jax.org/
http://rgd.mcw.edu/
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access will be available via an API that will be conformant to the smartAPI
specification.

The API Interoperability project is still an ongoing project, and there are a
number of BD2K centers that have been actively participating in the WG meet-
ings and have expressed interest in adopting and implementing the smartAPI
specification and editor to annotate their APIs. Once we have annotated the
APIs using the smartAPI editor, we will store them in the smartAPI registry48,
which will not only provide all of the smartAPI-conformant APIs in one loca-
tion but will also be integrated into the editor. With this integration, the data
and values will be used to suggest related fields and values for new similar APIs
during the annotation process (refer to Sect. 5).

7 Conclusions and Future Work

In this paper, we have defined a smartAPI metadata template that contains
54 API metadata elements used to describe an API. Results are reported for a
survey of eight resources that were used to identify these API-associated meta-
data. We constructed the smartAPI metadata template for the validation of API
annotations. Additionally, we built a Web application for the intelligent annota-
tion of smartAPIs. Since authoring metadata can be tedious and overwhelming,
we developed a software built upon the already existing Swagger editor that will
help users describe their APIs by (i) indicating highly used fields, (ii) suggest-
ing commonly used values, and (iii) enabling the discovery and reuse of terms
authored by others. Moreover, we developed a profiler for automatic annotation
of API response data and integrated that within our editor to enable semantic
annotation of APIs, which increases their reusability and interoperability.

Our proposal to facilitate the authoring of rich API metadata is especially
significant because of the increased emphasis on providing cloud-based APIs. If
left unmanaged, a majority of the APIs will lack the proper metadata needed to
find APIs. As sketched out by the participants of the Software Discovery Index
Workshop49, our work begins to explore their roadmap to address challenges
facing specifically the biomedical research community in locating, citing, and
reusing biomedical software. We believe that the semantic tools and technologies
developed in this project will form an important cornerstone in the overall vision
of the Commons. As future work, we will assess the ease and utility of authoring
smart API metadata for biomedical APIs as well as APIs in other domains.
Although we have developed our own API repository (http://smart-api.info/
registry/), we expect to be able to export to other repositories that generally
have fewer metadata requirements, e.g. ProgrammableWeb. Additionally, our
main aim for future work will be to focus on use cases that illustrate our aim of
making the APIs interoperable.

48 http://smart-api.info/registry/.
49 http://www.softwarediscoveryindex.org/.

http://smart-api.info/registry/
http://smart-api.info/registry/
http://smart-api.info/registry/
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17. Maleshkova, M., Kopecký, J., Pedrinaci, C.: Adapting SAWSDL for semantic anno-
tations of RESTful services. In: Meersman, R., Herrero, P., Dillon, T. (eds.) OTM
2009. LNCS, vol. 5872, pp. 917–926. Springer, Heidelberg (2009). doi:10.1007/
978-3-642-05290-3 110

18. Martin, D., Burstein, M., Hobbs, J., Lassila, O.: OWL-S: Semantic Markup for
Web Services. W3C Member Submission, November 2004. http://www.w3.org/
Submission/OWL-S/

19. Milanovic, N., Malek, M.: Current solutions for web service composition. IEEE
Internet Comput. 8(6), 51–59 (2004)

20. Pedrinaci, C., Domingue, J.: Toward the next wave of services Linked services for
the web of data. J-JUCS 16, 1694–1719 (2010)

21. Scaffidi, C.: Why are APIs difficult to learn and use? Crossroads 12(4), 4–4 (2006)
22. Torres, R., Tapia, B., Astudillo, H.: Improving web API discovery by leveraging

social information. In: 2011 IEEE International Conference on Web Services, pp.
744–745 (2011)

23. Verborgh, R., Arndt, D., Van Hoecke, S., De Roo, J., Mels, G., Steiner, T., Gabarró
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Abstract. The ongoing digitalization and penetration of the Web into
each aspect of software development creates new possibilities and chal-
lenges. The flexible reuse of components promises to drastically reduce
the implementation and maintenance effort. But growing complexity in
terms of variety and dynamic changes bring monolithic approaches to
their limits. In this paper, an approach is presented which enables com-
ponents in distributed systems to observe, judge and independently react
to dynamic changes in their neighborhood. Reducing the overall complex-
ity to smaller and easier to manage subproblems leads to more flexible
and reliable systems. The target is a delegation of decision making to
the single components.

Keywords: Distributed systems · Component coordination ·
Dynamic web

1 Introduction

Initially, the Web started as a Web of documents. Through constant evolution
we now see a more and more automatically processable Web of data and services.
Semantic technologies allow specifications of characteristics and descriptions
both interpretable for humans and machines. They take part to drive the Web
from a static information provider to a decentralized interaction platform where
data and functionalities are offered, accessed and consumed. The continuously
growing number of publicly available Web APIs1 emphasizes this development.

In addition, the current Web is already a dynamic environment in itself.
Resources existing at one point in time can not be taken for granted, as providers
stop hosting services, rebrand and relocate APIs. For example, even on the com-
mercial IBM Bluemix platform, Web APIs can disappear without any trans-
parent reason or machine processable information2. Contrary, APIs can still be
available even if the provider marked them as inactive (e.g. the former Google
Web Search API).

1 http://www.programmableweb.com/api-research.
2 https://concept-insights-demo.mybluemix.net/ Accessed 05.12.2016.
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Fig. 1. Self-governed component: Functionality is wrapped by semantic connectors.
The input connector independently establishes connections to other components.

Fig. 2. Prototypical implementation of self-governed components, so far with only one
connector (either input or output)

A methodology is outlined to enable distributed Web components to diag-
nose unforeseen changes and providing adaptive reaction capabilities. Compo-
nents, as regarded in this work, are software modules which encapsulate a sin-
gle functionality and are annotated with semantic descriptions. They can be
initially designed Linked Data APIs but also occur in the form of translation
instances for lifting and lowering the original Web API to Linked Data. The
components communicate via RESTful Web APIs and have the ability to select
and invoke other Web components autonomously, therefore they are denoted as
self-governed components in the following.

A self-governed component (Fig. 1) consists of two semantic connectors
responsible for its semantic descriptions, the data lifting and lowering, and provi-
sion and request to and from, but not limited to, other self-governed components.
The offered core functionality is therefore independent of the communication
methods and may directly be integrated by code, occur as a remote Web service
or a database.

Parts of the concept of self-governed components were implemented for the
use case of dispatching field technicians for industrial maintenance. As shown
in Fig. 2, a IBM Bluemix analytic service for geospatial data3 and a commercial
tour planning heuristic have been enabled to RESTful communication with RDF
through their respective output connectors4. The input connector, realized by a
Linked Data-Fu [9] instance, consumes the Web APIs and fills a Google Street
View based visualization component.

3 https://console.ng.bluemix.net/catalog/services/geospatial-analytics.
4 https://github.com/sebbader/BlueWrapper.

https://console.ng.bluemix.net/catalog/services/geospatial-analytics
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For now, the integration instructions are static rules and incrementally exe-
cuted. In contrast, self-governed components need to be equipped with context-
aware reaction capabilities. That includes mechanisms for detecting possible
issues, recognizing and evaluating alternative partner components and estab-
lishing communication channels.

2 State of the Art

Components are regarded by Morrison [16] as “black boxes” with a strong
focus on reusability. He states that in productive systems, the application does
not require insights into the functionality of the used components but only on
the delivered and consumed information packets. Microservices as described by
Thönes [23] further limit the amount of provided functionalities to singular, easy
to understand tasks. This drastically reduces the complexity of the necessary
descriptions and eases the reuse in unforeseen scenarios.

The Semantic Web Stack [2] constitutes a set of technologies to handle both
syntactical and semantical interoperability issues. It thereby defines the archi-
tecture of the Semantic Web with central technologies like URIs to identify
resources, RDF to encode data, ontologies define meaning and the semantic
query language SPARQL.

Semantic descriptions of Web components can be formulated in various lan-
guages and ontologies. Currently most important are the Web Service Ontology
Language (WSMO) [20], OWL-S [14] and Linked USDL [19]. RESTdesc [26]
utilizes a N3 Syntax to specify input and output parameters and how they are
connected. Similarly, Dimou et al. [8] combine access information with data
mappings in the RDF Mapping language (RML). Verborgh et al. [25] provide a
survey on machine-interpretable Web API descriptions.

The types of descriptions can be organized in the categories behavioral, func-
tional and non-functional. The technical details to operate the component are
part of the behavioral sections whereas functional statements include basic infor-
mation on the component’s purpose. Non-functional information contain addi-
tional details on e.g. prices, provenance or provided Quality of Service.

Also, central registries for Web APIs like RapidAPI5 or ProgrammableWeb6

mostly do not provide semantic information, making an automated discovery a
hard task. In the approach of Sande et al. [24] for Linked Data sets the data
server recognizes other components by dereferencing its existing RDF data or
utilizing the Referer Header of incoming HTTP requests and therefore gains
knowledge about other data sources.

In order to automatically combine the components, existing approaches [3,21]
mostly use centralistic optimization during the design phase. Contrary, Web
components are not static elements but can and do change over time. In general,
they follow a life cycle as shown by Wittern and Fischer [27]. Mayer et al. [15]
extend RESTdesc to cope with a dynamic environment by introducing states.
5 https://www.rapidapi.com/.
6 https://www.programmableweb.com/category/all/apis.

https://www.rapidapi.com/
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Similarly, Alaya et al. suggest oneM2M, a IoT approach to gain machine-to-
machine (M2M) interoperability with a semantic reasoner [1]. But still, a central
organizer with knowledge about the whole network is required.

One way to enable a more flexible way to determine component compo-
sitions are policies. The non-functional characteristics of available components
are regarded with semantic reasoners [22] in order to match and rank (Palmonari
et al. [17]) them against predefined requirements. La Torre et al. [13] propose
the dynamic context of the consuming client as a selection criteria for compo-
nents. Context here is regarded as social media information of e.g. Facebook
but also physical data like GPS coordinates. Although only human users have
been regarded, it should be possible to transfer the approach to automated com-
ponents, having context like the location of the hosted server or the company
running it.

3 Problem Statement and Contributions

As outlined, self-governed components can perceive spontaneous changes and
adjustments. In particular, changes of the produced data model and the tech-
nical interaction patterns in addition to modifications of functionality and the
component’s location are possible without former notice. Together with the ris-
ing number of heterogeneous components, the complexity of coordinating the
individual elements of Web applications increases further. No central coordina-
tor can guarantee sufficient performance when no specified size limits can be set
and potential changes of components can happen at any time.

Although switching from central to distributed architectures can reach sup-
plies the necessary scalability, it does not solve the problem of sudden changes
of components. While in the first case a central coordinator was responsible, the
adjustments now have to accomplished by the self-governed components them-
selves. Therefore, this paper focuses to answer the following research question:

Research Question: How can self-governed components in distributed archi-
tectures cope with dynamic and unforeseen changes of other self-governed com-
ponents which they depend on?

3.1 Validating and Updating Semantic Descriptions of Web
Components

The Web is a dynamic environment where resources and services are not static
and may appear, disappear, and change their characteristics spontaneously. If an
API or the functionality of an used self-governed component changes, an affected
consuming component will only recognize it when its procedures begin to fail.

Even though the provider may announce the modifications upfront, it is
usually not done via machine interpretable channels. Self-governed components
in critical applications therefore need analytical mechanisms to self-detect such
incidents. In the example, the GeospatialAnalytics and the tour planning com-
ponent provide data in the WGS84 format. An update e.g. could set the tour
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planning component back to its default settings, where country, address and
street name specify a location instead of WGS84 coordinates.

Bhargava and Lingayat [4] try to tackle the topic with local and global moni-
toring components to discover validations of service level agreements but do not
regard any (semantic) descriptions. SHACL [12] on the other hand allows the
comparison of incoming Linked Data against expected patterns but can hardly
cope with non-functional aspects. Consequently, the following question has to
be answered:

RQ 1. How can the changes in functional, behavioral and non-functional descrip-
tions of self-governed components be validated and, in the case of mismatches,
be modified?

3.2 Spontaneous Connector for Self-governed Components

Although self-governed components share a common stack of technologies like
URIs, semantic interfaces and RDF, they still allow nearly endless variations of
implementations. A self-governed component which identified a suitable func-
tional input source is not capable to simply consume the API without fur-
ther specification. Missing data mappings, unknown interface invocation and
other behavioral requirements prohibit a plug-and-play like connection. In the
described example, the self-governed UI component has to be able to switch from
the commercial tour planning to e.g. an instance of the open-source OpenTrip-
Planner7 (see Fig. 3):

Fig. 3. Exchanging the tour planning component with the similar OpenTripPlanner

For that, Keppmann et al. [11] introduce adjustable “Smart Components”
which can change their program code – and thereby also their data sources – dur-
ing runtime. Nevertheless, these components can not individually customize their
connectors to alternative sources. In contrast to that, the system of Bhargava
and Lingayat [4] dynamically configures the network but relies on a central coor-
dinator which poses all information about the environment.

This leads to the following research question:

RQ 2. How can one self-governed component autonomously consume another
without formerly specifying connection details and requirements?
7 http://www.opentripplanner.org/.

http://www.opentripplanner.org/
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3.3 Delegation of Communication Responsibility in Distributed
Architectures

In the example, only the self-governed UI component once has to find a replace-
ment for its data provider. No other component is affected as long as the UI
component can find a sufficient substitute. This leads to the question how self-
governed components know which providers to select in order to gain the required
input data.

Cao et al. [6] solve dynamic composition in P2P networks where the partic-
ipants iteratively create a workflow chain. Although they regard nonfunctional
characteristics, the parameters of interest have to be introduced during design
time. Additional desired parameter can not be considered. Similarly, Cardellini
et al. [7] do not regard the inherent complexity of nonfunctional requirements.

Policies like in [18,22] enable the components to act independently in a sur-
rounding with incomplete information and spontaneously occurring changes.
Comprehensible methods have to be developed or adjusted in order to rank
available candidates. The consuming self-governed component has to conclude
first whether an offering component complies with the defined policies, then
select the most appropriate, and establish a connection:

RQ 3. How can self-governed components in distributed architectures indepen-
dently derive selection criteria from abstract policies in order to appropriately
classify available, alternative self-governed components?

Summarizing, RQ 1 targets the discovery of evolving problems, RQ 2 exam-
ines methods to technically enable reactions and RQ 3 develops approaches to
select suitable reactions. In combination, they enable self-governed components
to state, if necessary, how and in which manner they react to dynamic changes
in distributed architectures and thereby answer the main research question.

4 Research Methodology and Approach

The self-governed components as regarded in this paper rely on the Semantic
Web Stack. In particular, URIs are used to identify and locate components,
in combination with RDF as the data model, and ontologies to reason about
delivered data and semantic descriptions. In addition, this paper only regards
self-governed components with RESTful APIs, based on HTTP communication.

The research approach is directly determined by the dependencies between
the proposed modules.

The treatment of changing API descriptions (Sect. 4.1) relies on the sponta-
neous establishment of communication channels (Sect. 4.2) and vice versa. Both
parts together will allow to solve the problem of decentralizing coordination
responsibility (Sect. 4.3) in order to answer the main research question.

4.1 Validating and Deriving Descriptions of Self-governed
Components

The required methods regarding the semantic description of APIs are divided
into two tasks. In the first part, component descriptions are regarded as fixed
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facts. They are compared against the observed data and communication pat-
tern. The aim is to detect inconsistencies caused by e.g. applied upgrades or
API changes of the observed self-governed components. On-the-fly reasoning of
transferred RDF data allows the recognition of conflicting statements of the
received data with their functional and non-functional descriptions. Violations
in terms of behavioral aspects usually lead to transaction errors which have to be
interpreted separately. Non-functional aspects need a more advanced handling.
A mapping of behavior variants to an ontology will be developed to gain inputs
for the semantic reasoner.

In addition to methods for validating assumptions, the automated proposal of
semantic descriptions is regarded. Independently recognizing component’s char-
acteristics is essential to increase the amount of useful and machine interpretable
descriptions in the Web as it lowers the effort in both time and necessary skills
to deploy a self-governed component. Therefore, benefits for both the consumer
(having detailed control mechanisms) and the provider (reducing the manual
effort) can be accomplished.

4.2 Spontaneous Connector for Self-governed Components

Consuming components can interact with suppliers on the basis of their semantic
descriptions. Data can be easily transmitted in the case of matching demanded
and available resources. Nevertheless, in some cases meaningful interactions can
still be accomplished although specifications and demands do not fit perfectly.
Therefore, the approach will relax the retrieved descriptions of self-governed com-
ponents. It is to verify whether neglecting parts of stated constraints improves
the automated connection of components. Even though the intentional violation
will produce mismatches, it has the potential to solve situations where overly
restrictive descriptions prevent interactions.

The Linked Data streaming engine Linked Data-Fu as the input connector
will serve as the mediator between two components. It is capable to request,
process and forward RDF data. Linked Data-Fu will be extended towards an
autonomously deciding connector. The challenge is to derive the interaction
instructions solely relying on the component’s (potentially mismatching) descrip-
tive data and predefined ontological knowledge. For that, Linked Data-Fu pro-
vides on the fly semantic reasoning and SPARQL query execution which serve
as the foundation for further developments.

4.3 Delegation of Communication Responsibility

The previously developed methods will be combined in a framework for delegat-
ing coordination to the component. The framework defines how abstract policies
have to be formulated to specify the expected behavior but on the other hand
contain enough flexibility to find a matching self-governed component. In gen-
eral, components are not deployed with exactly the required use case in mind,
and therefore have at least slightly divergent descriptions. Consequently, the
stated policies need to allow a certain degree of freedom.
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The framework also specifies how these user defined policies can be opera-
tionalized regarding a faced situation. The derived rules serve to filter and rank
the existing alternatives regarding functional and non-functional characteristics
and thereby allow decentralized decision making. In order to gain a consistent
behavior, the policies together with the derived rules are also transferred to
the involved components. Therefore, each self-governed component is capable to
configure its neighborhood independently but according to specified manners.

5 Preliminary Results

Currently, the work is in the initial experiment stage. Together with research
and industry partners from the STEP project8, a starting set of self-governed
components from various domains is established. This will be the foundation of
the a planed Web Component Network (see Sect. 6).

The first conceptual ideas have already been presented at SEMANTiCS
20169. Regarding the domain of industrial maintenance scheduling, the ongoing
digitalization increases the requirements for maintenance providers. The hetero-
geneity of interfaces, changing needs for functionalities and new business models
reveal the inadequacy of existing monolithic systems. It was outlined how seman-
tically enriched self-governed components can provide flexible integration into
distributed architectures. The next steps are the creation of a testing and devel-
opment environment. The Web itself is not suitable as conditions can neither be
repeated nor sufficiently controlled. On the other hand the Web is the targeted
habitat for the investigated self-governed components. Building on the exist-
ing Web Service Challenges [5] a sufficiently large set of various self-governed
components will be established.

The descriptions of the created components will include incorrect and lacking
annotations, syntactic and semantic errors and changes over time. The advan-
tage of a controlled environment is the ability to control the mutations and
thereby compare different strategies. The dynamic aspects, as (dis-)appearance
and sudden modifications of components, will be implemented by both prede-
fined, repeatable sequences and randomly triggered changes. Similarly to Joshi
et al. [10] the system is configurable via seed parameters and creates dynamic
but repeatable scenarios.

6 Evaluation Plan

This simulated Web environment will work in the same way and behave following
the same dynamic principles as the real Web but at smaller and therefore better
treatable scale. The target is a Gold Standard which serves as a testing and
evaluating environment for the developed methods but will also be part of the

8 https://www.projekt-step.de/.
9 http://www.slideshare.net/semanticsconference/sebastian-bader-semantic-technolo

gies-for-assisted-decisionmaking-in-industrial-maintenance.

https://www.projekt-step.de/
http://www.slideshare.net/semanticsconference/sebastian-bader-semantic-technologies-for-assisted-decisionmaking-in-industrial-maintenance
http://www.slideshare.net/semanticsconference/sebastian-bader-semantic-technologies-for-assisted-decisionmaking-in-industrial-maintenance
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contributions to the research community. The reproducible conditions of the
network will allow other researchers to compare their approaches with the results
of this research and to further improve the state of the art.

In order to judge the quality for recognition and adjusting of API descriptions
of self-governed components (RQ 1) the performance will be measured with this
environment.

Combining formerly unconnected Web Components (RQ 2) is a problem
also faced in frameworks for service composition. In the described problem the
connection effort shall be accomplished independently and self-organized by the
component facing a problem. Nevertheless, the performance of tools like Medley
[28] can be seen as baseline approaches.

In addition to the proposed evaluation environment, the developed concepts
and implementations regarding the delegation of the interaction channels will
also be implemented through the industry project STEP10. Existing company
policies will be provided and automatically translated into technical instructions
by the self-governed components. The resulting behavior is then compared to the
preferred choices of responsible managers.

7 Conclusion

The variety and amount of available components is a significant advantage of
applications running in the Web. A well known set of standard protocols and
principles enables the fast reuse of software functionalities. But existing Web
based services show that the heterogeneity of their behavior and unforeseeable
changes in the implementations require constant manual adjustments. Therefore,
a stronger utilization is prohibited.

Self-governed components are one method to enhance the degree of autom-
atization in distributed architectures. The proposed methods target the local
decision making to further empower the single components. The ability to inde-
pendently react on changes minimizes required maintenance of distributed Web
applications and decreases the barriers of component reuse. This results in faster
deployments, decreasing maintenance efforts and reduced complexity. The addi-
tionally provided evaluation environment makes the proposed approaches com-
parable and opens the paths to continuous improvements.
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Abstract. The increasing size and availability of data opens the door
for new application areas. Data which has previously been kept separated
can be linked and therefore enhanced with additional data from other
sources. The linking of data requires a certain data representation such
that it can be used in particular domains. In this paper we describe the
problem of data representation and search within data exemplified by
the legal domain. We propose an approach to represent the legal data
(legal norms and court decisions) of Austria and show how this data can
be used to build a legal knowledge graph, usable in various applications
for lawyers, attorneys, citizens or journalists.

1 Introduction

In recent years more and more data in various domains has become available
publicly and for free. The usefulness of such data varies widely and depends on
the structure as well as a maybe existing standardized representation of the data.
In the legal domain information is usually provided in legal documents such as
laws or court decisions, containing the respective information as well as links to
related documents. Laws link to each other (e.g. exceptions defined in another
law) and court decisions are linked to laws and previous court decisions which
have been taken into account in the particular case. All links are highly eligible
for representation as linked data in RDF. Although the information is available,
the look-up of legal information may be tricky when being interested in the legal
situation of specific circumstances or investigating a particular case as a legal
professional. The desired information is spread over various data sources, which
follow different access and pricing policies.

Information provided by legal information systems (LIS) is often accessed
with simple, keyword-based search interfaces and presented as a simple list of
hits based on particular search terms, maybe enhanced with meta information
about the document (law, court decision,...) to allow a first evaluation whether
a result might be interesting or not. The manual process of information retrieval
that is very time consuming and when searching for the wrong or not optimal
key words, the results might be overwhelming.

Research performed in the area of legal semantics shows that this is a hot
topic and will be approached both from an information systems and legal per-
spective due to the author’s legal background. Previous research is typically
c© Springer International Publishing AG 2017
E. Blomqvist et al. (Eds.): ESWC 2017, Part II, LNCS 10250, pp. 184–194, 2017.
DOI: 10.1007/978-3-319-58451-5 13
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tailored to a particular subdomain of the law or country [23,33,34]. Specialized
laws often also reference other laws and it is therefore appropriate to focus on
a jurisdiction, e.g. with a focus on Austria. A legal information system provid-
ing related information in a common knowledge graph enhanced with semantics
would be beneficial for legal and non-legal professionals for information search
and argumentation at court or to understand the evolution of legislation over
time.

The remainder of this research proposal is structured as follows: In Sect. 2 we
will describe the state of the art and related work. The problem statement and
contributions follow in Sect. 3. The methodology and approach to this problem
are described in Sect. 4. First results are shown in Sect. 5 and the evaluation plan
is outlined in Sect. 6. Section 7 concludes the paper.

2 State of the Art

Applying semantics in the legal domain is not new and was a hot topic around
the turn of the millennium until 2008 (e.g. [1,5,7,9,15,18,28,29]). However, with
the advances in information technology and the semantic world we think that
this is still a very interesting topic and should receive appropriate treatment.

The representation of legal information as natural language text is not opti-
mal, therefore another forms of representations have been proposed, for instance
legal ontologies, which can be seen as explicit specifications of conceptualiza-
tions [19]. In the area of the creation of legal ontologies Gangemi investigated
ontology design patterns that are typical for the legal domains and shows some
examples [18]. For exchanging information between legal knowledge systems for-
mats like the legal knowledge interchange format (LKIF) [21] or LegalRuleML
[2] have been suggested. Using the Resource Description Framework (RDF) as
means to represent legal information has been investigated by Ebenhoch, who
describes the challenges of legal resource description points and out that the key
approach to enrich legal data is enhancing it with metadata [15]. Saias et al.
describe the problem of missing semantics in legal information retrieval sys-
tems and propose an ontology to enrich the legal data with semantics based
on the Portuguese legal system [28]. Winkels et al. describe the need of seman-
tics in a legal context from the practical point of view of the Dutch Tax and
Customs Administration, who have to deal with legal information from various
sources and formats and developed a parser to automatically detect the identity
of sources and references to other legal documents [32]. RDF is also used to
describe a particular subdomain of law by Rodŕıguez-Doncel et al. to express
software licenses [26].

A summary of existing legal ontologies is provided by Breuker et al. [11],
listing 23 ontologies and categorizing them by application (general language
for expressing legal knowledge, information retrieval,...), type (knowledge repre-
sentation), roles (understanding a domain, searching,...), character (general vs
domain-specific), ontology construction (manual, automatic,...) and language.

Legal data needs not only be stored in an appropriate way, but also being
searchable. A very suitable way to represent relations between data is using
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graphs, which has already been investigated in the semantic world [10]. Further-
more, graphs allow the application of already well-known and researched graph
algorithms for search and traversal. Mimouni et al. present a solution to graph
query legal documents not only on their intertextual relationships but also taking
content descriptors into account [25].

Recommender systems provide the user with related information based on
particular metrics, for instance similarity. They can also be used in the legal
domain to show which information is related or similar to currently displayed
information. Drumond et al. describe the requirements and architectural design
for such a system [14]. Zeleznikow et al. apply game theory from the economics
domain to the Australian family law in order to provide negotiation support as
litigation is usually a zero-sum game [34]. A legal recommender system has also
been invented by Winkels et al. for Dutch case law1 and provides the user with
related information for the searched case [33].

The related work clearly shows that there is research done in this field.
Because of the fact that legal systems vary from country to country and also
the prevalent legal system, there is no common ontology or recommender system
available. Research is tailored to the specifics of a particular legal area, system
or both. Nonetheless, whereas axiomatization of laws and norms has received
considerable attention, case law and a semantic, graph-based representation of
court decisions, cases and their links, has not yet been tackled systematically.
We believe that a systematic approach to fill this gap could complement the
existing aforementioned efforts of enhancing law by semantics and enable new
research directions.

3 Problem Statement and Contributions

In Austria, legal information is provided free of charge by the legal information
system (RIS)2, which is operated by the Austrian Federal Chancellery, containing
information about legislation, law gazettes and case law limited to decisions by
the respective supreme courts (Supreme, Constitutional, Administrative, etc.).
In addition to RIS, information about the law, comments on decisions and addi-
tional information contained in legal commentaries are provided by some com-
panies by paid subscription. These platforms have in common that they allow
searching for keywords, specific laws or court decisions and, depending on the
data provider, may also offer some related information. However, the search and
assessment process of the result takes a long time and requires a lot of manual
browsing and reading until a legal professional is able to come to the final con-
clusion whether or not this particular search result is of relevance for a specific
case.

Although legal professionals usually know the law and the most important
decisions, in non-trivial cases the look-up of additional information is essential.
The RIS can be accessed by everybody with internet access, it is mainly used by
1 https://www.rechtspraak.nl/.
2 “Rechtsinformationssystem des Bundes”, http://ris.bka.gv.at (14.11.2016).

https://www.rechtspraak.nl/
http://ris.bka.gv.at
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Fig. 1. Interlinked legal documents, laws and decisions, contributing to a legal case.

legal professionals. Hence, time matters as it generates costs for their clients and
the information retrieval process should be kept as short as possible without a
negative impact on the quality of the outcome. Therefore, a software supported
search and assessment system would be beneficial.

Figure 1 shows a generic use case. All information is contained in a LIS and
can be queried. The search results are marked as applicable/positive or con-
tradicting/negative for a case. Furthermore, also clustering the results would
enhance the explanatory power of the results, shorten the search process and
allow focusing on the matters of fact.

To outline the problem with an example: A client of a legal professional had
a car accident and is involved in legal proceedings. Searching in the RIS for
judgments containing the term “Auto” (car) provides information about several
application areas. The results contain court decisions dealing with: (i) auto-
completion function of search engines, (ii) Observation of a suspect with a GPS
unit attached to his car, (iii) several cases dealing with the assignment of rights
and defects liability involving a car, (iiii) court judgments having an accident
as a fact of the case and many others. This example illustrates the problem on
a specific case, of course refining the search terms would be the first approach
to get a more fine-grained result. Enhancing the results with semantics and
relations to the search terms would be very beneficial for all users of such legal
information systems, save a lot of time by classifying the results and facilitating
argumentation before a court. This requires contextualised, unambiguous entity
recognition and appropriate linkage of similar cases, which is not present in the
current LIS.

The legal domain has some special properties, for instance the focus is not just
on information retrieval but also on question answering [4], which implies hav-
ing semantics of the texts available [28]. Dealing with legal documents requires
a transformation from natural language text into a more structured format. In
the last decade, several efforts were taken to represent legal documents in a
more formal way by focusing on XML [7–9,30] and also in RDF [1,15,24]. More-
over, several research projects have been carried out so far, for instance ship
certification (CLIME) [31] or tax law related (E-POWER) [6] legal documents.
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Our research is targeted towards proposing a system for legal and non-legal
professionals searching for information and the relation of the found information
in a legal information system, which requires the available information to be
represented in a suitable way and allowing to link the information properly.

Legal information is very diverse, differs from country to country and might
be specific to a particular legal domain. Moreover, it is typically available in nat-
ural language text and not in a structured data format which allows processing
out of the box and without any further restrictions. Therefore, we deduct our
main hypothesis:

Legal information available in systems such as the Austrian legal information
system RIS or European legal databases can be structured and enhanced by
semantics to support unambiguous and useful interlinking of legal cases in a
legal knowledge graph, that helps legal professionals, along with suitable graph

traversal and summarization techniques.

Due to the fact that the legal domain is very broad and can be divided into
many, very specialized subdomains, we split the hypothesis into two problem
areas, which have to be tackled to achieve the ultimate goal of having a legal
information system providing legal and non-legal professionals with all required
case-related information and turning the information retrieval into a “one stop
shop”. Therefore, we have discovered two problem areas:

P1 (Research Problem 1) Representation of legal information. Legal informa-
tion is distributed over various sources and typically represented as natural
language text. Although all required information about a law or court deci-
sion is mentioned in the text, there is no metadata about this specific source
of information available. The metadata is expected to be different for dif-
ferent kinds of legal information (for instance laws and court decisions) and
will require semantic alignment in case the same metadata fields are used
to represent information differently.
In general, a legal system can be classified in several ways e.g. into areas of
law (civil, criminal,...), but this classification might not always be satisfying,
for instance being to fine- or coarse-grained. Therefore, all related legal infor-
mation has to be enhanced with additional information. Figure 2 shows how
a law is displayed in the RIS, in particular the rights of the legal owner. It
contains structured information (bold printed), for instance, “Abkürzung”
(abbreviation), the actual law text or “Schlagworte” (keywords). These kind
of information can be parsed easily as it is already available in a structured
format. Additional information might still be incorporated in the actual law
text and not covered by the provided keywords.
Figure 3 shows the search results for the keyword “Auto” (car), which
presents all court decisions containing the search term. A legal professional
knows the circumstances of the case and for what court (“Gericht”) to look
and it is also possible to restrict the search to a particular court, but the
results still have to be browsed and their usefulness evaluated manually.
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Fig. 2. Excerpt of the law on rights of legal owners in Austria from RIS

Fig. 3. Court decisions for search term “Auto” (car) in the Austrian RIS

C1 Contribution to P1. The classification of a legal system can be made by
several aspects. Usually, legal systems use different codes of law, which can
serve as a classification basis. However, terms might be used comprehen-
sively in several different codes of law and searching for a keyword contained
in both codes, for instance, Fig. 2 shows an article in the civil code about
“Eigentum” (legal ownership). The same term also appears several times in
the criminal code.
Besides the classification using the respective code a legal norm is contained
in, we can also use the provided keywords by the RIS to assign legal norms
and judicial decisions to appropriate categories. For instance, the example
shown in Fig. 2 can be assigned to the civil code or to the categories men-
tioned in the keyword section, which then might contain also legal norms
and court decision with the same keyword. Therefore, we will be able to
classify the legal norms and decisions based on the information they pro-
vide.

P2 The search of legal information is difficult. Graphs are a convenient and
intuitive way to display relations between information. In the legal domain,
the relation and the importance of a relation is case-dependent. The mean-
ing of words and expressions is often ambiguous. Therefore, search engines
for legal information need to be context-aware and consider this fact in the
applied search algorithm. The search for a keyword and all related docu-
ments will result in an unmanageable list of results which has to be analyzed
manually. Current LIS and legal databases partly provide the option to sort
the results based on relevance, date or different types of legal documents,



190 E. Filtz

for instance, decisions (with subcategories of different courts), legal norms,
commentaries, journals etc. However, the assessment of the result is still
up to the user of such an information system.

C2 Contribution to P2. The additional benefit of a graph-based semantics-
enhanced information system lies in the availability of graph metrics to
adjust the search process. Graph metrics describe the structure of it, for
instance the degree distribution of a graph for finding the nodes with the
highest number of incoming or outgoing links. The betweenness centrality
indicates how central a particular node is within the network based on the
number of shortest paths going through this node. The closeness central-
ity relates to the length of the shortest paths and therefore to how close a
node is to the other nodes. These and other graph metrics are useful to find
important nodes in a graph and to optimize the search algorithm as well as
to find the most important related documents as already shown by Hulpus
et al. [22]. Based on a proper representation of an information system, this
would be beneficial to build summary graphs which enable the user to cap-
ture the structure very intuitively and choose which subgraph might seem
worth a further inspection.
The number of nodes in a graph is highly varying. Depending on the con-
text, it is possible to classify nodes based on certain properties and merge
them in a way such that parent categories can be formed which contain all
the information of the merged nodes. A graph size reduction it more com-
prehensible and in the case of a LIS it does not overwhelm the user with
an unmanageable number of results but provides a summary and the user
can choose which category seems more promising and investigate it further.
As a first starting point, we will use a breadth-first search algorithm to find
all related information before building the summary graph. That is done
because a BFS algorithm stepwise follows all related information and is
expected to provide a more general overview. On the other hand, a depth-
first search algorithm can be used when you already know a given source
and target node in a graph, which is not the case when building summary
graphs. Therefore, a breadth-first search is expected to be more suitable to
solve this problem.

4 Research Methodology and Approach

We decided to apply the iterative research methodology Action Research (AR)
as described by Checkland and Holwell [12]. This means that we start with
a literature review and evaluate the already proposed ontologies in the legal
domain. We then will either choose an appropriate one and see which adaptions
need to be made to meet our requirements. If no appropriate ontology can be
found or the adaption process is not successful we will develop and apply our
own ontology. The adapting and/or development process will go hand in hand
with continuous checks whether the ontology is still applicable when adding new
data sources and continued as long as new and different legal data sources are



Building and Processing a Knowledge-Graph for Legal Data 191

added which leads to a continued assessment and adaption process. All iterations
targeted to a specific task are continued until a satisfying result has been found
or we came to the conclusion that this task cannot be solved. The advantages
of an iterative research methodology are that the return to a previous step in
a sequence of tasks is possible and we are not restricted by previously taken
decisions.

In terms of the graph-based search algorithms we will start with a small
subset of the legal domain and apply a breadth-first search (BFS) to navigate
through the graph. Furthermore, we will calculate several graph metrics like the
number of nodes and edges, graph density and centrality scores. The content of
nodes with high scores will be compared to the keywords mentioned in the related
documents. Subgraphs of DBPedia and a financial transaction network serve as
comparison graphs as we already gained knowledge on how a BFS algorithm
performs on these graphs.

Furthermore, this thesis is related to two different research projects, which
will also serve as a source for ideas of how to approach problems arising as well
as for result comparison. The law-related project is called DALICC and deals
with the machine-readable representation and comparison of software licenses.
The GraphSense project focuses on the processing and analysis of large graphs.
Therefore both projects will serve as input combined with the author’s mainly
legal background.

5 Preliminary Results

We surveyed suitable graph search algorithms such as different graph search
algorithms [13,16] as well as summarization methods [22,27], which we already
applied in different use cases, for instance finding the k-shortest paths in differ-
ent datasets [17,20]. We plan to leverage the already gained knowledge in the
proposed PhD combined with the author’s legal background. Furthermore, our
research group has already gained preliminary expertise in advanced search fea-
tures within the Austrian RIS and their limitations [3] as well as formats and
structure of legal data.

6 Evaluation Plan

The results of this research project will be evaluated continuously. The evaluation
of the results for the representation of legal data as linked data will be based on
existing ontologies and their capability to represent the Austrian legal system.
Suitable ontologies will be found by evaluating existing ontologies and their
likeliness to applicable to our specific research project. We will start with a
small subset of legal documents and try to represent it with the chosen ontology.
Throughout the research project we will continuously add different types of
legal documents to check whether the new information can still be represented.
In terms of the performance and scalability we will have to investigate which
sizes of the input and output graphs are feasible for processing in terms of
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processing time and scalability. Furthermore, the size of a summary graph must
be comprehensible such that it can be captured intuitively. We will compare
this with the sizes and complexity of legal graphs we can construct from the
available case law knowledge extracted from the LIS. The performance of the
algorithm will be evaluated by the time it needs to perform the search and
memory consumption.

7 Conclusion

Our research addresses the problem of data representation of different domains
exemplified by the legal domain. We outlined the problem of a proper represen-
tation of domain-specific legal data involving laws, regulations and court deci-
sions, as well as their associated meta-data and graph-based search problems.
The motivation, research problems and approach are described in this paper. The
future work consists of an analysis of already existing ontologies and evaluation
whether they can be taken as a basis for our work.
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Abstract. Big Data commonly refers to large data with different for-
mats and sources. The problem of managing heterogeneity among varied
information resources is increasing. For instance, how to handle vari-
ations in meaning or ambiguity in entity representation still remains
a challenge. Ontologies can be used to overcome this heterogeneity.
However, information cannot be processed across ontologies unless the
correspondences among the elements are known. Ontology matching
algorithms (systems) are thus needed to find the correspondences (align-
ments). Many ontology matching algorithms have been proposed in
recent literature, but most of them do not consider data instances. The
few that do consider data instances still face the big challenge of ensur-
ing high accuracy when dealing with Big Data. This is because exist-
ing ontology matching algorithms only consider the problem of handling
voluminous data, but do not incorporate techniques to deal with the
problem of managing heterogeneity among varied information (i.e., dif-
ferent data formats and data sources). This research aims to develop
robust and comprehensive ontology matching algorithms that can find
high-quality correspondences between different ontologies while address-
ing the variety problem associated with Big Data.

Keywords: Big Data · Ontology matching · Data heterogeneity ·
Alignment

1 Introduction

Big Data is the “new oil”, the substance that is expected to drive the information
economy of tomorrow. It is commonly considered to have three main dimensions:
Volume, Velocity and Variety. Volume refers to the problem of dealing with large
data sets; Velocity refers to the problem of dealing with real-time streaming data
where it may not be possible to store all data for later processing and; Variety
refers to the need to deal with many different data sources and data formats
[9]. Big Data applications and projects are everywhere and companies prepare
for the future where they cannot survive without the information gleaned from
a variety of data sources. The problem of managing heterogeneity among such
varied information resources is increasing. For instance, most database research
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and self-assessment reports recognise that the question of semantic heterogene-
ity, that is, how to handle variations in meaning or ambiguity in entity inter-
pretation, remains open [1]. Ontologies are often used as a model for knowledge
representation and can help in overcoming these heterogeneities [16].

Ontologies play a prominent role for many applications, such as database
integration, peer-to-peer systems, e-commerce, semantic web services and social
networks [7]. They are a practical means to conceptualise what is expressed in
a machine readable format. An ontology usually provides a vocabulary charac-
terising a domain of interest and a specification of the meaning of terms in that
vocabulary [5]. In open or evolving systems, such as dynamic Big Data analysis
environments, different parties adopt different ontologies that typically need to
be merged for analysis to be performed. Information cannot be processed across
ontologies if the correspondences or semantic mappings between the elements are
unknown. Manually finding such correspondences is time-consuming and prone
to error. The success of the Semantic Web and other applications is dependent
on the development of algorithms to assist in this process, also called ontology
matching, which is the main focus of the research.

We seek to develop a robust and comprehensive ontology matching system
that can find high-quality correspondences between different ontologies and also
resolve the variety problem associated with Big Data.

The remainder of this paper is organised as follows. Section 2 reviews the
related literature. The research problems and expected contributions are pre-
sented in Sect. 3. Section 4 outlines the research methodology and approach.
Sections 5 and 6 discuss the preliminary test and evaluation plan respectively.
The paper is finally concluded in Sect. 7.

2 State of the Art

This section discusses the recent developments in ontology matching (OM).
Given two or more ontologies, the OM problem is to find correspondences

between them. OM has been extensively studied as an essential technology to
achieve interoperability over ontologies [10]. Existing work on OM is mostly
focused at the schema level, that is, finding correspondences between two
schemas such as database schemas and ontologies. However, in recent literature,
the ability to compare different ontologies with the objective of identifying sim-
ilar instances which refer to the same real-world entity is drawing more research
interest. To execute the matching process, OM systems (algorithms or tools) are
used. Some of the challenges the OM systems face can be found in [17]. These
matching systems are basically developed by selecting a matching strategy and
combining two or more of the multitude of matching techniques (see [Chaps.
5–7 of [5]] for details). However, quality mappings cannot be obtained if these
techniques are not selected and combined appropriately.

Ontology matching systems such as COMA [3] and Lily [18] find correspon-
dences between ontologies at the schema level and do not consider instance data,
hence, they are unable to identify important mappings which may be needed for
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future analysis. The few systems, such as Falcon-AO [8] (see survey in [14]), that
do consider data instances during matching still cannot deal with voluminous
and high-variety datasets properly. Existing systems such as GLUE [4] use iter-
ative matching (IM) techniques to speed up the ontology matching process. IM
finds the instance correspondences in multiple loops; only a fraction of instances
are matched in each iteration, which are then used as sources for matching the
remaining instances in the next iterations. Although these techniques are useful
when matching large datasets, IM is likely to propagate errors of mismatched
instances. To avoid this problem, other systems such as PRIOR+ [12] use the
parallel workflow strategy. In this strategy, several matchers are executed inde-
pendently on the ontologies. The results produced by the individual matchers
are combined by some aggregation and extraction methods to obtain the final
alignments. Several aggregation and extraction methods have been proposed [5],
including: Max/Min method, which returns the maximum or minimum similarity
value of individual matchers; Weighted method, which computes a weighted sum
of similarity values of individual matchers; and S̈ıgmoid method, which combines
the results of the individual matchers using a s̈ıgmoid function. The weighting
methods require that a threshold be set manually and hence, are unable to adapt
to different matching tasks. For example, when the selected matcher changes or
their number increases. Employing weighting methods as the only strategy to
aggregate individual matchers and extract alignments has been identified in the
literature [17] to be ineffective and may result in ambiguous, inconsistent and
inaccurate (low-quality) mappings: especially for matching systems that adopt
both syntactic and semantic techniques. To solve the above challenges, we pro-
pose a novel ontology matching system that uses a dynamic weighted method
in addition to user knowledge (reasoning) to find high-quality correspondences
in Big Data. The main idea behind the system is to maximize the utilization of
available data instances of ontologies.

3 Problem Statement and Contributions

3.1 Problem Statement

The following examples illustrates variety problems associated with Big Data
and some other ontology matching problems. The first example shows a prob-
lem that occurs when mappings are identified based solely on information in
the ontologies, neglecting external background knowledge. The second scenario
presents the variety problem associated with Big Data (i.e., different representa-
tion of the same attribute). The last example shows the importance of matching
at both the schema and instance levels.

The diagrams in Figs. 1 and 2 represent ontologies for two companies A and
B. These ontologies consist of concepts, instances, attributes and relations. Green
rectangles are concepts, yellow diamonds represent relations between different
concepts, attributes are the pale blue hexagons and instances are displayed as
pink rounded rectangles.
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Fig. 1. Ontology A

Assume we would like to find correspondences between Ontology A (Fig. 1)
and Ontology B (Fig. 2). Schema level matching would establish a match between
Locomotive in ontology A and Train in Ontology B. However, in the real world, a
locomotive is an engine of a train hence, matching Locomotive to Train is a false
match. In such cases the use of external resources such as WordNet or reference
ontologies can help reduce the mismatch.

Secondly, the attribute values associated with the departure attributes in
ontologies A and B use different representations (i.e., full month name vs. short
number form). Using syntactic (e.g. string-based) techniques, the attribute val-
ues would not match. However, these values represent dates in the real world
hence techniques such as logical and numerical methods need to be combined
appropriately with other syntactic techniques to resolve such varieties in data.

Lastly, using semantic and syntactic techniques (such as logical deduction,
terminological structure, name-based, external resources), the Truck (Fig. 1) and
Lorry (Fig. 2) will result in a match. This is because in the real world, Lorry and
Truck are synonyms; Australia and United States of America call a motor vehicle
designed to transport cargo as Truck while United Kingdom and Ghana refer to
the same entity as Lorry. However, in this case, matching Truck to Lorry would
be a mismatch. This is because the instances of Truck are similar to the instances
of the Lorry, Autobus and Car hence, Truck would match Lorry, Autobus and Car
in this scenario.

Additional problems that current matching systems cannot handle include:

– the inability to incorporate missing type information of instances. This is
important since not all ontologies will be at the same level of granularity,
which makes it difficult to find appropriate matches.

– the inability to effectively resolve mismatches, inaccuracies and inconsisten-
cies between heterogeneous data.

To solve the identified problems, the following research questions will be
addressed:
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Fig. 2. Ontology B

1. Big data has varieties and masses of data, how can we use it in
ontology matching?

2. How can high-quality mappings be extracted without introducing
ontological mismatches?

3. How can alignment inconsistency, ambiguity and inaccuracy in
ontology matching be addressed?

3.2 Contributions

The expected contributions of the research include:

– a novel instance-based technique that uses mining association rules to com-
pute similarities between instances of different ontologies.

– the development of an effective aggregation and extraction technique which
will incorporate user knowledge and a dynamic weighted method to combine
the alignments resulting from the individual matchers.

– an effective filtering (alignment improvement) technique to identify the incon-
sistent and inaccurate mappings when matching Big Data.

4 Research Methodology and Approach

The research is divided into three stages. The first stage will investigate and
develop algorithms that will incorporate data instances, identify missing type
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information, and partition the ontologies. In the second stage, a technique to
aggregate and extract alignments will be developed. An alignment improvement
technique will be developed in the third stage. Overall, the problems and ques-
tions identified in Sect. 3 will be addressed in these stages.

4.1 Research Stage 1

To begin with, we will adopt and extend the hierarchical clustering method of
Typifier [11], which makes use of data instances to recover implicit subtypes.
Python NLTK1 will be used to reduce each form of a term in the data to some
standardised form that can be easily recognised. Python NLTK would perform
activities such as normalisation of date and number formats, term extraction,
tokenisation, lemmatisation and stop word elimination on concept or label names
to reduce their dissimilarities as well as generate pseudo schema attributes used
by the Typifier algorithm. The extended type info. identifier will handle arbitrary
formats (such as string vs. actual date format using data instances) to help
address the variety problem in big data by inferring fine grain type information
from data instances in order to bring the schema to the same level of granularity.
The type info. identifier will then be applied on real world data such as OAEI2,
DBpedia3 and Freebase4 to identify any additional information in order to avoid
class mismatch. Furthermore, we will empirically select an effective clustering
algorithm that clusters instances in addition to schemas and adopt it as our
ontology partitioner by evaluating their validity and runtime performance. The
preliminary results of this evaluation is shown in Sect. 5.

In addition, the parallel workflow strategy will be adopted to design a
matcher. The matcher will mainly incorporate existing instance-based, name-
based, language-based, graph-based, taxonomy-based and model-based tech-
niques (see [5]). The matcher will consists of the following:
Structural matcher compares the structure of entities in the data
Label matcher compares the similarity between strings (text)
Instance matcher computes the similarity between data instances
Semantic matcher uses external resource and logic to identify schemas and

instances that are semantically related

The matcher architecture is illustrated in Fig. 3. This matcher is similar to
that of PRIOR+ with the difference being an integration of a semantic and
instance-based matcher. The semantic matcher will employ external background
knowledge and will be integrated with existing logic-based techniques [19] while
the instance-based matcher will employ link-key extraction method. The matcher
will then be tested on the partitioned ontologies. The output of this matcher will
be a series of alignments (correspondences).
1 https://pypi.python.org/pypi/nltk.
2 http://oaei.ontologymatching.org OAEI is an annual ontology matching competition

that provides authoritative test and evaluations of ontology matching techniques or
algorithms.

3 http://www.dbpedia.org.
4 http://www.freebase.com/.

https://pypi.python.org/pypi/nltk
http://oaei.ontologymatching.org
http://www.dbpedia.org
http://www.freebase.com/
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Fig. 3. Proposed architecture for stage 1

4.2 Research Stage 2

The second stage of this research will investigate and develop techniques that
will help in producing quality mappings. An aggregation and alignment extrac-
tion technique will be developed by integrating user knowledge (similar to
ALCOMO5) with weighting [5] techniques. This technique will enable us to select
the best correspondences produced by the individual matchers. The aggregation
and alignment extraction technique will be implemented on the set of alignments
produced by the matcher. The results will be evaluated using standard measures
such as precision, recall and F-measure by comparison with OAEI gold standard.

4.3 Research Stage 3

This stage will investigate reducing ambiguity to address alignment inconsistency
and inaccuracy in ontology matching. An alignment improvement technique will
be developed by adopting and extending existing approaches such as [15] using
SAT solvers [6] and some reasoning techniques [13]. This will ensure consistency
and accuracy in ontology matching by reducing ambiguity of data instances and
helping to identify sets of exact and non-exact correspondences. The alignment
improvement technique will be evaluated on the result of stage 2.

5 Preliminary Results

Matching and validating large ontologies is very difficult. However, when the
ontologies are partitioned, it becomes easier for the single modules to be matched.
Relatively, partitioning Big Data makes it easier to be used in an ontology match-
ing process. In order to obtain an effective ontology partitioner, an ontology

5 http://web.informatik.uni-mannheim.de/alcomo/.

http://web.informatik.uni-mannheim.de/alcomo/
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partitioning test was carried on the OAEI-IM’106 ontology datasets using Scikit
clustering7 and Python. The Person1 and Person2 datasets consist of 2000 enti-
ties and 9000 RDF triples each. The attributes included in the ontology are:
name, surname, street number, address, suburb, postcode, state, date of birth,
age, phone number and social security number. The ontologies contain 4 types,
namely Person, Suburb, State and Address, each with distinct attributes. With
this simple schema, it is expected that the clustering should identify 4 clusters,
one for each type.

The selected clustering algorithms are the K-Means, DBSCAN, Mean shift,
Affinity Propagation and Birch. After running these algorithms on the ontolo-
gies, the results showed that only K-means and Birch (see Table 1) identified the
desired clusters. This is because some of these clustering methods are unable to
handle high dimensional data. In addition, Mean Shift and DBSCAN are density-
based clustering methods that require a (nearly) continuous density function,
hence, cannot yield any useful results in discrete scenarios. Affinity Propagation
has high time and memory complexity, hence, is limited to clustering small sized
datasets. Although Birch produced the desired clusters, the identification of its
threshold parameter is complex and data specific; therefore, will be inappropriate
to use for partitioning large datasets. K-Means also require a threshold parame-
ter to be identified. However, the parameter selection for K-Means is relatively
simple and it is expected that, the structure of the ontologies and the informa-
tion from the missing type identifier will enable a reasonable estimate of this
parameter. We will suggest K-Means as good for partitioning simple datasets
but experiments need to be performed on complex datasets.

Currently, we are performing a similar evaluation on hierarchical clustering
methods. The idea is to hierarchically cluster the instances to infer hidden struc-
ture in the ontology which can help to further partition a large-grain ontology
into finer distinctions that may help find better matches and even guide the
future evolution of the ontology.

6 Evaluation Plan

To evaluate our matching algorithms, we will adopt the benchmark tests from
OAEI ontology matching campaign 2016. We will begin the evaluation by
checking if the datasets have the different type of heterogeneity8 (e.g., class
heterogeneity, attribute-type heterogeneity) and if not, we will introduce spe-
cific heterogeneity using the framework in [2]. This framework permits the user
to upload the source ontology and input heterogeneities between the source
ontology and target ontology based on his/her knowledge and actions. We will
then follow the evaluation criteria of OAEI, calculating the precision, recall and
f-measure of each test case. The results of our algorithms will be compared with
that of other OAEI participants. Finally, our matching system will be submitted
6 http://oaei.ontologymatching.org/2010/im/.
7 http://scikit-learn.org/stable/modules/clustering.
8 Heterogeneities such as RDF, EXCEL and DB have been left aside.

http://oaei.ontologymatching.org/2010/im/
http://scikit-learn.org/stable/modules/clustering
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Table 1. Ontology clustering results

Clustering algorithm Validity (Number of clusters) Runtime performance(s)

K-Means 4 1.17a

DBSCAN 0 0.15

Mean Shift 1 0.4

Affinity Propagation 92 2.09

Birch 4 1.33
aThis is for multiple runs using inertia to select best result (0.117 per run on
average)

to the OAEI’18 workshop/conference for its performance to be compared with
top-ranked systems that will be participating in OAEI’18 campaign.

7 Conclusion

This research will result in the development of algorithms that will improve
upon the existing state of the art in ontology matching by using techniques from
different fields such as information retrieval and graph matching. The novelty
lies in the individual matchers as well as the aggregation and alignment extrac-
tion method. For instance, to deal with class mismatch, a technique to infer fine
grain type information from data instances will be incorporated into the match-
ing process to bring the schema to the same level of granularity. A dynamic
weighted sum in addition to user knowledge will then be applied to select the
final mappings which will be improved using SAT solvers to eliminate ambiguity
and inconsistencies.
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Research Centre (D2D CRC). The thesis is supervised by Prof. Markus Stumptner and
Dr. Wolfgang Mayer.
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Abstract. Ontology-Based Data Access systems provide access to non-
rdf data using ontologies. These systems require mappings between the
non-rdf data and ontologies to facilitate this access. Manually defin-
ing such mappings can become a costly process when dealing with large
and complex data sources, and/or multiple data sources at the same
time. This resulted in different mapping generation tools. While a num-
ber of these tools use knowledge from the original data, existing Linked
Data, schemas, and/or mappings, they still fall short when dealing with
complex challenges and the user effort can be high. In this paper, we
propose an approach, together with an evaluation, that discovers and
uses extended knowledge from existing (Linked) Data, schemas, query
workload, and mappings, and combines it with knowledge provided by
the mapping process to generate a new mapping. Our approach aims to
improve the mapping quality, while decreasing the task complexity, and
subsequently the user effort.

1 Introduction

Nowadays, Linked Data is materialized using rdf, which uses schemas (ontolo-
gies and vocabularies) to provide annotations, and is queried using the sparql
query language [1]. However, Linked Data applications have the need to access
data that is available in non-rdf formats [2]. Ontology-Based Data Access
(OBDA) systems provides such access where an ontology mediates between
the raw data and its consumers [6]. This access requires a mapping between
the data schema of the non-rdf data and the ontologies. Subsequently, the
aforementioned applications use OBDA systems to access non-rdf data, as if
dealing with rdf data. However, manually defining such mappings can become
a costly process when dealing with large and complex data sources [3,4], and/or
multiple data sources at the same time [5]. This resulted in the development of
(semi-)automatic mapping generation tools. Such tools reduce the user effort dur-
ing the mapping process by reducing the required user interaction. This process
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takes as minimum input the raw data and outputs a mapping that maps this
data to rdf triples. The process’ tasks include selecting the appropriate classes,
predicates, and datatypes, and matching them with the data.

Existing tools for single scenarios only need limited user interaction, but fail
on scenarios involving non-trivial data schemas. Automatic tools are developed
for use cases where only a mapping for a single scenario is required and where
no mappings for subsequent, similar scenarios need to be created (hereinafter
referred to as single-scenario use cases). They have a low task complexity [6],
as the required user interaction is limited. Subsequently, the mapping process
requires a low user effort. In most cases, these tools only use the original data
schema and ignore other knowledge available in existing (Linked) Data [7,8],
Schemas (data schemas, ontologies and vocabularies), the Queries that will be
executed on the new rdf data (query workload) [2], and Mappings [9] (DSQM).
With existing knowledge, we refer to knowledge that is available before the map-
ping process. Although these tools are able to generate a promising mapping for
simple scenarios, they fail on scenarios with more complex data sources involving
non-trivial data schemas (hereinafter referred to as complex challenges) [2].

Semi-automatic tools are developed for both single-scenario uses cases and
use cases where multiple mappings need to be created in the same domain (here-
inafter referred to as multi-scenario use case). They require more user interaction,
such as writing SQL queries [10] or validating a suggested mapping [11], which
might improve the generated mapping. However, it increases the required user
effort. Despite using more existing knowledge compared to automatic tools, such
as mappings and Linked Data, they neglect the query workload.

In this work, we present our semi-automatic approach to improve the qual-
ity of single-scenario mappings, while decreasing the user effort, compared to
the state of the art. Our approach discovers and uses a more extended set of
DSQM knowledge compared to existing tools to deal with complex scenarios,
and reduces task complexity. Furthermore, the approach is not limited to a spe-
cific data format. The remainder of the paper is structured as follows. In Sect. 2,
we elaborate on the state of the art. In Sect. 3, we discuss the research questions
and the corresponding hypotheses. In Sect. 4, we explain the methodology and
approach. In Sect. 5, we give preliminary results, followed by the evaluation plan
in Sect. 6. In Sect. 7, we conclude the paper.

2 State of the Art

In this section, we elaborate on the state of the art for OBDA mapping gener-
ation and evaluation.

2.1 Mapping Generation Tools

Existing automated tools require no user interaction and use the data, data
schema, and/or target ontology, but neglect the query workload and existing
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DSQM knowledge. These tools are based on the direct mappings approach1, in
which tables are mapped to classes, data attributes are mapped to datatype
properties, and foreign keys to object properties. They generate a new schema,
called a bootstrap ontology, based on the database schema. When an exist-
ing ontology, called a target ontology, needs to be used, alignment between the
target and bootstrap ontology is required afterwards. D2RQ [12] generates addi-
tional rules to tackle more complex challenges not considered by direct map-
pings. The alignment between the bootstrap and target ontology is done with
schema matching tools, such as LogMap [13]. MIRROR [14] and Ontop [15]
are similar to D2RQ. However, MIRROR extends the mappings by using infor-
mation in the databases to determine, e.g., subclass-of relationships and m:n
relationships. Ontop updates the mappings using T-Mappings [16], which use
knowledge embedded in the target ontology. Furthermore, D2RQ, MIRROR,
and Ontop neglect the actual data, the query workload, and existing DSQM
knowledge. AutoMap4OBDA [17] uses both the data and data schema, together
with the target ontology. The ontology alignment is done by the tool itself and
does not require an external schema matching tool. However, it neglects the
query workload and existing DSQM knowledge. While the aforementioned tools
work with relational databases (RDBs), Gloze [18] and JTOWL [19] apply a
similar approach for xml and json files, respectively.

Existing semi-automated tools use the data, data schema, target ontology,
existing mappings, existing Linked Data, and user interaction to create and
improve the mapping, but not all information in the mappings is used and the
query workload is neglected. BootOX [10] is the only semi-automatic tool for
RDBs that applies the direct mappings approach and uses a bootstrap ontol-
ogy, while IncMap and Karma are not. BootOX deals with more complex map-
pings than the ones tackled by direct mappings, due to the user interaction.
IncMap [11] creates an IncGraph, based on the graph used in the Similarity
Flooding Algorithm [20], to represent the data schema and the target ontology.
The calculation of the weights of the graph is dynamic and allows to incorpo-
rate user feedback to improve results. Karma [21] is different because it uses
existing DSQM knowledge to suggest mappings to the user. During a multi-
scenario use case information in the previous mappings (called the semantic
model) is reused, such as the classes, properties, and how these are related to
each other [9]. However, they do not utilize the other information available via
the mappings to tackle more complex challenges. If the different scenarios are
in different domains previous mappings will have a limited usability. They use
graph patterns found in existing Linked Data to determine how the classes and
properties are related to each other [8]. This allows support for single-scenario
use cases, because for these cases the tool is not able to use previous mappings to
get that knowledge. However, the quality of mappings generated by using exist-
ing mappings is higher, because they provide a more coherent semantic model
than the small graph patterns of the Linked Data. Furthermore, none of these
tools validate the correct use of properties and classes.

1 https://www.w3.org/TR/rdb-direct-mapping/.

https://www.w3.org/TR/rdb-direct-mapping/
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The use of mapping process knowledge in the tools is limited to either the
original data, schema and/or ontology, while the query workload is neglected.
Furthermore, besides the use of a target ontology for alignment with the boot-
strap ontology, only Ontop, AutoMap4OBDA, IncMap, and Karma use knowl-
edge provided by the ontologies to improve the mapping. Karma is also the only
tool that uses existing mappings (semantic models and existing data with their
corresponding classes and properties) and Linked Data to provide improvements.

Nevertheless, these RDB tools still fall short when tackling more complex
challenges, e.g., when subclasses are grouped in a single table and need to be
separated, and in real-life scenarios with more complex queries [2,17].

2.2 Mapping Generation Evaluation

Liu and Li [6] propose a task model to evaluate the task complexity. This com-
plexity is the aggregation of any intrinsic task characteristic that influences the
task’s performance. The task is in our case the mapping process. The model’s
components that contribute to the complexity are input (e.g., data, procedures,
guidance, and random events), goal/output, process (e.g., steps and actions),
time, and presentation (e.g., format and task compatibility). Decreasing the task
complexity results in decreasing the required user effort, because less is required
from the user (e.g., input, actions, and time).

In most cases, when tools are accompanied with an evaluation, they only
assess a limited set of the mapping process’ aspects: time required to transform
the mapping suggestions to the correct ones [11]; W3C Direct Mapping Test
Cases2 [14]; precision, recall, and CPU time when using the semantic model [9]
and Linked Data [8]; or number of user actions [21]. However, they only give
a limited insight about task complexity and/or mapping quality, and not every
tool is compared with the results of other tools. Furthermore, during these eval-
uations there is a lack of clear test case descriptions and performance indicators
for the mapping quality, and they are different for each tool. Therefore, Pinkel
et al. [2] developed a mapping generation quality benchmark for Relational-
to-Ontology Data Integration scenarios (RODI). Mappings tools are evaluated
by assessing the generated mapping’s quality, i.e., a comparison between triples
generated via the mapping, as a result of given queries, and the expected triples.
However, as RODI is focused on automatic tools, it does not provide a formalized
way to evaluate the task complexity, which is required when dealing with semi-
automatic tools. Furthermore, it works only when the target ontology is used by
the tool, while a combination of ontologies might provide better annotations. It
is not suited to evaluate tools for other formats, as it only works for RDBs.

3 Problem Statement

In our approach, we aim to improve the mappings of single-scenario use cases,
i.e., the precision and recall of the query-answering of the resulting Linked Data
2 https://www.w3.org/2001/sw/rdb2rdf/test-cases/.

https://www.w3.org/2001/sw/rdb2rdf/test-cases/
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improves, by using DSQMs, because the DSQMs might contain knowledge that
already tackles these challenges and DSQMs have proven benefits [8,9]. However,
we aim to use an extended set of knowledge compared to previous efforts to
improve the mappings to tackle these complex challenges. Therefore, we need to
discover existing DSQM knowledge, i.e., find the relevant DSQM knowledge that
is already available before the mapping process. This leads to the following main
research question: can we improve the (semi-)automatic generation of new single-
scenario mappings using existing DSQM knowledge? To answer this question,
we need to answer these subquestions:

– How can we (semi-)automatically discover existing DSQMs that are relevant
to the mapping process?

– How can we (semi-)automatically integrate the discovered DSQM knowledge
with the DSQ knowledge of the mapping process to generate a new mapping?

These research questions lead to the following hypotheses:

– Using existing DSQM knowledge improves the quality of a new single-scenario
mapping compared to the state of the art.

– Using existing DSQM knowledge decreases the task complexity of the map-
ping process compared to the state of the art.

4 Research Methodology and Approach

Based on the research questions, we need to tackle two aspects: (semi-)automated
discovery of relevant existing DSQM knowledge (Sect. 4.1) and (semi-)automated
us of this knowledge to generate mappings (Sect. 4.2). Both can be addressed
separately. The first aspect is not tackled by any of the other tools. For the second
aspect, we exploit all options where existing tools are limited to only a subset
of the possibilities. The knowledge of the new mapping process is combined
with relevant existing knowledge (Fig. 1). This results in an initial mapping.
Subsequently, user feedback on the mapping, collected via a user interface, is
used to improve it. Furthermore, our approach an be used for heterogeneous
formats.

Fig. 1. Overview of the approach
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4.1 Discover Existing DSQM Knowledge

A high-level overview of the approach to discover the relevant existing DSQM
knowledge can be found in Fig. 2. The mapping process provides DSQ knowledge
(bottom elements). Furthermore, we have existing DSQM knowledge (top ele-
ments). In the ideal scenario all the DSQM knowledge is at hand. However, this
might not always be the case. To address this, we infer knowledge from other
knowledge (dashed arrows): based on the original data the data schema can
be reconstructed to a certain extent, as done in our previous work [22]; based
on the classes and properties used in a mapping [9], Linked Data [8], and/or
queries, you can derive the used ontologies. To discover the relevant knowledge
we employ algorithms to measure the similarity of other knowledge components
(methods a-e in Fig. 3). For example, if two data schemas of data sources about
persons are similar then the classes (e.g., foaf:Person) and properties (e.g.,
foaf:name) of the existing mapping become candidates to be reused for the
new mapping (b). Another example is comparing the query workload (e). If
the two query workloads contain a query that searches for the graph patterns
?s a foaf:Person. ?s foaf:name ‘John Doe’., then both mappings will be
similar as both will need to annotate entities with the class foaf:Person and
annotate them with their name using foaf:name.

Fig. 2. Discover existing DSQM knowledge

In our approach, we aim to collect as much knowledge as possible to improve
the mapping. First, we infer the knowledge that is not at hand. Then, we calcu-
late the similarity measures between the knowledge from the mapping process
and the existing knowledge. Finally, based on results of the similarity measures,
we select the most relevant knowledge components.

4.2 Use DSQM Knowledge

A high-level overview of the approach to use DSQM knowledge for mapping gen-
eration can be found in Fig. 3. The mapping process provides DSQ knowledge
(left elements). The mapping consists of the semantic model and ‘extra rules’
(middle elements). The semantic model contains how the used classes and prop-
erties are related to each other, and how classes and properties are mapped to
the data fractions. The ‘extra rules’ represent the mapping rules that are needed
to tackle mapping challenges that cannot be solved using the direct mappings
approach. Furthermore, we have existing DSQM knowledge (right elements).
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A target ontology can be used together with the data (a) or the data schema (b).
However, requiring the user to provide a target ontology is not always straightfor-
ward and a combination of classes and properties from different schemas might
result in a better annotation of the data. Therefore, we can only use the data
(c) and/or data schema (d). However, in this case information from the exist-
ing DSQM knowledge is required to complete the mapping. This information
can come from mappings (α), ontologies (β), Linked Data (γ), and/or query
workloads (δ). When using mappings, we need some information to be adjusted
to take into account the specifics of the new mapping process. The ontologies
contain classes, properties, and how they are related to each other. However, no
information about how they are related to data fractions is provided. This is the
same for Linked Datasets and queries.

Fig. 3. Use DSQM knowledge

In our approach, we aim to execute the aforementioned methods separately.
Subsequently, we merge each result to improve the mapping. During each merge,
we generate adequate mapping rules, while assuring correct use of the ontologies.

5 Preliminary Results

In previous work [23], we developed the rmleditor. It is a graphical user inter-
face (gui) that enables non-Semantic Web experts to create their own mappings
while limiting the need to understand the underlying mapping language, which
is rml [24], or the used (Semantic Web) technologies. In our approach, we aim to
use it as a starting point to receive user feedback after each mapping generation
iteration. Besides the rmleditor, we also developed the rmlworkbench [25]. It
is a gui to support data owners to administrate their Linked Data generation
and publication workflow. This includes the data in heterogeneous formats and
mappings, which are both used by our approach. Therefore, the rmlworkbench

offers a gui to administrate the different elements of our approach, while hid-
ing the implementation from the user. Furthermore, we have looked into dif-
ferent modeling approaches to generate mappings [26]. They help describing
how different elements of the DSQM knowledge can be used for the generation.
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We aim to use the approaches separately or combined in our approach. Finally,
we developed a tool [22] to effectively perform data analysis on hierarchical data
sources to identify rdf terms. This is needed when the schema of the data that
needs to be mapped is not available, which might be the case for json and xml.

6 Evaluation Plan

Our hypotheses state that the use of DSQM knowledge improves the quality of
the mappings, while decreasing the task complexity. Therefore, two aspects need
to be evaluated: the quality of the mapping and the task complexity.

6.1 Mapping Quality

To assess the quality of a mapping, we will assess the precision and recall of
the query results, because it allows us to compare our approach with existing
approaches that do not use certain standards or languages [2]. Our approach
needs to be evaluated with different scenarios representing challenges of different
complexity, which needs to be reflected in the queries. The benchmark tool
for relation-to-ontology mappings RODI [2] contains such a set of scenarios for
RDBs with the corresponding queries, designed with real-life challenges in mind.
We intend to reuse this benchmark for testing our approach for RDBs. However,
to test it against data sources in heterogeneous formats, we need to extend RODI.

6.2 Task Complexity

During our evaluation of the task complexity, we want to apply the model by Liu
and Li [6] to our approach, by evaluating each aspect during the mapping process.
The input consists mainly of the information and knowledge that needs to be
provided by users, e.g., the data, data schema, target ontology, query workload,
and the information required during the process. The output is a mapping. The
process is defined by the required user actions. The time is the duration to
perform these actions. The presentation is defined by the gui used to complete
the actions. To have a mapping process with a low complexity, the input, the
actions, and the time to complete these actions needs to be decreased, and the
gui needs to fit the actions. While previous evaluations only analyzed a single
component, we want to evaluate all of them to know the complete impact of the
mapping process on the task complexity. As RODI is developed for automatic
tools, it does not take into account the task complexity. Therefore, we need to
extend RODI to also evaluate the different aspects of the task complexity.

7 Conclusion

The main differences of our approach with the state of the art is that we dis-
cover relevant DSQM knowledge, and use an extended set of DSQM knowledge,
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including the found DSQMs, for the generation of OBDA mappings. Challenges
for the former include finding the correct similarity metrics and combining these
metrics when comparing multiple elements of knowledge. Challenges for the lat-
ter include determining how to merge the different knowledge and how to ensure
that resulting mapping is valid regarding, e.g., ontology definitions. Furthermore,
our approach is not limited to RDBs. It can also be used for json and xml data.
If we can validate the hypothesis, then users will have a method that requires
less user effort to generate higher quality OBDA mappings, and subsequently,
they will have access to higher quality OBDA systems. Even more, Linked Data
applications will have access to a larger amount of non-rdf datasets, allowing
them to utilize rdf-based techniques on these non-rdf datasets.
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A., Welty, C., Knoblock, C., Vrandečić, D., Groth, P., Noy, N., Janowicz, K., Goble,
C. (eds.) ISWC 2014. LNCS, vol. 8796, pp. 601–619. Springer, Cham (2014). doi:10.
1007/978-3-319-11964-9 38

5. He, B., Patel, M., Zhang, Z., Chang, K.C.-C.: Accessing the deep web. Commun.
ACM 50(5), 94–101 (2007)

6. Liu, P., Li, Z.: Task complexity: a review and conceptualization framework. Int. J.
Ind. Ergon. 42(6), 553–568 (2012)

7. Ramnandan, S.K., Mittal, A., Knoblock, C.A., Szekely, P.: Assigning semantic
labels to data sources. In: Gandon, F., Sabou, M., Sack, H., d’Amato, C., Cudré-
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Abstract. By publishing metadata as RDF and interlinking these
resources with other RDF datasets on the Semantic Web, libraries have
the potential to expose their collections to a larger audience, increase the
use of their materials, and allow for more efficient user searches. Despite
these benefits, there are many barriers to libraries fully participating in
the Semantic Web. Increasing numbers of libraries are devoting valuable
time and resources to publishing RDF datasets, yet little meaningful
use is being made of them due to lack of interlinking. The goal of this
research is to explore the barriers faced by librarians in participating in
the Semantic Web with a particular focus on the process of interlinking.
We will also explore how interlinking could be made more engaging for
this domain.

Keywords: Engagement · Interlinking · Library · Linked Data ·
Semantic Web

1 Introduction

The Semantic Web (SW) is a Web of Data where the relationships between data
are defined in a common machine readable format [1,2]. These relationships are
known as Linked Data (LD), which describes a set of principles for publishing
and interlinking data on the web [3].

From the perspective of a library, participating in the SW could greatly
influence metadata quality and information discovery. By freeing metadata from
library databases and sharing it on the SW, libraries could make their resources
more visible, leading to an increase in the use of library data and, as such,
an increase in the number of library patrons [4]. Publishing to the SW would
also allow libraries to share their metadata with greater ease, thus enhancing
metadata accessibility and quality. This could lead to a reduction in the amount
of time spent creating metadata, reducing library costs [5]. In addition, the
process of interlinking RDF resources with those emerging from other cultural
heritage institutions and beyond could allow researchers to be directed to a web
of related data based on a single information search [3].

Despite these benefits, relatively few libraries are fully participating in the
SW as a result of the many barriers faced by librarians in engaging with SW and
c© Springer International Publishing AG 2017
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LD technologies [6,7]. Although increasing numbers of libraries are publishing
metadata in RDF [3,8], few have successfully interlinked their data with other
RDF resources - a central aspect of the SW.

2 Motivation

The goal of this research is to explore the barriers faced by librarians in par-
ticipating in the SW, with a particular focus on the process of interlinking.
Increasing this group’s engagement in the process of interlinking will also be
explored. It was decided to focus on this area due to the values provided by
increased library participation on the SW. These values are twofold; firstly, as
described above, use of LD has the potential to open up library collections and
increase metadata quality. Secondly, librarians and library metadata has much
to offer the SW in terms of data quality and credibility.

2.1 The Potential Role of Librarians in SW Development

It could be argued that LD generation could be conducted by technical experts or
via crowd-sourcing, rather than by librarians. However, librarians have been suc-
cessfully working in areas of information access and knowledge discovery for cen-
turies and, thus are already ideally placed to play a leading role in this domain.

Librarians are experts at using controlled authorities and vocabularies when
creating bibliographic metadata. This allows for consistent identification and
linking of similar concepts and entities across records, resulting in more effi-
cient catalogue searches. Libraries have developed many reliable authorities for
controlling forms of names, titles and subjects, and countless controlled vocabu-
laries for describing subjects, genres, languages, and locations. A number of these
resources are already available as LD, thus, rather than duplicating what has
already been created, these resources could be used to consistently identify con-
cepts and entities across the SW [9]. Being familiar with the use of these author-
ities and vocabularies, librarians already have the expertise to establish this.

Since anyone can publish RDF metadata and interlink datasets on the SW, as
the Web of Data grows, there will be an increased need to identify who completed
these tasks in order to establish the degree of metadata credibility. As authori-
tative sources of information, it is believed that LD generated by librarians will
be treated with increased credibility over that generated by non-authoritative
sources [9–11]. Therefore, it is likely that LD generated by librarians will be used
with increased frequency [10,11].

From the above it can bee seen that librarian’s have the expertise to evolve
the SW into a rich and trustworthy information network [12,13].

2.2 Challenges Faced by Libraries in Participating in the SW

As mentioned, RDF datasets are being published by a growing number of
libraries [3,8], yet few are integrating these datasets with those emerging from
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other organisations [9], possibly because this is one of the most challenging areas
of LD implementation [14]. This is also likely due to the fact the tools required
to complete such data integration are limited [14] and that little usability testing
of these tools has been completed with users, or potential users, of the SW who
do not have a technical background [11]. As one of the fundamental prerequisites
of the SW is the existence of large amounts of meaningfully interlinked resources
[15], it is key that institutions not only publish RDF datasets but also interlink
their data with others.

In 2015 the Online Computer Library Center (OCLC) conducted a world-
wide survey investigating the use of LD in libraries. Of the 79 responses received,
112 LD projects were reported, the benefits of which included exposing data to
a larger audience, enhancing the library’s metadata, improving search accuracy,
and combining LD datasets [6]. Barriers to using LD included; difficulty estab-
lishing links, lack of authority control, difficulty learning how to implement LD,
lack of information outlining useful applications of LD in libraries, and difficulties
incorporating LD generation into existing workflows [6].

Other reported [7,16] challenges faced by libraries when attempting to par-
ticipate in the SW include:

– Cataloguing software can be inflexible in adapting to SW requirements.
– Many libraries use MARC21 format for generating bibliographic records, how-

ever the MARC data model is inadequate for direct use on the SW, and the
processes and technologies used for transforming these records to a more suit-
able format are time-consuming and challenging.

The above indicates that, although librarians understand the benefits that
the SW offers, they have difficulty engaging fully with it as LD technologies are
not tailored to the library domain, or to the needs and expertise of librarians.

Librarians are an example of current, and potential, domain expert users of
LD who may not have the technical expertise required to work with available LD
technologies, but who have the potential to progress the development of the SW
if given the opportunity to fully engage with it. Therefore it would be important
to focus on exploring how librarians, who may not have a technical background,
could engage more in the process of interlinking.

Interviews. Two informal semi-structured interviews were conducted with
librarians who work as metadata catalogers, of both physical and digital assets
respectively, in a large university library. These interviews were conducted in
order to further investigate the challenges faced by librarians in engaging with
LD. Both librarians had over a decade of experience working in bibliographic
data management and both were familiar with the concepts of the SW and LD.

Common themes emerging from the interviews included:

– The librarians both noted that, although many libraries are exporting their
catalogues in RDF, little further use is being made of the data.

– The above led to further discussion regarding the librarians’ desire to be able
to use published RDF datasets by interlinking them with data in their library
catalogues.
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– The librarians expressed a desire for a bespoke tool that would allow them to
create links with LD datasets.

– The librarians highlighted a need for a tool that would allow them to create
RDF records as part of their current cataloguing workflow. Both strongly
stated that ideally such an interface would create RDF in the background of
the cataloguing process.

– The above discussion led to both librarians expressing a certain level of frus-
tration with current proprietary cataloguing software which does not facilitate
the generation of RDF records, RDF ingestion, or interlinking.

– The interviewees highlighted how most current LD technologies do not target
librarians or metadata cataloguers.

– The interviewees also expressed that libraries have a lot to offer the SW, both
in terms of providing authority control and controlled vocabularies, and in pro-
viding “information about people, places and events... that would really bring
value to the internet”. It was also mentioned that the use of these controls
provide a greater capacity for filtering searches.

– The above led to further discussion surrounding the librarians’ concerns
regarding authority control on the SW. The librarians felt that some current
LD resources could be better controlled with increased validity if librarians
were involved in the metadata creation process.

– Librarians need more use cases of LD being used effectively to enhance the
visibility of resources and improve information searches in the library setting
for them to allocate the necessary time and funding to LD creation.

– Difficulties in using MARC to create data in a format that is SW compatible
were expressed.

– The interviewees both noted that it would be useful for librarians to have
some basic training in coding, RDF and LD technologies so that they could
better express their needs and so that they could interact with RDF datasets
with greater ease.

From the interviews it was apparent that the librarians felt that libraries need
more LD resources and tools targeting their specific needs in order for them to
use the SW to its full potential. This was highlighted as a significant gap, with
the interviewees feeling that most LD tools are not designed with librarians and
their work processes in mind.

3 State of the Art

As prior sections of this paper indicate, librarians are currently unable to engage
fully with the process of interlinking as a result of LD technologies being designed
primarily for technical experts. The following section discusses some of the exist-
ing LD interlinking technologies as well as library projects that used LD inter-
linking in order to identify how interlinking is currently being achieved in the
library domain.

OpenRefine [17] is an open source application that can be used for data
cleanup and for transforming data to other formats. RDF Refine [18] is an exten-
sion of this tool which adds a GUI for exporting results in RDF and also allows
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for the reconciliation of collection specific vocabularies against controlled vocab-
ularies expressed in RDF. This provides a way for users to interlink their LD
resources to existing LD datasets by generating owl:sameAs links.

Silk [19] is a link discovery framework tool that can be used to generate
links between related data items from different LD datasets. Like RDF Refine,
the tool supports the generation of owl:sameAs links between resources as well
as other types of RDF links. Silk also provides a Silk Workbench GUI for the
creation of link specifications. LIMES [20] is another link discovery framework
for the Web of Data and, like Silk, it can be used to discover links between LD
resources using a GUI.

In 2013 the Library of the University of Nevada, Las Vegas embarked upon
a focused LD project [21,22] where a collection of records from their Digital
Library was uplifted to RDF and published as LD using OpenRefine. When
creating their metadata records the library used controlled vocabularies and
authorities from the Library of Congress [23], the FAST [24] subject heading
schema, and the Getty Thesaurus of Geographic Names [25], among others.
As these vocabularies are available as LD, the LD generated by the library
was interconnected with these vocabularies. At the time of publication further
interlinking between the library’s dataset and other LD resources on the web
was not completed, however it was reported that linking to DBpedia [26] and
Europeana [27] was planned. In the case of OpenRefine and RDF Refine there
are few examples of where the tool provided the user with a means of interlinking
to datasets other than controlled vocabularies or large-scale general resources.
There also appears to be little research exploring the usability of the tool from
a librarian’s or other domain expert user’s perspective.

Research using Silk and LIMES has involved successfully creating links
between large-scale LD resources such as DBpedia and GeoNames [28]. For
instance, Swissbib, the meta-catalogue of Swiss University Libraries and the
Swiss National Library, is currently being integrated into the SW with the gen-
eration of LD from their bibliographic metadata [29]. In this project the libraries’
LD datasets have been successfully interlinked with DBpedia and The Virtual
International Authority File (VIAF) [30] using both SILK and LIMES. However,
as with OpenRefine, there are no apparent examples of the tools being used to
successfully interlink with smaller LD resources exported from other libraries or
cultural institutions. Additionally, little research with librarian or other domain
expert users’ of LD appears to have been completed.

Other methods of interlinking can be seen in the British National Biography
LD project. In July 2011 the British National Library released the this resource
as LD, converting the chosen records to RDF using XSLT [31]. Similar to the
University of Nevada’s Library project, the British National Library linked to
library domain data sets such as VIAF and Library of Congress Subject Headings
[32], by matching authorised headings in the records with the corresponding URI
in the LD datasets available. In addition to this, the library also linked to other
external data sets such as GeoNames and Lexvo [33] via Crosswalk Matching.
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Although some interlinking was completed in the projects discussed above,
the data sets were only linked with general resources or library domain data
sets. Further interlinking could have been completed with smaller LD data sets
emerging from other libraries or cultural heritage institutions.

4 Problem Statement and Contributions

As indicated above, librarians are currently not using LD interlinking to its full
potential. Therefore the research question being investigated as part of this Early
Stage PhD is:

– To what extent can librarians engage with LD interlinking tooling to manage,
enhance and curate metadata records?

We hope to contribute to SW and library domain by:

1. Providing a means for librarians to engage in the process of interlinking in a
more meaningful way.

2. Increase the potential for LD interlinking between institutions, and widen the
possibilities of interlinking with smaller datasets.

3. Increase the potential for librarians’ LD interlinking accuracy to equate to
that of LD researchers.

The library domain will be used as a concrete environment in which this
research question can be explored as librarians are considered experts of meta-
data management, enhancement and curation. With increasing numbers of
libraries producing LD there is scope for them to interlink with LD datasets
emerging from other cultural institutions, as well those produced by general
resources, such as DBpedia or Library of Congress. Publishing LD datasets has
the potential to open up and greatly enhance the metadata of digitised collec-
tions generated by libraries and other cultural heritage institutions [5]. Allowing
the creators and curators of this data to become more involved in the LD process
is likely to positively impact the use of LD and the development of LD tools [11].

It is hoped that this research will benefit librarians by providing them with
a more automated way to engage in LD interlinking, and as such data curation,
thus reducing the amount of time spent on the cataloguing process which could
in turn allow librarians to use their skills and expertise on other areas.

5 Research Methodology and Approach

A Design Science approach will be followed for the purpose of this research.
Design Science involves creating and evaluating artifacts designed to meet a
particular need [34]. The process involves validating proposed artifacts, or prod-
ucts, through an iterative process of design and evaluation in order to design
solutions to an identified problem [35].
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We plan to initially investigate the current usage trends in respect to LD and
LD tooling, and cataloguing tooling, within Ireland and further afield through
the means of a state-of-the-art research as well as potential dissemination a
survey. Based on these results a number of librarians will be interviewed in
order to establish more specific needs and issues in working with LD. These
interviews will have a particular focus on LD interlinking tools and the types of
interfaces librarians are currently using when creating and managing LD.

A means of increasing librarians’ engagement and interaction with LD, par-
ticularly at the interlinking stage, will be explored iteratively through a processes
of problem identification, solution design, and user testing [36,37]. As we have
worked closely with a number of librarians in the past, these librarians and their
connections will be contacted to participate in the research.

6 Preliminary Results

A user interface for capturing bibliographic records using the Metadata Object
Description Schema (MODS) RDF was developed (see Fig. 1).

Fig. 1. Screenshot of part of the MODS cataloguing interface.

MODS is an XML schema for a bibliographic element set that can be used to
catalogue library materials [38] and MODS-RDF is an OWL/RDF representation
of the schema. The interface was developed in collaboration with metadata cat-
aloguers from the Digital Resources and Imaging Services (DRIS) of the Library
of Trinity College Dublin (TCD).

The interface was designed to constrain data entry options and to dynami-
cally alter depending on the data entered. This was done to ensure that published
MODS records met the requirements of DRIS and the minimum requirements
for describing digital cultural-heritage and humanities-based scholarly resources
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using MODS, as described by the Digital Library Federation Aquifer Initiative
[39]. Metadata entered into the interface is stored in a relational database. This
data can then be uplifted to MODS-RDF (see Fig. 2) using an R2RML map-
ping. Generating RDF records would allow for DRIS to publish and link their
data on the SW, the benefits of which have been discussed above. The resulting
MODS-RDF records can also be queried using SPARQL. SPARQL can be used
to integrate data from different resources through the use of federated queries
which can be conducted over multiple disparate datasets [40].

Fig. 2. Sample MODS RDF output from the cataloguing interface.

The cataloguing interface was tested by observing the DRIS metadata cata-
loguer using the tool to create a bibliographic record for an item in the repository.
Results indicated that the metadata cataloguer was satisfied with the progress
of the interface and DRIS indicated a strong interest in the ongoing develop-
ment of the tool. Some interface layout issues and additional requirements were
identified. Future iterations of the tool will focus on overcoming these issues.

The aim of developing the cataloging interface was to provide a pathway for
DRIS to move towards publishing the bibliographic metadata of their digital
collections as RDF. If DRIS begin publishing RDF records, it is hoped that
DRIS may be used as an environment in which to explore the usability of LD
interlinking tools and interfaces.

7 Evaluation Plan

In keeping with the Design Science approach, evaluation of potential solutions
to the problems identified will occur iteratively throughout the research process.
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Evaluation will likely involve usability testing which involves recruiting repre-
sentative users, in this case librarians, to evaluate the degree to which a product
meets specific usability criteria [41]. As usability testing seeks holistic infor-
mation about the product, the setting and the user, it typically requires both
quantitative and qualitative data [36].

8 Conclusions

It is hoped that facilitating increased engagement of domain expert users with
the process of LD interlinking will aid in the realisation of the full vision of
the SW.
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Abstract. Many sites in the World Wide Web are, unfortunately, not
accessible or usable for people with impairments despite several existing
guidelines. This paper describes an approach for improving the accessi-
bility of web sites using ontologies as the foundation for several tools.
The approach is investigated as a PhD thesis as part of other research
that uses ontologies to provide disabled or elderly people with assistance
for several everyday tasks.

Keywords: Accessibility · World Wide Web · Ontologies

1 Introduction

For many people the World Wide Web has become their primary source of infor-
mation. The technologies developed for the Web are used in many other areas.
Many organizations have intranets to share informations with their employees.
Many applications are provided as Web Applications. These only require a web
browser as client.

Developing good web sites or web applications is a quite challenging task.
Applications must be usable with a variety of devices (smartphones, tablets and
PCs). On top of this, the web sites or web applications should be accessible.
Accessibility of web sites or web applications is a wide field. Many people only
think about blind people when they hear the term accessibility in association
with web sites or web applications. Accessibility for the web includes much more.
Impairments that can affect the way how people may interact with web sites and
web applications include problems with all senses and also motoric impairments.

However there are not many tools that support developers to create accessible
web sites. Many sites currently available on the web are not accessible and will
not become accessible very soon. In this paper, an approach is proposed to use
ontologies as the foundation of several tools to improve web accessibility.

The terms web site and web application will be used interchangeably in this
paper since the difference has become very small in the last years. The term web
site will be used for a collection of web pages, the term web page refers to a
single page inside a web site.
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2 State of the Art

There are several guidelines for accessible web sites. The most current and widely
adopted standard are the Web Content Accessibility Guidelines 2.0 (WCAG 2.0)
[5] created by the W3 Consortium. Most of the other standards for accessible
web sites are based on it, for instance the German BITV [22].

Nevertheless many web sites either ignore these standards completely or do
not implement them correctly. One reason might be that there are no good,
simple to use tools to test a web site for accessibility. All test procedures for
accessibility we are aware of either only check some of the very basic requirements
or require manual testing.

For the WCAG 2.0, there are several studies which examine, how reliable the
results of these tools are [1,3,4]. These studies discovered that the reliability of
the results depends on the experience of the tester. Unexperienced testers either
find very few or too many problems.

Garrido et al. propose the use of client side refactorings to make web pages
accessible [8]. Such refactorings use small pieces of JavaScript altering a web
pages to make it more accessible. However, the user has to know which refactor-
ings must be applied to a certain web page to make the site accessible for him
or her.

The Cloud4all project [18] was a broad attempt funded by the European
Union to improve the accessibility of IT technology. In this project an infrastruc-
ture was developed that should allow users to store a profile with their preferred
settings in the Cloud. Applications can retrieve that profile from the Cloud. The
appropriate settings from these profiles are applied to a specific environment
using so called matchmakers[24]. The primary focus of the project was on tradi-
tional, native applications and the usage of native accessibility functions of the
operating systems and desktop environments [9]. Besides implementations for
Windows and Gnome [2], a proof of concept implementation for web sites was
created [19].

Other researchers have tried to use semantic web technologies to enhance the
accessibility of web pages and applications. Kouroupetroglou et al. [15] developed
a framework which uses annotations in the pages. These annotations can be
used by a user agent to provide a better user experience for users of assistive
technology. Their research was focused on visually impaired people.

A similar approach is described by Semaan et al. [21], but with a stronger
focus on describing the relationship between the several blocks of information on
a web page. Their approach was to transform a web page into an RDF document
which could then be viewed in the special browser. This special browser uses
the additional informations about the document structure to enhance the user
experience for users with special needs.

In 2014 the W3C has published ARIA 1.0 [7] (Accessible Rich Internet
Applications). ARIA uses an approach similar to the approaches described in
[15,21]. A web page is annotated with special attributes. The informations pro-
vided by these annotations are used by the browser to provide assistive technol-
ogy with additional information about the elements of a web page.
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In other areas, such as mobility assistance, formal modeling approaches
have been used with some success [16,20]. Our research group at Universität
Bremen and DFKI Bremen has already created a large ontology in OWL-DL
[14] describing illnesses, impairments and how they effect abilities such as sight.
This ontology describes what of mobility assistance a person with certain impair-
ments requires.

3 Problem Statement and Contributions

Despite the various approaches described in Sect. 2 and the availability of stan-
dards like the WCAG 2.0 [5] many web sites are still not accessible. There is also
a lack of good tools for checking the accessibility of web sites. All tools which do
an automatic check of the accessibility of a web page only check a limited range
of requirements. An example for such an tool is the WAVE tool1. Test proce-
dures which check a larger range of accessibility requirements require extensive
manual work. An example is the BITV-Test2.

But even if we get good tools for evaluating the accessibility of web pages
there will still be many non accessible pages. Therefore it is also necessary to
provide tools for disabled users to provide them with a better user experience
when accessing non accessible web pages.

The primary research question of this work is whether ontologies can be
used to model the knowledge about accessible web pages in a formal way and
whether they can be used to automatically infer knowledge about accessible web
page. One of the possible use cases is a tool which analyses a web page and
then uses the knowledge from an ontology about accessibility for web pages to
automatically apply refactorings as described in [8].

A common accessibility problem on web pages is an insufficient contrast
between the background color and the color of the text. In many cases, this
problem could easily be fixed by a client side refactoring. The WCAG 2.0 [5]
contains two Success Criteria for contrast. Success Criterion 1.4.3 specifies the
minimal requirement for contrast, Success Criterion 1.4.6 specifies an enhanced
requirement. Often the only thing necessary to match the requirements and make
a web page better readable for people with sight problems is to make the darker
color a bit darker and the lighter color a bit lighter.

Another common accessibility problem is that many web sites do not specify
their primary language (WCAG 2.0 Success Criterion 3.1.1). This information
is needed by screen readers to choose the right pronunciation. A screen reader is
a program, which presents the informations normally perceived visually either
as speech or as tactile output using a Braille output device. In HTML it is also
possible to specify the language of parts of a document by using an attribute
(WCAG 2.0 Success Criterion 3.1.2). This information is also useful for screen
readers. If the language is provided for a word or part of a web page, which is

1 WAVE Tool: http://wave.webaim.org/.
2 BITV-Test http://www.bitvtest.eu/.

http://wave.webaim.org/
http://www.bitvtest.eu/
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not in the primary language of the web page, the screen readers can pronounce
this word or part correctly.

A third example is the provision of alternative texts for images. These texts
are often missing or applied incorrectly. The alternative text for an image is
provided by the alt attribute of the img Element. For decorative images it
is necessary to specify an empty alt attribute. Otherwise the screen readers
use the filename as an alternative text. More details about alternative texts for
images on web pages can be found in the description of the HTML element in
the HTML5 standard [12] and in the description of technique H67 in [6].

There are several challenges along the way to accessible web pages. The first
one is to translate the Web Content Accessibility Guidelines 2.0, a semi-formal
specification written in natural language, to a formal description (an ontology).

The WCAG 2.0 consists of several documents. The primary one is written in
a technology neutral manner. This document has not been updated since 2008. It
describes several Success Criteria for accessible web sites, grouped into guidelines
and principles. How these Success Criteria can be implemented is described in
separate documents. The document describing the possible techniques [6] to
implement the Success Criteria is regularly updated (last updated in October
2016) to include new technologies and other developments.

The W3 provides a tool [23] to connect the Success Criteria and the tech-
niques. The challenging part for modeling the ontology is the connection between
the Success Criteria and the techniques (which also describe test procedures).
For some Success Criteria, the applicable techniques depend on certain condi-
tions (called situations). For others this is not the case. Some techniques are
meta techniques, which can be implemented by several other techniques. For
some Success Criteria, two technologies are combined into a new one in the
descriptions provided by the tool.

A second challenge lies in the nature of web sites. Web sites are written
in HTML. The HTML standard has seen many different versions in the last
25 years, the current one is HTML 5 [12]. For several reasons, some web sites
have been written in a very sloppy manner. Even today many web sites are not
completely valid when checked with a validation tool for HTML. Users usually
don’t notice this because the user agents (browsers) have been become very
good in making sense of defect HTML documents. Thus there are many invalid
HTML documents out there. Analyzing them using formal methods should be
quite challenging.

4 Research Methodology and Approach

To achieve the goals described above, the first step was to identify the relevant
standards for accessible web sites including literature research about current
approaches for test tools and methods for making inaccessible web sites acces-
sible. To learn how users with impairments use the web sites, several afflicted
users have been interviewed.

The next step is to create an ontology describing the relevant standards and
methods to represent the properties of the web site under test. This also involves
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combining the ontology describing the WCAG 2.0 with the existing ontology of
impairments and abilities.

Using the ontologies, some tools will be created as “proof of concept” and
tested with users and web developers. The tools for web developers will use
the ontologies to guide web developers through an accessibility test of a web
site. The accessibility test itself will be semi-automatic. Some requirements can
be checked without human interaction. Some requirements can not be check
automatically, for example if the alternative text for an image is sufficient. For
these requirements the test tool will guide the tester through the test procedure
using structured questions.

The tools for users will include a browser plugin using the ontologies and auto-
matic test procedures to automatically apply refactorings to web sites, depend-
ing on the abilities of the user and the properties of a web site. An example of
an accessibility problem that can thus be fixed is insufficient contrast between
foreground and background colors (cf. Sect. 3).

There are several different groups of impairments that affect how users can
or can not use web sites. The most well-known are of course blindness or the
inability to use standard input devices. However, there are many other forms and
degrees of impairment that are relevant for accessible web sites, for example color
blindness or a reduced field of vision. Moreover, people with cognitive impair-
ments (caused for example by a head injury) might have problems using web
sites. A test setup will be developed to evaluate how helpful the tools developed
are for users with different kind of impairments. These relationships between the
impairments of person how they effect the abilities of person and how they can
compensated will be modelled in several interlinked ontologies.

There are several standards, which can be used by web sites to provide a
formal description about their content. These include Microformats [17], Micro-
data [13], and RDFa [11]. If a web site provides such information, it should be
possible to use this information to provide some kind of navigation assistance
for the web site. This could be very useful for users with cognitive impairments
who have difficulty finding information in a complex web site.

The ontologies developed as the foundation of the tools for web accessibility
will be used to verify and test the pattern-based ontology tools developed by our
research group. One focus of the ontology tools is to support ontology designers
with safe maintenance support for ontologies.

5 Preliminary Results and Current Work

It has been more difficult than expected to translate the WCAG 2.0 into an
ontology. Several versions of an ontology describing the WCAG 2.0 had to be
developed to test different modeling approaches. Some relations between the
concepts of the WCAG 2.0 and their instances could not be expressed with
OWL 2 DL alone. To express these relations some SWRL rules [10] are used.
Current work is focused on the ontology representing the WCAG 2.0 and the
supporting documents using OWL 2 as well as a first simple tool.
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The ontology describing the WCAG 2.0 has been divided into three parts
representing the concepts and relations in these documents. They do not con-
tain any of the Success Criteria, Techniques etc. Due to the amount of data –
the Techniques for WCAG 2.0 document for example contains several hundred
techniques – a web scrapping tool has been developed that extracts the data
from the web site of the W3C using the jsoup library3. The extracted data is
used to create the OWL objects representing the Success Criteria etc. using the
OWL API4. Fortunately this was quite easy thanks to the well-structured HTML
format of the relevant documents. In addition to the six ontology documents for
the WCAG 2.0, an additional ontology has been created containing some SWRL
rules used to infer whether a web page is satisfying a conformance level.

The WCAG 2.0 defines several conformance levels for the accessibility of web
pages. To achieve a conformance level, a web page has to meet several success
criteria. This relation is represented by the requiresSuccessCriterion object
property and the inverse object property requiredByConformanceLevel.

For each success criterion, several test cases are provided in the supporting
documents, grouped into two major categories: Techniques describe an approach
for meeting a success criterion in a specific situation; Failures describe the con-
ditions under which a success criterion cannot be met by a web page.

The ontology contains classes for situations, techniques and failures, and the
web pages under evaluation. Success criteria and situations are related by the
object properties/inverseshasSituation/isSituationForSuccessCriterion, a
success criterion and a failure by hasFailure/isFailureForSuccessCriterion,
and hasSufficientTechnique/isSufficientTechniqueForSituation relates,
which techniques are sufficient for a specific situation.

To achieve a particular conformance level, a web page must meet all its
success criteria. A success criterion is met by a web page, if the web page does
not contain any of the failures and meets the requirements for all situations of the
success criterion. To meet the requirements of a situation, the web page has to
implement at least one of the sufficient techniques for the situation successfully.
The requirements for a situation to be met, if the situation is not applicable for
a webpage, are also considered. Whether a web page meets a success criterion,
contains a failure, etc., is represented by several object properties in the ontology.
The foundation are the object properties successfullyImplementsTechnique,
containsFailure and notContainsFailure.

To infer that a web page does not match a success criterion, if one of the
failures is present on the web page, the following rule is used:

WebPage(?p), SuccessCriterion(?sc), Failure(?f),
isFailureForSuccessCriterion(?f, ?sc), containsFailure(?p, ?f)
-> notMeetsSuccessCriterion(?p, ?sc)

Whether a web page matches the requirements for a specific situation is
inferred using two rules:
3 jsoup library: https://jsoup.org.
4 OWLAPI: https://github.com/owlcs/owlapi.

https://jsoup.org
https://github.com/owlcs/owlapi
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WebPage(?p), Situation(?s), notAppliesToSituation(?p, ?s)
-> matchesRequirementsForSituation(?p, ?s)

WebPage(?p), Situation(?s), Technique(?t),
isSufficientTechniqueForSituation(?t, ?s),
successfullyImplementsTechnique(?p, ?t)
-> matchesRequirementsForSituation(?p, ?s)

The first rule simply states that a web page matches the requirements for
a situation, if the situation is not applicable for the web page, even if the web
page does not implement any of the sufficient techniques for the situation. If
the web page implements at least one of the sufficient techniques for a situation
successfully, the web page matches requirements for that situation.

Now we need to define an rule to infer that a web page meets a success
criterion, if the web page matches the requirements for situations of the success
criterion and does not contain any of the failures for the success criterion. But
due to the Open World Assumption of OWL 2, we cannot simply assert this.
Unless stated otherwise, there may be failures or situations that are not described
in the ontology. Therefore it is necessary to explicitly assert that there are no
other situations or techniques. For this purpose, two classes are added for each
success criterion, which contain only the situations and failures for this success
criterion.

An example for failures of Success Criterion 1.1.1 in OWL functional syntax is

Declaration(Class(wcag20tf:FailureForSuccessCriterion-1-1-1))
EquivalentClasses(wcag20tf:FailureForSuccessCriterion-1-1-1

ObjectOneOf(<wcag20-techniques#F13> <wcag20-techniques#F20>
<wcag20-techniques#F72>))

SubClassOf(wcag20tf:FailureForSuccessCriterion-1-1-1
wcag20-techniques:Failure)

SubClassOf(wcag20tf:FailureForSuccessCriterion-1-1-1
ObjectHasValue(wcag20tf:isFailureForSuccessCriterion

<wcag20#successCriterion-1-1-1>))

An earlier version of the ontology used cardinality assertions to achieve the
same effect, but these made reasoning extremely slow. Using these classes, the
following rule states that a web page meets a specific success criterion:

WebPage(?p), (matchesRequirementsForSituation
min 6 SituationForSuccessCriterion-1-1-1)(?p),

(containsFailure max 0 FailureForSuccessCriterion-1-1-1)(?p)
-> meetsSuccessCriterion(?p, successCriterion-1-1-1)

This rule uses a class expression with a cardinality requirement. It
requires that the web page ?p have a associated to at least six instances
of the class SituationForSucessCriterion-1-1-1 by the object property
matchesRequirementsForSituation.
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The same approach is used to infer that a web page achieves a conformance
level. Which success criteria are required by a conformance level is asserted using
a class to infer whether a web page achieves a particular conformance level:

WebPage(?p), (meetsSuccessCriterion min 25
SuccessCriterionForConformanceLevel-A)(?p)

-> compliesToConformanceLevel(?p, ConformanceLevel-A)

The next step will be to develop ontologies for the test procedures for the
techniques, the refactorings and the requirements of users with impairments.

6 Evaluation Plan

When the first tools are ready to use the tools will be tested with various users.
The first group of testers will be users with impairments, who will test the
tools that automatically apply refactorings to a web site. The sites used in these
tests will be evaluated with the tools developed before for testing web sites
for accessibility problems to find out, which accessibility problems they might
have. The users will have to execute several tasks, such as finding a specific
information, on each site. For these tests the users will be split into two groups.
The first group will execute the tasks without the support of the tools developed.
The second group will use the tools developed for automatically applying client
side refactorings and execute the tasks with the support of these tools. The
results of the two groups will be compared to find out whether the tools improve
the usability of the web sites for these users. To ensure that both groups are
balanced regarding their abilities we will do interviews with each participant
before they execute the tasks.

The second group of testers will consist of several web developers, who will
use the tools in their daily work. This group will include web developers in larger
companies with a solid background in programming and web design, but also
developers and designers from small companies, who only occasionally develop
web sites and have little programming background. Before the testers will start
to use the tools, they will be asked to fill in a questionnaire with some questions
estimating their experience in the field of accessibility. After about four to eight
weeks, the testers will interviewed about their experience with the tools. The web
sites that have been created with the help of the tools developed will be analyzed
to investigate whether they have less accessibility problems than average sites.

7 Conclusions

The primary goal of the PhD thesis outlined in this paper is to develop a solid
foundation for tools to improve the accessibility of web applications and web
sites. This will allow developers to provide tools and better web applications
and web sites. Users, especially those who rely on assistive technologies, will
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get web sites and web applications that are hopefully more accessible and thus
better usable.

Accessibility for web sites and web applications is a complex domain. The
lessons learned while developing the ontologies describing the knowledge about
this domain will be helpful for other developers, who create ontologies in other
similarly complex domains.
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Abstract. Textual aviation safety reports are one of the main resources
that contain valuable information to understand incidents and acci-
dents in a high-risk industry such as the aviation domain. The report-
ing process, hence, is essential to provide these reports. Most of the
time, the reporting process is done manually, and typically, poorly struc-
tured data are provided by the reporters. Automated content analysis for
these reports has attracted researchers to extract the required informa-
tion to perform many tasks, and they used several techniques to achieve
it. Ontologies provide formal and explicit specifications of conceptualiza-
tions and play a crucial role in the information extraction process. In this
paper, we propose a novel iterative ontology-based approach of informa-
tion extraction and semantic annotations for aviation safety reports and
augmenting back the aviation safety ontology with new concepts and
relations depending on the terms already annotated in the discovered
report model.

Keywords: Information extraction · Domain ontology · Ontology
learning · Safety reports

1 Introduction

Aviation safety reports play a crucial role in data-driven safety oversight in
the aviation safety field. Although the content of the reports is typically highly
informative, its transformation into structured form (e.g. by means of dedicated
reporting forms) is lossy and imprecise which negatively influences their potential
for proper safety analyses.

Initial incident and accident reports are the best source of information for
extracting the most important knowledge to feed the preliminary1 reports’ build-
ing process [20]. One of the main tasks in the process of building the preliminary
report is to detect the type of event described in the initial aviation safety report
so that an appropriate form can be displayed to the user to capture additional
required information regarding the specific accident or incident.
1 A preliminary report is created by the safety department of an organization and sent

to the authority.
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E. Blomqvist et al. (Eds.): ESWC 2017, Part II, LNCS 10250, pp. 236–245, 2017.
DOI: 10.1007/978-3-319-58451-5 18



Iterative Approach for Information Extraction and Ontology Learning 237

Text processing for such reports is essential for simplification of the safety
reporting process. Many techniques have been proposed for the purpose of classi-
fication, cause identification, and knowledge extraction from the aviation safety
reports. Most of these techniques are mainly following linguistic or statistical
methods. Semantic web technologies provide the advancement in information
systems by assigning semantics to information by means of shared formal ontolo-
gies. These ontologies are also used as the main resource for semantic annotation
authoring. Ontologies are especially useful because they support the exchange
and sharing of information as well as reasoning tasks [14]. An ontology containing
a class hierarchy relevant to the aviation safety domain can simplify the report-
ing process by enabling the reporter to process the data in a controlled way by
the mean of the ontology, and hence, a more relevant and accurate data will be
provided by the reporter. This will assure a better experience for the safety man-
agement of the statistics business intelligent (BI) user, who will benefit from the
targeted, without noise, and less biased statistics, which will improve the quality
of the data, the speed of the reporting process on the general level and provide
more precise results of the BI. However, using such ontologies depends directly
on the availability of this ontology in the target domain. The domain ontology
construction process consumes a lot of time and resources and requires a lot
of efforts by knowledge engineers and human experts. Researchers have been
discussing the process of automatically as well as semi-automatically building
ontologies. Ontology learning from the textual corpus is the set of methods and
techniques used for building an ontology from scratch, enriching, or adapting
an existing ontology in a semi-automatic fashion using several knowledge and
information sources [16].

In this paper, we propose to use a knowledge-based approach for extract-
ing useful information from the aviation safety reports, as well as we propose
a methodology for semi-automated ontology learning for the aviation safety
ontology (Fig. 1).

Fig. 1. The iterative approach
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2 State of the Art

In the recent years, researchers have paid increasing attention to automatically
analyzing textual safety reports in different domains.

For example, transportation domain, like analyzing maritime accident
investigation reports [8], where text mining methods were applied to extract
causal relations from maritime accident investigation reports collected from
the Marine Accident Investigation Branch, and railroad accident investigation
reports [3], where accident reports were analyzed using the text mining tech-
niques of probabilistic topic modeling and k-means clustering to identify the
recurring themes in major railroad accidents. Also, the performance of four
machine learning paradigms applied to modeling the severity of injury that
occurred during traffic accidents were performed in [17].

Also, safety reports in aviation domain were carefully studied. In [1] the
authors presented a method of automatic Aviation Safety Reporting System
(ASRS) shaping factor classification based on the most relevant words from
a subjectivity lexicon, and [7] where the problem of cause identification from
aviation safety reports was introduced to the NLP community as a multi-class,
multi-label text classification task, and a bootstrapping algorithm was presented
that automatically augments a training set by learning from a small amount of
labeled data and a large amount of unlabeled data. Also, a survey of different
NLP techniques designed and used to manage and analyze aviation incident
reports was performed in [2].

Safety reports were also studied in other domains, such as construction
safety domain, where in [5] the methodology consists of pre-processing the acci-
dent reports and weighting terms in order to apply a data-driven unsupervised
K-Means-based clustering approach, in order to classify the collected reports in
four clusters, each reporting a type of accident. and in [4], a natural language
processing system based on hand-coded rules and dictionaries of keywords was
proposed to extract precursors and outcomes from unstructured injury reports.

In [9] it is noticed that the authors analyzed safety reports in medical safety
domain, where they employed natural language processing and network analysis
to identify effective categories of medical incident reports.

In most of these research work, researchers have developed/adapted several
techniques, such as natural language processing, machine learning, and rule-
based techniques, without taking into consideration the idea of combining seman-
tic web technologies in their strategies.

A survey of ontology-based approaches of semantic data mining was per-
formed by [6], that investigate why ontology has the potential to help semantic
data mining, and how formal semantics in ontologies can be incorporated into
the data mining process, showing the advantages in performing data mining task
that is not achievable with traditional data mining methods. A similar survey
was performed in [11] to provide an introduction to ontology-based information
extraction and to review the details of different OBIE systems developed.

While [10] focuses only on the terms mapping to ontology’s concepts,
performing simple NLP pre-processing and string matching to the labels,
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other studies made use of the hierarchy (structural nature) of the ontology, and
the use of the relations between the extracted terms as in [22,23].

Using domain-ontologies relies on the availability of this ontology in the
domain of study. However, the automatic ontology construction is not a trivial
task and requires lots of human intervention in some stages of ontology construc-
tion. There are various approaches and tools available for automatic construction
of ontology from a textual corpus. In [13] they Focus on presenting a method
for learning axioms from text based on named entity recognition. [14] describes
a new ontology learning approach that consists of a method for the acquisi-
tion of concepts and its corresponding taxonomic relations, where also axioms
disjointWith and equivalentClass are learned from text without human interven-
tion. [15] focuses on identifying the relationships between medical concepts as
defined by the REMed (Relation Extraction from Medical documents) solution
that aims at finding the patterns that lead to the classification of concept pairs
into concept-to-concept relations.

Creating large annotated textual corpus for the training and evaluating tasks
is, however, prohibitively expensive. To mitigate this problem, the notion of sup-
plementing labeled data with features derived from large amounts of unlabeled
data has been explored in [12].

3 Problem Statement and Contributions

Reporting process of aviation safety incidents and accidents needs to be done
clearly and easily. To achieve that, a reporting tool has been built on the top of
the aviation safety ontology in [18]. In order to make reporting process more user-
friendly, as well as make it easy and logical, a smart form generation based on
the event-type and other attributes is needed, in order to support the reporting
process by reducing the list of attributes that have to be filled, only to those
related and relevant for a specific event type. In order to detect the event-type
in the initial safety report, a comprehensive textual analysis process has to be
performed, taking into consideration the unstructured nature of the initial input
report, which is usually full of jargon.

So far, our work has focused on text annotations. It has achieved high preci-
sion semantic annotations for aviation safety reports, detecting the main event
and event-type in the safety report based on the aviation safety ontology as well
as all the participants, temporal and spatial information, including all the infor-
mation that can help to construct a dynamic form suited to the actual report.
However, a large space of improvement can be done regarding the detection of the
terms which have not been yet introduced in the ontology, based on the iterative
method of detection and learning. The full scenario is explained in the Fig. 2.

To overcome these problems, we are planning to proceed to perform several
tasks, including indicate a more accurate mapping to the corresponding concept
in the ontology on the level of concepts, as well as to make use of the ontology
hierarchy to detect the relations between the concepts for the better under-
standing of the aviation safety reports. Also, making use of the already-detected
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Fig. 2. Full scenario of the iterative approach of annotating and learning back the
ontology

concepts for augmenting the ontology with new concepts and adding them in
the proper position in the ontology hierarchy with a context-based approach.

Achieving these tasks will help to investigate several research questions as
following:

– What is the impact of utilizing the domain-specific ontology on classification
performance?

– How this iterative approach of recognition of the terms and augmenting back
the ontology will improve the background knowledge and hence, the event
type detection.

4 Research Methodology and Approach

We aim to improve the results of semantic annotations in our previous work
[20]. This includes improving annotations of the terms, disambiguating them,
and detecting the relations and the facts. This will be done by optimizing the
pipeline described in Fig. 3, tuning the parameters of the tools and exploring
new algorithms to be included in the pipeline.

In Fig. 2 we are showing the full scenario. Following, the most important
relevant components are explained:

Semantic annotations: We are currently developing the Aviation Safety Text
Analyzing Tool. Entity recognition tools that allow the usage of custom back-
ground knowledge inside were tested separately, then the most accurate tools
that served our purpose the best were chosen. We combined these tools in one
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Fig. 3. Text annotation processing pipeline

pipeline to cooperate together. As shown in Fig. 3, Apache Stanbol2 is one of the
tools that provides the ability to work with custom vocabularies and creating
custom indexes upon it. It also comes with a list of enhancement engines imple-
mentations, with the ability to build a specific one to get the most benefit out of
the tool. This allowed us to build a chain of enhancement engines that fits per-
fectly to the aviation-safety concepts detection. DBpedia Spotlight3 is another
entity recognition tool that offers to create a spotlight model on the user’s own
server to model the occurrences of resources with the context in which they are
mentioned. We are also taking into consideration the entities that are not pos-
sible for the current tools to detect, in spite of their ability to detect mentions
from a specific terminology. For this complication that stems directly from the
nature of the aviation domain, such as callsigns, registration marks, flight num-
bers, airport names abbreviations, etc., we are using special techniques for every
case as discussed in [20]. The output of Apache Stanbol, DBpedia spotlight and
the techniques for the special terms were parsed, merged, and optimized in a
RESTful web service and output the mentions being detected with their proper
mapping to the ontology hierarchy.

The clear line we are walking through now is the relationships recogni-
tion. Taking into consideration the ontology subclasses and subproperties, the
detected entities that are mapped to the ontology, and the corpus as an input,
then using the relations between the subclasses to detect the relationships and
the facts between the entities.

Ontology learning: In [21], researchers proposed learning from structured
knowledge (XML documents of card design). They used some ontological refine-
ments. They designed an ontology on the top of the documents, then based on
the data, the ontology was used to refine the learning task so they can learn
according to the hierarchy. In this work, we have a more difficult task because
of the unstructured nature of the input. Based on the entities and relations

2 https://stanbol.apache.org.
3 https://github.com/dbpedia-spotlight/dbpedia-spotlight.

https://stanbol.apache.org
https://github.com/dbpedia-spotlight/dbpedia-spotlight
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between the entities that are detected, we expect to reconstruct the model try-
ing to detect additional entities and relations to learn the ontology. In this case,
the refinement operators for the subsumption classes should be a good solution
because of the huge hierarchies in the Aviation Safety Ontology (ASO).

In our approach we will rely on the nature of the Aviation Safety Ontol-
ogy (ASO), which is designed based on domain terminology found in aviation
safety standards and manuals, as well as safety data found in incident and audit
reports. In [19], researchers combine the domain terminology with a relevant and
well-defined state of art conceptualizations. The ASO was built on the top of the
Unified Foundational Ontology (UFO), which is one of the top-level ontologies
that has a good modeling language and it is supported by useful tools. UFO
presents a level of abstraction that forms a perfect point to start with the anno-
tation and learning process. Then, as mentioned in [19], during the analysis of
the aviation safety domain, several modules and relationships among them could
be identified. For example, the Aviation Safety Core (ASC) ontology which con-
tains the Aviation ontology, that consists of the common aviation domain terms,
such as Aircraft and Flight. and Safety ontology, which consists of the fundamen-
tal conceptualizations necessary for the management of safety information. This
way of design can lead to a big potential of improvement in semantic annota-
tions of the aviation safety reports, and potentially, makes the ontology learning
process accurate and very specific task.

This iterative text annotating and ontology learning methodology should
guarantee more reliable understanding for the new reports that need to be
processed, as well as enriching the Aviation Safety Ontology with new terms
and relations, and supporting the complicated and expensive process of building
the domain ontology.

We will also take into consideration the nature of the targeted domain cor-
pus and the characteristics and the structure of the aviation safety reports, (i.e.
common abbreviations, registration marks, pieces of controlled language, event
chains, etc.).

5 Preliminary Results

To this end, different Linked Data Knowledge Extraction tools with respect to a
domain-specific vocabulary had been tested, then we chose the tools that allow
the best results of entity recognition, combining them into one pipeline, and
making them working together, as well as with other features that we added,
taking into consideration some very specific terms and abbreviations used in the
aviation field.

We built a tool that integrates several techniques inside in order to provide
high precision reports’ annotations in aviation safety domain in order to be used
directly in practice. In our preliminary results, the precision scores high rates
in most of the cases, it even reaches to 100% rate for some reports. On the
other hand, the recall scores low rates. You can check the preliminary results of
comparison of ontology-based entity recognition to the non-ontological approach
of samples of reports in Table 1 and Sect. 4 in [20].
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Currently, we are facing the problem of improving the achievement of reli-
able entity recognition, with the iterative methodology which will, potentially,
improve the recall in a significant percentage.

Also, relations detection between the concepts, and the results for the new
potential concepts for semi-automatic ontology learning. Our target now is to
proceed with the iterative methodology that we discussed before, of ontology
learning and augmenting the ontology with new terms, and relations between
the terms, in a graph building process within a context-based approach, and to
measure how much improvement will be gained with the semantic annotations.

6 Evaluation Plan

Due to a noticeable fact in the aviation safety domain, many public safety reports
are available. However, most of these reports are unannotated or poorly auto-
matically annotated, while a very few reports are actually well annotated. This
makes the process of corpus construction a very hard task for the evaluation
process, that requires extensive time and effort of the experts.

As mentioned in [20], we are creating a high quality, very precise gold stan-
dard corpus out of, mainly, initial aviation safety reports taken from different
authorities’ resources, for example, UZPLN4, where they have their public avi-
ation investigation incidents and accidents reports. Also, the corpus contains
confidential data provided by the partners of the current project that this work
is included in.

Experts in aviation domain manually annotated domain terms (entities) in
each report with respect to the Aviation Safety Ontology (ASO) that mentioned
earlier. Technically, they used the General Architecture for Text Engineering
(GATE) tool5.

To this end, this corpus consists of 80 high quality annotated documents
that will hopefully grow fast through time. We need this kind of corpus for
the evaluation process of the annotation pipeline using the well-known recall,
precession and F1 score metrics. Regarding the ontology learning evaluation
task, we will only be able to evaluate the algorithms and the methods of the
generated concepts and relations but not the quality of the ontology. Creating
ontologies automatically doesn’t guarantee the quality of these ontologies. We
want the ontology that we are creating to keep some reliable level of quality. In
order to achieve that, aviation ontology is revised by experts who understand
the problem. This way experts will not be forced to process or to read every
single report. Instead, they will be offered some typical notions, relationships,
and data patterns that they can generalize into a logical knowledge.

7 Conclusions

In this proposal, a novel iterative methodology of semantic annotations and
ontology learning has been presented, in order to improve the understanding
4 http://www.uzpln.cz/.
5 https://gate.ac.uk/.

http://www.uzpln.cz/
https://gate.ac.uk/
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of the huge jargon unstructured incidents and accidents safety reports in the
aviation domain, and supporting the smart form generation for easier and more
efficient reporting process.
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P., Molina, J.: Relational data mining applied to virtual engineering of product
designs. In: Muggleton, S., Otero, R., Tamaddoni-Nezhad, A. (eds.) ILP 2006.
LNCS (LNAI), vol. 4455, pp. 439–453. Springer, Heidelberg (2007). doi:10.1007/
978-3-540-73847-3 39

22. Wong, M.K., et al.: A multi-phase correlation search framework for mining non-
taxonomic relations from unstructured text. Knowl. Inf. Syst. 38(3), 641–667
(2012)

23. Reyes, J.A., Montes, A.: Learning discourse relations from news reports: an event-
driven approach. IEEE Lat. Am. Trans. 14(1), 356–363 (2016)

http://dx.doi.org/10.1007/978-3-540-73847-3_39
http://dx.doi.org/10.1007/978-3-540-73847-3_39


Integrative Data Management for
Reproducibility of Microscopy Experiments

Sheeba Samuel(B)

Heinz-Nixdorf Chair for Distributed Information Systems,
Friedrich-Schiller University, Jena, Germany

sheeba.samuel@uni-jena.de

Abstract. Reproducibility is a fundamental factor in every domain of
science since it allows scientists to trust data and results. The scientific
community is interested in the results of experiments which are repro-
ducible, reusable and understandable. In this paper, we present our work
towards reproducibility of scientific experiments taking into account the
use case of microscopy. We aim to analyze the components that are
vital for reproducibility and to develop an integrative data management
platform for scientific experiments. In this article, we show the use of
Semantic Web technologies to conserve an experiment environment and
its workflow. This allows scientists to ask queries related to an exper-
iment and compare results. We present our approach for scientists to
represent, search and share their experimental data and results to the
scientific community for better data interoperability and reuse. Our over-
all goal is to extend data management and Semantic Web technologies
to enable reproducibility.

Keywords: Reproducibility · Experiments · Ontology · Microscopy ·
Provenance

1 Introduction

Recent advancements in science and technology have brought a new range of
challenges for scientists regarding the reproducibility of their research. Repro-
ducibility has become a lot more difficult to achieve today because experiments
and their setup have become much more complex. A sustainable, reliable and
scalable data management platform is required for scientific experiments which
generate a large volume of heterogeneous data. Apart from data management,
it is required to ensure reproducibility of experimental data and results.

An experiment is said to be reproducible [18] when it can be repeated under
different conditions to get the same results. This can occur when the experi-
ment is carried out by another scientist in a different location using different
devices and materials. To make an experiment reproducible, the provenance of
the experiment and processing environment must be captured. Provenance is the
source of information that is used to describe the entities and processes involved

c© Springer International Publishing AG 2017
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in generating a resource. The provenance of an experiment describes who per-
formed the study and when, the materials used and how they were produced,
the last time it was modified, the devices used and their settings, the experimen-
tal procedures used etc. [17]. Semantic Web-based representations of provenance
help in better data interoperability and reuse.

The main focus of our research is to extend data management and Semantic
Web technologies in order to better support reproducibility. In the initial phase,
we work towards developing an integrative data management platform which
can enable reproducibility of scientific experiments with the help of Semantic
Web technologies. This research focuses on the use case of microscopy.

2 State of the Art

Scientists need to store information about an experiment and its workflow so
that they can share this with other collaborators in an understandable way.
This leads us to focus on three important aspects of our research which can
aid work on the reproducibility of scientific experiments: (1) Scientific Data
Management, (2) Semantic Web technologies for capturing provenance and
(3) Scientific Workflows.

(1) Scientific Data Management
Advancements in data storage solutions allow successful preservation,
processing and analysis of large volume and variety of data. Scientific data
management brings challenges like scalability, heterogeneity, sharing, trans-
formation and quality of data. Many platforms are developed to support
scientific data management for general or specific requirements of projects
such as the European Bioinformatics Institute1 (EBI) for genomic data,
BacDive2 for bacterial data, BExIS3 for biodiversity data, myExperiment4

for sharing bioinformatics workflows. Demchenko et al. [6] show how cloud-
based services provide support for scientific data infrastructures.
A number of platforms aim at providing data management and analysis of
microscopic images. OMERO [1] and BisQue [9] are two examples for storage
solutions for microscopy images. OMERO, developed by the OME consor-
tium, is an open source client-server platform for visualization, management
and analysis of images generated from a microscopy experiment. Since it
provides a rich set of different image file formats and flexibility to extend
features, we selected OMERO as a suitable data management platform to
support microscopic data infrastructure.

(2) Semantic Web Technologies for Capturing Provenance
Semantic Web technologies provide possibilities to represent experiment data

1 http://www.ebi.ac.uk/.
2 http://bacdive.dsmz.de/.
3 https://www.bexis.uni-jena.de.
4 http://www.myexperiment.org.
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in a more understandable and reusable way to scientists and in particular in
a machine-understandable way. Various ontologies are developed and used
in various domains to help scientists annotate resources and support data
interoperability. PROV-O [10] is a general purpose ontology developed by
the W3C working group to model the entities and the activities that pro-
duced them. It provides high flexibility for extension so that it can be used
for specific applications.
PROV-O has been extended in various works for specific purposes. For exam-
ple, Ciccarese et al. [3] evaluate why PROV-O was selected for capturing
provenance of web resources. They present the PAV ontology which helps
to capture provenance, authorship and versioning of the resources on the
web. Compton et al. [4] combines the Semantic Sensor Networks Incubator
Group’s ontology (SSNO) and PROV-O to describe sensor data.
Several authors have built ontologies for microscopy. The Cellular
Microscopy Phenotype Ontology (CMPO) [7] provides phenotypic observa-
tions related to cellular components. Another work [8] describes the devel-
opment of an Ontology for an Integrated Image Analysis Platform to enable
Global Sharing of Microscopy Imaging Data. They present an ontology to
describe data from microscopic images by converting the Open Microscopy
Environment (OME) data model to the Resource Description Framework
(RDF) schema. These works focus on using ontologies for describing biolog-
ical structures and annotating microscopic images.
Moreau in his paper [13] describes reproducibility semantics for the Open
Provenance Model (OPM)5. It is a specification of a reproducibility ser-
vice and defines reproducibility formally with a mathematical explanation
of OPM graphs. This semantics which takes the form of a denotational
semantics, is the basis of a theory of provenance-based reproducibility.

(3) Scientific Workflows
Scientific workflow management systems [5] model the flow of data through
a series of computational steps performed in an experiment. Several work-
flow management systems have been developed over the past years which are
either generic or specific to a domain. Systems like Kepler [11] and Vistrails
[2] provide facilities to design, execute and rerun the scientific workflows and
also provide a visual interface for composing workflows. Santana-Perez et al.
[15] present a semantic approach to attain reproducibility of computational
environments in scientific workflows by documenting the scientific workflow
and conserving the execution environment using semantic vocabularies.
In spite of all the advantages and the richness in features, scientists are
hesitant to abandon the tools they are used to and try new ones instead,
thus, in many scientific communities, the uptake of scientific workflow man-
agement systems has been slow. This motivates the work for YesWorkflow
[12] and noWorkflow [14]. YesWorkflow extracts comments from the scripts
and provides a graphical rendering of the workflow. The noWorkflow tool

5 http://openprovenance.org/.
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transparently captures provenance from Python scripts and supports differ-
ent kind of analysis on them. Recent work on combining YesWorkflow and
noWorkflow captures provenance of results generated by scripts written by
the scientists in an experiment [16]. This work takes benefits of both the
systems by capturing provenance which is collected from the structure of
scripts, events occurred during script execution, annotations in the com-
ments of scripts and the files generated by the scripts.
We focus our research on end-to-end reproducibility of scientific experiments
by integrating scientific data management and Semantic Web technologies.

3 Problem Statement

The main goal of our research is to enable reproducibility by extending data man-
agement and Semantic Web technologies. Inorder to start with the research, we
focus on the use case of microscopy experiments. Recent advances in microscopy
techniques make the study of biological systems more promising. The need
for the research on this area arises from the Collaborative Research Center
ReceptorLight6. Scientists from this joint project work together to under-
stand the function of membrane receptors with the help of high-performance
microscopy methods. Membrane receptors are protein molecules which receive
chemical signals from outside a cell and distribute the signals to other parts of the
cell. Through this project, scientists want to understand the minute interactions
happening in the biological structures and processes. Using high-resolution imag-
ing of these receptors, scientists can gain new insights on neurological autoim-
mune diseases and other areas.

Discussions with scientists from various domains working in this project
brought light to the challenges they face related to the reproducibility aspects.
One of the challenges faced by the scientific community is that most of the infor-
mation related to the experiment are not integrated to the digital systems. They
still use lab notebooks (analog) to record their data as they perform experi-
ments. The information in these notebooks is of great value as they contain
the description of experiment procedures, resources used, data and results. The
difficulty arises when the data and results have to be shared between scientists
from different locations. Shared understanding of data is essential so that the
data can be reused for new experiments and analysis.

Samples and resources used in the experiment cannot be preserved for long in
many biological and medical studies, unlike the computational science domain.
It is required to digitally conserve the execution environment of an experiment
which consists of different devices, software and materials. Data collected by
the experimenter from different data sources using USB sticks are stored in
personal hard disks. There are greater chances of losing data and the different
modifications of the data if they are not versioned.

Another challenge faced by the scientists is the big data. Each measurement
of a microscopy experiment can produce terabytes of data and images. Scientists
6 http://www.receptorlight.uni-jena.de/.

http://www.receptorlight.uni-jena.de/


250 S. Samuel

have to make a choice to keep the data they are interested in and discard the
rest of the data. So it is important to have a scalable and high-performance data
management approach to handling the large volume of experimental data and
results.

We have identified four main research questions based on the challenges faced
by the scientists and ways to achieve the vision of reproducibility.

RQ-1 - How to capture the provenance of a scientific experiment through an
integrative data management? Which are the vital components required to
attain reproducibility?
RQ-2 - How to represent a scientific experiment and its execution environ-
ment with the help of Semantic Web technologies to enable reproducibility,
data interoperability and reuse?
RQ-3 - How to provide a scalable and high-performance platform to handle
the experimental data and results?
RQ-4 - How to enhance current Semantic Web languages with reproducibility
qualifiers?

We focus our research based on the hypothesis that Semantic Web enabled
scientific data management platform can be created that facilitates the repro-
ducibility of scientific experiments.

4 Research Methodology and Approach

The research methodology and approach we present here are based on the
research questions defined in Sect. 3. A high-level view of our research method-
ology in the first phase is illustrated in Fig. 1. The first step in our approach is
to collect requirements and understand what type of information scientists need
to reproduce the experiments. In this phase, it is required to identify the factors
that can enable reproducibility. Continuous discussions with scientists help us
to gain the domain knowledge and the challenges faced by them.

Fig. 1. Our research methodology and approach
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For RQ-1, we explored the literature to find a suitable data management
platform and selected a platform which can be extended to capture the prove-
nance of microscopy experiments. We understood the deployment setup of the
experiments and designed the system in such a way that scientists could con-
serve the experimental data along with the images in one place. In this phase, we
consider different approaches to capture provenance and analyze whether those
are sufficient to enable reproducibility. We are analyzing the various components
required to enable reproducibility.

To answer RQ-2, we need to understand how data stored in computers in
addition to their lab notebooks can benefit scientists. We realize the poten-
tial uses of semantic web technologies and how it can be used to describe the
scientific workflow. Based on the literature review, we analyzed the different
existing vocabularies in the scientific domain, particularly for microscopy. We
comprehended the details of experiments we need to capture for our use-case
and extended the existing ontology based on them. We will analyze whether all
the questions related to reproducibility can be answered with this ontology or the
ontologies need to be further refined. We will evaluate whether ontology-based
representation of experimental data is enough to enable reproducibility.

For RQ-3, we will analyze the existing approaches for handling scalability.
We will test the performance of the system and provide an optimal solution for
scientists to handle their data.

For RQ-4, we will collect and analyze the questions that are asked by sci-
entists concerning reproducibility. We will analyze how the questions and the
approach be generalized for all the scientific domains. We will find out the type
of qualifiers needed to extend Semantic Web languages. We will consider various
methods to formalize the process needed to enable reproducibility.

5 Preliminary Results

Based on the literature review, we did a comparative study on two existing stor-
age platform systems, OMERO [1] and BisQue [9]. We came to the conclusion to
select OMERO for our requirements because of the richness in its features and
higher flexibility to extend the platform. We collected data and requirements
from the discussions we had with the scientists working in the CRC Recep-
torLight project.

The initial goal of our approach is to document the description of an experi-
ment and its execution environment conditions. The information includes exper-
imental details, materials and devices used in the experiment and their settings,
the time of each activity performed and the standard operating procedures used.
The current prototype is developed [17] based on OMERO to achieve the initial
goal.

We extended OMERO’s server database to include the data schema provided
by the scientists. OMERO’s web client was extended to provide a facility to input
the experimental data. It also helps the scientist to associate the experiment
to the image results generated from the experiment. Users can view all the
information of an experiment at one place.
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Figure 2 presents the high-level system architecture developed for the data
management of microscopy experiments. Scientists use different devices like a
microscope, an electrophysiologic device for performing experiments. The work-
stations associated with them are installed with proprietary software of the
device manufacturer. The description of the materials and the procedures used
in the experiment and the execution environment parameters are noted down in
the lab notebooks. The data and results obtained are stored in personal external
devices. A desktop client was developed to deploy in the workstations associated
with these devices as they are not connected to the internet due to security
reasons. It allows the scientists to input the data as and when they perform
experiments. Later they can upload this information to the server whenever
the internet connection is available. Through the web client, they can share the
experiment information to other scientists for their review. Based on the permis-
sions and roles assigned to the scientists, they can view or edit the information
related to the experiment. The web client also provides a facility to search exper-
iment related information.

Fig. 2. The proposed approach

We have developed an ontology, REPRODUCE-ME (Reproduce Microscopy
Experiments)7 to describe an experiment and its execution environment. The
ontology is built to capture the provenance of an experiment, the materials
and devices used and their properties, standard operating procedures and the
people who are responsible for an experiment. This is developed by extending the
existing ontology, PROV-O. With the help of classes and properties of PROV-
O and the new classes added in REPRODUCE-ME Ontology, it is possible to
describe the entities, activities, agents and their role in a scientific experiment.
The prefix “repr:” is used to indicate the namespace “http://fusion.cs.uni-jena.
de/fusion/repr”.

7 http://fusion.cs.uni-jena.de/fusion/repr/.
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Figure 3 shows the main concepts and properties of REPRODUCE-ME ontol-
ogy. prov:Entity, prov:Agents and prov:Activity are the main concepts in
PROV-O. The experiment materials and devices used in an experiment are
extended from the concept prov:Entity. The people who are involved in produc-
ing materials and performing experiments are extended from prov:Agents. All
the actions performed in an experiment are extended from the prov:Activity
class. The standard operating procedures used in the experiment is extended
from prov:Plan. Several objects and data properties are added to describe the
experiment and its execution environment. Scientists can make semantic queries
using SPARQL with the help of ontology.

Fig. 3. A part of REPRODUCE-ME ontology

6 Evaluation Plan

To evaluate the research questions mentioned in Sect. 3, we will validate the
approach using microscopy experiments. Later it will be validated by scientists
from other domains. The validation of the approach will be achieved when scien-
tists from different locations can reproduce the experiments based on the shared
description provided by the REPRODUCE-ME ontology. The ontology devel-
oped for the microscopy experiments will be continuously validated, revised and
corrected by the team of scientists. The detailed list of queries that a scientist
would like to pose based on an experiment will be collected from the scientific
community. The competency questions that the ontology can support will be
clearly listed. We will evaluate whether the provenance captured through the
prototype is sufficient enough to attain end-to-end reproducibility of scientific
experiments.

Scalability, performance and data quality will also be considered during the
evaluation. The current prototype [17] will be manually tested by the domain
scientists. Test cases will be formulated to validate the system and the results of
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queries. We are interested in scientists testing our system with a large amount
of data and different experiment setups.

7 Conclusions

Reproducible research brings great value and benefits for the scientific com-
munity. The overall objective of our research is to extend data management
and Semantic Web technologies to enable reproducibility. In this research, we
aim to examine the suitable components required for reproducibility. As a first
step towards reproducibility, we developed an integrative platform for the scien-
tists to capture the provenance of the experiment. We built an ontology for the
microscopy experiments with a focus on capturing the description of experiment
and execution environment conditions. This allows better interpretation of data
from different scientists in a collaborative project. The system allows scientists
to query the experimental data through SPARQL queries and get results without
worrying about the underlying technologies. We will consider ways to enhance
Semantic Web languages with reproducibility qualifiers. Scalability, performance
and quality tests will be conducted to handle the sheer volume of data generated
from each experiment.
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Abstract. Developments in the context of Open, Big, and Linked Data
have led to an enormous growth of structured data on the Web. To keep
up with the pace of efficient consumption and management of the data at
this rate, many Data Management Solutions There exists many efforts
for benchmarking these domain specific DMSs, however, (i) reproduc-
ing these third party benchmarks is an extremely tedious task, and (ii)
there is a lack of a common framework which enables and advocates
the extensibility and re-usability of the benchmarks. We propose LIT-
MUS, one such framework for benchmarking data management solutions.
LITMUS will go beyond classical storage benchmarking frameworks by
allowing for analysing the performance of DMSs across query languages.
In this early stage doctoral work, we present the LITMUS concept as
well as the considerations that led to its preliminary architecture, and
progress reported so far in its realisation.

1 Introduction

Vast amounts of structured (following Linked Data principles) and un/semi-
structured data is constantly being made available on the Web, often in an open
manner1, and within organisations. This rapid growth of data, available across
organisations, has affected the data management layer of modern applications.

Consequently, organisations are increasingly facing the need to find data
management tools suited for the specific tasks at the core of their informa-
tion management. Choosing the best2 data management solution is nonetheless
challenging due to the limited comparability and compatibility of existing eval-
uation results and benchmarks. With regard to the limited domain expertise of
the end user, the need for standardised frameworks to benchmark and analyse
the existing diverse data management platforms is consequently of paramount
importance.

Despite the growing interest and use in both research and the industry com-
munities, currently the creators of benchmarks for Data Management Solutions
(DMS) [1,4] do not offer a common suite/platform for performing cross-domain
1 With open we follow the Open Data Definition (http://opendefinition.org/).
2 We refer to best in terms of fitness for use.
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benchmarks (i.e., one-to-one performance comparison of RDF, Graph, or Rela-
tional engines). In addition, there is no significant baseline to compare these
cross-domain DMSs against each other. Moreover, reproducing benchmarks is a
non-trivial problem owing to reasons such as non-standardised setup configura-
tions, lack of publicly available resources (such as scripts, libraries or packages)
and lack of transparent evaluation policies. Results in areas such as named entity
recognition and linking [25] as well as question answering [23,24] have, however,
shown that the provision of standardised interfaces and measures can contribute
to the improvement of the performance of software solutions.

In this early stage doctoral work we propose LITMUS, a generic approach for
benchmarking DMSs. LITMUS aims to provide support to organisations aspiring
to use Linked Data management technologies in a wide spectrum of applications
and magnitudes. LITMUS will provide a realistic performance evaluation plat-
form covering a plethora of heterogeneous technologies (see Sect. 4) for storage
and query benchmarking. To put the reader into the context of this work, and
to highlight the objectives of LITMUS, we present the following user scenario:

“The WDAqua research project3 aims at building a data-driven question answer-
ing platform by using Web data, available in various formats, e.g., RDF, CSV, SQL,
or Graph. Harsh, a researcher within the project, is responsible for ensuring efficient
data management (storage and retrieval) for this project. There are a large number
of DMSs, each deliberately tailored to handling specific formats of data and queries,
which need to be benchmarked to select the best solution for the project’s needs. How-
ever, benchmarking of DMSs is non-trivial: it takes large amounts of human effort
in designing, administering, evaluating, and analysing the diverse systems involved.
Additionally, for the research project, a large set of factors, e.g., query typology, index-
ing speed, index size, query response time, and dataset size, need to be considered to
ensure reproducibility and generality of the observed experimental results. Harsh wants
to automate the whole benchmarking process, allowing easy integration, evaluation on
custom stress loads, and fast analysis of the results. He would also expect the framework
to be flexible to integrate new DMSs to the plethora of existing systems and benchmark
them against a baseline”.

LITMUS will not only satisfy the requirement for automating the tedious bench-

marking process, but will also offer: (1) an efficient way for replicating existing bench-

marks (e.g., BSBM [4] or WAT-DIV [1]); (2) a wide set of performance evaluation

metrics/indicators tailored specifically for the DMS being evaluated; and (3) quick ana-

lytical insights on performance comparison of benchmarked DMSs wrt various intrinsic

factors (such as query length, query structure, etc.) employing visualisation via custom

charts, graphs and tabular data.

The remainder of this article is organised as follows: Sect. 2 summarises the
state of the art in benchmarking efforts, and their shortcomings, Sect. 3 sheds
light on the foci, challenges, objectives and planned outcomes of LITMUS, Sect. 4
describes the conceptual architecture of LITMUS, its target audience, and Sect. 5
concludes with the work progress and future agenda.

3 WDAqua ITN – (http://wdaqua.eu).

http://wdaqua.eu
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2 State of the Art

Benchmarking is widely used for evaluating data stores (DMSs). Benchmarks
exist for a variety of levels of abstraction from simple data models to graphs and
triple stores, to entire enterprise information systems. We describe the current
state of the art in benchmarking, in particular for: (a) Relational databases,
(b) Graph databases, (c) RDF stores, and (d) cross-domain benchmarking
efforts. We identify the scope and shortcomings of existing benchmarking efforts,
to determine the gaps that LITMUS needs to take into consideration.
1. In Relational DMSs, the benchmarks of the Transaction Processing Perfor-

mance Council (TPC) [14] are well established. TPC uses discrete metrics
for measuring the performance of the relational DMS. The online transaction
processing benchmarks TPC-C and TPC-E use a transactions per minute
metric. The analytics TPC-H and decision support TPC-DS benchmarks
use the queries per hour and cost per performance metrics, respectively.

2. For Graph DMSs, there exist benchmarks, some of which are in their early
stages (such as HPC Scalable Graph Analysis Benchmark [6], Graph
500 [13], XGDBench [5]) that deal with graph suitability transformations
and graph analysis. However, they do not succeed to define standards for
graph modelling and query languages.

3. Benchmarking RDF DMSs. The substantial increase in the number of appli-
cations that use RDF data has encouraged the need for large-scale bench-
marking efforts on all aspects of the Linked Data life cycle, mostly focusing
on query processing [15]. RDF DMS benchmarks use real (i.e., DBpedia or
Wikidata) and synthetic (i.e., Berlin SPARQL Benchmark or WAT-DIV)
datasets to evaluate DMS performance over custom stress-loads and setup
environments.4 DBpedia SPARQL Benchmark (DBPSB) [12] assesses RDF
DMSs performance over DBpedia by creating a query workload derived
from the DBpedia query logs. The aim of the Lehigh University Benchmark
(LUBM [8]) is to evaluate the performance of Semantic Web triple stores
over a large synthetic dataset that complies to a university domain ontol-
ogy. The Waterloo SPARQL Diversity TEST Suite (WatDiv [1]) provides
data and query generators to enable benchmarking of RDF DMSs against a
varying query structure (also complexity) to understand correlation of query
typology with the variance in DMS performance. SP2Bench [21], one of the
most commonly used synthetic data based benchmarks, uses the schema of
the DBLP bibliographic dataset5 to generate arbitrarily large datasets.

4. Benchmarking Cross-domain DMSs. There are only a few efforts that bench-
mark cross-domain DMS so far. The Berlin SPARQL Benchmark (BSBM [4])
is a synthetic data benchmark, based on an e-commerce use cases built
around a set of products offered by different vendors. It provides the dataset
and queries for both RDF and Relational DMS benchmarking. Pandora6,

4 https://www.w3.org/wiki/RdfStoreBenchmarking.
5 http://dblp.uni-trier.de/db/.
6 http://pandora.ldc.usb.ve/.

https://www.w3.org/wiki/RdfStoreBenchmarking
http://dblp.uni-trier.de/db/
http://pandora.ldc.usb.ve/
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uses the Berlin SPARQL Benchmark data to benchmark RDF stores against
relational stores (Jena-TDB, MonetDB, GH-RDF-3X, PostgreSQL, 4Store).
Graphium [7] is a similar study benchmarking RDF stores against Graph
stores (Neo4J, Sparksee/DEX, HypergraphDB, RDF-3X) on graph datasets
including a 10M triple graph data generated using the Berlin SPARQL Bench-
mark data generator. More recently, the LDBC [2] focused on combining
industry-strength benchmarks for graph and RDF data management systems.
The LDBC introduces a new choke-point analysis methodology for developing
benchmark workloads, which tries to combine user input with feedback from
system experts.

Efforts have so far been focused on benchmarking single-domain (RDF-vs-RDF
stores, Graph-vs-Graph stores, etc.) DMSs, despite the need for integrating cross-
domain DMSs and automating the benchmarking process. LITMUS aims at
addressing these shortcomings and serve as an open, extensible platform allowing
easy integration, benchmarking and performance comparison of diverse DMSs.
To the best of our knowledge, no such extensible and reusable framework exists,
which enables the exploration and analysis of a wide spectrum of DMSs.

3 Problem Statement and Contributions

The following generic research question acts as a guiding force to our efforts: How
can diverse cross-domain DMSs be benchmarked in an established standard envi-
ronment7? We hypothesise that: Devising a generic data and query translation
mechanism together with a defined set of key performance indicators (KPIs) will
enable the comparison of diverse cross-domain DMSs

3.1 Challenges to Be Addressed

The aim of the doctoral work is to validate the proposed hypothesis by developing
such a benchmarking platform. In doing so we identify three key challenges (sub-
research questions) which need to be addressed, namely:

– C1 Data conversion: This challenge mandates the development of a generic
data conversion mechanism for converting the RDF data to a format inter-
pretable by the corresponding DMSs (i.e., RDF, pure graphs, or SQL). The
goal of this task is to efficiently represent RDF data in multiple formats, keep-
ing the end user as secluded as possible from the underlying technicalities of
the conversion. This leads us to our first research question: RQ1: What are
the methods to convert RDF into proprietary data formats?

– C2 Query translation: Cross-domain benchmarking of DMSs demand
that queries be represented in all languages and formats supported by the
respective tools. Query languages differ in their structure and expressivity.

7 By established standard environment we mean that all benchmarks will run under
the same conditions and are not affected by external factors (e.g. different memory
allocation by the OS).
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For instance, complex path queries (in SPARQL, in particular Kleene stars)
cannot be expressed in an equivalent SQL query [26]. Thus, there is a need
to develop an intermediate mechanism to translate the queries from one form
to the other (e.g., from SPARQL to Gremlin, SQL, etc.). This requires an
exhaustive study of the query languages’ specifications. The main challenge is
to identify the correct mappings between different languages, preserving the
semantics of the original query. Thus our second research question is: RQ2:
What are the semantic preserving methods/approaches for translat-
ing SPARQL queries to a graph query language8 such as Gremlin?.

– C3 Performance indicators: The performance of a DMS can be assessed
with respect to a wide variety of indicators (referred to as performance metrics
or key performance indicators (KPIs)). Dealing with the diverse characteristics
of the DMSs, it is necessary to explore a range of performance indicators in
contrast to traditional ones, namely precision, recall, index size, storage size,
number of triples, number of unique instances, query response time, etc. The
work by LDBC [2] presents a related study on this topic. We would like to
dig deeper into this and other works, compare and analyse the strengths and
limitations of the KPIs, ultimately select a set of KPIs to be considered for
evaluation of these DMSs. Thus, RQ3: What are the strengths and the
limitations of the existing KPIs, and to what extent do they reflect
the performance of a DMS.

3.2 Focus of the LITMUS Framework

The focus of LITMUS is to bridge the gaps in adopting, deploying and scaling the
consumption of Linked Data. LITMUS thrives on simplifying the use, assessment
and the performance analysis of a wide spectrum of cross-domain DMSs. In
particular, the LITMUS framework will:

– F1 enable a common platform for benchmarking and comparing a plethora
of cross-domain DMSs, and reproducing existing third-party benchmarks;

– F2 create (i) interoperable machine-readable evaluation reports and (ii) scien-
tific studies on the correlation of a variety of factors (such as query typology,
data structures used for indexing, etc.) with respect to the performance of
DMSs;

– F3 recommend particular DMSs and benchmarks based on a set of require-
ments predefined by the user.

3.3 Planned Outcomes

The planned artifacts resulting from the LITMUS project can be classified into
two categories, namely (A1) scientific findings and (A2) software.

8 We emphasise on graph query language in this question as there exists sufficient
work addressing SPARQL-SQL (relational query language) translation problem.
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A1 Scientific findings:

– An in-depth analysis of the (research challenges, ref. Sect. 3.1) (i) various RDF
data representation formats and their conversion complexity, addressing chal-
lenge (C1); (ii) query language expressivity and supported features striving
to address the language barrier (C2). These studies will provide us with deep
insights about the functionality of various query languages, RDF data formats,
their strengths and limitations.

– An exhaustive exploratory study on the selection of performance measures for
evaluating cross-domain DMSs, addressing challenge (C3)

A2 Software (i.e., algorithms, scripts, tools):

– A novel data converter of RDF data to multiple data formats (such as CSV,
JSON, SQL, etc.), providing compatible data as input to the cross-domain
DMSs (i.e., the software implementation of outcome A1.(i), Sect. 3.3).

– A novel query translator for the automatic conversion of SPARQL to DMS-
specific query language (e.g., Gremlinator, ref Sect. 4, etc.), enabling compat-
ible query input for cross-domain DMSs (i.e., the software implementation of
outcome A1.(ii), Sect. 3.3)

– An open, extensible benchmarking platform, for cross-domain DMS perfor-
mance evaluation and easy replication of existing benchmarks.

4 Research Approach and Initial Results

Here, we present the conceptual architecture of LITMUS. It comprises of four
major facets: Data Facet (F1), Query Facet (F2), System Facet (F3), and Bench-
marking Core (F4) (ref. Fig. 1). The role of each facet is as follows:

Data Facet F1: The Data Facet consists of the (i) Dataset(s) and the (ii) Data
Integration Module. Datasets chosen for benchmarking can be real datasets such
as DBpedia9, Wikidata10, synthetic datasets such as the Berlin SPARQL Bench-
marking (BSBM) [4], Waterloo SPARQL Diversity Test Suite (WatDiv) [1], or
hybrid datasets comprising both real and synthetic data. The Data Integration
Module is responsible for (a) making data available to the system in the requested
formats (such as N-Triples, Graphs, CSV, SQL) by carrying out appropriate data
conversion and mapping tasks (cf. Challenge C1), and (b) loading the desired
format of data to the respective DMSs selected for the benchmark.

Query Facet F2: The Query Facet comprises of the (i) Queryset(s), and the
(ii) Query Conversion Module. The Queryset refers to the set of query input files.
The Query Conversion Module will be one of the key components addressing
the language barrier (Challenge C2). It is responsible for converting the input
SPARQL queries to the respective DMSs’ query languages (such as Gremlin,
SQL, etc.). The conversion will be performed by developing an intermediate
9 http://wiki.dbpedia.org/.

10 https://www.wikidata.org/.

http://wiki.dbpedia.org/
https://www.wikidata.org/
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Fig. 1. The architectural overview of the LITMUS benchmarking framework [22].

language/logic representation of the input query. The aim of this module is to
allow efficient conversion of a wide variety of SPARQL queries (such as path, star-
shaped, and snowflake queries) to other query languages, ultimately breaking the
language barrier.

System Facet F3: The System Facet consists of (i) DMSs and (ii) DMS Config-
uration and Integration module. The DMS Configuration and Integration module
is responsible for (i) providing easy integration, via wrapper(s) or as a plug-in,
of the DMSs, and (ii) monitoring and configuring the integrated DMSs for the
benchmark. On top of this, this module makes use of Docker containers11 to
ensure a fair allocation of resources and to provide the necessary segregation
required for conducting realistic benchmarks.

Benchmarking Core F4: The Benchmarking Core is the heart of the LITMUS
framework, consisting of three modules: (i) Controller and Tester, (ii) Profiler,
and (iii) Analyser. The Controller and Tester is responsible for executing the
respective scripts for loading data, fetching the queries to their corresponding
DMSs, validating the specified system configurations, and finally, executing the
benchmark on the selected setting. The Profiler is responsible for: (a) generating
and loading various profiles (stress loads, query variations, etc.) for conducting
the benchmark tests and (b) storing the custom benchmark results. The Analyser
is responsible for collecting the benchmark results from the Profiler and gener-
ates performance reports. It will perform correlation analysis between the para-
meters specified by the user. The final results (reports) will then presented to
the end user in a suitable visualisation.

11 https://www.docker.com/.

https://www.docker.com/
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Initial results. We currently focus on curating the necessary benchmarking
infrastructure for RDF and Graph DMSs. Thereafter, having achieved this
milestone, we will cultivate the support for Relational DMSs. The preliminary
results, can be clubbed together according to the planned outcomes (discussed
in Sect. 3.3), addressing the research challenges and technological developments
(ref. Sect. 3.1) of the framework, as follows:

1. Research challenges
(i) Query translation: We are currently focused on addressing the query
translation challenge [RQ2] (C2, Sect. 3.1) developing a novel SPARQL
(defacto RDF query language) to Gremlin (graph traversal (query language)),
“Gremlinator”. We choose Gremlin over other graph query languages (such
as Cypher), owing to Gremlin’s wide-spread popularity, coverage of graph
DMSs and its strong support for both OLTP-based as well as OLAP-based
graph processors. We are studying the underlying semantics and complex-
ity of both the query languages for proposing a novel transformation func-
tion, mapping SPARQL algebra [3,17] to Gremlin traversals [18–20] ensur-
ing soundness and completeness. Consequently devising a query engine for
SPARQL queries to be able to exploit the benefits of existing graph database
engines, e.g., neighbourhood indexes, transaction management, and built-in
graph-based tasks.
(ii) Data conversion: Our next milestone is to address the data conversion
challenge [RQ1] (C1 ref. Section 3.1). We start by first converting RDF to
Graphs. Here, our goal is to propose a novel mechanism for generating Graphs
from RDF data, theoretically transforming any RDF dataset to a pure Graph
format. The related work in this topic includes efforts such as [9–11,16] who
advocate the generation of property graphs using reification. We would like
to study these and other works in detail and develop a generic RDF data
converter as our ultimate goal.

2. Implementation
This framework will be made available as open source software for encourag-
ing research, open discussions and possible extensions to the idea. The source
code, scripts, and other relevant modules are open-sourced at the Github
organisation12. We are working on the query facet (F2) developing the query
conversion module along with the continuous (incremental) development of
the benchmarking core (F4) (ref. Fig. 1). We have developed bash-scripts
and DMS dockers for the easy integration of DMSs, as a part of the Sys-
tem facet (F3). The overall development progress of the overall framework is
around 25%.

5 Evaluation Plan and Conclusion

This doctoral work is dimensioned for three years, out of which the first year is
dedicated for intense literature review. We identified the challenges and short-
comings of existing works summarised in Sect. 2 through 3. The literature review
12 LITMUS Benchmark Suite: (https://github.com/LITMUS-Benchmark-Suite/).

https://github.com/LITMUS-Benchmark-Suite/
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confirms the absence of a cross-domain benchmarking platform. We first start
by addressing the research challenges identified in Sect. 3.1, proposing the solu-
tions (formally), implementing the solution (i.e., the components described in the
architecture) and thereafter repeating this methodology for the planned architec-
ture. We plan to devote a time period of six months for addressing each research
challenge (i.e., C1, C2 and C3) and the last six months for the integration,
evaluation and testing of the overall framework. More than providing visualisa-
tion of DMS performance comparison and analysis scripts, what LITMUS will
provide is a common open and extensible ground for independent evaluation
and comparison of a given approach with respect of the state-of-the-art. This
promotes and enhances not only reproducibility of the benchmarking results but
also generality and experimental transparency.

Evaluation. We plan to evaluate our hypothesis by validating each research
challenge/question defined in Sect. 3.1. The evaluation of the challenges C1 and
C2 will be done by formally proving that the conversion/translation process is
sound, complete and preserves the semantics (of the data and query). Further-
more, we will also evaluate the time complexity of the implemented converter
and translator ensuring that a scalable solutions is possible for both C1 and
C2. We will evaluate challenge C3, by the means of empirical study. In this
we will analyse and compare various KPIs using a wide variety of DMSs and
datasets. Finally, for the whole platform, we plan to do an evaluation taking
in consideration all the three components and define user scenarios (similar the
one described in Sect. 1). These scenarios will be validated keeping in mind the
existing benchmarks, thus proving its validity and strengths.
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10. Hernández, D., Hogan, A., Krötzsch, M.: Reifying RDF: What works well with
wikidata? In: Proceedings of the 11th International Workshop on Scalable Seman-
tic Web Knowledge Base Systems co-located (ISWC 2015), Bethlehem, PA, USA
(2015)

11. Hernández, D., Hogan, A., Riveros, C., Rojas, C., Zerega, E.: Querying
wikidata: Comparing SPARQL, relational and graph databases. In: Groth, P.,
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Abstract. Currently, most of white-box machine learning techniques
are purely data-driven and ignore prior background and expert knowl-
edge. A lot of this knowledge has already been captured in domain mod-
els, i.e. ontologies, using Semantic Web technologies. The goal of this
research proposal is to enhance the predictive performance and required
training time of white-box models by incorporating the vast amount of
available knowledge in the pre-processing, feature extraction and selec-
tion phase of a machine learning process.
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1 Introduction

Most machine learning techniques are data-driven and thus ignore most of the
vast amounts of existing available knowledge already captured in domain models
[1], such as SNOMED [2], SSN [3] and UMLS [4]. The advantage of applying a
purely data-driven approach is that the model is robust to outliers and noise.
The disadvantage is that a computationally expensive training phase needs to be
executed and that valuable prior knowledge is not taken into account. In many
critical domains such as electronic health care and law enforcement, wherein
wrong decisions made can have significant repercussions, knowledge-based sys-
tems such as expert systems were long preferred [5] as they can easily give
a comprehensible corresponding explanation with their predictions. Moreover,
they can be deployed without requiring a lot of data, which was rather hard to
collect prior to the big data era. The main disadvantage of a purely knowledge-
based approach is that the performance is completely biased to the content of
the knowledge base [6], which can take a lot of time to construct and maintain,
and that it is not able to learn new patterns or insights. Moreover, this approach
is often not robust, e.g. in the case of conflicting rules or samples that do not
comply to any of the defined rules.

c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-58451-5 21



268 G. Vandewiele

Within the data-driven approaches, two large families of techniques can be
distinguished. First, there are black-box techniques, such as artificial neural net-
works, which are often able to learn features automatically, thus not requiring
a feature extraction and selection phase, and tend to achieve high predictive
performances [7]. However, they cannot provide an explanation for their predic-
tions, making them impractical in applications where decision support, instead
of decision making, is crucial. Secondly, white-box techniques, such as decision
tree induction and classification rule mining, construct an easily comprehensi-
ble predictive model from the data. While the predictive performance of these
technique tends to be lower than their counterpart, they are able to give a corre-
sponding explanation, therefore being ideally suited to provide decision support
for experts within critical domains.

Given the advantages of both data-driven and knowledge-based approaches,
advancements within the machine learning domain, the growth of data within
all domains [8] and the vast amount of prior knowledge already available on the
Semantic Web, a hybrid approach seems to be ideal. In such an approach, a
white-box predictive model, such as a decision tree or an ordered rule list, is
constructed from the given data with incorporation of prior knowledge in each
of its steps. Ideally, the advantages of both approaches would be retained, i.e.
robustness to outliers and noise, ability to give a corresponding explanation, a
less expensive and more performant training phase and the ability to deduce
new insights and knowledge.

The remainder of this paper is as follows. A use case which will be used
as a running example throughout the rest of this paper is presented in Sect. 2,
followed by a discussion of the related work in Sect. 3. A problem statement
with corresponding hypotheses and research questions are presented in Sect. 4.
A methodology to provide an answer on these research questions in proposed
in Sect. 5. Then, we discuss how our future research will be evaluated in Sect. 6
and finally, a conclusion is given in Sect. 7.

2 Use Case: Primary Headache Diagnosis

Primary headaches [9] are an increasingly common health issue in modern soci-
ety, having a large prejudicial impact. In Europe, it has a prevalence of more than
50% and according to the World Health Organization (WHO), severe headache
attacks are one of the top 10 most disabling conditions [10]. Currently, it costs a
lot of time to diagnose a patient correctly because a lot of different aspects need
to be taken into account and because many different types of primary headache
exist. Furthermore, a lot of research by medical experts has already been done in
the headache domain, resulting in a vast amount of available prior domain and
expert knowledge [11]. Therefore, the automatic diagnosis of primary headaches
seems an ideal use case to combine both the data-driven and knowledge-driven
approach which can have a very positive impact. For my master dissertation,
a mobile headache journal1 was developed that allows headache patients to
1 https://play.google.com/store/apps/details?id=be.ugent.chronicals&hl=en.

https://play.google.com/store/apps/details?id=be.ugent.chronicals&hl=en
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Fig. 1. Schematic overview of the machine learning work-flow, with incorporation of
prior knowledge into the different phases, to diagnose a patient with primary headache.
A patient enters all required information concerning his medicine consumption and
headache attacks in a mobile application. This data is fed together with background
knowledge to a machine learning process in order to discover new features, balance the
distribution of classes and automatically select features. The feature selection process
is based on a graph created by the physician.

register their headache attacks and medicine consumptions. The semantically
annotated data generated by this mobile application, in combination with back-
ground knowledge [4], can be used to generate a decision tree in order to support
an expert in making a correct diagnosis. An overview of this work-flow can be
found in Fig. 1. This use case will be used as a running example throughout
this paper and, in addition to well-known benchmark datasets, to evaluate the
different proposed techniques.

3 Related Work

Combining the advantages of knowledge-driven and data-driven approaches,
sometimes referred to as semantic data mining, has been investigated before.
Two very thorough and recent surveys can be found in [12,13]. A traditional
white-box data-driven approach consists of several main steps, which can be
identified in Fig. 2. In a first step, numerical features that have a high discrimi-
native power are extracted from the raw data, which is optionally pre-processed
first. Pre-processing examples include applying transformations to the data or
generating and removing samples to balance the dataset. When all features are
extracted, a selection phase is applied in order to discard the uninformative fea-
tures, which allows for better generalization. Finally, a white-box model is con-
structed from the selected features. In the following subsections, related work
for each of these phases is presented.
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Fig. 2. The different steps of a white-box machine learning approach and how prior
knowledge can be incorporated.

3.1 Automatic Feature Discovery

In a typical machine learning work-flow, a very large amount of time is spent on
data cleaning and feature extraction. Generic features, which can be applied in
a large number of problems, are available, but often, the most efficient features
require some prior knowledge about the task to solve. Facilitating this feature
extraction process by exploiting the concept of linked data to automatically
discover new informative features could therefore significantly reduce the time
required to create a predictive model. In order to do this, entities in the training
set are mapped to a URI which corresponds to a node in the graph of linked data.
From here, we can traverse edges to discover new features [14–16]. While this
is a very interesting approach, there are many possible optimizations left, such
as automatic measurements of feature importance, heuristics to decide when to
stop traversing the immensely large graph and pruning parts of the graph in
order to reduce the gigantic search space.

3.2 Class Balancing

In the classification domain, a dataset is called imbalanced when the distribu-
tion of the classes in the training set is skewed. An imbalanced dataset is very
common in the financial and medical domain, e.g. fraud and epilepsy detection
respectively. Class imbalance gives rise to a few potential problems. First, the
classifier will be biased towards the largest populated class as this has the highest
impact on the objective function it is trying to optimize, while this is often the
class of least importance to the expert. Second, general metrics, such as accuracy,
to evaluate the model give a wrong representation of the predictive performance
[17,18]. Two large approaches to tackle with data imbalance can be identified.
On the one hand sampling techniques can remove or create new samples in order
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to make the distribution of the classes more uniform [19]. On the other hand, the
classification algorithm can be modified (e.g. adapting the objective function) to
pay more attention to samples in the minor class [20,21]. Sampling techniques are
very interesting, as they can be applied as a pre-processing step of the machine
learning work-flow, and can therefore be seen as model-agnostic. Sampling tech-
niques can be divided in either oversampling, where the number of samples in
the minor class in increased, or undersampling, where the number of samples in
the major class is decreased. In current state-of-the-art oversampling algorithms,
such as SMOTE [22] and ADASYN [23], virtual samples of the minority class
are generated by using the small amount of data available and thus no prior
knowledge is used. On the other hand, researchers have already attempted to
generate ‘virtual’ samples solely based on the prior knowledge available [24–28].
While the latter research attempts were not done in the context of imbalanced
dataset but more in the context of data augmentation, a hybrid approach, which
combines the positive characteristics of both approaches, can be very interesting.

3.3 Feature Selection

When all of the possible features are extracted from the raw data, a selection
phase can optionally be applied in order to remove uninformative features. This
can mitigate the curse of dimensionality and thus possibly increases the gen-
eralization capability of the model while reducing the amount of training time
required. The research field dealing with incorporating prior knowledge into the
selection phase is still very young and pre-mature. In [29], the Semantic Sensor
Network (SSN) ontology [3] is adapted to allow for automatic feature selection.
Here, features are selected based on dependency relations defined by an expert
between predictor variables or between a predictor variable and the target vari-
able. This technique has a lower computational complexity than current feature
selection techniques, as it is dependent only on the number of features and not on
the number of data samples, which can become very large in many cases. More-
over, in contrast to dimensionality reduction techniques such as t-SNE [30] and
PCA [31], interpretability of the features is maintained and the selection phase
only has to be re-applied when new features are added to the model, instead of
when a certain amount of new samples is added. Unfortunately, this technique
is still rather simplistic and is equivalent to manual feature selection.

4 Problem Statement

By analysis of the state of the art, one open problem can be identified:

P1. Current white-box machine learning techniques learn from scratch and often
only use a limited amount of information (i.e. the training set) as they do not
make full use of the vast amount of prior background and expert knowledge
available in ontologies and on the web of linked data [32].
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To solve this problem, different research questions need to be resolved first:

Q1. Can we improve existing or develop new techniques that map the entities
in the dataset to a URI identifiable on the web of linked data in order to
traverse the graph of data to extract new relevant, discriminant features for
the task to solve?

Q2. Can we develop a hybrid technique that uses both the limited amount of
samples in the minority class and the knowledge about the minority class in
order to generate new samples to balance the dataset? Moreover, how does
this hybrid technique compare to the techniques where only one of the two is
used?

Q3. Is it possible to improve the feature selection phase by creating a new
algorithm that ranks the different features based on their relations defined by
an expert?

Finally, the following hypotheses can be deduced:

H1. The automatic discovery of new features by exploiting the concept of linked
data can lead to a reduction in the labor needed for feature extraction while
resulting in an increase in the predictive performance of the model.

H2. Balancing the dataset using both knowledge and the limited amount of
samples in the minority class will result in a better predictive performance
for the minority class than sampling methods that are based only on this
limited amount of samples.

H3. Applying feature selection based on a ranked list of features, generated by
applying a ranking algorithm on a graph of features defined by an expert,
will require less time than current feature selection techniques and result in a
better generalization capability. Moreover, it allows for experts to have more
control of the algorithm, which can increase their will to adopt such a system.

5 Methodology

5.1 Automatic Feature Discovery

In order to augment the data with information from the web of linked data, a
mapping phase must first be applied. Here, the entities in the initial dataset are
mapped to a URI identifiable on the web of linked data or on a semantically
annotated electronic health record in the medical domain. This mapping has to
occur with minimal user interaction. When each of the samples are mapped on a
URI, we can try to find new features by doing a breadth-first search in the graph
of linked data. The reason for a breadth-first strategy is because of the almost
infinite depth of the graph. In order for a new candidate feature to be informative,
not too many missing values may occur and there must be correlation with
the target variable (or must improve the cluster quality in the unsupervised
case). Since counting the number of missing values and calculating correlations
between a new candidate predictor and the target variable for a large dataset
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can take a significant amount of time, a subset of the initial dataset can be used
to provide an approximation. Moreover, to decide heuristically which feature-
threshold combination results in the most optimal split of data from all possible
candidates, the Hoeffding bound [33,34] can be applied. Since the graph we are
traversing has an immense size, we need to define conditions when to stop the
search, e.g. stop when we traversed k levels deeper in the graph without finding
a new usable feature. Finally, pruning of the graph can optionally be applied
by calculating semantic concept relatedness [35,36] between a new subject and
the target concept. When there is almost no semantic relation between a new
concept and the target concept, that part of the graph can already be pruned.
Many different metrics exist to calculate this relatedness [37,38]. I will perform
a clear evaluation of different metrics in order to find the most suited one for
this task.

For the headache use case, a user profile in the mobile journal needs to be
mapped to the patient’s semantically annotated electronic health record. This
can be done by joining on unique identifiable information such as the combination
of name and email. As the electronic health record is semantically annotated,
it can be seen as a graph, which can be traversed to discover new informative
features that help in formulating a correct diagnosis for a primary headache
patient. Moreover, datasets ideally suited for evaluation of this technique exist.
Examples include the zoo dataset from UCI [39] and the datasets curated by the
University of Mannheim [40]. The property of these datasets is that they contain
a limited amount of information about rich concepts (such as cities or animals),
and therefore rely on automatic feature discovery to obtain reasonable results.

5.2 Class Balancing

In order to balance the classes, oversampling as a pre-processing step will be
investigated, enabling a model-agnostic approach. I will create a hybrid app-
roach that combines the positive characteristics of data-based sampling algo-
rithms, such as SMOTE [22] and ADASYN [23] and knowledge-based sampling
algorithms, where samples are generated that comply to a pre-defined knowl-
edge base. First, consistency of the knowledge base or the given data needs to
be checked by evaluating whether the small amount of samples in the minority
class complies to this knowledge. If this is not the case, there is either an anom-
aly in the data or a inconsistency/fault in the knowledge base that needs to be
resolved. When we find that a certain fraction of the samples in the minority
class do not comply to one specific rule in the knowledge base, chance are high
that the rule is inconsistent with the ground truth and we can remove the rule.
Else, the sample is probably an anomaly and can therefore be removed. Alterna-
tively, both the rule and the sample can be removed. An evaluation is required
to determine which technique (and threshold on the fractions of samples) is most
suited for a dataset with certain properties. After this phase, data can be gen-
erated based on the knowledge base and on the small amount of samples in our
dataset. For each dimension (i.e. feature) for which knowledge is available, these
dimensions of a new virtual sample are set to values that comply to this defined
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knowledge (e.g. the value must be in a certain range). Of course, it is infeasible
to have complete information about each dimension. For these dimensions, the
values of samples in our dataset can be used as follows: we find the two nearest
neighbors to our new virtual sample in the feature space defined by the features
of which knowledge is available; then we can generate a random point on the
link between these two neighbors.

One of the most severe primary headache types is cluster headache. It has
been discovered quite recently and is a rather rare condition, with a prevalence of
1 out of 1000 [41] as opposed to 1 out of 7 for migraine [42], making it very hard
to diagnose. This, in combination with the fact that a lot of domain knowledge
is available [11], makes it an ideal use case to evaluate the new technique on.

5.3 Feature Selection

I will design a method that allows to represent the knowledge base as a graph,
where each feature defined in the knowledge base or dataset corresponds to a
node, and each relation between two features (such as dependsOn or indepen-
dentOf) corresponds to an edge between their two corresponding nodes. I will
then rehone a ranking algorithm, similar to e.g. Google PageRank [43], to cal-
culate a weight for each of the nodes (or features) in the graph [44–46]. Finally,
we can sort the features on their rank and return the top k features [47]. An
example is given in Fig. 3.

Fig. 3. Feature selection by applying a technique similar to PageRank to the knowledge
graph of features.

For the headache use case, the newly discovered features (see Subsect. 5.1)
and their corresponding descriptions, in combination with the features obtained
from the semantically annotated information produced by the mobile headache
journal, can be visualized for a neurologist in a GUI. The neurologist can then
define relations between these features, analogue to Fig. 3. Finally, the ranking
algorithm can be applied to create a list of features, ordered by their importance.
This technique can easily be compared to other feature ranking techniques by
taking the k top ranked features of both approaches and measuring the predictive
performance of the model, trained on these features.
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6 Evaluation

To evaluate the impact of prior knowledge incorporation in each of the phases,
a comparison will be done between the process with and without incorporation
regarding the following criteria (sorted by decreasing priority):

– predictive performance of the model: by calculating the accuracy, balanced
accuracy, precision, recall, AUC, F-measure, etc.

– predictive model complexity: by visual inspection and counting the maximal
depth, number of nodes or leaves in the resulting decision tree

– computational time: by timing the execution of each of the phases in the
machine learning process

The evaluation will be done for both incorporation in each phase separately
and incorporation in all (possible subsets) of the phases. To take the no-free-
lunch theorem [48] into account, the evaluation will be done on multiple bench-
mark datasets with varying characteristics.

7 Conclusion

In this research proposal, related work and methodologies are presented to incor-
porate prior background and expert knowledge, represented using Semantic Web
technologies, into the first phases of a white-box machine learning approach: data
balancing and feature extraction & selection. We are convinced that the incorpo-
ration of prior knowledge into these phases will allow for higher predictive per-
formances and reduced training times. An evaluation regarding computational
time, model complexity and predictive performance will be done by comparing
the process with and without incorporation on multiple benchmark datasets and
a real-world use cases.
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