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Foreword

Professor Awange has created a masterpiece in this work—cleverly combining
theoretical with practical aspects of the Global Navigation Satellite Systems. The
work provides invaluable insights into the theories behind Global Navigation
Satellite Systems, and proceeds to discuss a plethora of possible applications
of the technology. This work comes at a very crucial time when environment is
universally acknowledged as the platform upon which human socio-economic
endeavours take place. From the field of innovation economics, this work stands out
because of its unrivalled attention to relevant applications of the technology in
diverse areas ranging from urban infrastructure and pollution issues to monitoring
of surface and underground water resources. Technologies only make sense when
they can be cost-effectively applied to solving human problems and needs.
Professor Awange makes a good case for Global Navigation Satellite Systems as
one of those technologies that is quietly revolutionizing how solutions can be
provided in almost all areas of human socio-economic activities.

In a nutshell, this is a comprehensive yet candid and compelling presentation of
Global Navigation Satellite Systems and its application to environmental moni-
toring and a host of other socio-economic activities. This is an essential and new
groundbreaking reading for all professional practitioners and even academics
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seeking to study and become involved in using Global Navigation Satellite Systems
in diverse fields ranging from environmental monitoring to economic activities such
as monitoring weather and climate in order to design crop failure insurance.

October 2011 Nathaniel O. Agola
Professor of Business and Financial Economics

Ritsumeikan University
Kyoto, Japan

viii Foreword



Preface to the Second Edition

Never before has there been a tool that in its application spans all the four
dimensions of relevance to mankind (position, navigation, timing and the envi-
ronment). Global Navigation Satellite Systems (GNSS), a satellite microwave
(L-band) technique, is such a tool that has widely been used for positioning (both
by military and civilians), navigation, timing and is now revolutionizing the art of
monitoring our environment in ways never fathomed before. In the first edition
of the book, the theory and applications of GNSS to environmental monitoring was
presented. Since then, however, so many things have changed both in the GNSS
satellite development and applications. For instance, Galileo and Beidou satellites
that were not operational during the writing of the first edition of the book are now
operational. Furthermore, more long-term GNSS data collected from low earth
orbiting satellites such as COSMIC (Constellation Observing System for
Meteorology, Ionosphere, and Climate) have become available thereby enabling
climate variability studies.

With all GNSS satellites (GPS, Galileo, GLONASS and Beidou) becoming
operational, multi-signals are now available that are capable of remotely sensing the
Earth’s atmosphere and surface providing highly precise, continuous, all-weather
and near real-time environmental monitoring data. In this regard, the refracted
GNSS signals (i.e. occulted GNSS signals or GNSS-meteorology) are now
emerging as sensors of climate variability while the reflected signals (i.e.,
GNSS-Reflectrometry or GNSS-R) are increasingly finding applications in deter-
mining, e.g. soil moisture content, ice and snow thickness, ocean heights and wind
speed and direction of ocean surface among others. Furthermore, the increasing
recognition and application of GNSS-supported unmanned aircraft vehicles
(UAV)/drones in agriculture (e.g. through the determination of water holding
capacity of soil) highlights the new challenges facing GNSS. Frank Veroustraete [1]
puts it candidly:

A lot is happening lately on the subject of drone applications in agriculture and precision
farming. From the ability to image, recreate and analyze individual leaves on a corn plant
from 120 meters height, to getting information on the water-holding capacity of soils to
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variable-rate water applications, agricultural practices are changing due to drones delivering
agricultural intelligence for both farmers and agricultural consultants.

In recognition to the developments above, it is necessary that the first edition of the
book be updated. This has necessitated the writing of this second edition with a
completely new title that captures its increasing applications to remotely sense the
environment for changes. To this end, three new chapters have been added; GNSS
reflectrometry and applications, GNSS sensing of climate variability and the
applications to UAV/drones. In addition, various chapters of the first edition have
been updated.

I am grateful to Dr. Richard Fischer, publisher of Inside GNSS/Inside Unmanned
Systems for the permission to use Fig. 10 and to Dr. Volker Jenseen and Taylor &
Francis Publishers for permission to use Figs. 19.7–19.9. Special thanks to my Ph.D.
student Hu Kexiang (Frank), Curtin University, who contributed Chap. 20 and also
helped with the preparation of the references as well as the figures in Chaps. 10
and 12.

Perth (Australia) and Recife (Brazil) Joseph Awange
April 2017

Reference

1. Veroustraete F (2015). The rise of the drones in agriculture. EC Agric325–327. https://www.
researchgate.net/publication/282093589.
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Preface to the First Edition

With ever increasing global population, intense pressure is being exerted on the
Earth’s resources, leading to severe changes in its land cover (e.g. forests giving
way to settlements), diminishing biodiversity and natural habitats, dwindling fresh
water supplies and the degradation in the quality of the little that is available, and
changing weather and climatic patterns, especially global warming with its asso-
ciated predicted catastrophes such as rising sea level and increased numbers of
extreme weather events. These human-induced and natural impacts on the envi-
ronment need to be well understood in order to develop informed policies, decisions
and remedial measures to mitigate current and future negative impacts for the
benefit of human society, and the natural world at large.

Such a situation calls for the continuous monitoring of the environment to
acquire data that can be soundly and rigorously analyzed to provide information
about the current state of the environment and its changing patterns, and to enable
predictions of possible future impacts. Environmental monitoring techniques that
may provide such information are under scrutiny from an increasingly environ-
mentally conscious society that demands the efficient delivery of such information
at a minimal cost. In addition, it is the nature of environmental changes that they
vary both spatially and temporally, thereby putting pressure on traditional methods
of data acquisition, some of which are very labour intensive, such as animal
tracking for conservation purposes. With these challenges, conventional monitoring
techniques, particularly those that record spatial changes, call for more sophisti-
cated approaches that deliver the necessary information at an affordable cost.
One direction being followed in the development of such techniques involves
satellite environmental monitoring, which can act as stand-alone methods, or to
complement traditional methods.

One of the most versatile means of using satellites for environmental monitoring
involves global navigation satellite systems (GNSS), the general term for the
US-based Global Positioning System (GPS), Russian’s GLObal NAvigation
Satellite System (GLONASS), China’s Beidou or Compass and the European
Galileo satellite systems. GNSS is a satellite tool with the capability of providing
location (spatial) data, remote sensing of the Earth’s atmosphere (temperature and
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pressure) and surface, assisting in precise orbit determination of low earth orbiting
environmental satellites, and supporting the tracking of elusive fresh underground
and surface waters, among many other uses. Its spatial data are also integrable with
other remote sensing, socio-economic and field survey data through geographical
information systems (GIS) to provide highly continuous real-time spatio-temporal
dataset that are of enormous benefit to the emerging field of geosensor-network
environmental monitoring discussed in Sect. 17-12.

For example, GNSS-based radio telemetry is a modern method for observing
animal movements, thereby moving the burden of making observations from the
observer (i.e. researcher) to the observed (i.e. animal), and in so doing alleviating
the difficulties associated with personal bias, animal reactions to human presence
and animal habits that make most of them secretive and unseen [1]. This method
provides large, continuous, high-frequency data about animal movement, data
which, if complemented by other information dealing with animal behaviour,
physiology and the environment itself, contributes significantly to our knowledge
of the behaviour and ecological effects of animals, allowing the promotion of
quantitative and mechanistic analysis [1]. Another very different example of the
use of GNSS for environmental studies is its contribution to weather and climate
change monitoring via the new field of GNSS-meteorology. Such methods are
complimentary to traditional radiosonde techniques, which unfortunately inade-
quately cover the southern hemisphere and oceanic regions, while water vapor
radiometers are adversely affected by clouds. In environmental impact assessment
(EIA), strategic environmental assessment (SEA) and sustainability assessment
(SA), GNSS methods provide maps, distances and locations that help in
decision-making and also in the modelling of the impacts of policies. In epidemi-
ology, GNSS is finding use in the study of the spread of infectious diseases and
climate change effects on vector-borne diseases.

It is with this almost overwhelming variety of uses of GNSS for environmental
monitoring in mind that this book is written, the purpose being to bring its theory
and possible environmental monitoring applications together within one volume. It
is hoped that environmentalists will be able to quickly find references to the theory
of GNSS, while geodesists and others not specifically working in environmental
fields will have numerous examples that could motivate further development of
GNSS techniques for the benefit of environmental monitoring. For this reason, the
book is divided into two parts. Part I deals with the basics of GNSS, while part II
looks at its applications.

Thanks to C. Hirt, A. Elmowafy and J. Walker of Curtin University, C. Ogaja of
California State University (Fresno) and G. Odhiambo of UAE University for their
valuable comments on the initial chapters of the book. Special thanks to K. Fleming
of GFZ-German Research Center for Geoscience (Germany) for sparing his time to
proof read the book repeatedly without getting tired. Further thanks to him for
providing many valuable comments and for preparing some figures of Chap. 11.
Several figures in this book have been generously provided by various authors. In
this regard, I would like to thank D. Rieser (Graz University of Technology),
M. Motagh (GFZ), M. Jia (Geoscience Australia), F. Urbano (RICENRA, Edmund
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Mach Foundation, Italy) and R. Mikosz (Federal University of Pernambuco, Brazil).
Some figures and materials also came from the work undertaken jointly with my
colleges B. Heck (Karlsruhe Institute of Technology, Germany), W. Featherstone,
M. Kuhn, K. Fleming and I. Anjasmara (Curtin University), M. Sharifi (Tehran
University), A. Hunegnaw (University of Edinburgh), O. Baur (Space Research
Institute, Austrian Academy of Science), E. Forootan (Bonn University), J. Wickert,
T. Schmidt (GFZ, Germany), JBK Kiema (University of Nairobi) and my students
N. Wallace, Khandu, G. Schloderer, M. Bingham and T. Opande. To you all,
“arigato gozaimasu” (Japanese for thank you very much). To all my Curtin
University third year (Satellite and Space Geodesy unit), and second year (Civil
Engineering) students who used materials from the draft book and provided feed-
back, I say “Danke sehr” (German for thank you very much).

I wish to express my sincere thanks to Prof. B. Heck of the Department of
Physical Geodesy (Karlsruhe Institute of Technology, Germany) for hosting me
during the period of my Alexander von Humboldt Fellowship (2008–2011) when
part of this book was written. In particular, his ideas, suggestions and motivation on
Chapters 9, 11 and 14 have enriched the book considerably. I am also grateful to
Prof. B. Veenendaal (Head of Department, Spatial Sciences, Curtin University,
Australia) and Prof. F. N. Onyango (former Vice Chancellor, Maseno University,
Kenya) for the support and motivation that enabled the preparation of this edition.
Last, but not least, I acknowledge the support of Curtin Research Fellowship, while
my stay at Karlsruhe Institute of Technology (KIT) was supported by a Alexander
von Humboldt’s Ludwig Leichhardt’s Memorial Fellowship. To all, I say, “ahsante
sana” (Swahili for thank you very much). This is a TIGeR publication No 389.

Perth (Australia), Karlsruhe (Germany), Joseph Awange
and Maseno (Kenya)
October 2011

Reference

1. Cagnacci F, Boitani L, Powell PA, Boyce MS (Eds) (2010). Challenges and opportunities of
using GPS-based location data in animal ecology. Philosophical Transaction of the Royal
Society B (365): 2155, doi:10.1098/rstb.2010.0098.

Preface to the First Edition xiii



Contents

1 Environmental Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Satellite Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Integration of GNSS with Remote Sensing Satellites . . . . . . . . . 7
1.4 Objectives and Aims of the Book. . . . . . . . . . . . . . . . . . . . . . . . 10
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Part I Global Navigation Satellite Systems (GNSS)

2 Modernization of GNSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 GNSS Family and the Future . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Benefits of the Expanding GNSS Family . . . . . . . . . . . . . . . . . . 21
2.4 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 The Global Positioning System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 GPS Design and Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.1 Space Segment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Control Segment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.3 User Segment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3 GPS Observation Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.1 GPS Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.2 Measuring Principle. . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.4 Errors in GPS Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.1 Ephemeris Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.2 Clock Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4.3 Atmospheric Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4.4 Multipath. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.5 Satellite Constellation “Geometry” . . . . . . . . . . . . . . . . 40
3.4.6 Other Sources of Errors . . . . . . . . . . . . . . . . . . . . . . . . . 41

xv



3.5 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Mathematical Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Observation Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3.1 Static and Kinematic Positioning . . . . . . . . . . . . . . . . . . 50
4.3.2 Differential GPS (DGPS). . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.3 Relative Positioning. . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5 Environmental Surveying and Surveillance . . . . . . . . . . . . . . . . . . . . 59
5.1 Environmental Monitoring Parameters . . . . . . . . . . . . . . . . . . . . 59
5.2 Design of GNSS Monitoring Survey . . . . . . . . . . . . . . . . . . . . . 60
5.3 Mission Planning and Reconnaissance . . . . . . . . . . . . . . . . . . . . 61
5.4 GNSS Field Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.4.1 Single Point Positioning . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4.2 Static Relative Positioning. . . . . . . . . . . . . . . . . . . . . . . 69
5.4.3 Real-Time GNSS (RTGNSS) . . . . . . . . . . . . . . . . . . . . 71
5.4.4 Differential and Augmented GNSS . . . . . . . . . . . . . . . . 72
5.4.5 Rapid Positioning Methods . . . . . . . . . . . . . . . . . . . . . . 74
5.4.6 Real-Time Kinematic (RTK) . . . . . . . . . . . . . . . . . . . . . 77
5.4.7 Precise Point Positioning (PPP) . . . . . . . . . . . . . . . . . . . 79

5.5 Environmental Surveillance: CORS Monitoring . . . . . . . . . . . . . 80
5.6 Coordinate Reference System . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.6.1 Datum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.6.2 Coordinate Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.6.3 Map Projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.7 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6 Data Processing and Adjustment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2 Processing of Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2.1 Data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2.2 Baseline Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2.3 Solution Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.4 Quality Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.5 Adjustment of GNSS Network Surveys. . . . . . . . . . . . . 103

6.3 Least Squares Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4 Online Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.5 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

xvi Contents



7 Basics of Galileo Satellites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.2 Galileo Design and Operation. . . . . . . . . . . . . . . . . . . . . . . . . . . 117

7.2.1 User Component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.2.2 Global Component . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.2.3 Regional Component . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.4 Local Component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

7.3 Galileo Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.4 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Part II Applications to Environmental Monitoring

8 GNSS Maps in Environmental Monitoring . . . . . . . . . . . . . . . . . . . . 125
8.1 Maps and Their Environmental Applications . . . . . . . . . . . . . . . 125
8.2 Types of Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

8.2.1 Thematic Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.2.2 Topographical Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.2.3 GNSS-Derived Topographical Maps . . . . . . . . . . . . . . . 128
8.2.4 Application to the Monitoring of Lake Jack Finney . . . 133

8.3 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

9 GNSS Remote Sensing of the Environment . . . . . . . . . . . . . . . . . . . . 139
9.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
9.2 GNSS Remote Sensing of the Atmosphere . . . . . . . . . . . . . . . . . 140

9.2.1 Background to GNSS-Meteorology . . . . . . . . . . . . . . . . 141
9.2.2 GNSS-Derived Atmospheric Parameters . . . . . . . . . . . . 142
9.2.3 GNSS Remote Sensing Techniques . . . . . . . . . . . . . . . . 150

9.3 GNSS Contribution to Remote Sensing
of Gravity Variations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9.3.1 Mass Variation and Gravity. . . . . . . . . . . . . . . . . . . . . . 159
9.3.2 High and Low Earth Orbiting Satellites. . . . . . . . . . . . . 160
9.3.3 Gravity Recovery and Climate Experiment . . . . . . . . . . 162

9.4 Satellite Altimetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
9.4.1 Remote Sensing with Satellite Altimetry . . . . . . . . . . . . 164
9.4.2 Satellite Altimetry Missions. . . . . . . . . . . . . . . . . . . . . . 166

9.5 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

10 GNSS Reflectometry and Applications. . . . . . . . . . . . . . . . . . . . . . . . 173
10.1 Remote Sensing Using GNSS Reflectometry . . . . . . . . . . . . . . . 173

10.1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
10.1.2 Geometry and Observations. . . . . . . . . . . . . . . . . . . . . . 175

Contents xvii



10.2 Environmental Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
10.2.1 Sensing Changes in Soil Moisture . . . . . . . . . . . . . . . . . 178
10.2.2 Sensing Changes in Vegetation . . . . . . . . . . . . . . . . . . . 180
10.2.3 Sensing Changes in Cryosphere . . . . . . . . . . . . . . . . . . 181
10.2.4 Sensing Changes in Lakes and Oceans . . . . . . . . . . . . . 181

10.3 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

11 Climate Change and Weather Related Impacts . . . . . . . . . . . . . . . . 185
11.1 Weather, Climate, and Global Warming . . . . . . . . . . . . . . . . . . . 185
11.2 Impacts of Weather and the Changing Climate. . . . . . . . . . . . . . 187

11.2.1 Weather Related Impacts . . . . . . . . . . . . . . . . . . . . . . . . 187
11.2.2 Climate Related Impacts . . . . . . . . . . . . . . . . . . . . . . . . 187

11.3 Water Vapour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
11.3.1 Significance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
11.3.2 Numerical Weather Prediction . . . . . . . . . . . . . . . . . . . . 191

11.4 Environmental Monitoring Applications . . . . . . . . . . . . . . . . . . . 194
11.4.1 GNSS Applications to Weather Monitoring. . . . . . . . . . 194
11.4.2 GNSS Applications to Climate Change Monitoring. . . . 196
11.4.3 Monitoring of Global Warming . . . . . . . . . . . . . . . . . . . 199
11.4.4 Monitoring Cryospheric Changes . . . . . . . . . . . . . . . . . 206
11.4.5 Possible Contributions of GNSS to International

Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
11.5 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

12 GNSS Sensing of Climate Variability. . . . . . . . . . . . . . . . . . . . . . . . . 217
12.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
12.2 Variability of the Tropopause . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
12.3 GNSS Monitoring of Tropopause Variability . . . . . . . . . . . . . . . 219
12.4 Example: Ganges-Brahmaputra-Meghna (GBM)

River Basin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
12.5 The GBM River Basin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

12.5.1 COSMIC GNSS-Meteorological Data . . . . . . . . . . . . . . 221
12.5.2 Reanalysis Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
12.5.3 Climate Variability Indices . . . . . . . . . . . . . . . . . . . . . . 224
12.5.4 GBM Tropopause Temperatures and Heights . . . . . . . . 225
12.5.5 Principal Component Analysis (PCA) . . . . . . . . . . . . . . 225

12.6 Variability of the GBM Tropopause . . . . . . . . . . . . . . . . . . . . . . 226
12.6.1 Seasonal and Interannual Variability

of Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
12.6.2 Trends and Variability of Tropopause Heights

and Temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
12.7 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

xviii Contents



13 Environmental Impact Assessment. . . . . . . . . . . . . . . . . . . . . . . . . . . 243
13.1 GNSS Support of EIA, SEA, and SA. . . . . . . . . . . . . . . . . . . . . 243

13.1.1 Impact Assessments and the Need for Monitoring. . . . . 243
13.1.2 Applications of GNSS . . . . . . . . . . . . . . . . . . . . . . . . . . 244

13.2 Impact Monitoring to Detect Change . . . . . . . . . . . . . . . . . . . . . 246
13.3 Project EIA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

13.3.1 GNSS in Support of EIA Process . . . . . . . . . . . . . . . . . 247
13.3.2 GNSS in Support of Multi-criteria Analysis . . . . . . . . . 249
13.3.3 Example of Gnangara Mound Groundwater

Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
13.4 Strategic Environmental Assessment. . . . . . . . . . . . . . . . . . . . . . 264

13.4.1 GNSS Role in Supporting Cumulative Impacts
Assessments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

13.4.2 Example of Marillana Creek (Yandi) Mine . . . . . . . . . . 266
13.5 Sustainability Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
13.6 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

14 Water Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
14.1 Why Monitor Variation in Fresh Water Resources? . . . . . . . . . . 273
14.2 Gravity Field and Changes in Stored Water . . . . . . . . . . . . . . . . 276

14.2.1 Gravity Field Changes and the Hydrological
Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

14.2.2 Monitoring Variation in Stored Water
Using Temporal Gravity Field . . . . . . . . . . . . . . . . . . . . 277

14.3 Examples of Space Monitoring of Changes in Stored Water . . . 279
14.3.1 The Nile Basin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
14.3.2 Understanding the Decline of Lake Naivasha . . . . . . . . 292
14.3.3 Water, a Critical Dwindling Australian Resource . . . . . 299

14.4 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304

15 Coastal Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
15.1 Integrated Coastal Zone Management and Its Importance. . . . . . 311
15.2 Marine Habitat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

15.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312
15.2.2 Satellites Monitoring of Marine Habitats . . . . . . . . . . . . 313

15.3 Shoreline Monitoring and Prediction . . . . . . . . . . . . . . . . . . . . . 315
15.3.1 Definition and Need for Monitoring . . . . . . . . . . . . . . . 315
15.3.2 Monitoring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
15.3.3 Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322

15.4 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328

Contents xix



16 Land Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
16.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
16.2 GNSS for Reconnaissance and Validation . . . . . . . . . . . . . . . . . 333
16.3 Monitoring of Land Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 334

16.3.1 Soil Landscape Mapping . . . . . . . . . . . . . . . . . . . . . . . . 334
16.3.2 Provision of Point Data . . . . . . . . . . . . . . . . . . . . . . . . . 335
16.3.3 Provision of Polygon Data . . . . . . . . . . . . . . . . . . . . . . 336

16.4 Monitoring of Land Degradation . . . . . . . . . . . . . . . . . . . . . . . . 337
16.4.1 Soil Erosion Monitoring . . . . . . . . . . . . . . . . . . . . . . . . 337
16.4.2 Salinity Monitoring: The Catchment Approach . . . . . . . 338

16.5 GNSS Support of Precise Farming . . . . . . . . . . . . . . . . . . . . . . . 343
16.5.1 Precise Farming. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
16.5.2 Farm Topographical Maps. . . . . . . . . . . . . . . . . . . . . . . 344

16.6 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348

17 Disaster Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
17.1 Geosensor Networks in Disaster Monitoring. . . . . . . . . . . . . . . . 351

17.1.1 Disasters and Their Impacts. . . . . . . . . . . . . . . . . . . . . . 351
17.1.2 GNSS in Support of Geosensor Networks . . . . . . . . . . . 353

17.2 Changing Sea Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354
17.2.1 Impacts of Rise in Sea Level. . . . . . . . . . . . . . . . . . . . . 355
17.2.2 Tide Gauge Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . 357
17.2.3 GNSS Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357

17.3 Tsunami Early Warning System . . . . . . . . . . . . . . . . . . . . . . . . . 360
17.4 Land Subsidence and Landslides . . . . . . . . . . . . . . . . . . . . . . . . 362
17.5 Earthquakes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
17.6 Floods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371

17.6.1 Flood Forecasting and Warning. . . . . . . . . . . . . . . . . . . 372
17.6.2 Mapping of Flood Events and Damage Assessment . . . 373
17.6.3 Flood Plain Management . . . . . . . . . . . . . . . . . . . . . . . . 374
17.6.4 GNSS Monitoring of ENSO and IOD . . . . . . . . . . . . . . 375

17.7 Droughts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377
17.7.1 Early Warning of Drought. . . . . . . . . . . . . . . . . . . . . . . 378
17.7.2 Monitoring and Assessment. . . . . . . . . . . . . . . . . . . . . . 379
17.7.3 Combating Drought . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380

17.8 Vector-Borne Diseases and Outbreak . . . . . . . . . . . . . . . . . . . . . 380
17.9 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382

18 Environmental Pollution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
18.1 The Concept of Pollution and Applications of GNSS. . . . . . . . . 387
18.2 Water Pollution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 388

18.2.1 Point and Non-point Sources . . . . . . . . . . . . . . . . . . . . . 388
18.2.2 Eutrophication of the Lakes. . . . . . . . . . . . . . . . . . . . . . 390

xx Contents



18.3 Air Pollution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391
18.3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391
18.3.2 Pollution from Transportation Sector . . . . . . . . . . . . . . . 392

18.4 Land Pollution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394
18.4.1 Solid Waste Collection and Management . . . . . . . . . . . 394
18.4.2 GNSS Support of Solid Waste Management . . . . . . . . . 394
18.4.3 Solid Waste from Transportation Sector . . . . . . . . . . . . 395
18.4.4 Acid Mine Deposit Sites . . . . . . . . . . . . . . . . . . . . . . . . 399

18.5 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 400
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 400

19 Animals and Vegetation Protection and Conservation . . . . . . . . . . . 403
19.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403
19.2 GNSS Animal Telemetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 404

19.2.1 Benefits and background . . . . . . . . . . . . . . . . . . . . . . . . 404
19.2.2 Observation and Data Management Techniques . . . . . . 406
19.2.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

19.3 Vegetation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
19.3.1 Forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 416
19.3.2 Wetlands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419

19.4 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421

20 Unmanned Aircraft Vehicles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 423
20.1 Introductory Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 423
20.2 Background to UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 424

20.2.1 Terminology and Definitions . . . . . . . . . . . . . . . . . . . . . 424
20.2.2 Historical Background of the UAV Development . . . . . 425

20.3 Basics of Unmanned Aerial System (UAS) . . . . . . . . . . . . . . . . 427
20.3.1 Unmanned Aircrafts. . . . . . . . . . . . . . . . . . . . . . . . . . . . 427
20.3.2 Ground Control Station . . . . . . . . . . . . . . . . . . . . . . . . . 430
20.3.3 Data Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431
20.3.4 Payload, Launch and Recovery Equipment

and Ground Support Equipment . . . . . . . . . . . . . . . . . . 432
20.4 GNSS in Supporting UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 432

20.4.1 Precise Hovering of Rotary-Wing UAVs. . . . . . . . . . . . 432
20.4.2 Automatic Return System and Autonomous Fly

System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433
20.4.3 Object Avoidance Program . . . . . . . . . . . . . . . . . . . . . . 433
20.4.4 GPS to Geo-Located Images Captured by UAVs . . . . . 434

20.5 Environment Application of UAVs. . . . . . . . . . . . . . . . . . . . . . . 434
20.5.1 Agriculture Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . 434
20.5.2 DEM Models for Disaster Management

and Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436
20.5.3 Classification, Change Detection and Tracing . . . . . . . . 437

Contents xxi



20.6 Future Challenges of UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439
20.6.1 Technology Aspect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439
20.6.2 Legal Issue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 440

20.7 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 445

xxii Contents



Chapter 1
Environmental Monitoring

If environmental monitoring is not carried out in a deep and
exacting scientific manner, then it is likely that no action will be
taken when needed for lack of firm evidence.

Frank Burden

1.1 Monitoring

Environmental monitoring has been defined as the observation and study of the envi-
ronment. This entails objective observations that produce sound data, which in turn
provide valuable information that is useful, e.g., in supporting the protection of public
water supplies, hazardous, non-hazardous, and radioactive waste management, nat-
ural resource protection and management, weather forecasting, and global climate
change [1] studies. From such a definition, what exactly does the term “monitor-
ing” mean within an environmental perspective? Is it synonymous to measuring or
observing? A sound definition of monitoring is essential at this point so as to clearly
understand the theme of this book, which intents to highlight the uses of GNSS
(Global Navigation Satellite Systems) satellites, which have at times been largely
regarded as military assets, to monitor the environment. This can be achieved by
using GNSS signals to measure and observe changes in the environment.

GNSS is defined, e.g., in Hofman-Wellenhof et al. [2] as a space-based radio
positioning system that includes one or more satellite constellations, augmented as
necessary to support the intended operation, and that provides 24-h three-dimensional
position, velocity, and time information to suitably equipped users anywhere on, or
near the surface of the earth (and sometimes off Earth). Chapter 2 provides more
discussion on the satellites that make up a GNSS, and as we shall see throughout the
book, it is capable of providing other environmental monitoring indicators such as
temperature and pressure.

© Springer International Publishing AG 2018
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2 1 Environmental Monitoring

Monitoring has been defined by James et al. [3] as observing, detecting, or record-
ing the operation of a system; watching closely for purposes of control; surveillance;
keeping track of; checking continually; detecting change. They state that since mon-
itoring implies change, and change implies time, monitoring then means measuring
those things that change in a system over time and space. It is a process based on sur-
veying and surveillance, but assumes that there is a specific reason for the collection
of data [4].

A similar definition is provided by [5] who states that monitoring is a systematic
observation of parameters related to a specific problem, designed to provide infor-
mation on the characteristics of the problem and their changes with time. Surveying
entails the collection of quantitative and qualitative data within a specified time
frame without having a preconceived idea of what the results would be. Surveillance
introduces the concept of time to surveying, leading to the systematic observation of
variables and processes, with the aim of producing time series. Monitoring, there-
fore, is an extension of surveillance, but with a specific purpose in mind. It is thus
a systematic observation of variables and processes for a specific purpose, such as
ascertaining whether a given project is being undertaken according to predefined
environmental standards [4, 6].

Spellerberg [4] provides examples of cases where people have categorized mon-
itoring. In one example, Spellerberg [4] cites the Department of Conservation in
New Zealand who recognizes three types of monitoring (results monitoring, out-
come monitoring and surveillance monitoring). In another example, Spellerberg [4]
provides four categories of environmental monitoring based on [7]:

• Simple monitoring, records the value of a single variable at one point over time.
• Survey monitoring, surveys the current state of environmental conditions in both
affected and non-affected areas.

• Surrogate or proxy monitoring, which compensates for the lack of previous mon-
itoring by using surrogate information to infer changes.

• Integrated monitoring, using detailed sets of ecological information.

Downes et al. [8] on the other hand classify monitoring into four categories that
clarify the objectives of monitoring prior to a specific design. These are as follows:

• Environmental monitoring. This takes on many forms for many objectives, e.g.,
those undertaking environmental monitoring might be interested in gaining some
indication of the state, as opposed to assessing human impacts upon the environ-
ment, of a particular place.

• Long term monitoring and reference site monitoring. These are forms of environ-
mental state monitoring that are useful in providing a background measure for
the long term dynamics of natural systems that may be used to indicate system-
atic, monotonic, or cyclical changes in the environment at large scales over long
time periods. They are relevant in providing frameworks upon which shorter term
or localized changes such as those arising from anthropogenic impacts could be
measured against.



1.1 Monitoring 3

• Compliance monitoring. This seeks to ensure that a stipulated regulation is being
followed, e.g., measuring the pollution level of effluent at a given location without
bothering with neighbouring locations outside of the area of interest. The objec-
tive in compliance monitoring is usually to assess whether the level of particular
compounds are below critical levels stipulated under some regulatory framework.
Compliance monitoring could also be viewed as quality control measures.

• Impact monitoring. This is undertaken to assess the human impact upon the natural
environment, with the objective of taking remedial measures to prevent or mini-
mize such impacts. This type of monitoring is useful in compliance and impact
assessment monitoring.

Within all these categories, a framework for designing a monitoring program, whose
components may require support of GNSS satellites, is essential. For instance, Fin-
layson [6] presented a framework that consists of the identification of issues or
problems, definition of objectives, formulation of hypothesis, choosing the desired
methods and variables to observe, assessment of feasibility and cost effectiveness,
conducting pilot studies, collecting samples, analyzing the collected samples, inter-
preting data and reporting the results, and implementing management actions.

A similar model is presented by Maher and Batley as reported in [9], who point
out that goodmonitoring programs obtain information and are not just data collection
exercise and as such should be cost effective, yet provide information and knowledge
to inform those commissioning the data collection.Within thismonitoring framework
of Finlayson [6], GNSS satellites could play a key role of providing efficient methods
for measuring spatial environmental changes at local, regional and global scales and
over varying temporal scales. They could also be useful in conducting rapid pilot
studies such as providing quick and accurate spatial coverage and in recording the
locations of the collected samples. These satellite techniques could also play a vital
role in implementing management actions and in auditing environmental plans. For
coastal management plans, for example, they could be used to locate areas prone
to erosion caused by variations in shoreline positions, thereby leading to preventive
actions being taken. For auditing purposes, for example, they could be used to indicate
the locations of effluent from a given factory. Such spatial information can then be
used to study the ecosystem at that particular location.

With increasing development and technological advancement in the world, the
task of monitoring the environment continues to become more important, as noted,
e.g., by Burden et al. [9], who elucidates the role and practise of environmental mon-
itoring. Burden et al. [9], in realizing the importance that underpins environmental
monitoring, present a handbook that guides environmental monitoring of water, soil
and sediments, and the atmosphere. Their work also considers chemical, physical
and biological monitoring, all aimed at enhancing environmental management. An
attempt to address environmental monitoring in an integrated manner is presented,
e.g., in Wiersma [10], while Goldsmith [11] and Downes et al. [8] provide thorough
overviews of ecological monitoring and conservation.
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In most countries, environmental management requires development projects to
undertake Environmental Impact Assessments (EIA), which brings with them the
need for baseline survey data that are useful in assisting the prediction of the environ-
mental impacts of proposed projects. The collection of baseline survey data therefore
requires some form of monitoring. Downes et al. [8] put forward the BACI (Before-
After-Control-Impact) model, which helps to assess whether a given activity has
impacted upon the environment at a given location. GNSS could contribute signifi-
cantly to the success of this model due to the fact that the model is location-based
and thus operates within the GNSS areas of strength, i.e., the highly accurate deter-
mination of location (see Sect. 13.2).

Spellerberg [4] summarizes the relevanceof environmentalmonitoring as (i)adap-
tive management, which provides a basis for managing data and provides a learning
experience from outcomes of operational programs, (ii) environmental planning as
a basis for the better use of land, (iii) monitoring the state of the environment using
organism to monitor pollution and indicates the quality of the environment, (iv) eco-
logical sciences monitoring as a way of advancing knowledge about the dynamics
of the ecosystem, (v) pest and diseases monitoring for agriculture and forestry in
order to establish effective means of controlling these, and (vi) climate change to
monitor, for example, the effect of global warming. Owing to the increase in human
population and the pressure it exerts on the Earth’s resources, the planet’s environ-
ment has been changing at an alarming rate which necessitates monitoring measures
to be put in place [12]. In summary, therefore, environmental monitoring serves to
assess the effectiveness of an environmental legislation or policy, to monitor and
assess compliance with regulatory statutes established to protect the environment,
e.g., monitoring that the effluence from a given factory draining into a given river
must be treated to a given standard, and for environmental change detection, e.g.,
vegetation change for the purpose of early warning.

An example of change monitoring of agricultural land is shown in the photograph
in Fig. 1.1, taken at Mt. Kokeby, Australia. In this figure, the vegetation (except salt
tolerant fodders) are dying due to the effect of secondary salinity caused by vegetation
clearing for farming purposes. This increased water recharge, which seeped into the
ground and caused an upsurge of groundwater (rising towithin 1mof the top soil (i.e.,
root zone)), dissolve the salt trapped inside the soil and thereby causing secondary
salinity.Monitoring the extent of salinity in this case enables comparisons to bemade
between the current state (Fig. 1.1) and the baseline data before the salinity effect
had a noticeable impact. This can be done by comparing the spatial extent covered
by the dying vegetation to that occupied by undisturbed vegetation (baseline data).
A method of mapping the spatial boundaries is thus essential for monitoring changes
in agricultural areas. GNSS satellites could provide a means for monitoring such
spatial changes, as will be demonstrated in part II of this book.
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Fig. 1.1 Effect of secondary salinity at Mt. Kokeby, Australia. GNSS could be useful in mapping
the spatial boundary of the affected vegetation

1.2 Satellite Monitoring

In 1997, the Kyoto protocol of the United Nation’s framework convention on climate
change spelt out measures that were to be taken to reduce the greenhouse gas emis-
sions that are contributing to climate change, e.g., global warming. Global warming
is but one of the many challenges facing our environment and as a consequence,
human society, today. The rapid increase in desertification on the one hand and
flooding on the other hand are environmental issues that are of increasing concern.
For instance, the damage that arose from the torrential rains that caused havoc and
destroyed properties in the USA in 1993 was estimated to have been $15 billion, with
50 people killed and thousands of people evacuated, some for several months [13].

Today, the threat from torrential rains and flooding still remains real, as was seen
in the 1997 El Niño-Southern Oscillation (ENSO) rains that swept away roads and
bridges in Kenya, the 2000Mozambique floods, the 2002Germany floods, Hurricane
Isabel in theUS coast in 2003, the flooding in Pakistan in 2010 that displacedmillions
of people, the 2011 eastern Australian floods that displaced thousand of people and
destroyed properties estimated at billions of Australian dollars, and the Brazilian
flush floods that killed more than 500 people in 2011.
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Meanwhile, the melting of polar ice and the resulting raising sea level raises con-
cerns for the submersion of beaches and cities surroundedbyoceans and those already
below sea level. In order to be able to predict and model these occurrences so as to
minimize the negative consequences, such as those indicated by [13], atmospheric
studies must be undertaken with the aim of improving current methods for provid-
ing reliable, accurate and timely data. These data are useful in Numerical Weather
Prediction (NWP) models for weather forecasting, and climatic models for monitor-
ing climatic changes. In addition, accurate and reliable information on weather is
essential for other applications, such as agriculture, flight navigation, etc.

Data for NWP and climatic models are normally collected using balloon-borne
radiosondes, satellites (polar and geostationary) and other sources, e.g., flight data
from aeroplanes. Whereas [12, p. 94] point out that about 9500 land-based stations
and 7000 merchant ships at any one time send up weather balloons, [14] noted that
most of these data cover the northern hemisphere, with the southern hemisphere
(especially Africa and South America) lacking adequate data due to financial con-
straints. The lack of radiosonde data is also noted in the oceanic areas, hence lead-
ing to a shortage of adequate data for NWP and climatic models. The shortage of
radiosonde data, however, is partly compensated for by the availability of polar and
geostationary satellite data. Polar orbiting satellites include the US-owned National
Ocean andAtmospheric AdministrationNOAA-14 andNOAA-15 spacecrafts, while
examples of geostationary satellites include the US-based Geostationary Opera-
tional Environmental Satellite (GEOS) and the European-owned METEOrological
SATellite (METEOSAT).

Polar and geostationary satellites such as these, provide temperature and water
vapour profile measurements. However, they have their own limitations. For high
altitude winter conditions for instance, the use of passive Infra Red (IR) is difficult
due to very cold temperatures, common near-surface thermal inversion, and a high
percentage of ice cloud coverage that play a role in limiting IR soundings [15].
In volcanic areas, remote sensing satellite measurements are also affected by the
presence of dust and aerosol. Large-scale volcanic eruptions normally inject large
amounts of aerosols into the lower stratosphere, thus limiting the IR observation of
the stratosphere and lower regions.

In-order therefore to enhance global weather and climatic predictions, current
systems have to be complemented by a system that will provide global coverage,
and whose signals will be able to penetrate clouds and dust to remote sense the
atmosphere. Such a system, already proposed as early as 1965 by Fischbach [16], and
which is currently an active area of research, is the new field of GNSS-meteorology.
This involves the use of GPS satellites to obtain atmospheric profiles of temperature,
pressure and water vapour/humidity. More recently, the reflected GNSS signals are
increasingly being used to provide change in the reflecting surfaces, thereby enabling
monitoring of these features inwhat is knownasGNSS-reflectometry. Its applications
include, e.g., monitoring changes in soil moisture, vegetation and snow level (see,
e.g., [17]).



1.2 Satellite Monitoring 7

GPS was developed by the US for its military purposes. It is an all weather tool
capable of providing three-dimensional positions at any time [18]. At the time of
its conception, fewer civilian uses were envisaged. In recent years, however, its use
has widened to include, e.g., meteorological and environmental applications, e.g.,
monitoring of sea level and variation in stored fresh water [19]. This wide increase
in GPS usage has led to the establishment of other equivalent systems by various
nations/group of nations in the interest of their national security.

For example, the European Union (EU) is launching the Galileo satellites (30
satellites expected), the Chinese are developing BeiDou (BDS) that is expected to
have 35 satellites, and the Russians are improving upon their GLONASS system by
having smaller and more manageable satellites (30 expected). These constellations
of satellites, collectively termed Global Navigation Satellite Systems (GNSS), will
provide more than 100 satellites in space that will be very useful tools for monitoring
the environment. In Chap.2 we will present a brief overview of the GNSS systems
and their future.

1.3 Integration of GNSS with Remote Sensing Satellites

The broad nature of environmental monitoring calls for the integration of various
multi-disciplinary skills and the materials presented in this book looks at the contri-
bution to environmental monitoring from the field of Geodesy, which engagesmainly
with the generation of spatial (location/position) based data. These data alone are
insufficient for environmental monitoring, andwill often be integratedwith data from
other techniques. One such area that complements GNSS is remote sensing.

Remote sensing is a rapidly advancing field of study that aims at the gathering
of environmental data using a wide range of satellite and airborne platforms. When
combined with location-based GNSS data, remote sensing contributes enormously
to spatio-temporal Earth surface monitoring with a spatial resolution approaching
GPS data precision [20]. Various forms of remote sensing approaches, e.g., optical
(passive), thermal (passive), LiDAR (Light Detection And Ranging) (active) and
microwave (active), see e.g., [21, 22] are available for environmental monitoring.

The importanceof remote sensing for environmental applications has beendemon-
strated through NASA’s launch of the Earth Observation Satellites (EOS) ‘Terra’ and
‘Aqua’ in 1999 and 2002, respectively, amongmany others. The objective of the EOS
program was to develop the ability to monitor and predict environmental changes
that occur both naturally and as a result of human activities through measurements
of global and seasonally distributed Earth surface and atmospheric parameters such
as land use, land cover, surface wetness, snow and ice cover, surface temperature,
clouds, aerosols, fire occurrence, volcanic effects and trace gases [23].
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Coupledwith such information are geographical information system (GIS), which
refers to a georeferenced computer-based mapping of features. It is comprised of
hardware (computers and accessories), software (e.g., ArcGIS or ArcView), human
resource (e.g., data analysts), data (which forms the primary component of GIS),
and end users (clients). Spatial maps are produced together with attributes describing
the information. For example, in contrast to the traditional map where the location
of a road would be indicated on a sheet of paper, GIS would provide additional
information, e.g., the number of accidents that occurred on that road in an attribute
table, which can store more information than would normally be included on a paper
map.

GIS, therefore, is simply made up of a database of information about a given loca-
tion and hardware with cartographic (geocoordinates) display capability that is used
to create maps from a database [24]. Gibson and McKenzie [25] define it in an even
simpler way, that is, it is a tool for combining, manipulating, and displaying spatial
information captured in a variety of ways, including through GNSS. The locations
upon which the database are related are obtained frommaps, field observations (e.g.,
surveying or GNSS), and airborne photogrammetry (e.g., orthophoto and LiDAR).
The georeferenced database and the hardware/software system are linked such that
when the database is updated, the maps are also automatically updated, unlike the
traditional static paper maps that often take years to update.

Until recently, GIS and related technologies such as GPS and remote sensing
were largely the domain of a few researchers. Things, however, are changing with
the exploitation of these systems for environmental monitoring. For instance, GIS is
finding use in environmental applications because [24]:

• Environmental issues are subject to widespread interest and heated debate,
• GIS can handle a large amount of different kinds of data and organize these data
into topics or themes that represent the multiple aspect of complex environmental
issues, and

• GIS serves as a collaborative tool that promotes interaction.

The important feature of GIS that separates it from other database management
systems, e.g., those used in the financial world that need not or cannot make use
of spatial or location-based attributes of the data set, is its capability to make use
of its data bases to reference spatial features to locations (longitude, latitude, and
altitude), relate these spatial attributes to maps of the region, and to offer spatial
integration with other pertinent data bases for the region, e.g., Taylor et al. [26].
It is in providing these cost effective location-based data for creating and updating
GIS that GNSS plays a major role. GNSS also provides ground control points for
remote sensing techniques that supply attribute data to GIS, and the provision of a
field mapping tool that enables attributes or features to be directly captured together
with positions.
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In most text books, e.g., [4], the most common satellite technique mentioned
for environmental monitoring is remote sensing. Several applications have, how-
ever, directly reported the direct combination of GIS and GNSS for environmen-
tal monitoring, see e.g., [27]. As an example of the integration of GNSS and GIS,
Taylor et al. [26] discuss the case ofmonitoring traffic congestion, which has the envi-
ronmental impact of emitting CO2 in the atmosphere, contributing to global warming
and increasing fuel consumption. They demonstrate how a GIS-GNSS system can be
integrated to provide useful monitoring information, where GNSS provides locations
for both static and dynamic recordings of vehicles’ positions over time. GIS on the
other hand plays the role of data base integrator by super-positioning separate map
layers of the data base, e.g., maps of topography and land use, transport networks,
infrastructure, socio-economic and demographic data, traffic flow data, pollution,
and environmental impact data [26].

Kitron [28] discusses the relevance of spatial tools and landscape ecology to
emerging infectious diseases and to studies of global change effects on vector-borne
diseases,whileBonner et al. [29] consider the combination ofGNSSandGISgeocod-
ing in epidemiologic research. Barbari [30] examined the potential of combining
GNSS and GIS to support studies on livestock behaviour in pastures. They illus-
trated the potential to acquire information useful for cases such as breeding and
good environmental management.

In another animal behaviour study, Hebblewhite and Haydon [31] found that the
populations ofmostwide-ranging speciesmove over areas orders ofmagnitude larger
in scope than could be revealed by traditional methods such as very high frequency
(VHF) radio telemetry, and that the advent of GNSS-based radio telemetry offered
the possibility of conservation benefits such as harvest management, habitat and
movement corridor protection, and trans-boundary collaboration. They present the
example of the Serengeti in East Africa where simple GNSS-based locations over
different jurisdictions with different levels of protection highlighted the precarious
state of the Serengeti wildebeest migration [31, 32].

A combination of GNSS and Argos collars have been used by Durner et al. [33]
to contribute to understanding the impact of climate change on polar bears. This
is achieved, thanks to GNSS’ all-weather continuous observations that permitted
year-round observations, revealing the circumpolar nature of polar bear movements,
and the details of how sea ice thickness and structure influences polar bear success
in hunting their main prey, seals [31]. The possibility of integrating GNSS spatial
data with other data, e.g., from remote sensing satellites, and socio-economic studies
could potentially create a spatial database (e.g., Fig. 1.2), which is of valuable use to
environmental monitoring and management.
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Fig. 1.2 Schema of a possible client/server software system that combines information from several
data sources, including core GNSS data (i.e., GPS), into the central spatial database where it is
accessed, locally or remotely, by client applications for manipulation, visualization and analysis.
Outputs are stored back in the database. Source Urbano et al. [20]

1.4 Objectives and Aims of the Book

This book is intended to be of use to two main groups of readers; those who deal
with GNSS related theory, and those who apply it for environmental related tasks. It
is aimed at realizing two main objectives:

(1) To the geodesist, who deals with modelling GNSS related errors and those in
the hardware-software development, the book aims at presenting examples of
the possible applications of GNSS to environmental monitoring and manage-
ment. Whereas GNSS is widely used as a tool for spatial data collection for
position determination, its role in environmental monitoring has not been well
documented. Examples are presented of possible applications to support moni-
toring of tsunamis, earthquakes, e.g., [34], rising sea level, flash floods, global
warming, conservation measures of endangered species, and many other envi-
ronmental phenomena that can be monitored with the help of GNSS satellites.
It is hoped that these examples will stimulate further research in the areas of
GNSS in an attempt to meet the needs of environmental monitoring. Indeed, this
is now being realized in geosensor networks where they are now contributing
to real-time, sensor-rich event detection and monitoring that is fundamental to
environmental monitoring applications [35].

(2) To those in environmental monitoring and management related fields, the book
aims at presenting the concepts of GNSS in a simplified format, moving away
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from the mathematical formulations found in many GNSS books, which often
intimidate those whose aim is to simply understand the basics. Where only
absolutely necessary are themathematical details presented with such usage lim-
ited to the understanding of particular topics. Besides the basics of GNSS, the
book attempts to highlight the possibility for integrating GNSS-based location
data with other spatial data derived from, for example remote sensing of the envi-
ronment and socio-economic data for the further enhancement of environmental
monitoring and management through the generation of spatial databases (e.g.,
Fig. 1.2). This is shown, e.g., in environmental impact assessments (EIA), which
integrate GNSS-based locational data with GIS to enhance the community par-
ticipation during the implementation of environmental impact statements (EIS),
where graphic presentations are employed. This second edition adds Chapters
that showcase its application to monitoring climate variability, expands on its
application through the use of reflected signals (GNSS-R), and reports on its
support of the emerging use of unmanned aircraft vehicle (UAV)/drones in, e.g.,
precise agriculture for crop and soil moisture condition monitoring. This edition
also updates the state of GNSS satellites. Hopefully, this book adds to the list of
environmental measuring/sensing tools at your disposal.

In recognition of the first objective above, Europe is currently engaged in the deploy-
ment of Galileo, which are hoped to contribute towards environmental monitoring of
global warming and sea level changes (see Chap. 7). With the future commissioning
of the Galileo system, there exists a wide window of opportunity for environmen-
talists to further refine their tools and monitoring programs. It is with this in mind
that this second edition of the book is written, to exploit the potentials of GNSS, and
to prepare environmentalists for more GNSS satellites and systems, such as Galileo,
BeiDou and modernised GPS and GLONASS.

In Part I of this book, the basic operational principles of GNSS satellites (specif-
ically GPS) are presented, hopefully in a manner that would be easily understood
by environmentalists. Part II of the book presents practical applications of GNSS in
monitoring the environmental.
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Part I
Global Navigation Satellite Systems

(GNSS)



Chapter 2
Modernization of GNSS

With four Global Navigation Satellite Systems fully operational
by the end of the decade, users on Earth can enjoy signals, at
multiple frequencies in the L-band of the Electro-Magnetic (EM)
spectrum, from 1.1 to 1.6GHz, from over 110 satellites. There
should then be, on average, about 30 satellites in view above a
10 degrees elevation, anywhere on Earth.

Christian Tiberius [1]

2.1 Introductory Remarks

Throughout history, position (location) determination has been one of the fundamen-
tal tasks undertaken by humans on a daily basis. Each day, one deals with positioning,
be it going to work, the market, sports, church, mosque, temple, school or college,
one has to start from a known location and move towards a known destination. Usu-
ally the start and end locations are known, since the surrounding physical features
form a reference upon which we navigate ourselves. In the absence of these refer-
ence features, for instance in the desert or at sea, one then requires some tool that
can provide knowledge of one’s position.

Tomountaineers, pilots, sailors, etc., knowledge of position is of great importance.
The traditional way of locating one’s position has been the use of maps or compasses
to determine directions. In modern times, however, the entry into the game by Global
Navigation Satellite Systems (GNSS) have revolutionized the art of positioning, see
e.g., [2]. The use of GNSS satellites can be best illustrated by a case where someone
is lost in the middle of the desert or ocean and is seeking to know his or her exact
location (Fig. 2.1). In such a case, one requires a GNSS receiver to be able to locate
one’s ownposition.Assuming one has access to a hand-heldGNSS receiver (Fig. 2.1),
a mobile phone or a watch fitted with a GNSS receiver, one needs only to press a
button and the position will be displayed in terms of geographical longitude and
latitude (φ,λ). One then needs to locate these values on a given map or press a
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button to send his/her position as a short message service (sms) on a mobile phone
as is the case for search and rescue missions. Other areas where GNSS find use are
geodetic surveying (positioning) where accuracies are required to mm level, GIS
(Geographical Information System) data capture, car, ship and aircraft navigation,
geophysical surveying and recreational uses.

The increase in civilian use has led to the desire of autonomy by different nations
who have in turn embarked on designing and developing their own systems. In
this regard, the European nations are developing the Galileo system (discussed in
Chap.7), the Russians are modernizing their GLONASS system, while the Chinese
are lalready having 21 out of the 30 BeiDou navigation satellite system (abbrevi-
ated as BDS) in space. All of these systems form GNSS with desirable positional
capability suitable for environmental monitoring. GNSS are:

1. Global: This enables the monitoring of global environmental phenomena, e.g.,
global warming, sea level rise, etc.

2. All weather: This feature makes GNSS useful during cloudy and rainy periods,
which are still stumbling blocks to radar systems and low Earth orbiting satellites.

3. Able to provide 24 h coverage: This enables both day and night observations and
can thus enable the continuous monitoring of events such as the spread of oil from
a maritime disaster.

4. Cheaper: Although the initial expense and maintenance of the satellites and
ground support are very high, from the user’s point of view, they are cheaper
as compared to other terrestrial observation techniques such as photogrammetry
or Very Long Baseline Interferometry (VLBI) [3]. GNSS are economical due to
the fact that only a few operators are needed to operate the receivers and process
data. Less time is therefore required to undertake a GNSS survey to obtain a
solution.

5. Able to use a common global reference frame (e.g., WGS-84 Coordinate System
for the GPS system).

2.2 GNSS Family and the Future

Besides GPS, GNSS comprise GLONASS (Russian), Galileo (EuropeanUnion), and
BeiDou (Chinese). GLONASS, first launched in 1982, has been in operation after
attaining full operational capability in 1995. The full constellation of GLONASS
was designed to have 24 satellites (21 satellites in 3 orbits plus 3 spares) orbiting
at 25,000km above the Earth’s surface. By 2001, however, only 6 satellites were in
orbit due to funding limitations that led to its near demise [1]. Currently, fewer than
originally planned satellites are operating (i.e., 23 satellites as of January, 2017, with
a total of 27 in orbit, see.1

1https://www.glonass-iac.ru/en/GLONASS/.

https://www.glonass-iac.ru/en/GLONASS/
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Where am I and 
where am I going?

Traditional maps Hand held GPS

Lost inside deep sea? Lost in the Saharan desert?

Fig. 2.1 Use of GNSS to position oneself. In case one is in deep sea or desert and wants to know
his or her position, pressing a button on a hand-held GNSS receiver will provide the position

The Russian government has, however, embarked on a modernization program
which will see the deployment of second generation GLONASS-M and the new third
generation GLONASS-K satellites that will have improved features, e.g., reduced
weight, more stable clocks, longer lifespan and improved navigation messages, and
allow much simpler integration with other GNSS system such as GPS [1]. Table2.1
provides a comparisonbetween theGLONASSandGPS.On25th of September 2008,
the Space Forces successfully launched three GLONASS-M satellites (launched
since 2003) into orbit from the Baykonur launch site in Kazakhstan bringing the
number of GLONASS-M satellites to about 18. The launch of the GLONASS-K
satellites with three civilian frequencies, which are supposed to have a longer lifetime
than theGLONASS-M satellites (i.e., 10years), andwith added integrity components
took place on 26th of February 2011, having been delayed from its planned date in
December 2010 following the crash of the three GLONASS-M type satellites into the
Pacific ocean. From 2025, Russia is planning the launch of GLONASS-KM satellites
with comparable frequencies and formats as GPS’s L5 and L1C signals, and corre-
sponding to Galileo/BeiDou’s E1, E5a and E5b signals (see Chaps. 3 and 7 for more
details on the signal structure). GLONASS, like GPS, reserves more highly accurate
signals for military use, while providing free standard signals for civilian use.

However, the satellites mentioned in Sect. 2.1 are not the only satellites within
the GNSS system where new satellites are continuously being launched. Due to the
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Table 2.1 Comparison between GPS and GLONASS as of January 2017

GPS GLONASS

Number of satellites 31 27

Number of orbital planes 6 3

Orbital radius 26,000km 25,000km

Orbital period 11h 58m 11h 15m

Geodetic datum WGS84 SGS84

Time reference UTC(USNO) UTC(SU)

Selective availability Yes No

Antispoofing Yes Possible

Carrier L1:1575.42MHz 1602.56–1615.5MHz

L2:1227.60MHz 246.43–1256.5MHz

C/A code (L1) 1.023MHz 0.511MHz

P-code (L1,L2) 10.23MHz 5.11MHz

global nature of the GNSS satellites, ensuring sufficient number of a given satellite
(e.g., GPS) in other parts of the world or for applications in specific areas (e.g., urban
or forested areas) can be challenging. For this reason, other systems have been devel-
oped that include satellite based augmentation systems (SBAS) such as US’s WAAS
(Wide Area Augmentation System), European’s EGNOS (European Geostationary
Navigation Overlay Service), Japan’s MTSAT Space-based Augmentation System
(MSAS) and India’s GPS-Aided GEO-Augmented Navigation (GAGAN) system.

Local augmentation systems include the Indian Regional Navigation Satellite
System (IRNSS) consisting of seven satellites, with the first satellite launched on the
1st of July 2013.As of January 2017, four IRNSS satellites had been launched. IRNSS
is an independent regional navigation satellite system being developed by India. It
is designed to provide accurate position information service to users in India as well
as the region extending up to 1500km from its boundary, and is expected to provide
Standard Positioning Service (SPS) to all the users and Restricted Service (RS) to
the authorised users with a positioning accuracy of better than 20m.2 The Japanese
Quasi-Zenith Satellite System (QZSS) is expected to consists of four satellites by
2018, with 3 satellites visible at all times from locations inAsia-Oceanic regions. The
first satellite ‘Michibiki’ was launched on 11 September 2010, and QZSS is expected
to reach full operational capability by 2018 with a total of 7 satellites envisioned by
2024 to improve on stability that will enable positioning in urban and mountainous
regions, see.3

EGNOS, which is briefly discussed in Chap. 7 is a stand alone system that seeks
to augment the existing GPS and GLONASS systems to improve satellite position-
ing accuracy within Europe. It has its own ground, space, and user segments with

2http://www.isro.gov.in/irnss-programme.
3http://qzss.go.jp/en/.

http://www.isro.gov.in/irnss-programme
http://qzss.go.jp/en/
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support facilities. The ground segment is made up of GNSS (GPS, GLONASS) Geo-
stationary Earth Orbiting satellites-GEO, Ranging and Integrity Monitoring Stations
(calledRIMS) connected to a set of redundant control, and processing facilities called
Mission Control Centre (MCC) that determine the integrity, pseudorange differen-
tial corrections for each monitored satellite, ionospheric delays and generates GEO
satellite ephemeris [4]. This information is uplinked to the GEO satellites from the
Navigation Land Earth Station (NLES). The GEO satellites then send the correction
information to individual users (user segment) who use them to correct their posi-
tions. For discussions on other GNSS systems, such as DORIS, PRARE, etc., the
reader is referred to [2, 5].

China launched the first BeiDou navigation satellite system (BDS) in 2007 and
as per January 2017, 21 satellites were in orbit providing regional services for the
Asia-Pacific region [1]. BDS constellation is expected to comprise more than 30
satellites orbiting at an altitude of about 21,150km (i.e., 30 non-geostationary and 5
stationary), see e.g., [2, p. 402] for more details. It will provide positioning (accuracy
of 10m), navigation (velocity accuracy of 0.2m/s) and timing services (accuracy of
10 nanoseconds) globally based on open and restricted services.4 BeiDou has already
been tested in areas such as communication and transportation, forest fire prevention,
disaster forecast, public security and the Wenchuan earthquake, environmental areas
where BeiDou will play an important role, see, e.g.5 By 2020, BeiDou is expected
to provide global coverage.

2.3 Benefits of the Expanding GNSS Family

With the receivers undergoing significant improvement to enhance their reliability
and the quality of signals tracked, the world is already inundated with various kinds
of receivers that are able to track several or all GNSS satellites. The monitoring and
management of environmental aspects should therefore benefit enormously from
these enhanced and improved GNSS satellites, where the possibilities of combining
some of the main GNSS satellite systems is possible. For example, a receiver capable
of trucking both GLONASS and GPS satellites such as Sokkia’s GSR2700-ISX
receiver has the possibility of receiving signals from a total constellation of more
than 50 satellites. Similarly, the design of Galileo is being tailored towards an inter-
operability with other systems, thereby necessitating compatibility with GPS and
GLONASS and potentially leading to a constellation of nearly 80 satellites. Adding
the Chinese BeiDou puts the number to nearly 110 when all the system will be
complete.

This combination of systems will further provide more visible satellites as illus-
trated by the proposed Australian CORS stations shown in Fig. 5.15, which could be
useful in monitoring the future expected rise in sea level, submergence of land due

4http://en.beidou.gov.cn/introduction.html.
5http://en.beidou.gov.cn/introduction.html.

http://en.beidou.gov.cn/introduction.html
http://en.beidou.gov.cn/introduction.html
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Fig. 2.2 Top Number of visible GPS satellites over Australia on 15.03.2007. Bottom Number of
visible GPS+Galileo satellites over Australia on 15.03.2007. Source [6]

to groundwater abstraction and other environmental phenomenon. As an example,
Fig. 2.2 presents the number of GPS satellites that were visible on the 15th of March
2007 compared to the situation that would have been if the Galileo system was fully
operational on this day. As can be seen, the lowest number of satellites visible at any
station on this day was 6.When Galileo satellites are included, the minimum number
of visible satellites doubles to 12. Thus, anywhere on the Australian continent at the
aforementioned “snapshot” of time, there could have been enough visible satellites
for the proposed CORS network since the addition of GALILEO greatly improves
satellite visibility. Table2.2 presents the total number of visible Galileo and GPS
satellites as reported by the definition phase of Galileo, see [4].

This increase in the number of visible satellites ensures a better geometry and
improved resolution of unknown ambiguity, thereby increasing the positioning accu-
racies discussed in Sect. 5.3. The advantages of combining GNSS systems listed by
the European Union (EU) and European Space Agency (ESA) [4] include:

• Availability: For example, a combination of Galileo, GLONASS and GPS will
result in more than 60 operational satellites, resulting in the increased availability
of the minimum required number of 4 satellites from 40% to more than 90% in
normal urban environments worldwide.

• Position accuracy: Allied to an increased availability in restricted environments
(urban) is a better geometry of spacecraft and enhanced positioning performance.
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Table 2.2 Maximum number of visible satellites for various masking angles. Source [4]

Receiver elevation
masking angle

Number of visible
Galileo satellites

Number of visible
GPS satellites

Total

5◦ 13 12 25

10◦ 11 10 21

15◦ 9 8 17

• Integrity: In addition to generating ranging signals, augmentation of GNSS with
SBASdiscussed inSect. 5.4.4.2will enhance the provisionof integrity information.

• Redundancy: The combination of services from separate and fully independent
systems will lead to redundant observations.

Increased satellite availability from 40% to more than 90% in urban environments
would benefit environmental monitoring measurements undertaken in urban areas,
where the effect of multipath and signal reflection from buildings and other features
are rampant. Redundant observations will also be beneficial to environmental mon-
itoring projects that may need continuous measurements (e.g., in animal telemetry).

GNSS systems can be combined with non-GNSS systems such as conventional
surveying, Long Range Aid to Navigation (LORAN-C) and Inertial Navigation Sys-
tems (INS) to assist where GNSS systems fail, such as inside forests and tunnels.
Other benefits that would be accrued through the combination of GNSSwith conven-
tional methods have been listed, e.g., by the EU and ESA [4] as offering improved
signal strength, which provides better indoor penetration and resistance to jamming;
offering a limited communication capability, and complementary positioning capa-
bility to users in satellite critical environments through mobile communication net-
works; and the provision of a means for transferring additional GNSS data through
communication systems to enable enhanced positioning performances (e.g., accu-
racy) as well as better communication capabilities (e.g., higher data rates and bi-
directional data links).

2.4 Concluding Remarks

With the continuing expansion of theGNSS systems, environmentalmonitoring tasks
requiring space observations will benefit greatly. Some of the advantages arising
from the increased number of satellites as opposed to the current regime include
additional frequencieswhichwill enablemore accurate and better resolvedmodelling
of ionospheric and atmospheric errors, and additional signals that will benefit wider
range of environmental monitoring tasks. GNSS will offer much improved accuracy,
integrity and efficiency performances for all kinds of user communities over the
world. In the Chaps. 3–7, two of the GNSS systems (GPS and Galileo) are discussed
in great detail, with the oldest, GPS, given more coverage.
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Chapter 3
The Global Positioning System

The number of GPS units and sensors is growing fast, and if
georeferencing was a specialist’s work a few years ago, it is a
mainstream one click matter today. Software in smart-phones
and alike makes it incredibly easy to create geo-referenced data.
Location-based services are a fast growing business accordingly
and all kinds of geo-related social networking here I am
applications invade our daily lives.

Erik Kjems

3.1 Introductory Remarks

The Global Positioning System (GPS) is the oldest and most widely used GNSS
system, and as such will be extensively discussed in the first part of this book.
The development of GPS satellites dates from the 1960s [1, 2]. By 1973, the US
military had embarked on a program that would culminate into the NAVSTAR GPS,
which became fully operational in 1995. The overall aim was to develop a tool
that could be used to locate points on the Earth without using terrestrial targets,
some of which could have been based in domains hostile to the US. GPS satellites
were therefore primarily designed for the use of the US military operating anywhere
in the world, with the aim of providing passive real-time three-dimensional (3D)
positioning, navigation, and velocity data. The civilian applications and time transfer,
though the predominant use of GPS, is in fact, a secondary role.1

3.2 GPS Design and Operation

In general, GPS is comprised of space, control, and user segments.

1The world of geographically referenced information is facing a paradigm shift. Source: http://
www.vector1media.com/.

© Springer International Publishing AG 2018
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3.2.1 Space Segment

This segment is designed to be made up of 24 satellites plus 4 spares orbiting in
a near circular orbit at a height of about 20, 200km above the Earth’s surface. As
of January 2017, there were 31 operational GPS satellites in space (e.g., Table2.1).
Each satellite takes about 11 h 58min to orbit around the Earth (i.e., orbits the
Earth twice a day [3]). The constellation consists of 6 orbital planes inclined at 55◦
from the equator, each orbit containing 4 satellites (Fig. 3.1). With this setup, and an
elevation of above 15◦, about 4–8 satellites can be observed anywhere on the Earth at
anytime [1, 2]. This is important to obtain 3D positioning in real-time but becomes
crucial in urban and mountainous regions where the number of visible GPS satellites
might be low necessitating augmentations with regional satellites as discussed in
Sects. 2.2 and 5.4.4.2. The satellites themselves are made up of solar panels, internal
components (atomic clock and radio transmitters), and external components such as
antennas. The orientation of the satellite in space is such that the solar panels face the
sun so as to receive energy to power the satellite while the antennas face the Earth
to transmit and receive radio signals.

The launch of GPS satellites has undergone several stages since inception. First
launched were Block I prototype satellites, from 1978 to 1985. Powered by solar
panels, they weighed 845kg and were designed with a lifespan of 4.5years. They,
however, exceeded this time span with some operating for more than 10years. These
satellites are nownot operational, havingbeen replacedbyBlock II satellites launched
in 1989 and weighing 1500kg. They operated until 1996, by which time 27 satellites
of Blocks II and IIA (“A” stands for Advanced) had been launched. The last of
the Block IIA satellites was launched in 2001. Their lifespan was designed to be
7.5years, but some were still operational even after 10years. By April 1995, GPS
had been declared fully operational with the third generation satellites, Block IIR
(“R” stands for Replacement), designed to replace the early Block II satellites, being
deployed in July 1997.

On 26th September 2005, the first satellite of Block IIR-M (“M” standing for
modernized) was successfully launched. The last of the Block IIR-M satellites was
launched on 17/08/2009. The first of theBlock IIF (“F” standing for Follow-on) series
was launched on 27th May 2010 from Cape Canaveral, Florida, USA. Finally, the
launch of Block III satellites scheduled for 2018 is expected to improve the capability
of the GPS positioning and is expected to operate up to 2030 and beyond [4, p.
324]. This would provide a wider window of opportunity for important applications
such as environmental monitoring and management. As of January 2017, 12 Block
IIR, 7 Block IIR-M and 12 Block IIF were operational bringing the number of GPS
satellites to 31.2 With the final launch of Block IIF on 5th February 2016, the addition
of these Block IIF satellites to the constellation enabled the system to reach its best
performance day ever on May 11, 2016, achieving 36.5-cm accuracy in average user
range error.3

2http://www.gps.gov/systems/gps/space/.
3Col. Steven Whitney: http://gpsworld.com/2016-in-review-gps-navigates-the-future/.

http://www.gps.gov/systems/gps/space/
http://gpsworld.com/2016-in-review-gps-navigates-the-future/
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Block IIR Block IIFBlock IIR M

GPS constella on
Source: NOAA

Launch of the 5th IIR
M on 20/12/2007

Block III (Increment A)

Fig. 3.1 A schematic showing the configuration of the GPS satellites in orbit and the various
GPS-blocks

Figure3.1 shows some of these GPS Blocks and the pattern they take in their
constellation.

3.2.2 Control Segment

The GPS control segment consists of master, monitor, and ground stations. The
master control station is located at Colorado Springs (Schriever Air Force Base,
Colorado) with a backup station at Gaithersburg, Maryland. The monitor stations
are made up of five stations located at Colorado Springs, Ascension Island in the
Atlantic Ocean, Hawaii, Diego Garcia in the Indian Ocean, and Kwajalein Island
in the Pacific Ocean. In September 2005, six more monitoring stations of the NGA
(NationalGeospatial-IntelligenceAgency)were added to the network, enabling every
satellite to be seen by at least two monitoring stations and thus improve the accuracy
of the computed satellite orbital parameters (known as ephemeris) (Fig. 3.2).4

4Source: http://www.gps.gov/multimedia/images/GPS-control-segment-map.pdf.

http://www.gps.gov/multimedia/images/GPS-control-segment-map.pdf
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Fig. 3.2 GPS monitoring stations. Source http://www.gps.gov/multimedia/images/GPS-control-
segment-map.pdf

The satellite’s ephemeris consists of the satellite’s positions and velocities pre-
dicted at given times. These ephemeris records are valid for a maximum of 4h and
are updated every hour, hence fresh ephemeris records should be used [5]. The com-
puted satellite coordinates at the time of signal transmission are with respect to the
World Geodetic System (WGS 84), see Sect. 5.6.2. These stations monitor the orbital
parameters and send the information to the master station at Colorado Springs. The
information obtained from these monitoring stations tracking the satellites are in
turn used to control the satellites and predict their orbits. This is done through the
processing and analysis of the information by the master station, which computes
the satellite ephemeris and clock parameters and transmits them to the satellites.

There are several ground stations distributed across the world that augment the
control systembymonitoring and tracking the satellites in space and transmitting cor-
rection information to individual satellites through ground antennas. These stations
form the International GNSS Service (IGS) network. The ground control network
is therefore responsible for tracking and maintaining the satellite constellation by
monitoring satellite health and signal integrity, and maintaining the satellite orbital
configuration.

3.2.3 User Segment

Theuser segment consists of receivers (most ofwhich consist of 12 channels ormore),
which are either hand-held (also available in wrist watches, mobile phones, etc.) or
mountable receivers, e.g., in vehicles, or permanently positioned. The availability of

http://www.gps.gov/multimedia/images/GPS-control-segment-map.pdf
http://www.gps.gov/multimedia/images/GPS-control-segment-map.pdf
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12 channels enables receivers to track and process data from 12 satellites in parallel
given that the constellation enables 24 satellites to cover the globe and as such,
up to 12 satellites can be seen in each hemisphere. The acquisition of 12 satellites
thus improves on the positioning accuracy (see accuracies for various applications in
Chap.5). These receivers are employed by a wide range of users to meet their daily
needs. So wide and varied are the uses of GPS that Awange and Grafarend [6] termed
it the Global Problem Solver (GPS). For military purposes, it is useful in guiding
fighter planes, bombers and missiles, as well as naval and ground units.

Civilian use covers a wide range of applications, such as mining, where it is used
to guide heavy machinery or locating positions, to agriculture in what has become
known as “precision farming”. Using GPS and GIS, farmers can integrate location,
amount of fertilizer and yield expected, and analyze the three for optimum output.
Modern car tracking companies use GPS to locate stolen vehicles, while in the
aviation sector, GPS can be used in both aircrafts and airports to guide landings and
take offs. GPS is also widely used in sports such as mountaineering. The list of uses
is therefore only limited to our imaginations.

For environment monitoring, the main subject of this book, GPS as one of the
GNSS plays a key role as will be discussed in detail in part II. For example, GPS
plays a vital role in earthquake monitoring and as such is useful for environmental
disaster mitigation. It can also map post disaster areas and monitor events such as
forest fires and oil spills, and how fast they are spreading [7]. Its application to envi-
ronmental phenomena such as El Niño, tsunami warning, weather, climate change,
and global warming, in what is known asGNSS-meteorology promisesmore benefits
to humanity. In recent studies, GPS has contributed to the monitoring of variations
in fresh water resources and has together with other satellites established the cause
of the recent rapid fall in Lake Victoria, see e.g., [8]. Its entry into reflectometry
discussed in Chap. 10, climate variability in Chap. 12 and support of the unmanned
aircraft vehicle (UAV)/drones discussed in Chap.20 motivated the writing of this
current edition of the book.

3.3 GPS Observation Principles

In this section, the basic principles upon which GPS operates are presented. More
detailed expositions of the operational principles can be obtained in more advanced
text books such as [1, 2, 9]. We begin the section by looking at the structure of the
GPS signals.

3.3.1 GPS Signals

Earlier GPS satellites (Blocks II, IIA and IIR) sent microwave radio signals to
receivers that are comprised of
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Fig. 3.3 Code modulation in
the GPS carrier frequencies

• L1 and L2 carrier frequencies,
• coarse acquisition (C/A − code) and precise acquisition (P − code), and
• the navigation messages.

The precise atomic clocks onboard the GPS satellites generate a fundamental clock
rate or frequency f0 of 10.23 MHz, which is used to generate the two L-band car-
rier frequencies L1 and L2 through integer multiplication (i.e., L1 = 154 f0 and
L2 = 120 f0). This leads to the frequency of L1 to be 1575.42MHz with a wave-
length of 19cm and that of L2 as 1227.60 MHz, with a wavelength of 24.4cm. The
ranging binary codes C/A − code and P − code are then modulated onto the carrier
frequencies (e.g., Fig. 3.3). Each of these ranging codes consists of a stream of binary
digits, zeros and ones, known as bits or chips [5, p. 14]. Due to the noisy nature of
these codes, they are known as Pseudo Random Noise (PRN) but are normally gen-
erated using a mathematical algorithm, see e.g., [1]. The L1 frequency carries both
the C/A − code and P − code, while the L2 frequency carries only the P − code.
TheC/A−code modulates at 1MHz and repeats every 1023 bits while the P −code
modulates at 10MHz and repeats every 7days with a wavelength of 29.3 m, and is
reserved for the US militarily and its allies and thus not accessible to civilian users.

Each satellite has a specific C/A − code that enables a GPS receiver to identify
it. For example, a GPS satellite with an ID of PRN 20 refers to a GPS satellite
that is assigned to the twentieth week segment of the PRN P − code [5, p. 14].
C/A − code is less precise compared to P − code and is reserved for civilian use.
The reservation of the P −code code for military use is realized through the addition
of an unknown W − code to the P − code to generate a P(Y ) − code. This process
is called antispoofing (AS).

Besides the ranging C/A−code and P−codes, aGPS satellitewill also broadcast
navigation messages to its users. The navigation message contains information on
the health of the satellite, orbital parameters (satellites broadcast their ephemeris
as a function of time), generic ionospheric corrections, satellite clock correction
parameters, satellite almanac and some information on other satellites. The GPS
almanac is less accurate compared to ephemeris and are updated every 6days or less
and are used to predict satellite visibility at a particular location and time, as discussed
in Sect. 5.3. Eachmessage has a 50Hz frequency and consists of 25 pages (also known
as frames) and 5 subframes of data. Subframe 1 contains GPS week number, satellite
accuracy and health, and satellite clock correction terms. Subframes 2 and 3 carry
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the satellite ephemeris, while subframe 4 contains ionospheric corrections, satellite
health and almanac data for satellites 25–32, special messages, satellite configuration
flags, ionospheric and UTC (Coordinated Universal Time) data. Subframe 5 contains
the satellite health and almanac data for satellites 1–24, almanac reference time and
week number. Each subframe is made up of 10words, and each word is made up of
30bits. The total message length is therefore 1500bits.

The advantage of using dual frequencies (L1 and L2) is the ability to mitigate
ionospheric errors as will be discussed in detail in Sect. 3.4.3. The setback with the
traditional GPS signal structure is that the user is only accessible to the L1 carrier
frequency. Positioning with L1 alone has the limitation of not being able to use
the differencing techniques that combine both L1 and L2 frequencies to minimize
ionospheric errors. To circumvent this problem, most geodetic high precision GPS
receivers adopt techniques such as cross-correlation that do not require the Y −code
to recover the L2 signal [5, p. 20]. These techniques, however, recover L2 signals
which are noisier than the original signals. For long baselines, i.e., distances of
100s of km between receivers, use of such L2 signals provides some relief against
the effect of the ionosphere. For very short baselines, e.g., <5km, the ionospheric
effects cancel out between the receivers as the atmospheric conditions are almost
identical between these receivers. Use of L2 signals could thus be omitted without
significant effects.

Modernized GPS satellites (Block IIR-M and Block IIF) address this problem
through the introduction of a second civilian ranging code L2C thatwill bemodulated
on the L2 carrier frequency. The L2C signal is already being transmitted by Block
IIR-M satellites currently in orbit. This provides civilians with the capability of
combining the two frequencies L1 and L2C to mitigate ionospheric errors and boost
accuracy. For civilian users with dual-frequency GPS receivers on the one hand, use
of L2C signal will enable them to achieve the same or better accuracy as those in the
military. For professional users with existing dual-frequency operations on the other
hand, using L2C signal will delivers faster signal acquisition, enhanced reliability,
and greater operating range.5 Furthermore, the fact that L2C broadcasts at a higher
effective power than the legacy L1 C/A signal, makes it easier to receive under trees
and even indoors.6 This attribute will make it attractive for monitoring changing
environmental phenomenon in forested or urban regions.

In addition to this civilian frequency, Block IIR-M satellites also have a new
military signal with a new code (M-code on L1M and L2M) for enhanced jam
resistance. Although this is expected to improve autonomous positioning (stand-
alone GPS), the additional of the second civil code is found to be insufficient for
use in civil safety-of-life transportation and other high performance applications,
mainly due to the potential interference of ground radars that operate near the L2
band [5, p. 17]. Therefore, in order to meet the needs of safety-of-life in aviation, a
third civil code L5 is incorporated in Block IIF and planned for inclusion in future
Block III satellites, in addition to the L2C and the new robust and higher power

5http://www.gps.gov/systems/gps/modernization/civilsignals/.
6http://www.gps.gov/systems/gps/modernization/civilsignals/.

http://www.gps.gov/systems/gps/modernization/civilsignals/
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military M-codes. They will be modulated into the L1 and L2 carrier frequencies.
The L5 signals currently in Block IIF satellites and whose pre-operational signal
were broadcasting from 12 GPS satellites as of 31st October 2016 is broadcast in
a radio band reserved exclusively for aviation safety services. It is expected to be
available on 24 satellites in 2024.7 It features higher power, greater bandwidth, and
an advanced signal design, and its combination with L1 C/A-code is expected to
correct for the ionospheric errors thereby improving accuracy on the one hand, while
on the other hand, its signal redundancy will enhance the robustness of the solution.
In addition to enhancing safety, and for environmental benefits, use of L5 signals will
increase capacity and fuel efficiency within U.S. airspace, railroads, waterways, and
highways. Furthermore, its use will provide users worldwide with the most advanced
civilian GPS signal that when used in combination with L1 C/A and L2C, the three
GPS frequencies could enable sub-meter accuracy without augmentations, and very
long range operations with augmentations discussed in Sects. 2.2 and 5.4.4.2.8 These
additional civilian signals are expected to improve positioning accuracy, see e.g.,
Fig. 5.7 on p. 69.

3.3.2 Measuring Principle

The starting point is the basic principle of physics that relates the travel time t ,
distance travelled d, and speed of light c, namely:

Distance(d) = Speed(c) × T ime(t). (3.1)

If time t can be accurately measured in (3.1), and the speed c is known, then it is
possible to obtain the distance d. This basic expression forms the foundation of GPS
satellite positioning. GPS receivers situated on the ground or in space accurately
measure the time t taken by a signal to travel from the satellites to the receivers.
Knowing the speed of light (i.e., c = 3 × 105 km/s), the distance from the satellites
to the receivers, known as “pseudoranges”, can bemeasured. Since theGPS satellites
orbit at about 20,200km above the Earth, it takes around 0.07 s for the signal to travel
from the satellite to the receivers.

The satellites generate binary codes (C/A and P) that are send to the receiver,
which generates identical binary codes. The receiver generated codes are then com-
pared to those received from the satellites, which lag behind those generated by the
receivers. By comparing the two signals (from the satellite and the receiver), the
receivers are able to compute the travel time of the signal. A binary code generated
by the satellite takes the form of +1/ − 1 (see Fig. 3.3).

In order to measure the time travelled by the signal accurately, the receiver and
satellite clocksmust be synchronized andbe error free. The clocks, however, normally

7http://www.gps.gov/systems/gps/modernization/civilsignals/.
8http://www.gps.gov/systems/gps/modernization/civilsignals/.

http://www.gps.gov/systems/gps/modernization/civilsignals/
http://www.gps.gov/systems/gps/modernization/civilsignals/
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Fig. 3.4 The time difference between the receiver and GPS code signals

have errors that are propagated to the measured ranges. Furthermore, clock errors
are not the only ones that degrade the measured ranges. The atmosphere, orbital
errors, multipath, and other types of errors discussed in Sect. 3.4 also contribute to
the degradation of the measured ranges, hence the term pseudoranges. Because the
receiver’s position is given by the three Cartesian coordinates X, Y, Z , one solution
of Eq. (3.1) would not suffice, with three such equations being required. This would
essentially mean simultaneously observing three satellites in space to obtain position
for one epoch. Due to clock errors, however, there is an additional receiver clock
unknown bias Δt which takes the number of unknowns to four, i.e., X, Y, Z ,Δt .
Hence a fourth satellite is needed to determine the receiver clock error Δt , while
the satellite clock errors are modelled. This topic will be treated in more detail in
Chap.4.

There are two ways by which the distances from the receivers to the satellites are
measured. These are:

(i) Code ranging.
(ii) Carrier-phase ranging.

Code-pseudorange involvesmeasuring the time lag between the satellite and receiver
generated signals using either C/A−code or P −code (Fig. 3.4). The receiver locks
onto the signal and synchronizes a matching code, thereby measuring the delay of
the signal, as illustrated in Fig. 3.4. The measured time delay, Δt , is then multiplied
by the speed of light c in Eq.3.1 to generate the pseudorange p. Code-pseudoranges
can achieve an accuracy of about 5–15 m for C/A-code and therefore may suffice for
those environmental applications that do not require higher accuracies such as locat-
ing a waste dumping site. For accuracies at cm and mm-levels, i.e., those required
for monitoring environmental phenomenon such as rising sea level or the move-
ment of tectonic plates, one has to use the carrier-phase measurements (Fig. 3.5). For
Carrier-phase pseudorange, phase lag instead of time lag is measured. The measur-
ing principle is similar to that used in an EDM (electronic distance measurement),
see e.g., [10, 11]. By measuring carrier-phase, more precise positioning is possible.

As seen in Fig. 3.5, the complete number of cycles plus the fractional portion
(phase) are used in the case of GPS carrier phase pseudorange measurements from
the satellites to the receiver. Since the initial complete number of cycles are not
normally known at the time the receiver is switched on, there exists an unknown
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integer ambiguity N . The accurate determination of this integer ambiguity underpins
the accuracy of the final position derived from the carrier-phase measurements. For
GPS phase measurements, the one way distance equation becomes

pseudorange(pp) = Nλ + φ, (3.2)

where N is the unknown number of complete cycles (i.e., integer ambiguity), λ is
the wavelength of the signal, and φ the measured phase. Clearly, if N is known, then
the orangeade pp will be accurately determined.

Example 3.1 (Carrier-phase measurements).

As an illustration, let us consider carrier-phase measurements made from the satellite
to the receiver for a duration of 1min (Fig. 3.5). At the time the receiver is switched
on (i.e., t = 0s), it generates a random integer number such as (565730) since it
does not know the complete number of cycles of the signal from the satellite. As the
measurement progresses, the number of cycles increases and the complete number of
cycles are accurately counted (if no cycle slips occur, i.e., loss of lock to the satellites).
After t = 60s, the total number of cycles counted is recorded as 816543.9534. The
complete number of cycles measured in 1min is thus 816543 − 565730 = 250813
together with the fractional portion of the cycle 0.9534. If 1 cycle of the L2 signal
has a wavelength of λ = 0.244 m, the measured pseudorange Pp will be given by

Pp = 250813λ + 0.9534λ + Nλ
Pp = 61198.60463 + Nλ

]
, (3.3)

where N is the unknown integer ambiguity. If its value is known, then the phase
pseudorange could be determined. Since this value is often unknown, it is deter-
mined independently or together with the unknown coordinates X, Y, Z and clock
parameters as discussed in Chap.4.

♣ End of Example 3.1.

In Sect. 4.2, we show how the pseudoranges discussed above are used in the obser-
vation equations to generate positions. Detailed discussion of the signal structure and
how they are processed can be found, e.g., in [1, 2, pp. 71–85].

3.4 Errors in GPS Measurements

Just like any other measurement, the accuracy derived from GPS measurements are
subject to errors that degrade the quality of the derived parameters, including those of
environmental interest. This section considers some of themost significant errors that
undermine GPS observations and discusses the means by which these errors could
be minimized and/or avoided. As already pointed out in Sect. 3.3.2, these errors lead
to pseudorange rather than an accurate range between the satellite and the receiver.
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Fig. 3.5 Carrier-phase
pseudorange measurement.
At the time the receiver is
switched on, the complete
number of cycles N is
unknown, and what the
receiver measures is the
fractional phase φ

We will present some modelling techniques by which these errors are eliminated
or minimized in Chap.4.

3.4.1 Ephemeris Errors

As the satellites move along their orbits, they are influenced by external forces such
as solar and lunar (moon) gravitational attraction, as well as periodic solar flares [10,
p. 180].

For shorter baselines (i.e., distances less than 30km between two receivers on
Earth), orbital errors tend to cancel through differencing techniques discussed in
Chap.4 (pp. 54–55). Over long baselines however, e.g., over 1000km, orbital errors
no longer cancel owing to different receivers sensing different components of the
error due to significant changes in the vector directions.

As pointed out in Sect. 3.2.2, ground monitoring stations are used to continuously
measure the positions of the satellites. Techniques such as satellite laser ranging
(SLR), lunar laser ranging (LLR), and Very Long Baseline Interferometry (VLBI)
are used to locate these ground control stations to a very high accuracy. Using the data
from the monitoring stations, the master control station predicts satellite positions
(broadcast ephemeris), which are transmitted to the user as part of the navigation
message together with the data signals during positioning. The accuracy of the broad-
cast ephemeris has improved tremendously, i.e., from 20 to 80 m in 1987 to 2 m,
see e.g., [5, p. 16]. El-Rabbany [5, p. 16] attributes this improvement to superior
operational software, and improved orbital modelling.
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Broadcast ephemeris are useful for real-time positioning (i.e., if the GPS receiver
is expected to deliver results while collecting measurements in the field). Pre-
cise ephemeris on the other hand are useful for post-processing tasks, which are
required at a later date. In such cases, the post-processed positions of the satellites by
other global tracking stations are available 17h to 2weeks later with accuracies of
0.02–0.2m.

3.4.2 Clock Errors

Satellite clocks are precise atomic clocks (i.e., rubidium and cesium time standards).
In contrast, the receivers cannot include atomic clocks since the cost would be too
high for users to afford and for safety concerns. Clocks within the receivers are thus
less precise, and as such, subject to errors. This is not to say that the satellite clocks
are error free, but that the magnitude of the receiver errors are much higher.

The satellite and receiver clocks also have to be synchronized in order to measure
the time taken by the signal to travel from the satellites to the receiver. Since the
synchronization is normally not perfect, errors are likely to occur. This error is also
known as time offset, i.e., the difference between the time as recorded by the satellite
and that recorded by the receiver, see e.g., [9]. Themeasured range error is then given
by

Re = cδt, (3.4)

where c is the speed of light and δt is the time offset. From (3.4), considering that
c = 3×105 km/s, a clock error of 0.000001s, for instance, would cause themeasured
range to be erroneous by 300 m, while an error of 0.001s would result in a range
error of 300km. Such errors in the measured pseudorange eventually propagates into
the determined receiver’s position, thereby degrading its accuracy.

Satellite clock errors are small in magnitude and easily corrected due to the fact
that the ground control stations closelymonitor the timedrift and are able to determine
second order polynomials, which accurately model the time drift [9]. These second
order polynomials are included in the broadcast message. The receiver clock error
is determined as a nuisance unknown along with the required coordinate parameters
in the observation Eq. (4.17) and this explains the need of the fourth satellite as
discussed in Sect. 3.3.2.

3.4.3 Atmospheric Errors

The atmosphere is the medium above the Earth by which the GPS signal passes
before it reaches the receiver. Charged particles in the ionosphere (50–1000 km)
and water vapour in the troposphere (1–8 km) affect the speed of the GPS signals,
leading to an optical path length between the satellite and the receiver and a delay
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in the corresponding time the GPS signal takes to reach the receiver, see e.g., [12].
One of the key tasks of geodetic GNSS processing software therefore is to “correct”
the ranges between the satellite and the receiver so as to remove the effects of the
Earth’s atmosphere, thereby reducing all optical path lengths to straight-line path
lengths [12].

The ionosphere is made of negatively charged electrons, positively charged atoms
and molecules called ions. The charged particles are a result of free electrons that
occur high in the atmosphere and are caused by solar activity andgeomagnetic storms.
The number of free electrons in the column of a unit area along which the signal
travels between the sending satellite and the receiver make up what is known in GPS
literatures as the Total Electron Content (TEC). Free electrons in the ionosphere
delay the GPS code measurements, thus making the measured ranges too long on
the one-hand while advancing the GPS phase measurements, making the measured
ranges too short on the other hand, thus resulting in incorrect ranges (i.e., errors in
the measured ranges) [1, pp. 99–108], [2, p. 191]. The size of the delay or advance
(which can amount to tens of meters) depends on the TEC and carrier frequency, i.e.,
the ionosphere is a dispersive medium [2, p. 191].

The error effect of the ionospheric refraction on the GPS range value depend on
sunspot activity, time of the day, satellite geometry, geographical location and the
season. Ionospheric delay can vary from 40 to 60 m during the day to 6–12 m at
night [9]. GPS operations conducted during periods of high sunspot activity or with
satellites near the horizon produce range results with the highest errors, whereas GPS
observations conducted during low sunspot activity, during the night, orwith satellites
near the zenith produce range resultswith the smallest ionospheric errors. Ionospheric
effects are prominent over longer baselines (>30–50 km) although high ionospheric
activity can affect shorter distances. Ionospheric errors can be significantly reduced
through:

1. Use of dual frequency. Since signal speed through the ionosphere is dependent on
frequency (dispersive medium), ionospheric effects, which cause a delay of about
2–80 m can be modelled using frequency combination. They are removed mostly
by comparing the signal delays of the L1 and L2 frequencies and exploiting the
known dispersion relations for the atmosphere [13, 14], i.e.,

ρI F = f 2L1
( f 2L1 − f 2L2)

ρL1 − f 2L2
( f 2L1 − f 2L2)

ρL2 (3.5)

and

ΦI F = f 2L1
( f 2L1 − f 2L2)

ΦL1 − f 2L2
( f 2L1 − f 2L2)

ΦL2, (3.6)

where ρI F and ΦI F are the ionosphere-free code-pseudorange and phase-
pseudorange, respectively. ρL1 and ρL2 are measured code-pseudoranges while
ΦL1 and ΦL2 are phase-pseudoranges measurements at L1 and L2 carrier
frequencies. The resulting observations in (3.5) and (3.6) are known as
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ionosphere free observations and hence explain the main reason why GPS uses
two frequencies. It should be pointed out that the L2 signal is not accessible
to users and as such, users can obtain it through e.g., cross-correlation tech-
nique. The disadvantage with using dual frequencies as illustrated above where
L2 is obtained through cross-correlation is the increased noise and as such, this
approach is useful mainly for longer baselines. For very short baseline (<5km),
where the atmosphere is assumed uniform, the ionosphere error is minimized
once differencing techniques are used (see Chap.4). Lack of L2 for civilian users
has necessitated the introduction of L2C and L5 signals as was discussed in
Sect. 3.3.1, which are used in Eqs. 3.5 and 3.6 above in place of L2.

2. Modelling. GPS navigation messages contain ionospheric correction parameters
that are used in correction models during data processing. Several ionospheric
correction models, such as the Klobuchar model, are available in commercial
software and can be used to reduce ionospheric errors. However, this only gives
an approximate value that usually does not remove more than 50% of the error.
Moreover, modelling is generally inefficient in handling short-term variations in
the ionospheric error.

The second medium, the troposphere, also known as the neutral atmosphere, con-
sists of 75% of the total molecular mass of the atmosphere, as well as all of the water
vapour and aerosols. The troposphere is a non-dispersive medium, i.e., the refraction
is independent of the frequency of the signal passing through it. Tropospheric errors
vary significantly with latitude and height and are dependent on climatic zone. The
neutral atmosphere is therefore a mixture of dry gases and water vapour.

Water vapour is unique in this mixture because it is the only constituent that
possesses a dipole moment contribution to its refractivity, thus leading to separate
treatment between the dipole and non-dipole contribution to refractivity by the water
vapour and other constituents in the atmosphere [12]. The tropospheric errors thus
comprise two parts (see Fig. 9.1, p. 145): the “hydrostatic part”, commonly referred
to in various GPS text as “dry part”, and the dipole component known as the “wet
part”. Belvis et al. [12], while citing Saastamoinen [15] and Davis et al. [16], state
that the hydrostatic delay is generally erroneously referred to as “dry delay” in the
literature, meaning that they are due to the contribution of dry air. In actual fact,
according to Belvis et al. [12], the dry air contributes mostly to the hydrostatic delay,
but there is also the contribution of the non-dipole component of water vapour. They
propose the use of the term hydrostatic delay instead of dry delay. In this book, the
term hydrostatic delay therefore is adopted.

According to Belvis et al. [12], both hydrostatic and wet delays are smallest for
paths oriented along the zenith direction and increase approximately inversely with
the sine of the elevation angle, i.e., either delay will tend to increase by about a factor
of 4 from zenith to an elevation of about 15◦. Consequently, Belvis et al. [12] point
out that most expressions for the delay along a path of arbitrary elevation consist of
the zenith delay multiplied by a mapping function. This mapping function has been
shown, e.g., by Davis et al. [16] to describe the dependence of the delay on elevation
angle.
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The hydrostatic part contributes 90% of the tropospheric error. It is easily mod-
elled out to few millimeter or better given surface pressure. The remaining 10%
occurs from the wet part, resulting from the water vapour, which depends on the
refractivity of the air through which the signal is travelling. The refractivity of air
depends on (1) the density of air molecules (dry component) and (2) the density of
the water vapour (wet component). Above 50km altitude, the density of molecules
is very low and hence its effect is small. Although the wet delay is always much
smaller than the hydrostatic delay, it is usually far more variable and more difficult
to remove [12].

The tropospheric delay therefore depends on temperature, pressure and humidity
and affects signals from satellites at lower elevations more than those at higher
elevation. For example, El-Rabbany [5, p. 55] and [12] indicate that tropospheric
delay results in pseudorange errors of about 2.3m for satellites at the zenith (i.e.,
satellites directly overhead), 9.3 m at 15◦ elevation, and 20–28 m for 5◦ elevation.
Therefore, the lower the elevation angle of the incoming GPS signal, the greater the
tropospheric effect because the signal travels a longer path through the troposphere.

Tropospheric delay can be problematic, especially when stations are widely dis-
tributed at different altitudes. For example, cold (dense) air can accumulate in moun-
tain basins on clear calm nights whilst mountain tops may be considerably warmer.
Tropospheric delay can also exhibit short-term variations, e.g., due to the passing of
weather fronts. The hydrostatic part can bemodelled by employing surfacemeteoro-
logical data or by acquiring them from external sources such as the European Center
forMediumWeather Forecast (ECMWF) and the National Center for Environmental
Prediction (NCEP).

Whereas the hydrostatic delay can be modelled from the surface meteorological
data, the wet component cannot be accurately determined in the same manner, but
is instead measured from water vapour radiometers (WVR) [17–19] or by directly
estimating the time varying zenith wet delay (ZWD) as unknowns from the GPS
observations [20, 21]. These estimation techniques usually assume azimuthal sym-
metry of the atmosphere, and they exploit the form of the elevation dependence of
the delay (i.e., the mapping function) and the fact that the delay changes little over
short periods of time [12]. These analyzes typically constrain the variations in the
zenith wet delay to between 1 and 20mm per hour, depending on location and time
of year, leading to the recovery of ZWD from GPS data with an accuracy between 5
and 20mm [12].

Inmost processing software, ZWD is estimated using Integrated PrecipitateWater
Vapour (IPWV) models. Many models, e.g., Saastamoinen, Hopfield, and Magnet,
have been proposed to model tropospheric errors, see e.g., [1]. Some of these models
depend on real meteorological data input. However, the best observational principle
is to keep the baselines as short as possible.

The discussions in this section have focused on eliminating the effects of
atmospheric delay in order to improve the accuracy of positioning. In Chap.9, we
will see that such noise, as geodesist are keen on positioning, are actually valuable
environmental monitoring parameters. In essence, one person’s poison is another
person’s meat!
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Fig. 3.6 Multipath effect

3.4.4 Multipath

Consider now a satellite signal that is meant to travel straight to the receiver being
reflected by a surface, as shown in Fig. 3.6. The measured pseudorange reaching the
receiver ends up being longer than the actual pseudorange, had the signal travelled
directly. In urban areas, the presence of buildings contribute greatly to the multipath
effect. Multipath errors can be avoided by placing the receiver in a place without
reflective or refractive surfaces. The best practise is to place the receiver at least 3m
from reflectingwalls and in addition useGPS antennaswith ground panels which dis-
card indirect reflected signals (which are of a lower power). A choke ring antenna also
provides a means of reducing multipath while other receivers have in-built filtering
mechanisms. Good mission planning (see Sect. 5.3) also helps to reduce the effect of
multipath. In Chap. 10, it will be seen how this geodetic nuisance, i.e., reflected
signal becomes a vital observable for monitoring changes in the environment,
e.g., soil moisture changes through the emerging technique of GNSS-reflectometry
(GNSS-R),

3.4.5 Satellite Constellation “Geometry”

Dilution of precision (DOP) depends on the distribution of the satellites in space (see
Fig. 5.1 on p. 62). With clear visibility and a large number of satellites, the value of
DOP is low, indicating a good geometry.With obstructions and fewer satellites, how-
ever, the DOP values becomes high, indicating poor geometry, which may negatively
affect positioning accuracy.
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Also used to measure the geometric strength is the Position Dilution of Precision
(PDOP),which can be used essentially as an expression of the quality of the satellites’
geometry, which is essential for ambiguity resolution. Usually, a PDOP value of less
than 6 but greater than 1 is desirable. For a detailed discussion of this topic, we refer
to Sect. 5.3.

3.4.6 Other Sources of Errors

Other sources of errors which may degrade accuracy include hardware errors due to
variations in the antenna phase centers with satellite altitude. This error is greater at
elevations below 15◦ but less between 15 and 60◦. In addition, there is receiver noise
(e.g., signal processing, clock synchronization, receiver resolution, signal noise, etc.)
and cycle slips, which results when the receivers lose lock on a satellite due to,
for example, signal blockage by buildings. Radio interference, severe ionospheric
disturbance, and high receiver dynamics can also cause signal loss [5, p. 25].

3.5 Concluding Remarks

In summary, this chapter has presented the basics of GPS satellites by looking at
the satellites, signal structure and measurement principle used to obtain position.
Position is calculated by accurately measuring the distance of a receiver from the
satellite by determining the delay in the radio signal transmitted by the satellite. This
delay is measured by matching and comparing the received signals to an equivalent
receiver generated signal. More precise measurements use phase instead of timing
code measurements. The signals, however, are subject to various sources of errors,
which have been discussed in this chapter.

In general, the measuring principle and the errors discussed in this chapter are
also valid for all the other GNSS systems (GLONASS, Galileo and BeiDou). They
only differ in design, signal structure and coordinate systems (see Sect. 5.6).
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Chapter 4
Mathematical Modelling

If I were again beginning my studies, I would follow the advice
of Plato and start with mathematics.

Galileo Galilei

4.1 Introductory Remarks

When talking about mathematical models, most readers normally associate this con-
cept with a very complex notion. In this chapter, the GPS mathematical models are
presented in very simple terms that will allow the reader to understand how errors are
managed and positions finally extracted from the observations discussed in Sect. 3.3.
In addition, it will be shown how errors can be eliminated or avoided through the
design of a GNSS survey. The intended outcomes of this chapter are to assist the
reader to:

(i) Know and understand the nature of code- and phase-pseudorange observation
equations (derived from Sect. 3.3) and their uses.

(ii) Know how various GPS observational errors can be modelled through simple
observation techniques.

(iii) Understand the basic concepts of static, kinematic, Differential GPS (DGPS),
and relative positioning modes and their uses.

More detailed discussions can be found, e.g., in [1, pp. 107–116], [2, pp. 181–
201], and [3, pp. 170–187, 250–261]. Here, the focus is on the observations, models,
and the subsequent configurations that enable the solution of positions and other
parameters required for environmental monitoring.

Before looking at the mathematical formulations that underpin the GPS observa-
tions, let us briefly examine how these satellites orbit in space (i.e., space segments
discussed in Sect. 3.2.1). In general, the motions of planets in space obey the three
Johannes Kepler’s laws:
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(i) The orbital path of a planet takes the shape of an ellipse, with the sun located
at one of its focal points.

(ii) The (imaginary) line connecting the sun to any of the planet sweeps equal areas
of the orbital ellipse over equal time intervals.

(iii) The ratio of the square of the planets orbital period and the cube of the mean
distance from the sun is constant.

TheseKeplerian laws apply not only to the planets, but also to artificial satellites (e.g.,
GNSS) orbiting theEarth. The orbital path takes the shape of an ellipse,with the Earth
located at one of its focal points. Satellite orbits are characterized by their altitudes,
i.e., Low Earth Orbiting (LEO) satellites (up to 2000km), e.g., GRACE (Gravity
Recovery And Climate Experiment) and COSMIC (Constellation Observing System
for Meteorology, Ionosphere, and Climate), which together with GNSS satellites
provide useful tools for environmental monitoring at continental scales as we shall
see in part II of the book. Besides LEO satellites, we have Medium Earth Orbiting
(MEO) satellites (5000–20,000km) in which GNSS satellites fall, and Geostationary
Earth Orbiting (GEO) satellites, orbiting at about 36,000km, and which comprise
communication satellites.

In a perfect situation, a satellite orbit should ideally follow the idealKeplerian laws
in which all forces except the Earth’s gravitational force are neglected, the Earth’s
gravitational field is radially symmetric, and there exists no atmospheric drag. In
reality, however, the central and non-central gravitational forces act on the satellites.
In addition, other forces acting on the satellites include gravitational attraction of
the Sun, Moon and planets; solar radiation pressure; and magnetic forces. All the
other forces other than the central gravitational force are normally grouped under
perturbing forces.

Modelling of GPS observations makes use of satellite positions broadcast through
navigation messages (see e.g., Sect. 3.3.1). This is of particular importance in instan-
taneous positioning (i.e., in real-time positioning). Understanding how to model the
orbital errors of GNSS satellites is therefore a good starting point towards achieving
more accurate positions and other environmental monitoring parameters. For other
applications that require post-processing of GNSS data, and which the results may
not be immediately required, such as those of long termmonitoring of environmental
changes (e.g., sea level), precise ephemeris (see Sect. 3.4.1) should be used.

4.2 Observation Equations

For code ranging, let us consider that a signal is send by a satellite at time t s and
received by a ground-based receiver at time tr (see e.g., Sect. 3.3.2). The time taken
by the signal to travel from the satellite to the receiver would therefore be

Δt = tr − t s . (4.1)
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Due to clock errors (see e.g., Sect. 3.4.2) in the transmitting satellite (i.e., δs) and the
receiving receiver (i.e., δr ), Eq. (4.1) becomes

Δt = {tr + δr } − {t s + δs} = Δt + Δδ, (4.2)

which when multiplied by the speed of light c (e.g., Eq. 3.1) gives the distance
between the satellite and the receiver. Since time difference is used, the derived dis-
tance between the satellite and the receiver, i.e., code-pseudorange (e.g., Sect. 3.3.2)
is obtained from (4.2) by

R(t) = cΔt = c(Δt + Δδ) = �(t) + cΔδ(t) , (4.3)

where R(t) is themeasured pseudorange, �(t) the geometric (true) unknown distance
between the satellite and the receiver, and cΔδ(t) is the range bias.

For precise GPS measurements, carrier-phase measurements are often used to
obtain ranges. Consider the phase ϕs(t) (cycles) with a frequency f s (cycles per
second) to have been sent by a satellite. At the receiver, a phaseϕr (t)with a frequency
fr is generated. Taking the start time of the signal as t0, the time passed in the GPS
system fromwhen the signal was sent from the satellite to the receiver will be tsr . The
relationship between frequency and phase is such that the frequency is the derivative
of phase, see e.g., [2, p. 72]

f = dϕ

dt
. (4.4)

From (4.4), phase can be obtained by integrating the frequency from the initial time
t0 to t as

ϕ =
∫ t

t0

f dt, (4.5)

which leads to
ϕ = f (t − t0). (4.6)

For the initial time t0 = 0, (4.6) yields ϕ(t0) = 0. When the satellite signal reaches
the receiver, it is

• reconstructed with phase ϕs = f s(t − tsr ), and
• compared with the receiver generated signal with phase ϕr = fr (t)

Using Eq. (3.1) relating speed, distance and time, tsr is given as �/c, which when
substituted for tsr in ϕs = f s(t − tsr ) leads to

ϕs = f s(t − �

c
). (4.7)

The reconstructed signal is then written as
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ϕs(t) = f s t − f s
�

c
− ϕ0s, (4.8)

while for the receiver generated signal, (4.7) becomes

ϕr (t) = fr t − ϕ0r . (4.9)

In (4.8) and (4.9), ϕ0s and ϕ0r arise from the satellite and receiver clock errors.
Considering the clock errors to be δs and δr for the satellite and receiver, respectively,
from (4.2) and using ϕ0s = − f sδs and ϕ0r = − frδr , the phase measured at a time
t is given by

ϕs
r (t) = ϕs(t) − ϕr (t) = − f s

�

c
+ f sδs − frδr + ( f s − fr )t. (4.10)

Expressing the receiver-satellite clock bias term as Δδ = δr − δs and using the
frequency-wavelength relation f = c/λ, assuming the satellite frequency f s and
receiver frequency fr to be equal to the nominal frequency f , (4.10) is rewritten as

Δϕ(t) = −�

λ
(t) − c

Δδ

λ
(t), (4.11)

where Δϕ is the measured phase expressed in terms of the measured pseudorange
�, wavelength λ, and the speed of light c.

Besides expressing the phase in terms of pseudorange as in (4.11), it can also be
expressed in terms of the initial instantaneous fractional measurement immediately
when the receiver is switched on at time t0. At this stage, the receiver still does not
know the integer number N of cycles between it and the satellite, i.e., the integer
ambiguity (cf. Eq. 3.2). If a satellite is tracked by the receiver without loosing lock,
this integer number remains the same (see e.g., Fig. 4.1). The phase at time t can
therefore be expressed in-terms of the measured value at time t plus the unknown
integer number of cycles N since the initial time t0 as [2, p. 89]

Δϕ(t) = Δϕ0(t) + N , (4.12)

Comparing Eqs. (4.11) and (4.12), one obtains

λΔϕm(t) = �(t) + cΔδ(t) + λN , (4.13)

where Δϕm(t) = −Δϕ0(t) is the measurable phase at epoch t . Note that (4.13) is
similar to (4.3), only that it has the ambiguity term N added. Hence, the difference
between code-pseudorange andphase-pseudorange in positioningwithGPS satellites
is that the former is only concerned with the position X,Y, Z of a receiver while
the later is concerned with determining the receiver’s position plus the unknown
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S(t2)

Receiver

: ( ) ( ) ( )mPhase equation

Integer ambiquit

N

N y
N

N

N

Phase 2

Phase 1

S(t0)

S(t1)

N is constant (arc radius) resolved by

• Linear frequency combination

• Least squares estimation

• Triple differencing

Fig. 4.1 How does the integer ambiguity arises? When a receiver is switched on, the number of
complete cycles, known as integer ambiguity N , is unknown. The receiver measures the phase, i.e.,
fraction of a cycle shown in the figure. As subsequent measurements are taken, it is possible to
determine the N whose value remains constant as shown in the figure

ambiguity term N . Note that the phase observation in (4.13) has been multiplied
by the wavelength λ to convert it into a distance measurement. In Sect. 6.2.2.2 on
p. 99, the ambiguity solution is discussed in more detail.

4.3 Models

The word “model” has about 8 meanings,1 ranging from a small object that is built
to represent in detail another, often larger, object, to an animal whose appearance
is copied by a mimic in Zoology. Model is a term that we often meet in daily life.
For example, it is common for architects to work with models as a representation of
the real world, or for people to display clothing as we see on the TV. It is also often
common to hear people speak of role models, i.e., people they would like to emulate.

Mathematical models can also be seen as a representation of ideas using formulae
as objects. An encyclopedic definition of a mathematical model is given as follows2:

A mathematical model is an abstract model that uses mathematical language to describe the
behaviour of a system.Mathematicalmodels are used particularly in the natural sciences and
engineering disciplines (such as physics, biology, and electrical engineering) but also in the
social sciences (such as economics, sociology and political science); physicists, engineers,
computer scientists, and economists use mathematical models most extensively.

1http://www.thefreedictionary.com/model.
2http://encyclopedia.thefreedictionary.com/Mathematical+model.

http://www.thefreedictionary.com/model
http://encyclopedia.thefreedictionary.com/Mathematical+model


48 4 Mathematical Modelling

Fig. 4.2 GPS positioning
geometry. Normally two
positions of the receiver’s
position indicated by the star
(*) in the figure will be
given, one of which will be
on the Earth’s surface while
the other in space (outside
the Earth’s surface)

An abstract model (or conceptual model) in the definition above is a theoretical
construction that represents physical, biological or social processes, with a set of
variables and a set of logical and quantitative relationships between them. In what
follows, mathematical models are used to relate the measured GPS pseudoranges
to their geometrical equivalent, and to model the observational errors discussed in
Sect. 3.4.

A simple way to conceptualize a mathematical model in GPS operations involves
distance measurements from a ground-based receiver to GPS satellites. In this case,
the distance, which is a measurable quantity is geometrically represented by an
equation that relates it to the position of the ground receiver and those of the satellites.
The geometrical (true) distance S between the satellite and the receiver is represented
by the model

S =
√

(X j − Xr )2 + (Y j − Yr )2 + (Z j − Zr )2, (4.14)

where {X j ,Y j , Z j } is the position of a satellite j and {Xr ,Yr , Zr } is the receiver’s
position. Since the distance from the satellite to the receiver S is measured, and
the satellite’s position {X j ,Y j , Z j } is known from the transmitted ephemeris (e.g.,
Sect. 3.3.1), only the receiver’s position {Xr ,Yr , Zr } needs to be determined from
Eq. (4.14). Geometrically, to determine the three coordinates {Xr ,Yr , Zr } of the
receiver’s position, an intersection of three spherical cones, each representing a dis-
tance Si |i = 1, 2, 3 is performed (see e.g., Fig. 4.2). Distance measurements to only
one satellite puts the user’s position anywhere within the sphere defined by distance
S1. Measurements to two satellites narrows the solution to the intersection of the two
spheres S1 and S2. A third satellite is therefore required to definitely fix the user’s
position. This is achieved by the intersection of the third sphere S3 with the other
two (Fig. 4.2).

If direct distance measurements to the satellites were possible, Eq. (4.14) would
suffice to provide the user’s position. However, as already stated earlier, distance
measurements to satellites are not direct owing to the satellites’ and receivers’ clock
errors, errors in the satellites’ positions, atmospheric delays, and receiver related
errors such as phase centering and multipath discussed in Sect. 3.4. The distance
Eq. (4.14), therefore, converts to the pseudorange equation
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�
j
i =

√
(X j − Xr )2 + (Y j − Yr )2 + (Z j − Zr )2 , (4.15)

where �
j
i has now replaced Si and contains the error uncertainties (cf. Eq. 6.7 on

p. 109). Since the satellites’ clock errors can be modeled while the receiver’s clock
errorsmust be determined as unknowns, the code pseudorangeEq. (4.3) then becomes

R(t) + cδ j (t) = �(t) + cδi (t) , (4.16)

where at time t , R(t) is the measured range, δ j (t) and δi (t) are the satellite and
receiver clock errors, �(t) the geometrical pseudorange from Eq. (4.15) and c is
the velocity of propagation (i.e., speed of light). In Eq.4.16, the addition of cδi (t)
as an unknown to the receiver’s position {Xr ,Yr , Zr } leads to four unknowns to
be determined. This means, therefore, that instead of three satellites required to
determine the receiver’s position (e.g., Fig. 4.2), four satellites are required (Fig. 4.4).
The fourth satellite is used to determine the receiver clock bias cδi (t).

When four satellites are observed as required for positioning, four pseudorange
equations are formed from (4.16) and (4.15) as

R1 = [(X1 − Xr )
2 + (Y 1 − Yr )2 + (Z1 − Zr )

2]1/2 + cδ
R2 = [(X2 − Xr )

2 + (Y 2 − Yr )2 + (Z2 − Zr )
2]1/2 + cδ

R3 = [(X3 − Xr )
2 + (Y 3 − Yr )2 + (Z3 − Zr )

2]1/2 + cδ
R4 = [(X4 − Xr )

2 + (Y 4 − Yr )2 + (Z4 − Zr )
2]1/2 + cδ

, (4.17)

with the four unknowns being the receiver’s 3D position (Xr ,Yr , Zr ) and the receiver
clock bias cδ. With the observations of more satellites, Eq. (4.17) retains the four
unknown with increased number of equations thereby necessitating the use of least
squares solutions discussed in Sect. 6.3. Examples of algebraic methods for solving
Eq. (4.17) are presented in Awange et al. [1, 4, 5]. It should be mention here that the
accuracy of the obtained receiver’s position from Eq. (4.17) depends upon the accu-
racies of range measurements, the accuracy of each satellite’s position, the accuracy
by which the atmospheric parameters are modeled, the accuracy upon which the
receiver measures time (i.e., clock synchronization, signals processing, signal noise,
etc.), the geometry of the satellite and the length of time taken to observe [6]. For
practical use, the determined receiver’s geocentric coordinates (Xr ,Yr , Zr ) in the
GPS’s WGS-84 system can then be transformed to the user’s local reference datum
(see e.g., Sect. 5.6.1). This is often done automatically by the processing software.

For the phase-pseudorange, in addition to the receiver’s position and receiver
clock uncertainties, the integer ambiguity N which corresponds to the unknown
number of complete cycles the signal has travelled from the satellite to the receiver
must be added as an unknown. Equation (4.13) is then modeled by

λΔϕm(t) + cδ j (t) = �(t) + cδi (t) + λN . (4.18)
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Similarly to Eqs. (4.3) and (4.13), comparison between Eqs. (4.16) and (4.18) reveal
similarities, with (4.18) having the additional term of λN on the right-hand side. The
solution of the right-hand side of (4.16), when inserted into the right-hand side of
(4.18), leads to the solution of N . For this reason, code-pseudorange finds use in the
linear combination of code and phase approaches for solving the integer ambiguity
unknown N (e.g., Sect. 6.2.2.2).

The models (4.16) and (4.18) only become valid once other errors associated with
the ionospheric effect I , tropospheric effect T and multipath m have been modeled.

4.3.1 Static and Kinematic Positioning

Static positioning is where a receiver is set up on top of a tripod or pillar at some point
of interest andmeasurements are taken, see e.g., Fig. 4.3. The stationary receiver takes
observations from a minimum of four satellites (e.g., Fig. 4.4) for example every 10s
(or as set by the user) for up to one hour or more to achieve a more precise position
than is possible by a stand-alone instantaneous reading. During this period, it is hoped
that the number of satellites either remains at the minimum of 4, or more, with an
adequate PDOP (see Sect. 3.4.5). This would potentially lead to a better solution for
the unknown ambiguity N , and better solutions of position Xr ,Yr , Zr . It should be
pointed out, however, that the occupation time being recommended by some receiver
manufactures, e.g., Sokkia, is currently less than 30min. This decrease in occupation
time is attributed to improved receiver technology andmodernization of the satellites
as discussed in the preceding chapters.

Consider, for example, the code-pseudorange model (4.16). For a stationary
receiver, 3 unknown receiver position {Xr ,Yr , Zr } and 1 unknown receiver clock bias
have to be determined. For each observational epoch, we have an additional receiver
clock bias as an unknown. If n is the number of satellites that can be observed in
static mode and m the number of epochs, the following relation can be written [2, p.
185]

nm ≥ 3 + m, (4.19)

which gives

m ≥ 3

n − 1
. (4.20)

Therefore, for static point positioning, for n = 4,m ≥ 1, gives the minimum number
of satellites and epoch needed to solve the three receiver coordinates and the receiver
clock bias (see, e.g., Fig. 4.4). Exact solutions of these 4 equations to obtain point
positions with GPS have been presented e.g., in [1, pp. 107–116], [7–10] and [11].

For kinematic positioning, the antenna is moving onboard a pole, boat or vehicle.
In this mode of point positioning, there exist more unknown points since the receiver
is in motion. The unknown coordinates now change from the static mode of 3 to 3m,
i.e., for each epoch of measurement while in motion. The addition of the receiver
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Fig. 4.3 A static receiver
stationed on a tripod at point
G2 of Curtin University
(Bentley Campus), Australia

Fig. 4.4 Absolute point
positioning using GPS
satellites (see, e.g., Fig. 4.3)
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clock bias m gives a total of 4m unknowns leading to

nm ≥ 4m, (4.21)

which leads to
n ≥ 4. (4.22)

The position of the receiver in motion can therefore be determined at any epoch t as
long as a minimum of 4 satellites are visible.

4.3.2 Differential GPS (DGPS)

Absolute point in Sect. 4.3.1 (i.e., Fig. 4.4) is not suitable for applications requiring
high accuracies such as the provision of controls for monitoring deformation, e.g., of
dams. The reason for this is largely due to the errors discussed in Sect. 3.4. In order
to minimize these errors and obtain higher accuracies, GPS can be used in relative or
differential positioning mode [6]. The differential positioning method, also known
as Differential GPS (DGPS) is one of the techniques most commonly used to model
positioning errors in order to improve the accuracy of the final solutions. In this
approach, code-pseudoranges are simultaneouslymeasured by two receiverswith one
receiver occupying a known reference station (see Figs. 4.5 and 5.5). The reference
station calculates the geometric pseudorange bymaking use of the satellite’s position
through ρ

j
g = ‖Xr − Xs‖, where Xr are the coordinates of the reference station and

Xs those of the satellite (from the received ephemeris). Since the positions of the
satellite Xs = {X j (t),Y j (t), Z j (t)} and that of the receiver Xr = {XA,YA, ZA} at
a reference station are both known, the geometrical distance �

j
g is computed from

(4.15) as

� j
g = ‖Xr − Xs‖ =

√
(X j (t) − XA)2 + (Y j (t) − YA)2 + (Z j (t) − ZA)2. (4.23)

If �
j
ma is the measured pseudorange at the reference station A, then the pseudorange

corrections (PRC) Δ�A for point A are given by

PRC = Δ�A = � j
g − � j

ma, (4.24)

where the correction term PRC = Δ�A comprises the range, satellite, and receiver
bias terms corresponding to station A and the range rate correction. PRC are due
to errors discussed in Sect. 3.4, which are assumed to be similar at both stations (A
and B) due to their close proximity. PRCs are transmitted to the roving receiver at
location B in real-time using communication link (e.g., radio, satellite, or cell phone
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Fig. 4.5 DGPS positioning. One receiver is placed at a known reference station (e.g., A) and
the other at a location B whose position is desired. The measured pseudoranges at station A are
compared to the actual values computed from the satellites’ and receivers’ positions using Eq.4.23.
The difference between the measured and the computed values give the pseudoranges corrections
PRC , which are send from receiverA to receiverB via a communication link to correct themeasured
pseudoranges of station B, assuming that the stations are close enough such that the same errors
affecting A also affect B. If the stations are close the atmospheric conditions are largely the same
for both stations. DGPS positions are obtained in real-time at decimeter level accuracy

links) to correct itsmeasured pseudoranges, which are then used to derive its position.
For example, the measured pseudorange �

j
mb at station B would be corrected by

�
j
Bcorr = �

j
mb + Δ�A. (4.25)

As an example (see, e.g., [6]), consider that the computed range, i.e., the dis-
tance between the satellite antenna and the receiver antenna �

j
g for station A

is 20,000,000m and the measured code-pseudorange �
j
ma is 19,999,990. Then,

Δ�A = 20, 000, 000 − 19, 999, 990 gives 10 as the pseudorange correction, which
is transmitted to correct the pseudorange measured by the satellite at B using (4.25)
as �

j
Bcorr = �

j
mb + 10. Pseudorange measurements to each satellite at location B

is corrected in the same manner and the resulting corrected pseudoranges used to
determine the position of B using Eq. (4.17). The coordinates of B will be relative to
those of A, hence they belong to the same datum. If more than one reference station
is used to obtain the pseudorange corrections, then the corrections may further be
refined using the network of reference stations. A network of stations transmitting
differential GPS corrections are termed “augmented GPS”, which are discussed in
Sect. 5.4.4.2.

Improvements to the positioning accuracy depend on the accuracy of the known
station’s location, the accuracy of the satellite positions, and the mode of operation
(i.e., whether code or phase). For phase pseudorange, (4.25) becomes

λϕ
j
Bcorr = �

j
MB + Δ�A + λN j

AB . (4.26)
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Several countries have service providers who operate DGPS. The user only needs
to have one receiver and use nearby DGPS station to obtain the corrections at some
cost. In Australia, for example, DGPS services are provided by the Australian Mar-
itime Safety Authority (AMSA), as well as private companies, e.g., FUGRO. DGPS
with carrier-phase ranges is applicable for real-time kinematic operations where the
ambiguity is resolved using a technique known as On-The-Fly (OTF) as discussed
in Sect. 5.4.6.

4.3.3 Relative Positioning

In the DGPS technique discussed above, pseudorange corrections and range-rate
changes computed from a known station are transmitted via communication link and
used to correct those of the unknown station. In relative positioning, instead, the
baseline vector is computed and added to the coordinates of the reference station to
obtain those of the unknown station (see, e.g., Fig. 4.6). Also, in contrast to DGPS,
which is performed in real-time, relative positioning requires post-processing of
data, where simultaneous carrier-phase observations from both reference and rover
stations are processed.

If one considers the positions of the known reference station A (Fig. 4.6) as

XA =
⎡
⎣ X
Y
Z

⎤
⎦ , (4.27)

and the computed baseline vector as

ΔXAB =
⎡
⎣ΔX

ΔY
ΔZ

⎤
⎦ , (4.28)

then the position XB of the rover station B is given by

XB = XA + ΔXAB . (4.29)

Relative positioning can be performed through single-, double-, and triple differ-
encing in both static and kinematic modes (see Sect. 4.3.1).

1. In single differencing, two ground receivers occupying the reference station A
and a rover station B simultaneously observe one satellite j (see, e.g., Fig. 4.7).
Using Eq. (4.18), the two phase range equations are differenced (subtracting one
from the other) as
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Fig. 4.6 Relative
positioning. One receiver is
placed at a reference station
A whose position is known
and the other at a rover
location B whose position is
sought. Baseline vectors are
computed during
post-processing of the data
and added to the coordinates
of A to obtain those of B. No
radio link is required as in the
case of DGPS (Fig. 4.5), and
post-processing of the data is
necessary hence positions
are not obtained in real-time

Fig. 4.7 Single differencing.
Two receivers A and B
simultaneously observing the
same satellite j. This
technique eliminates the
satellite clock errors
(e.g., Eq.4.30)

λΔϕ
j
A(t) + cδ j (t) = �

j
A(t) + cδA(t) + λN j

A

λΔϕ
j
B(t) + cδ j (t) = �

j
B(t) + cδB(t) + λN j

B

λ
[
Δϕ

j
B − Δϕ

j
A

]
(t) =

[
�
j
B − �

j
A

]
(t) + c [δB − δA] (t) + λ

[
N j

B − N j
A

] ,

(4.30)
which simplifies to

λΔϕ
j
AB(t) = �

j
AB(t) + cδAB(t) + λN j

AB . (4.31)

The significance of the results from Eq. (4.31) is that the satellite clock bias term
cδ j (t) is eliminated.

2. Double differencing refers to the case where, again, two ground receivers occupy
the reference station A and rover station B, but now simultaneously observe two
satellites, j and k (see, e.g., Fig. 4.8). In this case, (4.31) is written for the second
satellite k as

λΔϕk
AB(t) = �kAB(t) + cδAB(t) + λNk

AB . (4.32)
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Differencing (4.31) and (4.32) leads to

λΔϕ
j
AB(t) = �

j
AB(t) + cδAB(t) + λN j

AB

λΔϕk
AB(t) = �kAB(t) + cδAB(t) + λNk

AB

λ
[
Δϕk

AB − Δϕ
j
AB

]
(t) =

[
�kAB − �

j
AB

]
(t) + λ

[
Nk

AB − Nk
AB

] , (4.33)

which simplifies to
λΔϕ

jk
AB(t) = �

jk
AB(t) + λN jk

AB . (4.34)

Equation (4.34), knownas thedouble differencing equation, is themost commonly
used equation in processingGPS data. The importance of this equation is that both
the satellite and receiver clock errors are eliminated.

3. Finally, double differencing can be done at two epochs, t1 and t2, to give a triple
difference (see, e.g., Fig. 4.9). In this case, Eq. (4.34) will be written for both
epochs and differenced to give

λΔϕ
jk
AB(t1) = �

jk
AB(t1) + λN jk

AB

λΔϕ
jk
AB(t2) = �

jk
AB(t2) + λN jk

AB

λ
[
Δϕ

jk
AB(t2) − Δϕ

jk
AB(t1)

]
= �

jk
AB(t2) − �

jk
AB(t1)

, (4.35)

which simplifies to
λΔϕ

jk
AB(t12) = �

jk
AB(t12), (4.36)

where the unknown ambiguity term λN jk
AB corresponding to ambiguities λNA and

λNB for satellites j and k have been eliminated. Triple differencing is relevant
to GPS positioning in that clock errors and the unknown integer ambiguity term
N have been eliminated. Triple differencing is useful as an alternative approach
for solving the unknown integer ambiguity term N and is often used to obtain
the initial solutions of station coordinates in what is known as a float solution.
These initial solutions are then used in the double differencing models to obtain
a rigorous solution in what is termed the fixed solution. Section6.2.3.1 presents
detailed discussion on float and fixed solutions.

4.4 Concluding Remarks

In summary, this chapter has introduced the codes and phase GPS observation equa-
tions and has highlighted the similarities and differences between these equations.
The differences occur in terms of the measured quantities (i.e., time and phase) and
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Fig. 4.8 Double
differencing. Two receivers,
A and B, simultaneously
observe the same satellites j
and k. This is the most
commonly used Eq. (4.34) to
process GPS data during
post-processing

Fig. 4.9 Triple differencing.
Two receivers, A and B,
simultaneously observe the
same satellites, j and k, at
times t1 and t2. The
advantage of this differenced
solution is the capability of
eliminating the unknown
ambiguity term N leading to
float solutions needed to
obtain more accurate fixed
solutions (see e.g.,
Sect. 6.2.3.1)

the addition of the unknown integer ambiguity term N on the phase equation. In
general, the configurations confirm the well-known practise of using more than four
satellites for positioning in both static and kinematic modes. Positioning accuracies
can be improved by using DGPS or relative positioning techniques, which model
errors associated with the atmosphere and clock errors. In particular, single, dou-
ble and triple differencing eliminates satellite, receiver and ambiguity error terms,
respectively.

It should be emphasized that the accuracies of phase observations are in the cm-
mm level range, while those of code are in meters. Code-pseudorange observations
are, however, relevant since they do not suffer from the unknown integer ambiguity
and can thus be used to offer quick (or even instantaneous) environmental solutions
that do not require higher accuracy, e.g., locating a waste damping site. They could
also be used (similarly to triple differencing solutions) to provide the initial solutions
required in the double differencing to resolve the integer ambiguity N in order to
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obtain fixed solutions. This could be of benefit in environmentalmonitoring tasks that
require accurate observations. In the next chapter, we will provide a more in-depth
discussion of the field procedures of the techniques discussed in this chapter.

References

1. Awange JL, Grafarend EW (2005) Solving algebraic computational problems in geodesy and
geoinformatics. Springer, Berlin

2. Hofman-Wellenhof B, Lichtenegger H, Collins J (2001) Global positioning system: theory and
practice, 5th edn. Springer, Wien

3. Leick A (2004) GPS satellite surveying, 3rd edn. Wiley, New York
4. Awange JL, Grafarend EW, Paláncz B, Zaletnyik P (2010) Algebraic geodesy and geoinfor-

matics, 2nd edn. Springer, Berlin
5. Awange JL, Palancz Bela (2016) Geospatial algebraic computations: theory and application.

Springer, Berlin
6. US Army Corps of Engineers (2007) NAVSTAR global positioning system surveying. Engi-

neering and design manual, EM 1110-1-1003
7. Awange JL, Ong’ang’a O (2006) Lake Victoria-ecology, resources, environment. Springer,

Berlin
8. Bancroft S (1985) An algebraic solution of the GPS equations. IEEE Trans Aerosp Electron

Syst 21:56–59
9. Kleusberg A (1994) Die direkte Lösung des räumlichen Hyperbelschnitts. Zeitschrift für Ver-

messungswesen 119:188–192
10. Lichtenegger H (1995) Eine direkte Lösung des räumlichen Bogenschnitts. Österreichische

Zeitschrift für Vermessung und Geoinformation 83:224–226
11. Singer P, Ströbel D, Hördt R, Bahndorf J, Linkwitz K (1993) Direkte Lösung des räümlichen

Bogenschnitts. Zeitschrift für Vermessungswesen 118:20–24



Chapter 5
Environmental Surveying and Surveillance

Any measurement must take into account the position of the
observer. There is no such thing as measurement absolute, there
is only measurement relative.

Jeanette Winterson
In that case, Measure what is measurable, and make measurable
what is not so.

Galileo Galilei

5.1 Environmental Monitoring Parameters

In this section,we discuss the quantitative and qualitative data that could be collected
using GNSS satellites, and in so doing, attempt to answer the question “what can
GNSS satellites deliver that are of use to environmental monitoring?” The observed
parameters necessary for environmental monitoring vary, depending upon the indi-
cators being assessed. Some are physical variables such as changes in soil patterns,
vegetation, rainfall, water levels, temperature, deforestation, solar and UV radiation.
Others are chemical variables, e.g., pH, salinity, nutrients, metals, pesticides, while
others are biological variables, e.g., species types, ecosystem health, and indicator
species.

GNSS satellites are useful in measuring physical variables such as atmospheric
temperature, pressure, and tropopause heights needed forweather and climate change
monitoring, as we will see in Chap. 11. The emergence of GNSS-reflectometry
(GNSS-R) discussed in Chap.10 provide GNSS satellites with the opportunity to
measure the physical changes of the reflecting surfaces, e.g., soil moisture and veg-
etation. For chemical and biological variables, the main environmental monitoring
parameter provided by GNSS satellites are the positions of the respective variables
(i.e., sampled locations). Positions are useful not only in providing physical loca-
tions, but also in measuring spatial variation in the variables being monitored. For
example, monitoring coastal erosion can be undertaken by the constant monitoring of
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shoreline’s positions at various times using GNSS satellites. In other environmental
monitoring examples, satellite derived positions could complement other systems to
enhance monitoring. For example, GNSS satellites complement low-flying satellites
such as the Gravity Recovery And Climate Experiment (GRACE) to allow more
detailed and accurate monitoring of mass redistribution on the Earth’s surface. Such
mass distribution include, e.g., changes in surface and groundwater at local, regional
and global scales, as will be discussed in Chap. 9. For dynamic environmental phe-
nomena, such as variations in deforestation, GNSS satellites could provide efficient
tools for measuring such changes by providing time series of their variations in
position and also the biomass changes through GNSS-R techniques discussed in
Chap.10.

5.2 Design of GNSS Monitoring Survey

In order to achieve maximum benefit from the use of GNSS satellites for environ-
mental monitoring, it is essential that proper measurement procedures be undertaken
with clear aims and objectives. As in all measurements, the quality of the observa-
tions will be determined by the purpose and objectives and, to a greater extend, the
client’s requirements. These objectives and needs will dictate the methods chosen
for data collection, the frequency of data collection, and temporal and spatial extent.
A monitoring design should therefore specify the monitoring variables desired from
GNSS satellites, where, when and by whom the data shall be collected. Like other
environmental monitoring techniques, GNSS satellite monitoring also requires some
baseline survey or information upon which any change in the environment could be
referred to. In the case of positions, permanent reference stations whose positions
are accurately known normally provide such baseline data. Any spatial change (i.e.,
change in the environmental variable being monitored with respect to its position
at a given time) will then be referred to these points. Measurements can be repeat-
edly taken at given time intervals (temporal resolution) depending on the monitoring
budget and the desired accuracy.

The final accuracy of the collected data will depend on how the errors are han-
dled. For GNSS satellite monitoring, these errors (discussed in Sect. 3.4) could be
external (i.e., outside the user’s control) or internal (i.e., during the actual measure-
ments). In this chapter,GNSSmeasurement procedures thatmayhelpminimize errors
and achieve meaningful results relevant for environmental monitoring are presented.
GNSS surveys can be divided into three components:

• Planning and reconnaissance: This is an essential part of any monitoring cam-
paign. For a GNSS survey, it is essential to plan the measuring campaign in such
a manner that the errors discussed in Sect. 3.4 are minimized. For example, it is
important that the sky visibility and satellite paths are plotted in a skyplot for the
survey area and the desired survey period. The advantage of having sky plots is that
the number of satellite visible during the planned observation period and features
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blocking the satellite are determined in advance. The main objective is to ensure
unobstructed view of at least four satellites with a good geometric distribution in
the sky. As already indicated in Sect. 3.4.5 (p. 40), satellite geometry is indicated
by the dilution of precision (DOP) factor. Reconnaissance provides the opportu-
nity of visiting the survey site prior to the actual GNSS survey and assessing the
availability and accessibility to the existing reference stations, while at the same
time looking out for potential sources of errors such as buildings and trees that can
cause multipath. The advantage of undertaking reconnaissance and planning prior
to a satellite survey is that it can significantly reduce some logistical problems
such as setting up a receiver in an area where the signals would be blocked.

• Undertaking the monitoring survey: Once the aims and objectives of the environ-
mental monitoring project have been identified and the reconnaissance done, the
survey task can be executed through proper choice of GNSS positioning method,
undertaking care in the actual survey procedures, and avoiding or minimizing
errors where possible (e.g., setting the receiver in an open space that is not very
close to buildings to reduce the likelihood of multipath errors).

• Processing of the data: In order to obtain the monitoring parameters or baseline
information from the GNSS observations, data can be processed in real-time or
post-processed. Chapter 6 treats this topic in more detail.

5.3 Mission Planning and Reconnaissance

In Sect. 3.3.1, satellite signals were introduced as the measurable quantities that
are needed to generate monitoring information. GNSS signals are microwaves that
penetrate cloud cover and travel under all weather conditions, but unfortunately
cannot penetrate dense vegetation canopies or buildings. Because of this, and in order
to reduce the detrimental effects of atmospheric refraction and multipath signals, it
is desirable that the antenna has as clear view of the sky as possible. An elevation
angle of above 15◦ is often considered suitable to enable a clear sky view, although
this could at times be as low as 10◦. Some antennas are equipped with a groundplane
that blocks unwanted multipath signals from reaching the antenna. Nearby metallic
objects, such as fences and power lines, should be avoided where possible in order
to prevent imaging, i.e., when metallic objects act as secondary antennas, thereby
distorting the positions derived from GNSS satellites. It is therefore recommended
that theGNSS observation sites be selected in open areas away frompotential sources
of multipath and imaging where possible.

As already pointed out in Sect. 3.4.5, the geometrical strength of the satellite
constellations will contribute to the quality (accuracy) of the positions obtained. A
weaker geometry from satellites close together in the sky as illustrated in Fig. 5.1
(right) will contribute to geometrically weaker solutions while those computed from
evenly distributed satellites in the sky (e.g., Fig. 5.1, left) will lead to geometrically
stronger solutions.Both geometric dilutionof precision (GDOP) andpositiondilution
of precision (PDOP) are useful in measuring the geometrical strength of a satellite
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XA,YA,ZA XB,YB,ZB

A good geometry
PDOP<6

A poor geometry 
PDOP>6

Fig. 5.1 Satellite geometry: Left (good geometry); Right (poor geometry)

constellation, but PDOP is the most commonly used. PDOP is computed from the
positions of the satellites in relation to the receiver and takes a single value, see
e.g., [1, pp. 262–266]. It is a measure based solely on the geometry of the satellites
and therefore can be computed prior to any observation being taken. A higher PDOP
value (i.e., >6) indicates a poor satellite geometry for computing a position. In
mission planning therefore, PDOP values are computed and used to indicate the
observation window where the satellite constellation is adequate.

Satellite geometry becomes more crucial when one is observing over short occu-
pation times, as is often the case in real-time kinematic (RTK) surveys discussed
in Sect. 5.4.6. Whereas satellite geometry can be improved by longer observation
period, poor sky visibility combined with a low number of satellites above the hori-
zon can severely compromise static solutions. This essentially means that before a
successful GNSS environmental monitoring campaign is undertaken, it is essential
to know when bad situations are likely to occur so that they can either be avoided
or the survey team prepares itself for a significantly longer period of observation.
This knowledge can only be made possible through careful reconnaissance and well
executed mission planning. Mission planning is thus a very vital component of any
GNSS environmental monitoring campaign.

If the only possible observation window gives a PDOP between 6 and 10, it is
recommended that the observation time frame be between 30 and 45min. For PDOPs
greater than 10, it might be necessary to postpone the observations. If, for whatever
reason, postponing is not feasible, then the observation period should be made as
long as possible, assuming of course that the effects of other errors such as multipath
are minimal. If this is not possible, then it may not be possible to achieve an accurate
position for this point using satellite positioning as one may wish, regardless of the
length of the observation time.
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Finally, a word of caution is necessary. PDOP values only indicate when satellites
are likely to produce good or bad results and should therefore not be considered as
a measure of the actual quality of the positions. Chapter 6 will discuss the quality
estimation during the post-processing of the satellite data.

The basic stages for planning a GNSS survey are generally as follows:

1. Locate points of interest (i.e., those to be positioned) and update reference marks
information if necessary.

2. Assess the suitability of these points forGNSSpositioning and check formultipath
sources in the vicinity.

3. If necessary, construct a visibility diagram using a compass and a clinometer
(see, e.g., Fig. 5.2). The compass will provide an approximate position from the
true North, while the clinometer will give the elevation of features such as build-
ings and vegetation. This will indicate the satellites likely to be blocked by tall
buildings and trees. Such a diagram should also contain information on potential
multipath sources.

4. Locate local reference stations. This will provide baseline positioning informa-
tion.

5. Assess the suitability of these reference stations for satellite surveying and check
for multipath sources in the vicinity.

Example 5.1 (Mission planning).

In order to decide on the appropriate time to carry out GNSS observations, any
mission planning software such as those of Sokkia or Trimble could be used. Most
receivers will comewith software, which are capable of conductingmission planning
that can be used to indicate the position of the satellites during the desired observation
time. The software provides DOPs, which are useful in indicating the geometrical
strength of the satellite constellation as already discussed. The following example
illustrates how mission planning can be undertaken using any available commercial
software. In general, the operational steps of most mission planning software are
similar and will tend to give similar results. Using any planning software, one would
generally proceed as follows:

• Step 1 (Running the software):Within the appropriate user window of the software,
start by inserting the dates over which you wish to undertake the GNSS survey and
the approximate coordinates of the point for which the receiver will be stationed
during the selected day. Approximate coordinates of this station can be entered in
terms of latitude and longitude since the satellite constellation varies slowly with
distance. One may enter the latitudes and longitudes of the local area, for example,
by selecting the city from an option list which is often provided.

• Step 2 (Setting the time zone): It is convenient when planning the survey to work
in local standard time, thus, ensure the time zone is correct.

• Step 3 (Loading the almanac): The almanac contains information about the satel-
lites’ positions in their orbits and are normally send as part of the navigation
message (see Sect. 3.3.1). For mission planning, one can use ephemerides to pre-
dict satellite orbits over a period of about a month. Note that the more recent
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Sky plot showing satellite positions

Sky obstruction

Fig. 5.2 Satellite visibility diagram of Astro deck 8 located at one of the buildings of Curtin
University (Bentley Campus, Australia) on the 16th of May 2008. Left Obstructed sky is noted at
elevation 28◦ and azimuth between 0◦ and 60◦. Right Satellite travel paths. The colours indicate the
individual satellites. From these figures, one notices that satellite number R18 would be obstructed

the ephemeris are, the more precise are the planning mission results. Most GNSS
receivers automatically acquire almanac data during regular operations. One way
of accessing the current almanac data is to carry out quick observations (e.g., about
15min) without necessarily setting up the antenna to survey specifications. The
almanac can also be obtained on the internet.1

• Step 4 (Planning graphs): Within the mission planning software, graphs giving
various types of information for the day specified can be viewed. These graphs
will indicate satellite elevations plotted against time, satellite azimuths plotted
against time, number of available satellites plotted against time, representation
of the visibility time spans of individual satellites, separate displays plotting the
respective types of dilution of precision (DOP) against time, and satellite tracks
through the time interval being plotted, showing elevations and azimuths in polar
coordinates. Figure5.3 presents an example of visibility time spans of individual
satellites for station Astro deck 8 at Curtin University, Bentley Campus, Australia.
A plot of the number of visible satellites and the related DOP is given in Fig. 5.4.
Together with the skyplot in Fig. 5.2, these four diagrams can be used to obtain an
indication of the state of the satellite constellation during the period planned for
the GNSS environmental monitoring survey.

1E.g., typing YUMA+GPS leads to http://celestrak.com/GPS/almanac/Yuma/.

http://celestrak.com/GPS/almanac/Yuma/
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Fig. 5.3 Time spans of the visibility of individual satellites at Astro deck 8 of Curtin University,
Bentley Campus, Australia

For instance, looking at the skyplot Fig. 5.2 (left), one notices that the sky is
blocked at an elevation of 28◦ and an azimuth between 0◦ and 60◦. The corresponding
plot of satellite visibility (right) shows that this obstruction would most likely affect
satellite R18.At this stage, the planning software assumes a perfect satellite coverage,
i.e., that no satellite is unhealthy and no obstructions exist above a given cutoff
elevation angle (usually 15◦). In reality, obstructions will exist at some sites and some
satellites may be known to be malfunctioning. Therefore, the planning software must
be modified to give a more realistic situation. For example, if a satellite is known to
have problems, the software would allow it to be excluded from the planning.

Figure5.3 shows the visible satellite for a whole day while Fig. 5.4 present the
corresponding DOP values. The greater the number of visible satellites and the better
the geometry, the lower theDOP values. In this example, done for the 16thMay 2008,
it can be seen that the time between 11:00 and 11:20 had the least number of satellites
and the corresponding DOP values were higher. The maximum DOP value in this
example was 4, which meant that the satellite observations could be undertaken at
anytime before 12:00. The period after 9:40 had more than 10 satellites in view and
as can be seen, the corresponding values of DOP were lower. It should be pointed
out, however, that in this example, both GPS and GLONASS satellites were used,
hence the larger number of satellites and lower DOP.

♣ End of Example 5.1.
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Fig. 5.4 Number of visible satellites (top) and the related DOP (bottom)

5.4 GNSS Field Procedures

Having done the planning, the next step involves the actual procedure for the field
measurements. The objective of a given monitoring environmental task will dictate
the types of equipment required. If the objectives call for more precise and accurate
work, e.g., monitoring rise in sea level (Sect. 17.2), then the correct receivers and
field procedure must be adopted. One of the tasks undertaken during a GNSS survey
is the setting up of the antenna over some mark. These marks consist of pillars upon
which the GNSS receiver is set (e.g., Fig. 5.5) or somemarks on the ground, in which
case a tripod has to be used (e.g., Fig. 5.6). In older GNSS equipment, the receivers
and antennas were separate components but modern equipment such as Sokkia or
Trimble incorporate both receivers and antennas in one unit.

Setting up the antenna over amark should be done as accurately as possible in order
to reduce centering errors. The receiver must be levelled, aligned over each point,
and the height of its geometrical center above the point recorded. Antenna heights
are normally measured to the phase center. Sometimes, this phase center does not
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Fig. 5.5 Reference station, pillar 18 at Curtin University, Bentley Campus, Australia

coincide with the geometrical center of the antenna leading to antenna phase center
variation (see Sect. 3.4.6). In high precision satellite measurements, this phase center
variation can lead to errors in the range of millimeters to a centimeter. Most precise
(geodetic) receivers posses antenna phase center models, which can reduce this effect
during the post-processing of the measurements. In relative positioning (Sect. 5.4.2),
the error due to phase center variation can be eliminated through the matching of the
antennas by aligning both to North.

The most common source of error during the setting up of the antenna is the incor-
rect measurement of the antenna height. Since GNSS provides three-dimensional
positions (recall Sect. 3.3), any error in height determination will propagate to con-
taminate the lateral position, and vice versa. As a standard practise, comprehensive
field notes should be kept, which should include the station and surveyor’s name,
start and end times of the survey, type of receivers and antennae used, data file
names, satellites used, details of reference marks, potential sources of errors and
obstructions and most importantly, the antenna height.

5.4.1 Single Point Positioning

In Sect. 4.3.1 we introduced the concept of static surveying. Here, it is demonstrate
how the field survey is performed. Depending on the environmental monitoring task
at hand, the single point positioning operation can take the form of absolute point
positioning, also called autonomous positioning in some books, relative positioning
or differential positioning. For absolute point positioning, pseudoranges have to be
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Fig. 5.6 Setting up a GNSS
antenna and measuring its
height at Station John Walker
(JW) at Curtin University,
Bentley Campus, Australia

measured to the satellites whose positions are known. The accuracy of the positioned
point will therefore rely on how well the pseudoranges are measured and how good
the satellite positions are known. It should be pointed out that repeatedmeasurements
leading to redundant observations will generally improve range accuracy [2].

If the task just requires a simple location of a station, e.g., the location of a soil
analysis pit, with an accuracy of several meters, then a low-cost, hand-held GNSS
receiver such as that in Fig. 18.1 on p. 389 will suffice. These kinds of receivers
use code-pseudoranges and are the ones commonly used for personal navigation
in cars, boats, low-accuracy GIS data capture, etc. Hand-held receivers provide
absolute positioning to a horizontal accuracy of about 5–15 m (95% of the time).
Decimeter accuracy can be achieved by stationing a receiver over a station of interest
and taking observations for 30–45min. Modernized GNSS satellites discussed in
Chap.2 are already improving the positioning accuracy by an order of magnitude
(see Fig. 5.7). This improvement comes as a result of improved satellite orbit deter-
mination, improved receiver technology, additional user signals L2C and L5 that are
assisting in modelling ionospheric errors, and additional ground monitoring stations.
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From 2012, modernised GPS 
satellites and additional user 
signals L2C and L5 will 
improve positioning accuracy

From 2002 after selective 
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following President Clinton’s 
order

Fig. 5.7 Improved point positioning accuracy following modernization of GNSS satellites and
receiver technology

5.4.2 Static Relative Positioning

Where a reference station (i.e., of known position) exist (e.g., Fig. 5.5), the static
relative positioning (see Sect. 4.3.3) method is recommended for higher positioning
accuracy. In thismode of operation, two GNSS receivers ormore are required in order
to observe the same satellites simultaneously. Although additional cost is incurred
in providing more equipment, the advantage over absolute (autonomous) point posi-
tioning is the capability of eliminating or minimizing errors associated with the
atmosphere and satellite orbits (see Sect. 3.4) through differencing techniques (see
Sect. 4.3.3).

The method is more effective over short baselines of less than 20km where the
atmospheric errors are assumed to be the same. Using this method, one receiver
is set at a reference (control) station (Fig. 5.5) while the other receiver is set at a
station whose position is desired (e.g., Fig. 5.6). Tracking of satellites must then be
simultaneous and synchronized. The observation time would normally take 20min
to 1h with data being sampled at intervals of 10–15s (or as set in the receiver).
Longer durations of observation benefit from improved satellite geometry leading
to better solution of the unknown integer ambiguities {N }. When the settings are
properly done, and errors minimized through proper prior planning, the method is
capable of giving coordinate differences (�X,�Y,�Z) to a centimeter tomillimeter
level accuracy. The method is useful in the establishment of higher precision control
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networks (baseline reference networks) useful for providing baseline environmental
monitoring data.

The static relative positioning approach is potentially extremely useful for mon-
itoring environmental spatial variations, e.g., deformation or land subsidence (e.g.,
Fig. 5.8). In this case, the control (reference) stations that provide the baseline moni-
toring data are set on a permanent non-deforming surface far from the deforming site
being monitored, while the stations to be monitored are set on the boundary of the
deforming surface. Relative positioning using carrier-phase provides more accurate
results to a few cm, depending on the accuracy of the control stations and on how the
other errors are managed. If the observations are undertaken for a longer period of
say 1h, depending on baseline lengths, the improved satellite geometry will enable
the calculation of integer ambiguity and also reduce satellite geometry errors leading
to more accurate results.

Post-processing can also permit the use of precise ephemeris obtained within
one to two weeks after the actual survey to give very accurate results. For exam-
ple, the temporal monitoring (i.e., surveillance) of the position of a dam’s wall will
indicate any spatial change such as horizontal or vertical shift with respect to the
baseline data (Fig. 5.8, red triangles), which can be analyzed to see whether the dam
is deforming and posing a potential danger. The static relative positioning method is

Water Dam

GNSS Stations on 
non deforming body

GNSS Stations on 
deforming body

Static relative positioning

Fig. 5.8 Monitoring of deformation of a dam using static relative positioning. The red triangles
indicate control stations on the non-deforming surface that provide baseline monitoring data. The
black diamonds indicate GNSS stations around the dam, which are being monitored for horizontal
and vertical motion (shift) relative to the red triangles
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further useful for densification of existing control networks, monitoring earthquakes
through measuring plate movements in crustal dynamics and oil rig monitoring
[3, p. 339].

5.4.3 Real-Time GNSS (RTGNSS)

InSect. 5.4.1, a decimeter accuracy for a stand alone receiverwas said to be achievable
by taking observations for 30–45min using code observations. It was also pointed
out that future modernized GNSS satellites (see Fig. 5.7) are expected to improve
positioning accuracy as a results of improved satellite orbit determination, receiver
technology, additional user signals L2C and L5, which would assist in modelling
ionospheric errors, and additional groundmonitoring stations. Although higher accu-
racies can be realized through post-processing of data, i.e., as done for precise point
positioning, e.g., [4, p. 68], more and more users want these higher accuracies to be
achieved in real-time. With such demands, receiver manufacturers are responding by
coming up with receivers capable of delivering cm-level accuracy in real-time. More
recently, position solution accuracy and speed have advanced to the point where
cm-level coordinates are available within seconds, while mm-level are available for
daily solutions [5].

An example is the NASA’s Global Differential GPS (GDGPS) System, which is
fully operational since 2000. It is a complete, highly accurate, and extremely robust
real-time GPS monitoring and augmentation system that uses a large ground net-
work of regional and global real-time GNSS reference receivers, innovative network
architecture, and award-winning real-timedata processing software to givedecimeter-
level (10cm) positioning accuracy and sub-nanosecond time transfer accuracy
anywhere in the world, on the ground, in the air, and in space, independent of local
infrastructure.2 It supports the GREAT (GPS real-time Earthquake and Tsunami)
Alert Project, which is a NASA-sponsored endeavor to develop an advanced Earth-
quake and Tsunami alert system (see Sect. 17.3) benefiting from the availability of
the real-time GNSS infrastructure.3

Another example is the hand-held Mobile Mapper 100 from Ashtech that
combines internal high-grade antenna andprocessing capability to achievedecimeter-
level accuracy.4 This hand-held receiver is suitable in monitoring changes in perime-
ters and areas of environmental features with spatial changes.

Besides the requirement of real-timeGNSSdata, other environmental applications
such as earthquake monitoring would prefer that such data be delivered at a higher
sampling rate (e.g., 1Hz or higher), and at a low-latency (e.g., an order of seconds
or less, e.g., [6]. Real-time data allow for real-time science and have a place in an
increasingly real-time society. For example, today, it is possible for anyone to receive

2http://www.gdgps.net/.
3http://www.gdgps.net/products/great-alert.html.
4Mobile Mapper 100. White paper: A break through in hand-held accuracy.

http://www.gdgps.net/
http://www.gdgps.net/products/great-alert.html
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notification of hypocentral and moment tensor information for earthquakes, placed
into geographic and tectonic context, within minutes of their occurrence [6].

Hammond et al. [6] provide an illustration of the benefit of low-latency informa-
tion as exemplified by people who live in the path of natural hazards and require
information about catastrophic events to be delivered as quickly as possible. The
ability to detect and characterize events rapidly can make all the difference in the
critical minutes to hours that follow an event, as was the case in the catastrophic 2004
Sumatra and the 11th of March 2011 Tohoku-oki earthquakes and tsunamis where
many lives were lost [5, 6].

5.4.4 Differential and Augmented GNSS

5.4.4.1 Differential GNSS (DGPS)

In this approach, which was introduced in Sect. 4.3.2, the procedure is theoreti-
cally identical to post-processed static relative positioning using code-pseudoranges,
except that everything happens in real-time. Due to the fact that the user obtains real-
time results, in addition to the two receivers, a real-time data link, e.g., radio or
mobile is required. The purpose of the data link is to transmit the “pseudorange
corrections PRC” from the reference station to the roving receiver for it to correct
its own measured pseudoranges (see Sect. 4.3.2; Fig. 4.5).

In general, a DGPS system will comprise of the reference sites whose coordi-
nates are already well known to a higher accuracy, having been previously surveyed
using GPS carrier-phase; a receiver measuring code or carrier-phase pseudo-ranges,
computing and transmitting the corrections; and a data link for transmitting the dif-
ferential corrections using different radio frequencies. The reference station also
monitors the integrity of the system and is often a permanent site with continuous
power supply and automated equipment. There can be several reference sites whose
coordinates are known in a DGPS system, of which there are two types:

1. The user’s own independent reference station, which essentially means that the
user has to purchase an additional receiver, thereby incurring additional costs;

2. Commercially owned reference stations, which charges users to access transmit-
ted signals, e.g., Fugro in Australia.

Users of commercially owned DGPS only require one receiver, a communication
link, and the cost of accessing the data. Japan’s GEONET (GPS Earth Observation
Network System) is comprised of more than 1500 receivers dedicated to GNSS-
meteorology. In Australia, the National Collaborative Research Infrastructure Strat-
egy (NCRIS) is establishing a nation-wide geodetic continuous operating reference
stations (CORS) network thatwill consist of 126 stations. These commercially owned
systems are discussed in detail in Sect. 5.5.

The user’s station is comprised of a receiver, with a data link software to apply
corrections to its measured pseudoranges. Fax, telephones or mobile phones are also
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applicable in addition to the radio as data links, and are range dependent. Some com-
munication link systems are also line of sight dependent. Data link frequency bands
vary depending on the baseline range while the data is transmitted from the reference
to a roving station using a standard format called Radio Technical Commission for
Maritime Services Special Committee 104 (RTCM SC-104) Format.

With DGPS positioningmethod, the achievable accuracy is in the range 3–5m [2].
This accuracy, however, is dependent on the closeness between the user’s (rover) and
the reference stations. The separation distance should ideally be below 50km in
order to assume that the satellite signals at both the rover and the reference stations
are affected by the same errors. Users also have to be aware of data latency (i.e.,
time-lag in the reception of the corrections by the rover, which is about 0.25–2s).
This time-lag latency reduces the accuracy of the method.

5.4.4.2 Augmented GNSS

For applications that are more than 50km from a reference station, the DGPS
approach discussed above is limited, thus paving way to the Wide Area Differential
GPS (WADGPS). WADGPS has a global or regional coverage of reference stations
required to model atmospheric and orbital errors that suffices for long baselines,
and are classified into either Ground-Based Augmented Systems (GBAS) or Satellite-
Based Augmented Systems (SBAS). GBAS, which uses ground-based stations, are
useful for real-time applications. For multiple reference stations, RTCM SC-104
pseudorange corrections are received onboard the roving receiver from n reference
stations (up to approximately 400km).

The pseudorange observations at the roving receiver are combined with each
set of corrections to provide n independent solutions that are then combined in a
conventional 3D adjustment to provide an additional estimate of the roving receiver’s
position. The accuracy of the roving receiver, similar to that of the DGPS method
will depend on its distance from the reference station. For Government provided
GBAS, the services are free to the users while subscription is required for privately
delivered GBAS. Examples of GBAS are the Australian Maritime Safety Authority
(AMSA) that has been operational since 2002 and offers maritime services to users;
and the Nationwide Differential GPS (NDGPS) that is being expanded to cover all
surface areas of the United States to meet the requirement of surface users.

SBAS send corrections to remote areas (e.g., areas out of reach of ordinary DGPS
or GBAS, such as oceans). Unlike a DGPS system where the data is transmitted via
radio links, SBAS transmits data via geostationary communication satellites. These
corrections are transmitted on a similar frequency to GPS satellites, thereby alleviat-
ing the need for additional software from theusers. InEurope, theEGNOSgeostation-
ary satellites discussed inSects. 2.2 and 7.1 augment theGPSandGLONASS systems
to provide wide area differential corrections. In US, the Federal Aviation Authority
(FAA) developed the Wide Area Augmentation System (WAAS) to improve on the
accuracy, integrity and availability of GPS so that it can be a primary means of navi-
gation for aircraft enroute, and for non-precision approaches, thereby improving the
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real-time civil accuracy of GPS to 7m [3, p. 362]. WAAS is also used in many other
civil applications.

Examples of DGPS/WADGPS Companies include FUGRO, who operates the
Omnistar and Starfix systems, Racal who operates Landstar and Skyfix, andWestern
Geophysical who operate SARGAS. Other WADGPS systems are as discussed in
Sect. 5.5.

5.4.5 Rapid Positioning Methods

Rapid GNSS positioning using carrier-phase pseudorange includes techniques such
as rapid-static or fast-static surveys, stop-and-go surveys, and kinematic surveys.
Rapid or fast-static survey are usually post-processed while stop-and-go and kine-
matic survey can be used in post-processing or in real-time modes of operation.
Whereas the static surveying discussed in Sect. 5.4.2 resolves ambiguity through
long-term averaging and a simple geometric calibration principle resulting in the
solution of the linear equations that produces a resultant position, a variety of physi-
cal and mathematical techniques have been developed for rapid methods [2]. These
include:

• Static occupation of a known point (e.g., previously positioned points, i.e., known
baselines) for over 30 s.

• Static measurement at another known point on the baseline.
• Static occupation of an unknown baseline (e.g., fast-static occupation time).
• Static occupation of an unknown baseline and swapping of reference-rover
receivers for 2–4min (i.e., between known and unknown points).

A mathematical approach adopted by most GPS systems used today is the ambiguity
resolution on-the-fly (while moving). This technique is common for most real-time
kinematic (RTK) applications (Sect. 5.4.6). Rapid-static or fast-static surveys are
essentially the same as static surveys but make use of shorter station occupation
times. In this approach, one or more roving GPS receivers occupies all unknown
stations while at least one receiver (reference station) is stationary at a known control
station all the time (Fig. 5.9). The rapid nature of this type of survey compared to
static surveys is due to the rapid solution of the integer ambiguities, making use of all
observable satellites, single or both dual-frequency L1/L2, and carrier-phase data.
Although fast-static relative positioning is accurate and economical where there are
many points to be surveyed and offers more efficient positioning than conventional
static relative positioning, the accuracy is usually slightly lower at the cm-level. It
is, however, suitable for short baselines where systematic errors such as atmospheric
and orbital factors are considered identical and can be differenced.

Due to the special processing algorithm used for solving the integer ambiguities,
at least four satellites need to be tracked continuously. The technique is only effective
over short (<10–20km)baselines and theobservationoccupation timedepends on the
number and geometry of the satellites visible. Station occupation time vary between
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Control GNSS 
station

Roving receiver collects data 
for 2-10 minutes/station at a 
rate of 5 seconds

No initializing of roving receiver

Fig. 5.9 Monitoring of the extent of erosion using fast-static positioning. The triangle indicates
the control station while the circles indicate the positions occupied by the roving receiver (cf. the
method of stop-and-go in Fig. 5.10)

2 and 10min with a data sampling rate every 5 s, depending on the distance to
the base as well as the satellite geometry, see e.g., El-Rabbany [4, p. 74] and [2].
Redundant observations tomore than four satelliteswith goodgeometry help improve
the solution of the ambiguities and reduce the time required to achieve a sufficiently
accurate position. While moving from one station to another, the receiver can also be
switched off to conserve power. For static and fast-static satellite surveying, the effect
of high PDOPs because of poor geometry is less significant since the observation time
is normally longer (2–60min), thereby guaranteeing a better or improved satellite
geometry. For environmental monitoring, e.g., of land degradation due to erosion
(Fig. 5.9), fast-static method can be used.

The stop-and-go method is a mixture of pure kinematic and static positioning.
A series of points are positioned with respect to the reference receiver by moving
the roving receiver sequentially to the points (Fig. 5.10). To initialize the survey, the
roving receiver has to remain static (e.g., at the first station to be positioned) for a
certain time to allow for a solution of the integer ambiguities. The slightly longer
period required for the initialization is to enable the satellite geometry to improve.
Essentially, the initial static time is the same as that required for a fast-static survey.
However, the initialization time can be greatly reduced by the occupation of a known
station.

After initialization, the roving receiver is moved to the next station while continu-
ously tracking the common (same) satellite signals. Initialization can also be achieved
through reference-rover antenna swapping, by observing static data at another known
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Control GNSS 
station

Roving receiver collects data 
for 30 seconds/station at a 
rate of 1-2 seconds

START by initializing receiver

Fig. 5.10 Monitoring of the extent of erosion using the stop-and-go positioning method. The
triangle indicate the control station while the circles indicate the positions occupied by the roving
receiver. Initialization has to be done at the first station and a lock on four or more common satellites
maintained. The advantage over the fast-static approach in Fig. 5.9 is the shorter occupation time
(e.g., 30 s compared to 2–10min). The disadvantage is the loss of lock to the satellite and having to
re-initialize

point on the network, or by observing on a known baseline. At a given station, an
observation time of only one or a few epochs (period of observations) is necessary
to obtain a precise position as the integer ambiguities are already solved during the
initialization phase. The rover typically collects data for a period of 30s at a sampling
rate of 1–2s before moving to the next station [4, p. 75]. In this way, by moving the
roving receiver, a series of stations can be coordinated sequentially. Similar to the
fast-static survey, the stop-and-go survey technique requires at least four satellites
to be continuously tracked. If lock to one of the minimum four satellites is lost, the
roving antenna must be re-initialized by returning the roving receiver to a previously
surveyed point, or preferably to a known station.

With the availability of fast ambiguity resolution techniques, the stop-and-go sur-
vey technique is best suited to coordinate a large number of stations (e.g., survey
grid or precise mapping). However, there must be open sky in order to avoid frequent
loss-of-lock of the satellite signal. It is essential for this technique that the satel-
lites’ signals can be continuously tracked throughout the survey. This method has an
advantage over static positioning since it reduces observation time and is ideal for
topographic surveys (see e.g., Chap. 8), such as themapping of habitats, since it offers
an accuracy of 2–3cm for a baseline of 10–15km (real-time or post-processed). The
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Base
station

Impacted location

Communication link
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Fig. 5.11 RTK mapping of the boundary of an impacted location to monitor its spatial extent.
The base receiver remains stationary and transmits raw data together with its position via the
communication link to the roving receiver

disadvantage of the method is the reliance on locked satellites (i.e., the satellites
detected by the receiver) and having to re-initialize once loss of lock occurs.

Kinematic surveying operates with the same principle as the stop-and-go method,
only that in this case, there is no stopping but the roving receiver is in continuous
motion. Unlike fast-static approach, the receiver is not switched off while in motion.
In Fig. 5.11 the use of kinematic survey, particularly when a linear feature is being
mapped is shown. The accuracy of kinematic surveys is, however, lower than that
of stop-and-go, since some of the common errors encountered cancel with improved
satellite geometry in stop-and-go.

5.4.6 Real-Time Kinematic (RTK)

As the name suggests, RTK is capable of delivering real-time positions in the field.
Similar to the other rapid positioning techniques discussed above, RTK also requires
more than two receivers, with one being placed at a reference (base station) station.
Unlike the fast-static and stop-and-go methods, it uses a similar principle to that of
DGPS discussed in Sect. 5.4.4; only that instead of code-pseudorange, carrier-phase
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measurements are used. The base receiver remains stationary and has a transmitting
radio link while the roving receiver is in motion and has a receiving radio link
(Fig. 5.11).

The base receiver samples data every second and transmits these raw data together
with its position via the communications link (e.g., satellites, mobiles or radio) to
the roving receiver. Using its radio receiver, the rover receives the transmitted data
from the base receiver and uses in-built software to combine and process the GNSS
measurements obtained at both the base and roving receivers to obtain its position [4,
p. 78]. Some GPS manufacturers provide a hand-held controller that can be used to
operate both the roving and the base receivers. Normally, the user carries the roving
receiver attached to the radio link in a back pack. The method requires the fixing of
the integer ambiguity at the start of the survey (initialization) before undertaking the
survey. Ambiguities can be initialized through the methods discussed in Sect. 5.4.5.
Once the initial ambiguity has been fixed, the roving receiver can be moved. Any
loss-of-lock due to obstructions makes a re-initialization necessary.

Most kinematic survey algorithms use the ambiguity resolution on-the-fly as it
allows integer resolution while the antenna is moving. With this approach, no initial
static initialization is required. Once the integer ambiguities have been fixed, all
previous measurements can be calculated back to obtain precise coordinates for
all positions. This surveying technique, which requires dual frequency observations
(L1/L2), makes it possible to perform certain precise environmental monitoring tasks
in a kinematic mode, e.g., monitoring the proposed construction of linear features
such as roads for the purpose of assisting environmental impact assessment (EIA)
discussed in Chap. 13. The integer ambiguity is fixed and preserved for at least four
(preferably five) satellites during the motion of the roving receiver. The accuracy of
this method is about 2–5cm with a possibility of improvement if a longer period of
station observation (i.e., 30 s) is adopted [4, p. 78]. Compared to the kinematic survey,
which allows post-processing (i.e., post processed kinematic, PPK), the accuracy of
RTK is a bit lower. This is due to the time-lag in the transmitted data reaching the
rover, whereas post-processing enables the matching of data, correcting it for some
errors, and also allows the use of precise ephemeris.

In order not to confuse real-time DGPS and RTK, it should be remembered that
DGPS uses code-pseudorange corrections, improving the positioning accuracy from
15 to 5m or less, while RTK uses raw carrier-phases and codes.5 RTK facilitates the
efficient establishment of a series of points in open areas, and even in areas of some
overhead obstructions due to the advent of fast ambiguity resolution techniques.
Unlike DGPS, the fundamental principle of RTK is that the carrier-phase and code
data from the reference station are transmitted to the roving receiver, which then
uses the data from both the roving and reference receivers to form double difference
observations and compute the position of the rover.

Telemetry links form a critical component of RTK systems, over which the data
from the reference receiver are transmitted to the rover.High baud rates and high radio

5Some providers, such as FUGRO in Australia, have started using carrier-phase pseudorange cor-
rections to deliver sub-centimeter accuracy.
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frequencies are required, which limit the extent of the surveys. Reference (control)
stations can normally be obtained from local surveying offices or the appropriate
government agencies. The accuracies of the control points will contribute to the
accuracies of the user’s derived position, particularly when using relative, DGPS or
RTK methods.

Network-RTK : Since most RTK systems require the roving receiver to be within
10km of the base station (assuming similar atmospheric conditions), use of mul-
tiple base stations, i.e., network-RTK, provides an alternative for baselines more
than 10km long. Ambiguities must still be resolvable within seconds or instanta-
neously, up to baselines of 50–100km in length, which requires the consideration
of the orbital and atmospheric (tropospheric and ionospheric) errors. An approach
currently receiving wide attention around the world uses the virtual reference station.
In this approach, the roving receiver is located within the bounds of three or more
reference stations and the observation errors modelled according to the approximate
position of the rover (i.e., AUSPOS and OPUS online processing operational prin-
ciples discussed in Sect. 6.4). Rizos et al. [7] identified some advantages of network
RTK over single-baseline RTK as:

1. Rapid-static and kinematic GPS techniques that could be used over baselines
many tens of kilometers in length.

2. Instantaneous (i.e., single-epoch) on-the-fly ambiguity resolution algorithms
could be used for GPS positioning, at the same time ensuring high accuracy,
availability and reliability for critical applications.

3. Rapid-static positioning is possible using lower-cost, single-frequency GPS
receivers, even over baselines tens of kilometers in length.

5.4.7 Precise Point Positioning (PPP)

Unlike DGPS and RTK positioning approaches that require users to have access
to at least two receivers, precise point positioning (PPP) uses only a single receiver
to achieve cm-level positioning accuracy. The key to this success is its capability to
exploit precise GNSS orbit and clock products during post-processing. The precise
orbit and clock data are provided, e.g., by the International GNSS Service (IGS), Jet
Propulsion Laboratory (JPL), and other commercial sources.

Positioningwith PPP haswidely been based on using precise orbit and clock prod-
ucts at cm-level accuracy to process the ionospheric-free combinations of undiffer-
enced code and phase observation Eqs. (3.5) and (3.6) on p. 37 to estimate positions,
integer ambiguity N , receiver clock bias cδi (t), and the tropospheric effect. It also
requires a number of unconventional corrections such as satellite antenna offset to
mitigate systematic effect that can cause cm-level variation in Eqs. (3.5) and (3.6) [8].
Furthermore, integer ambiguity resolution-enabled precise point positioning (PPP)
are emerging, see e.g., [9, and the reference therein].
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Its advantages compared to DGPS and RTK are [8]:

1. It uses only a single receiver to achieve cm-level accuracy hence removes the
requirement of a reference station and simultaneous observations to the same
satellites from both rover and reference stations. Further, operating range limit is
not an issue.

2. Its use of a global reference frame gives it a global outlook enabling it to provide
much greater consistency than the DGPS whose position are relative to a local
reference station.

3. Its use of a single receiver reduces equipment cost and also makes the approach
less labour intensive.

4. Besides the provision of location-based data, PPP needs to estimate clock and
tropospheric parameters fromEqs. (3.5) and (3.6) thereby providing a newway for
precise time transfer and water vapour estimation using a single GNSS receiver.
The use of water vapour for weather forecasting is discussed in Sect. 11.4.1.

For environmental monitoring applications, besides the provision of location-
based data and water vapour, it could also assist in airborne mapping where ground-
based station are not available. Its limitations, however, include long initialization
time (e.g., 20 min) limiting its use in real-time applications, non integer nature of
the ambiguity terms following the solution of Eqs. (3.5) and (3.6) since they are
corrupted by the satellite and receiver initial phase biases, and the need to access
precise orbit and clock products that may be of concern to some users [8].

5.5 Environmental Surveillance: CORS Monitoring

In Sect. 1.1, surveillance was introduced as the systematic observation of variables
and processes with the aim of producing time series. Indeed, most environmental
events require continuous monitoring in order to analyze time series maps. Such
environmental processes are those that result in changes with time, such as plate
tectonic motion, land submergence or changes in sea levels. As an example, let us
consider a locality like Perth (Australia), which uses groundwater for its domestic
and industrial activities. In order to monitor the environmental impacts of groundwa-
ter extraction, i.e., whether there are some land submergence due to water extraction,
continuous observation of locations of known heights can provide time series maps
which can be analyzed to show any sinking of land. Currently, GPS stations pro-
vide such capability in what is known as a Continuous Operating Reference Station
(CORS).

CORS data support high-accuracy three-dimensional positioning activities useful
in environmental monitoring of spatial motions in time. Its data are also used by
geophysicists, meteorologists, atmospheric and ionospheric scientists, and others in
support of a wide variety of applications [10]. For example,l [11–13] undertook sur-
veillance monitoring of land subsidence in northeast Iran using both GPS and InSAR
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(interferometric synthetic aperture radar) and obtained a 19cm/year subsidence using
both methods (see Sect. 17.4 for more details).

ACORS station is a stationaryGNSS receiver,which is continually collecting data
from visible GNSS satellites on a 24h basis in order to produce its three-dimensional
coordinates (e.g., Fig. 5.12). CORS networks vary in size ranging from regional,
national, to global scales (e.g., the International Global Navigation Satellite System
Service (IGS)). Each individual CORS station is positioned to a very high degree of
accuracy using precise GNSS, satellite laser ranging (SLR), and very long baseline
interferometry (VLBI), thereby enabling them to be used as reference stations to
position other points, besides continuously providing their own positions. Individual
users can also benefit fromCORSnetworks by acquiring data from theCORS stations
within their vicinity to achieve more accurate results (see, Sect. 5.4.4). Perhaps of
importance to environmentalists is the question posed by Rizos [7]:

What if, instead of broadcasting RTK corrections and placing the onus of obtaining a
final solution on users and their equipment, users’ coordinates are determined by a ser-
vice provider?

Fig. 5.12 A GEONET
GNSS-based CORS station
in Japan. Source Geospatial
Information Authority of
Japan
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This is the client-server approach envisaged by Rizos [7] who then states:

Final (position) solutions for all real-time (logged) users could be simply computed as a
by-product of the continuous network processes, all the time satisfying the quality and
integrity criteria implemented at the network administrator level. Note that improved accu-
racy and reliability of the user coordinates can be expected if GPS data is processed in
the network mode, rather than as individual baselines as is the case for standard RTK-type
techniques. In addition, precise ultra-rapid IGS ephemerides can be used in the network
computations instead of the broadcast ephemeris.

The feasibility of Rizos’ proposed model (see e.g., Sect. 6.4) will enormously
benefit environmentalists who would then have to only send their data to a central
processing unit and receive their final products in the form of their receiver positions.

Examples ofCORS-typenetworks include the JapaneseGEONET(e.g., Fig. 5.14),
Germany’s Satellite Positioning Service (SAPOS), and the US’s National Spatial
Reference System (NSRS; Fig. 5.13), which comprised a network of over 1,350 sites
in 2008 and is growing at a rate of about 15 sites per month [10]. Two scenarios
of CORS made up of 1450 stations (as of May 2010) are presented: the National
CORS systemmade up of over 988 stations and run by the National Geodetic Survey

Fig. 5.13 NSRS CORS stations as of May 2008. Source Snay and Soler [10]
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(NGS), and a collaborative network comprisingmore than 200 organizations.6 CORS
observational data are freely provided to the user community via the Internet and
are capable of supporting high-accuracy positioning requirements. In addition to
enhancing geospatial positioning, applications using CORS data include the follow-
ing [14];

• a critical role in defining the nation’s geodetic reference system,
• the ability to characterize the free electron content of the ionosphere, and
• an important source of precipitable water vapor input to meteorological forecasts.

The last two are environmental monitoring related tasks. Snay and Soler [10] sum-
marize the history, applications, and future prospects of the NSRS-CORS network
by describing the more important contributions of the CORS system to the scientific
community. Some of the uses of CORS documented e.g., by Snay and Soler [10],
which may be of benefit to environmental monitoring tasks include;

• Upgradingnational geodetic reference systems (e.g., Sect. 5.6). Snay andSoler [10]
report on the upgrading of the US based national geodetic system with the help of
CORS coordinates that were held fixed in the adjustment process.

• Assessing GNSS observational accuracies. With a well-established network of
CORS stations, it is possible to design experiments that are aimed at improv-
ing GNSS positioning methodologies within a relative positioning framework,
e.g., [10].

• Multipath studies. In this regard, the CORS network could be used for instance
to investigate further possibilities of minimizing positioning errors resulting from
multipath discussed in Sect. 3.4.4. Snay and Soler [10] report on how CORS sta-
tions were used to evaluate the amount of multipath occurring at each of the
more than 390 sites, where the most and least affected sites were identified in the
network, different receiver/antenna combinations compared, and those sites that
appeared to be severely affected by multipath more closely investigated.

• Crustal motion monitoring. This could be the most visible environmental monitor-
ing application of CORS stations where the horizontal and vertical motion of the
Earth’s surface is monitored to mitigate, e.g., the impacts of earthquakes, tsunamis
and other disasters resulting from plate motions, as we will see in Chap. 17. For
this, many CORS stations provide velocities that are useful in indicating plate
motions and time information.

• Sea level change monitoring. The variations of vertical crustal velocities at CORS
sites near tide gauge stations may be used to determine the “absolute” sea level
change with respect to the International Terrestrial Reference Frame (ITRF). This
type of analysis was impossible to conduct before the proliferation of CORS in
coastal areas [10]. This application is discussed further in Sect. 17.2.3.

• Atmospheric monitoring. CORS are currently contributing to the new field of
GNSS-meteorology (see Sect. 9.2.1). Besides their application to GNSS-
meteorology, CORS stations could be useful in ionospheric studies as discussed,
e.g., by [10].

6http://www.ngs.noaa.gov/CORS/.

http://www.ngs.noaa.gov/CORS/
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• Support of remote sensing applications. CORS stations have been used to support
remote sensing applications such as the accurate positioningof aircraft employed in
aerial mapping in order to improve the reliability of photogrammetric restitution,
especially for large-scale aerial surveys over remote or inaccessible terrain. It
may then be implemented for georeferencing landmarks from the air with digital
cameras, as well as being applied to a broad range of mapping technologies,
such as scanning radar, light detection and ranging (LiDAR), inertial systems,
interferometric synthetic aperture radar (InSAR), and/or sonar [10].

To date, Japan’s distribution of CORS stations is the most numerous and dens-
est in the world. This network, known as GEONET (Fig. 5.14), is used mainly for
geodynamic/geophysical monitoring around Japan where four tectonic plates are
interacting with each other, i.e., the monitoring of earthquakes and volcanic haz-
ards [15, 16].

Matsuzaka [15] points to the fact that 1200 GEONET CORS stations with an
average spacing of 20–30km between stations are operational in order to realize the
system’s desired use. This network has been operational since 1994 under the con-
trol of the Geospatial Information Authority of Japan (GSI), providing precise daily
coordinates of all stations, with which displacement and strain rates are calculated
nationwide, thereby revealing the various characteristics of tectonic deformation in
the Japanese islands [17]. Japan has also undertaken several measures to improve
the quality of data collected, including creating a double cylindrical structure of
observation pillar to reduce thermal effects (see Fig. 5.12), unification of antenna
types to reduce multipath and a better analysis strategy to obtain more reliable and
accurate solutions [15]. A typical GEONET station consists of a 5m pillar, choker-
ing antenna, 24h observations, 1Hz sampling rate and real-time data transfer (e.g.,
Fig. 5.12). These attributes enable Japan to measure tectonic plate movements and
“slips” occurring along fault lines to a high degree of accuracy (post-processed
±2mm) [15].

SAPOS comprises a network of more than 250 CORS stations7 run by the
German State Survey for the purpose of supporting cadastral surveying, engineering
surveying, private industry sector applications (e.g., transport fleet management),
emergency guidance systems (e.g., police, fire and radio) and deformation mea-
surements [18]. The average spacing between the stations is 50km. Various quality
control measures carried out allow a precision of the order of 1cm to 5m in real-time
positioning, see e.g., [19].

CORS Networks in Australia are at the development stage. Australia-wide, there
are several CORS networks in place. The Australian Fiducial Network (AFN) con-
sists of 8 CORS stations, which together with a further 8 CORS stations, both on
the Australian continent and offshore, form the Australian Regional GPS Network
(ARGN) [20]. The network has reached a global accuracy of a few centimeters which
is sufficient for the designed purpose. Besides this, several Australian states and cities
have begun installing their own CORS networks, e.g., Victoria’s VICPOS. Some of

7http://www.sapos.de/pdf/Flyer/2004Flyer_e.pdf.

http://www.sapos.de/pdf/Flyer/2004Flyer_e.pdf
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Fig. 5.14 GEONET CORS stations. GEONET data are used in various disaster related meetings
and geophysical model estimation of crustal activities and thus are reflected in the decision making
process to cope with the disaster as well as the scientific researches. Source Matsuzaka [15]

the CORS stations in VICPOS are also incorporated in MELBPOS, a CORS net-
work specifically for Melbourne. Sydney also has a specific CORS network named
SYDNET.

Densification of the Australian CORS network is currently ongoing, as indicated
in Fig. 5.15 which shows the proposed Australian CORS network that is designed to
cater for the needs of most of the populated areas of the country. This network would
allow a maximum baseline length of 200km spatial coverage. To be able to position
with the online based AUSPOS discussed in Sect. 6.4, the number of stations that
a user can access within the proposed baseline length of 200km are illustrated in
Fig. 5.16.
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Fig. 5.15 Coverage by the proposed Australian national CORS network (baseline length 200km).
Source Wallace [21]

Fig. 5.16 Station overlap for 200km baseline. Source Wallace [21]
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5.6 Coordinate Reference System

The preceding sections have dwelt with the measurement techniques and variables
used with GNSS. What has not been discussed at length is that these measurements
have to refer to some coordinate system. From a social perspective, human beings
have names that identify them, as do places and biological species. When we talk
of GNSS providing locations, how therefore do we refer to them? The answer lies
in the concept of a Coordinate Reference System, which is comprised of a datum,
coordinate system and map projection .

5.6.1 Datum

A datum, a mathematical figure (ellipsoid) that enables measurements and compu-
tations to be undertaken on the surface of the Earth, is defined by its size, shape,
location and orientation, and its relation to the geoid by means of geoid undulation
and deflection of the vertical [22, p. 29]. This is necessitated by the fact that the
topographical surface of the Earth is irregular and unfit to be used for computations.
For simple tasks, a sphere is normally used to approximate the Earth. In more pre-
cise work, such as GNSS measurements and computations, however, an ellipsoid of
revolutions (e.g., Fig. 5.17) is normally used. An ellipsoid of revolution is simply
a bi-axial ellipsoid defined by the axes {a, b} rotated around the minor axes {b}.
Besides these axes, the ellipsoid has to have an origin. For the case where this origin
coincides with the center of mass of the Earth, it is called a geocentric ellipsoid.
The ellipsoid thus becomes a reference surface for horizontal positioning. A well-
positioned reference ellipsoid has two axes defining the dimensions of the ellipsoid,
three parameters defining its origin, and three parameters defining the orientation in
space. All together, these form a geodetic datum [4, p. 48] or simply a reference ellip-
soid. A geodetic datum as defined above will therefore give the horizontal position
(two-dimensional) of any location on Earth.

Some environmental monitoring tasks, such as land subsidence, change in sea
level, or the amount of siltation in a lake, require information on heights with respect
to some reference. This reference is often known as the vertical datum, whose defi-
nition uses the sea level. If sea level in a coastal area is measured by tide gauges and
averaged over a period of time (i.e., several years), amean sea level MSL is obtained.
Now, let us project this MSL through the Earth such that it passes through the con-
tinents (e.g., Fig. 5.18), as if there were canals all the way through the continents.
The obtained surface is called a geoid, and is defined as an equipotential surface
approximating mean sea level, and is the vertical datum. Height measurements in
local systems are normally measured with respect to this datum or simply the MSL,
hence it is common to give readings above MSL.
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Fig. 5.17 Reference ellipsoid: Point P on the Earth’s topographic surface and its corresponding
point p on the Reference ellipsoid of revolution with semi-major axis a and semi-minor axis b.
Source Awange and Grafarend [23]

GNSS position of point P is given 
with reference to the ellipsoid, i.e., 
p p hp. 

GNSS heights (h) have to be 
converted to orthometric heights (Hp)
using the geoid undulations (N). 

Fig. 5.18 Top Vertical datum–the geoid (the blue line). The black continuous line gives the topo-
graphical surface while the red dotted line gives the ellipsoid (i.e., a mathematical approximation of
the geoid) upon which the GNSS heights are referred, hence known as ellipsoidal heights. Bottom
The geoid and reference ellipsoid ( c©ESA, figure modified by D. Rieser [24]). For practical use,
these measured ellipsoidal heights have to be converted to orthometric (i.e., heights measured with
respect to the geoid)



5.6 Coordinate Reference System 89

Unlike the traditionally used heights (orthometric heights), which are normally
referred toMSL as a reference, GNSS heights are normally measured with respect to
the reference ellipsoid. The shape of the geoid is complex, determined by the Earth’s
gravity field. Therefore, when using GNSS for vertical positioning, knowledge of
the geoid-ellipsoid separation (i.e., (h − H) in Fig. 5.18), is highly desirable, if not
essential. For surveys over small areas (e.g., up to 10km), it is often acceptable to
use an approximation to the geoid. This method makes use of the fact that the geoid
height does not vary that much over these distances.

In traditional surveying methods, the horizontal and vertical positions are deter-
mined separately. With GNSS positioning, however, both the vertical and horizontal
positions are obtained from the same set of measurements. For instance, the position
of point P in Fig. 5.18 would be given by GNSS as {φ,λ, h}. The height h is, how-
ever, measured with respect to the reference ellipsoid. Of interest is the height with
respect to the geoid, i.e., H . In this case, we have to subtract the geoid undulation
from the measured ellipsoidal GNSS height h to obtain the physical height H above
the MSL (geoid).

In Australia, for example, the AUSgeoid98 model developed by Featherstone
et al. [25] gives this geoid undulation, and is incorporated in most commercial GNSS
processing software.Duringpost-processingofGNSSdata inAustralia, themeasured
GNSS ellipsoidal heights are converted to orthometric heights using AUSgeoid09,
which is an updated version of Ausgeoid98 model. A new version of Ausgeoid09,
i.e., Ausgeoid20 is planned for 2020.

5.6.2 Coordinate Systems

A coordinate system is a set of rules that state the correspondencebetween coordinates
and points; a coordinate is one of the set of the N numbers individuating the location
of a point in an N -dimensional space. A coordinate system is defined once a point
of known origin, a set of N lines, known as axes, all passing through the origin and
having a well-known relationship to each other, and a unit length are established [26,
p. 17]. A coordinate system is thus a set of rules that specify the locations (also
called the coordinates of points), see e.g., Fig. 5.19 [4, p. 49]. Coordinate systems
are normally:

• One-dimension (e.g., the 1D heights or sea level tide gauge readings); two-
dimensions (e.g., the 2D position of points in Easting and Northing); or three-
dimensions (e.g., the 3D position of points in latitude φ, longitude λ, and height h).
GNSS positioning will always give 3D coordinates of points either in geographical
form (φ,λ, h) or Cartesian form (X,Y, Z). Transformation between geographical
and Cartesian are documented, e.g., in [23, 27].
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Fig. 5.19 A coordinate
system

• Refer to reference surfaces.Many countries have their own local reference surfaces
(i.e., their own origins and axes parameters). For GNSS positioning, the reference
surface is always an ellipsoid of revolution known as the World Geodetic System
84 (WGS-84).

A reference system is the conceptual idea of a particular coordinate system,
whereas a reference frame is the practical realization of a reference system through
observations and measurements (affected by errors), which means that a reference
frame is a list of coordinates and velocities of stations (related to tectonic plate
motion) placed in the area of interest, together with the estimated level of errors in
those values [26, p. 18]. An example of a 3D geocentric coordinate system is the
Conventional Terrestrial Reference System (CTRS) whose origin coincides with the
center of the Earth. The z-axis points towards the conventional terrestrial reference
pole (i.e., mean of the pole during the period 1900–1905), the x-axis points in the
direction of the Greenwich meridian and the y-axis is perpendicular to the x − z-
plane, thus completing a right-handed system (Fig. 5.19). To be of use, the CTRS
must be positioned with respect to the Earth, a task often undertaken by assigning
coordinates to selected points (stations) on the Earth’s surface. The assignment of
coordinates, i.e., realization, is often achieved using accurate geodetic techniques
such as GNSS, VLBI and SLR.

The International Terrestrial Reference Frame (ITRF) is one of the CTRS com-
monly used and is realized throughGPS and other geodeticmeasurements of globally
distributed stations. It is maintained by the IERS (International Earth Rotation Ser-
vice) under the auspices of the IAG (International Association of Geodesy) and is
updated every 1–3years to achieve the highest level of accuracy and, often refers to
the particular time of updating, e.g., ITRF2005 as per 2005. This therefore means
that ITRFs are dynamic in nature with the coordinates changing due to plate tectonic
motions. They are only valid for a specific period (epoch) and incorporate velocity
information to update other epochs.
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The WGS-84 established in 1984 is a 3D system that is used in an Earth-Centered
Earth-fixed (ECEF) reference frame. It is defined as [26, p. 22]:

• Its origin is at the center of mass, the Z axis points towards the direction of the
International Earth Rotation Service (IERS) reference pole (IRP), which corre-
sponds to the direction of the BIH (Bureau International de l’Heure) Conventional
Terrestrial Pole (CTP) at the epoch 1984.0 with uncertainty of 0.005”.

• The X axis is defined by the intersection of the IERS reference meridian and the
plane passing through the origin and normal to the Z axis.

• The Y axis completes a right-handed, ECEF orthogonal coordinate system.

The satellite positions sent via the navigation message discussed in Sect. 3.3.1, i.e.,
the broadcast ephemeris, are with respect to the WGS-84 system. Any user whose
positions values are based on broadcast ephemeris will thus obtain the receiver’s
position in theWGS-84 system [4, p. 52]. TheWGS-84 system was originally estab-
lished using a number of Doppler stations and has since been updated to bring it to
ITRF as close as possible [4, p. 49]. This has since seen the WGS-84 system evolve
to being a dynamic system. If users work with the precise ephemeris obtained from
the IGS (International GNSS Service), see e.g., [28], then their coordinates will be
in the ITRF reference system.

Datum transformations are the conversionof coordinates fromone form to another,
i.e., WGS-84 to local systems. This is necessitated by the fact that old maps in most
countries were done in local systems (e.g., separate horizontal and vertical datums).
Normally, there exists transformation parameters that are used for these transfor-
mations, see e.g., Awange and Grafarend [23] and Awange and Palancz [29]. Most
GNSS processing software have in-built transformation algorithms that undertakes
this task.

5.6.3 Map Projection

Finally, once the datum (ellipsoid of revolution) and the coordinate system for ref-
erencing the locations have been chosen, an appropriate mathematical method of
transferring locations from the idealized Earth model to the chosen planar coordi-
nate system must be chosen, a procedure known as map projection. Map projections
are thus the representation of objects and information on a curved surface in a plane
using mathematical and geometric relations (see Fig. 5.20). Detailed discussion on
map projection can be found, e.g., in Grafarend and Krumm [30].
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Fig. 5.20 Map projection, i.e., representation of the information of a curved surface such as a
sphere on a plane

5.7 Concluding Remarks

This chapter has presented some of the GNSS field techniques that are essential
for measuring key indicators for environmental monitoring, e.g., the precise point
positioning, which will likely benefit from increased satellites that will provide more
orbital and clock products. Essentially, kinematic GNSS surveying refers to taking
measurements while the receivers are ‘on the move’ and can be operated either
in single point positioning mode or continuous positioning mode. In single point
positioning mode the user holds the antenna stationary over a point for a set period
of time, normally between 10s and 5min, depending on the satellite geometry and
the number of satellites visible. Over baselines of less than 5km, this mode will
generally deliver coordinate accuracies similar to fast-static methods, although the
antenna height errors are magnified due to the fact that the antenna is in motion and
not fixed.

In continuous positioning mode, the user may move around an area of interest
logging data at time intervals suitable for the needs of the survey. This mode is good
for topographic mapping discussed in Chap.8, boundary definition (e.g., Fig. 5.8),
and other types of survey that may require rapid data collection within points sur-
rounding a reference station. Over short baselines (<5km), horizontal point accuracy
is at the 1–3cm level, depending on satellite geometry, number of satellites and the
multipath environment. As with all GNSS observation techniques, height accuracy
is slightly worse.

Kinematic data can be post-processed (e.g., post-processing kinematics; PPK) or
have results given in real-time (real-time kinematic; RTK). PPK differs from RTK
in the following ways:
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• PPK surveys logs raw GNSS code and carrier-phase data on the hard disks at their
base and roving receivers. For RTK, base stations do not log data, but the roving
receivers log the coordinates of the points visited and receives data from reference
station via communication link.

• A communication link is required for RTK systems between the reference station
and rover receivers to transmit the raw phase data from the base to the rover, while
for PPK, this is not required.

• Once the raw data has been received by the roving receivers in RTK, all data
processing and analysis are done ‘on board’ whilst in the field, while PPK process-
ing is performed back in the office using proprietary processing software.

• With a communications link comes additional hardware and firmware, which
makes RTK systems more expensive compared to PPK systems.

• Post-processing in PPK enables the use of precise ephemeris from the IGS and
the possibility of removing cycle slip errors, thereby giving more accurate results
compared to RTK, which uses broadcast ephemeris.

• Advantages of RTK for environmental monitoring include rapid and efficient data
collection that provide results in real-time.

In summary, real-time satellite positioning can be achieved at three levels of accuracy
for navigation.

1. Low-accuracy, real-time positions are given by any stand-alone receiver.
2. DGPS uses telemetry of C/A-code pseudorange corrections to give improved

2–5m-level positioning and 0.1m/s velocity accuracies of the roving receiver.
This is of use in applications such as airborne magnetic surveying or remote
sensing. Real-time DGPS is robust due to its use of the unambiguous codes,
which are not as susceptible to loss of satellite lock as the carrier-phases.

3. The highest accuracy real-time requirements, 10cm positioning and 0.01m/s
velocity are offered by real-time pure kinematic relative GPS. Its applications
include accurate marine and airborne navigation and precise hydrographic sur-
veying. On land, detailed survey grids can be established in the field to better than
5cm. This is an example of RTK, where the real-time capability requires only
one visit to the field.

4. Kinematic surveys (Sect. 4.3.1) using carrier-phases can position the roving
receiver with respect to the stationary reference receiver to better than 10cm.

5. GPS positioning accuracy depending on position mode and measurement types
used are listed below:

• Kinematic point positioning (code) ∼15–20m.
• Static (autonomous) point positioning (code) 5–15m.
• Kinematic relative positioning (DGPS) 3–5m.
• Kinematic relative positioning (carrier-phase)<10cm.
• Static relative positioning (code) 0.5–1m.
• Static relative positioning (carrier-phase) mm-cm level.
• RTK surveying 10cm.
• WADGPS has accuracy of about 7m.
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Chapter 6
Data Processing and Adjustment

Pauca des Matura –a few but ripe –
C. F. Gauss

6.1 Introductory Remarks

In this chapter, the necessary data processing or post-processing following field mea-
surements is presented. First, the general procedures undertaken to process baseline
data are considered, followed by the adjustment of network observations. Network
observations, as was illustrated in Fig. 5.8 on 70, play an important role in moni-
toring the spatial motion of the land surface, and as such, an understanding of their
adjustment is essential. Besides showing how the observed GPS data are processed,
the chapter also presents the basics of least squares solutions, which facilitates the
adjustment of the observations, and looks at the quality assessment factors that need
to be considered after an adjustment. In general, most commercial processing soft-
ware will generate solutions once approximate positions of the occupied points, and
observational data are available.

6.2 Processing of Observations

6.2.1 Data

Satellite observations will be useless unless they can be properly processed in a
form that can lead to some meaningful solutions relevant to environmental monitor-
ing. Data processing generally proceeds in three steps (Fig. 6.1, left). The first step
involves transferring the data from the GNSS receiver or data collection device to
the computer for processing and archiving.Most commercial software are automated
and have user interactive options for transferring the data. As we have already seen,
there exist several types of GNSS receivers that can be used for data collection. With
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Data handling steps Data processing procedure

Fig. 6.1 Left GNSS data handling steps. Right data processing steps

the full operational capability of additional GNSS satellites (see Chap. 2), there will
certainly be more receivers on the market for civilian use. These receivers normally
come with their own commercial vendor processing software. For example, Trimble
receivers come with the Trimble Business Center (TBC) for processing the data.

Where multiple receivers of different types are employed in a GNSS campaign,
data from all these receivers should first be converted into a format that can be under-
stood independent of the source receiver. This format is the RINEX (Receiver INde-
pendent EXchange Format), which can be automatically performed by most vendor
software. For example, Trimble receivers will save GNSS data with an extension
‘file.dat’, while Sokkia receivers will save their data with an extension ‘file.PDC’,
both of which are in binary, which must then be converted into RINEX format, an
ASCII (American Standard Code for Information Interchange) type of data before
processing. Once the data are in RINEX format, they can then be processed using
any software.

Once the data has been transferred to a computer, the next step is preprocessing,
which is dependent upon the type of the data collected, e.g., static, and the type of ini-
tialization (see Sect. 5.4.5). Preprocessing consists of editing the data to ensure data
quality, and determining the ephemeris, where one has to choose between broadcast
and precise ephemeris (see Sect. 3.4.1) when post-processing baseline carrier-phase
observations. Autonomous hand-held receivers that use code measurements require
no post-processing, since this is automatically recorded during field operations. Edit-
ing activities done include the identification and elimination of cycle slips, editing
gaps in information, and checking station names and antenna heights. In addition,
elevation mask angles should be set during this phase, along with options to select
tropospheric and ionospheric models [1].
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6.2.2 Baseline Processing

6.2.2.1 Cycle Slips: Detection and Repair

When collecting data by GNSS methods, cycle slip is said to occur when a receiver
loses it’s ‘grip’ or ‘lock’ on a satellite. Hoffman–Wellenhof [2] define cycle slip
as a discontinuity or a jump in the GNSS carrier-phase measurement by an integer
number of cycles caused by temporary loss of signal. Signal loss can occur as a result
of one of the following factors:

• Obstruction from trees, buildings, etc.
• Lowsignal to noise ratio due to ionospheric effects,multipath or lowGNSSsatellite
elevation.

• Software failure in the receiver.
• Severe ionospheric disturbances, radio interference, and high receiver dynamics.

Once cycle slip occur during a GNSS survey, the integer count has to be re-
initialized by an equivalent “jump” Cycle. Cycle slips occur independently in L1
and L2 carriers. All observations thereafter have to be shifted by the same integer
number of cycles.

During data processing, editing and correcting for cycle slip errors is one of the
major tasks that has to be undertaken to achieve quality output. In general, the detec-
tion and correction of cycle slips becomes easy when using dual frequencies and
differenced data in a static mode. This is due to the fact that dual frequencies pro-
vide the possibility of linear combinations that give residuals that can be analyzed to
diagnose cycle slip errors. Short baselines are preferable as the effect of atmospheric
errors (ionospheric) easily cancel, thus isolating cycle slip errors. When the data is
post-processed, the detection becomes much easier as opposed to real-time position-
ing since cycle slips are always indicated by gaps in the data. Such gaps have to be
deleted before the data is fully processed.

Cycle slips could also be detected and corrected using the Kalman Filtering
approach [2]. Correction of cycle slips ensures that the observations to be used in
baseline and network adjustments are free from signals gaps. Automated procedures
for correcting cycle slips exist in commercial software.

6.2.2.2 Ambiguity Resolution

In Sect. 4.2, the concept of integer ambiguity was introduced (e.g., Fig. 4.1, p. 47).
In this section, it is considered in more detail. When measuring pseudoranges using
carrier-phases, when the receiver is first switched on, what is measured is the car-
rier ‘beat’ phase, which is the difference between the satellite-sent phase and the
receiver-generated phase. The initial integer number of cycles between the satellite
and receiver’s antenna, i.e., the integer cycle ambiguity N , is not known. For each
satellite-receiver observation, as long as the receiver maintains phase-lock to the
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satellite during observations, there exist one integer ambiguity value. Its determina-
tion is essential to ensure high quality in the estimated parameters (e.g., positions,
temperatures and pressures), which are required for high accuracy environmental
tasks (e.g., monitoring sea level changes and global warming).

Generally, there are three steps to ambiguity resolution. From the float solution
discussed in Sect. 6.2.3, potential integers values of N are generated. This can be
achieved if the coordinates of one station (i.e., the reference station) are known
so as to give an approximate baseline length, or by differencing code- and phase-
pseudorange equations. For static positioning, float solutions are used, whereas for
the kinematic approach, code-pseudorange solutions can be adopted.Once the integer
candidates of N have been generated in the first step, the correct integer combinations
are then selected in the second step such that the sum of the squares of the residual is a
minimum. This is done by inserting the selected integers in the initial equations, and
assessing in the third stepwhether the obtained residuals are the smallest. Approaches
for ambiguity determination can generally be grouped into four types; geometrical
approach, code-phase combinations, search approach, and a combination of these
approaches. The most commonly used search method is known as the LAMBDA
method developed by Teunissen [3]. For detailed discussion on these approaches,
we refer to [4].

6.2.3 Solution Types

6.2.3.1 Float and Fixed Solutions

Integer ambiguity N resolution determines whether a float or fixed solution has been
achieved during data processing (Fig. 6.2). A float solution is where the ambiguity
is determined together with other unknowns {X, Y, Z , cδt} (Eq.6.17, p. 111) and
is normally a real number. Because of this, the term ambiguity free solution is
sometimes used. The estimated parameters will, however, be of a lower accuracy
compared to those of the fixed solution, but at least better than those from triple
differencing (e.g., Fig. 4.9 on p. 57). Ambiguity-free solutions are, however, useful
for obtaining fixed solutions. The resultant solution (baseline vector) produced when
differenced carrier-phase observations resolve the cycle ambiguity is thus called a
“fixed” solution, with the exact cycle ambiguity no longer needed to be known to
produce a solution [1]. In fixed solutions, also known as ambiguity-fixed solutions,
the actual integer values are first determined, fixed, and then used in the adjustment
(Eq.6.17, p. 111). This leaves only the position parameters {X, Y, Z} and the receiver
clock bias term cδt to be determined. Fixed solutions normally lead to more accurate
position. However, when the cycle ambiguities cannot be resolved, which sometimes
occurs when a baseline distance is greater than 75km in length, a float solution may
actually be the best option [1].
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Fig. 6.2 Float and fixed GNSS solutions

Single baseline Mul -baseline

Fig. 6.3 Left Single baseline. Right Multi-baselines. The coordinates of a station A are known and
fixed, while those of B, C, and D are unknown

6.2.3.2 Baseline Solutions

For single baselines (e.g., Fig. 6.3, left), the processing (see Fig. 6.1, left) deals with
each baseline individually, or processes all baselines through a joint adjustment. The
final results depends on howwell the ambiguities and other errors are handled. Com-
mercial baseline reduction software have a variety of options that are automatically
(or manually) set to determine the most “optimum” solution where, after an initial
code solution is performed, a triple differencing is carried out followed by a double
differencing (e.g., Figs. 4.8 and 4.9 on p. 57) leading to a fixed solution in the event
that the integer ambiguities are successfully resolved [1]. Correlations between the
baselines are not necessarily taken into consideration except for network adjustment,
where they provide weight information (see Sect. 6.2.5).

If n GNSS satellites are observed, n(n − 1)/2 baselines will be adjusted with the
double-differencing offering the best solutions due to the fact that the integer nature
of the ambiguities are preserved.Most commercial software offer baseline processing
capabilities and normally provide different types of solutions, e.g., L1 Fixed (only
the L1 signal is used to derive the solution), Ionospheric-Free Fixed (both the L1
and L2 signals are used to remove ionospheric errors (e.g. Sect. 3.4.3)), and float
(see Sect. 6.2.3.1). In addition, the packages attempt to perform the most accurate
fixed solution for short lines (e.g., less than 15km for single-frequency and less than
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30km for dual-frequency receivers) [1]. As was discussed in Sect. 3.4, positioning
accuracy will depend on howwell the errors are managed. In general triple difference
accuracies are less than those of fixed and float solutions.

For baselines longer than 30–50km, if the fixed solution is not deemed to be
reliable (based on various quality indicators discussed below), then the default float
solutionmay be used. Although it is not as accurate as the fixed solution, if the session
time is long enough (e.g., 1 to 2h), it will still be fairly accurate, e.g., 20–50mm
for lines less than 75km [1]. After the baseline solutions, users can then assess the
reliability of the obtained solution from numerous statistical and graphical displays
by the commercial software.

6.2.4 Quality Assessment

The output of data processing from most commercial software will often consist
of positions (whose accuracy is a function of the items in Fig. 6.4), covariances
and residuals. Covariances are often provided in the dispersion matrix (Eq. 6.18),
which enables the analysis of the quality of the estimated positions. The square roots
of the diagonals of the dispersion matrices give the standard deviations (discussed
below). The dispersion matrix can also be used to construct error ellipses useful
for the analysis of the estimates (e.g., Fig. 6.5), and also to generate the dilution of
precision. Commercial software have set criteria upon which they base any decision
to reject bad observations or output. The software compare solutions from triple, float,
fixed, single baseline and multi-baselines to obtain the most optimum solution. The

Fig. 6.4 The accuracy of the derived values are dependent upon the geometry of the satellites, the
accuracy of the position of the reference stations, the quality of the observations, and how well the
errors have been managed. In this figure, for example, satellite geometry no. 2 is better than 1
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following quality assessment factors are what various software base their acceptance
criteria upon [1]:

• Variance ratio: A fixed solution indicates that the integer ambiguity has been
successfully resolved. Most software will compute the variance of each integer
ambiguity solution and compares the solution with the lowest variance to the next
higher variance solution. The software then impose a minimum value of the ratio
that must be exceeded, else the processor reverts to the float solution.

• Reference variance: Also known as the variance of unit weight, this value indicates
how well the computed errors in the solution compare with the a priori values for a
typical baseline. A value of 1.0 indicates a good solution. Values over 1.0 indicate
that the observed data were worse. Baselines with higher reference variances and
lower variance ratios need to be checked for possible problems (e.g., cycle slips
discussed in Sect. 6.2.2.1).

• Root-mean-square (RMS): This is a quality factor that helps the user determine
which vector solution (triple, float or fixed) to use in the adjustment and is usually
stated at a 95% confidence level. It is dependent on baseline length, the time
over which the baseline was observed, as well as ionospheric, tropospheric and
multipath errors. A lower RMS may not always indicate a good result, but will
provide a judgement on the quality of the data used in the post-processed baseline
vector.

• Repeatability: Redundant lines should agree to a level of accuracy that GNSS
is capable of measuring to. Residual plots depict the data quality of individual
satellite signals and typically vary ±5mm from the mean, with those exceeding
±15mm being suspect. If the quality assessment above are not met, one may
consider removing some or all of the baselines of a session, changing the elevation
mask, removing one or more satellites solutions and/or, if necessary, re-observe
the baseline.

• Accuracy: Indicates how close a measure or group of measures are from the “true”
value.

• Precision: This is how close a group or sample of measurements are to each
other or to their mean. A low standard deviation will indicate a high precision.
Measurements can have high precision, but a low accuracy.

• Standard deviation: This is a range of how close the measured values are from the
arithmetic average. It is obtained by taking the square root of the variance, and is
sometimes known as the “standard error”, though the two are slightly different.
A lower standard deviation indicate that the observation measurements are close
together.

6.2.5 Adjustment of GNSS Network Surveys

Network adjustment often follows baseline processing, which provide the covari-
ance matrices used as weights in the adjustment. Where the correlations between
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A-Fixed D-Common

B
C F

E

Session 1
Session 2

Fig. 6.5 Accuracy control through error ellipses, where the smaller the ellipse themore accurate the
solution. Stations near the control points have smaller ellipses. Session 1 entails observing network
A, B, C and D, while session 2 entails network C, D, E, and F

Single baseline adjustment Mul -baseline adjustment

Fig. 6.6 Left Single session solution. Right Multi-session solution. See, Fig. 6.5 for definition of a
session

baselines are considered, processing is performed first using primary, and then sec-
ondary adjustments steps. The primary adjustment step consists of baseline process-
ing, while the secondary adjustment step utilizes the raw baseline distances and
variance-covariance information obtained from the primary adjustment to improve
on the results. Processing can be done for a single session that comprises a single
baseline where one station is fixed (i.e., the coordinates are known) while the coor-
dinates of the other stations are unknown (Fig. 6.3, left), or multi-baselines where
the baselines are interconnected (Fig. 6.3, right). Figure 6.6 provides a summary of
single session processing.

In practise, it may happen for one reason or another that a session survey (e.g.,
A, B, C, and D in Fig. 6.5) is not completed, necessitating continuing the survey
to C, D, E and F at another time. In this case, two sessions are involved and a
multi-session processing is adopted. Both adjustment procedures are treated, e.g.,
in [5, 6]. Similarly to the single session adjustment, the positions obtained from the
primary adjustment provide the weights used in the secondary adjustment. The only
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exception is that the double differencing functional model used requires at least 1
common station between the sessions.

Two types of adjustment are presented in [1] as free and constrained (fixed)
network adjustment. A Free network adjustment fixes one point and for this reason,
is known also asminimally constrained. It is useful for assessing the internal accuracy
of the observed network. If the fixed point is given arbitrary values and a GNSS loop
survey is carried out with respect to it (i,e., starting from point A, through to B, C,
D, and then back to A in Fig. 6.5), the sum of the vector parameters should be zero.
Any misclose of the loop (i.e., the non-zero sum of vectors) will indicate internal
reliability. A Free network, therefore, is vital for removing poor quality observations.
Constrained (fixed) adjustment on its part fixes two or more points and assesses
external reliability with respect to these external fixed (reference) control points
(e.g., point A in Fig. 6.5). Care must be taken since these external control points also
come with their own accuracies (i.e., they are not absolute-error free), which may
be lower than those of GNSS. For adjustment, it is recommended first to process the
baseline, then the free network adjustment and finally the constrained adjustment.
Baseline data provides input data plus weights (from the standard deviations).

In undertaking GNSS surveys, it is advisable that they be adjusted and analyzed
relative to their internal consistency and external fit with existing control points. The
internal consistency adjustment (i.e., free or minimally constrained adjustment) is
important from a contract compliance standpoint, while the final, or constrained,
adjustment fits the GNSS survey to the existing network. This is not always eas-
ily accomplished since existing networks often have lower relative accuracies than
the GNSS observations being fitted. An evaluation of a survey’s adequacy should
therefore not be based solely on the results of a constrained adjustment [1].

6.3 Least Squares Solution

InChap.4, variousways ofmodellingGNSSobservationswith the aimof eliminating
orminimizing errorswere discussed.Although systematic biases can be eliminated or
corrected, randomerrors associatedwith observations normally remain andhave to be
taken care of through an adjustment procedure.Through such adjustment, coordinates
and receiver clock parameters can be estimated. In this section, we present the basics
of the “least squares” estimation method used in most commercial GNSS processing
software.

In this chapter, the term estimation has been repeatedly used. But what exactly is
estimation? In environmental monitoring, observations are normally collected with
the aim of finding or measuring changes in some desired environmental parameters
to assess specific tasks, e.g., compliance with a given legislation or policy, spatial or
temporal changes, or predicting the environmental impact of a proposed project. If
we take the case of surface displacement due to earthquakes for example, GNSSmea-
surements would be undertaken with the aim of determining the extent of the surface
movement. As was pointed out in Sect. 5.4.2, the desired environmental parameters
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for monitoring spatial changes are the relative motion of positions (ΔX,ΔY,ΔZ )
with respect to some fixed network of controls (reference) points established before
the event of concern using the BACI (Before-After-Control-Impact) monitoring
model (1-1 in p. 1). In general, these relative change in position would be the
“unknown parameters” and the process of obtaining them through an adjustment
criteria is known as the “estimation of parameters”.

With improvement in instrumentation, more observations are often collected than
the unknowns. For deformable surfaces beingmonitored, such as is the case inmining
areas, or structures (e.g., bridges), several observation pointswill normally bemarked
on the surface of the body being monitored. These points would then be observed
from a network of control points set up on a non-deformable stable surface (e.g.
Fig. 5.8 on p. 70). Measurements taken between the control points and the points
being monitored (see Sect. 5.4.2) will generally lead to an overdetermined system,
i.e., more observations than unknowns, see e.g., [7–9].

The procedures that are often used to estimate the unknown parameters from the
measured values will depend on the nature of the equations relating the observa-
tions to the unknowns. These equations are normally referred to as the “functional
model”. If these equations are linear, then the task is much simpler. In such cases,
any procedure that can invert the normal equation matrix, such as least squares,
would suffice. Procedures for estimating parameters in linear models have been doc-
umented, e.g., in [9–12]. If the equations relating the observations to the unknowns
are nonlinear, they are first linearized and the unknown parameters estimated iter-
atively using the least squares method. The operation of these numerical methods
require some approximate starting values. At each iteration step, the preceding esti-
mated values of the unknowns are improved. The iteration steps are repeated until the
difference between two consecutive estimates satisfy a specified threshold. Awange
and Grafarend [7, 8] present algebraic-based procedures that avoid linearization
and iteration in order to estimate the unknown parameters from nonlinear mod-
els. Linear and nonlinear models are treated in more detail e.g., in Grafarend and
Awange [8, 9, 14].

Method of Least Squares

The least squares approach traces its roots to the work of C.F. Gauss (1777–855).
Since GNSS operates by measuring the distances between the receiver and the satel-
lites (as discussed in Sect. 3.3.2), let us consider a simple example where two dis-
tances {S1, S2} are measured from an unknown station P0 to two known stations P1

and P2 as shown in Fig. 6.7, (left). From these measured distances {S1, S2} and the
known positions {X1, Y1}P1 of station P1 and {X2, Y2}P2 of station P2, the position
{X0, Y0}p0 of the unknown station P0 can be obtained.

The nonlinear distance equations relating the measured distances to the coordi-
nates of the unknown station are expressed as

[
S2
1 = (X1 − X0)

2 + (Y1 − Y0)
2

S2
2 = (X2 − X0)

2 + (Y2 − Y0)
2,

(6.1)
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Fig. 6.7 Left Distance measurements (S1, S2) to two known stations (P1, P2) from an unknown
point P0 whose position is to be determined. Right distance measurements to three known stations
(P1, P2, P3)

which leads to the two possible solutions presented in Fig. 6.8. Now, let us consider
a case where a third station P3, is also measured, as indicated in Fig. 6.7, (right).
This gives rise to an overdetermined system of three equations with two unknowns,
expressed as ⎡

⎣ S2
1 = (X1 − X0)

2 + (Y1 − Y0)
2

S2
2 = (X2 − X0)

2 + (Y2 − Y0)
2

S2
3 = (X3 − X0)

2 + (Y3 − Y0)
2,

(6.2)

which must be used to solve the unknown coordinates X0, Y0 of station P0. In
(6.2), we have more equations than unknowns, thus necessitating the need for least
squares techniques. The equations have to be first linearized, otherwise one must
use nonlinear methods, such as those presented in [7, 8, 14]. Linear models com-
monly used for parameter estimation are elaborately presented in [9, 11]. We will
limit our discussion to the simple least squares model and refer interested read-
ers who desire a more thorough coverage of parameter estimation methods to the
works of [7–9, 11].

Least squares consist of functional and stochastic models, where a functional
model, also known as the observation equations, can be viewed as an equation relating
what has been measured (known) to what is to be estimated (unknown parameters).
In the case of a stochastic model, the weight matrix W is related to the variance-
covariance matrix Q of the observations (Eq. 6.3). The variance-covariance matrix
shows the relationship between the observations and the unknown parameters. In
general, the weight matrix is a measure of the random errors of the observations
and arises from the fact that no observation can be error free. It is related to the
variance-covariance matrix through

W = Q−1. (6.3)
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Fig. 6.8 Exact solution of the distance problem described in Fig. 6.7. P indicates the two possible
solution points based on S1, S2 from two known stations P1, P2

The diagonal elements of the matrix Q are termed variances while the off diagonal
elements are known as covariances.

In least squares terms, the equation

y = Aξ + ε, (6.4)

is a functional model relating the observation vector y to the vector of unknown
parameters ξ , with ε = y − Aξ being the vector of discrepancies (or error vector).
The vector y is comprised of the observations (measured quantities) or the differ-
ences between the measured values and those computed from the functional model
part Aξ . A is the design matrix which normally consists of the coefficients of the
unknown terms. For linear terms, the matrix A are the direct coefficients.

Example 6.1 (Design Matrix A).

Consider two simultaneous equation given as

2x + y = 4
3x − 2y = 6.

(6.5)

In (6.5), the design matrix A, vector y of observation and vector ξ of unknowns will
therefore be

A =
[
2 1
3 −2

]
, y =

[
4
6

]
, ξ =

[
x
y

]
. (6.6)
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♣ End of Example 6.1.

In GNSS satellite observations, there exist two groups of parameters namely;

1. parameters related to the geometrical range �, and
2. parameters related to biases, e.g., clock biases.

These are related by a functional model (pseudorange equation) described by
Eq. (4.15) on p.49. Let us re-write the pseudorange equation (4.15) for a satellite
1 as

F := �1 =
√

(X S − X R)2 + (Y S − YR)2 + (Z S − Z R)2 + c�t , (6.7)

where X S, Y S, Z S is the satellite’s position and X R, YR, Z R is the receiver’s position.
The receiver clock error term is designatedΔt and c is the speed of light in a vacuum.
All the other biases and errors that were discussed in Chap.4 are assumed to have
been modelled. In comparison to (6.5), (6.7) is nonlinear and cannot be expressed
directly in the form (6.4) and therefore has to be linearized. This is achieved through
the Taylor series expansion about approximate values of the unknown parameters. If
the unknown receiver coordinates X R, YR, Z R are approximated by X0, Y0, Z0, such
that ⎡

⎣ X R = X0 + ΔX
YR = Y0 + ΔY
Z R = Z0 + ΔZ ,

(6.8)

the Taylor series expansion of (6.7) about these approximate coordinates become

F := F(X0, Y0, Z0) + ∂ F(X0, Y0, Z0)

∂ X0
ΔX + ∂ F(X0, Y0, Z0)

∂Y0
ΔY+

∂ F(X0, Y0, Z0)

∂ Z0
ΔZ ,

(6.9)

where higher order terms have been neglected. This leads to the linearized pseudor-
ange equation (6.7) being written as

�1 = �0 + X0 − X S

�0
ΔX + Y0 − Y S

�0
ΔY + Z0 − Z S

�0
ΔZ + cΔt, (6.10)

with the partial derivatives being
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂ F1

∂ X0
= X0 − X S√

(X0 − X S)2 + (Y0 − Y S)2 + (Z0 − Z S)2
= X0 − X S

�0

∂ F1

∂Y0
= Y0 − Y S

�0

∂ F1

∂ Z0
= Z0 − Z S

�0

∂ F1

∂c�t
= 1.

(6.11)

In order to express this equation in the functional model form (6.4), the designmatrix
A, vector y of observation for n satellites observed by a receiver, and the vector ξ of
the unknowns are expressed as:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂ F1

∂ X R

∂ F1

∂YR

∂ F1

∂ Z R
1

∂ F2

∂ X R

∂ F2

∂YR

∂ F2

∂ Z R
1

. . . .
∂ Fn

∂ X R

∂ Fn

∂YR

∂ Fn

∂ Z R
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, y =

⎡
⎢⎢⎣

�1 − �01

�2 − �02

.

�3 − �0n

⎤
⎥⎥⎦ , ξ =

⎡
⎢⎢⎣

ΔX R

ΔYR

ΔZ R

cΔt

⎤
⎥⎥⎦ , (6.12)

where the values of y are pseudorange differences (measured-computed) using
approximate coordinates. Exact solutions of (6.7) are presented e.g., in Awange
and Grafarend [7, 8, 14, 15].

The requirement of least squares solution is simply that the sum of the squares of
errors ε = y − Aξ be minimized through

εT ε → min. (6.13)

If we now incorporate the weightsW of the observations from the stochastic model,
(6.13) becomes

εTWε → min. (6.14)

The minimum requirement in (6.14) is subject to the functional model (6.4).
Rewriting (6.4) as

ε = y − Aξ, (6.15)

and inserting it in (6.14) leads to

f := εTWε = (y − Aξ)TW(y − Aξ) → min. (6.16)
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In the expansion of (6.16), setting the condition d f
dx = 0 leads to the solution of

unknown vector ξ in (6.12) as

ξ̂ = (ATWA)−1(ATWy), (6.17)

with a variance-covariance matrix of the estimated parameters (receiver coordinates
and clock parameter) given by

Qx̂ = (ATWA)−1 =

⎡
⎢⎢⎣

σ 2
x σxY σx Z σxct

σyx σ 2
y σyZ σyct

σzx σzy σ 2
z σzct

σctx σcty σctz σ 2
ct

⎤
⎥⎥⎦ . (6.18)

The square root of the diagonal matrix in (6.18) gives the standard deviations of the
estimated parameters in (6.17). Equations (6.17) and (6.18) are the ones mainly used
in GNSS processing software to generate the final products. For more details, the
reader is referred to [4, 16].

6.4 Online Processing

Several internet based GNSS processing software systems are freely available to
users to process their baselines online. InAustralia for example,AUSPOS (Australian
onlineGPS processing service) enables users to send their data to a central processing
unit at Geoscience Australia via the Internet [17]. The processing software thereafter,
chooses three or more CORS stations that are near the user’s observing station and
employs them to process the user’s position. The results are then send back to the
user via email. In theUS, theOPUS (Online PositioningUser Service) has performed
similar functions as AUSPOS since March 2001 [18].

The Australian Surveying and Land Information Group (AUSLIG), which is now
part of Geoscience Australia, is Australia’s national mapping agency, providing
fundamental geographic information to support the mining, agricultural, transport,
tourism, and communications industries, as well as defence, education, surveillance
and emergency services activities [19]. OPUS is a US-based service that provides
baseline reduction and position adjustment relative to three nearby national CORS
reference stations. It is ideal for establishing accurate horizontal control relative to
the National Geodetic Reference System (NGRS), and can also be used as a quality
control check on previously established control points [1].

To use such services, for a single GNSS receiver, an AUSPOS user for example
needs to upload the dual-frequency static data in RINEX format (see discussion in
Sect. 6.2.1) as well as the antenna type and height information to a web site which
processes the data using the service provider’s software (e.g., Fig. 6.9). The antenna
type should be as defined by the International GNSS Service (IGS) and the input
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Fig. 6.9 AUSPOS - online GPS processing service. Source Geoscience Australia

antenna heights should be with respect to the IGS defined Antenna Reference Point
(ARP).

Once the data is received by the AUSPOS system, the format is checked, an
approximate user position computed from the submitted RINEX file, and data
files from the three or more nearest IGS stations acquired. The best available IGS
ephemeris and earth rotation parameters (ERPs) are then acquired, dependent upon
the observation latency. The international terrestrial reference frame (ITRF) coor-
dinates are then computed for the selected IGS stations at the observational epoch.
The user station plus the three or more selected IGS stations thus form a network
of 4 stations that is adjusted through a network adjustment procedure. Cycle slips
from the user data are removed by double differencing the carrier-phase data for
each baseline. In the network adjustment, a constrained framework (see Sect. 6.2.5)
is adopted where the three or more IGS stations are held fixed to ITRF coordinates.
When the processing is completed, a pdf file is generated and emailed to the user.

Similarly to AUSPOS, OPUS computes an average solution from the three base-
lines and the output positions are provided with an overall RMS (95%) confidence
level, along with the maximum coordinate spreads between the three CORS sta-
tions for both the ITRF and North American Datum (NAD) 83 positions [1]. How-
ever, OPUS users need to enter at least two hours of static, dual-frequency GNSS
observation.
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6.5 Concluding Remarks

This chapter has simply presented some of the aspects of data processing. For detailed
exposition, we refer the reader to [1, 2, 7–9, 13, 14, 16], as well as, the various user
manuals for the assorted instruments.
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Chapter 7
Basics of Galileo Satellites

Europe early recognized the strategic, economic, social, and
technological importance of satellite-based navigation. In 1999,
they contributed to satellite navigation through Galileo, a
satellite system named after the Scientist and Astronomer,
Galileo Galilei.Wellenhof et al. [1, p. 366]With the Declaration
of Galileo Initial Services, Galileo officially moves from a
testing phase to the provision of live services. For the first time
ever, users around the world can be guided using the
positioning, navigation and timing information provided by
Galileos global satellite constellation.

7.1 Introductory Remarks

Since their inception,1 GPS satellites have been the primary GNSS (see Chap.2), and
in doing so, have attracted global usage. TheRussianGLONASShas to a lesser extent
been used, but it has faced maintenance problems and as such, has not been able to
compete effectively with GPS. Both systems, however, have one thing in common,
and that is, they are controlled by the military of their respective countries. Users
from other countries have been at the mercies of the two providers and therefore do
not have autonomous control or a say in the integrity of the systems. Integrity is the
capability of a system to provide a timely alert to the user when it fails to meet the
thresholds of accuracy for which it is designed. Similar to the two satellite providers
above, the Chinese BeiDou is also to a large extent designed for military purposes.

Realizing the value of GNSS and the importance of autonomous control and
integrity issues, plans to have a GNSS under European civilian control were initiated
as early as the 1990s and announced in May 2003. For the first time, the world was
going to have a civilian-operated system,whose designwas based on the users’ needs.
Hence, future civil navigation and other applications would no longer be dependant

1https://www.gsa.europa.eu/galileo/services/initial-services.
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on the military controlled GPS and GLONASS system. A joint venture between the
European Commission (EU) and the European Space Agency (ESA) adopted a two-
way approach towards realizing a European autonomy in global satellite navigation,
e.g., EC and ESA [2]. This Chapter therefore gives this first civilian-owned GNSS a
more in-depth coverage.

First, the European Geostationary Navigation Overlay Service (EGNOS), a
satellite-based augmentation systemSBAS (see e.g., Sect. 5.4.4.2), was developed by
the European Space Agency (ESA) under a tripartite agreement between the EC, the
European Organization for the Safety of Air Navigation (Eurocontrol) and ESA to
augment the existing satellite missions of GPS and GLONASS with the aim of com-
plementing them. EGNOS is made up of three geostationary satellites and a network
of more than forty elements all over Europe that collect, record, correct and improve
data from GPS and GLONASS satellites. The modified signals are then relayed via
the geostationary satellites to users’ receivers, offering a positional accuracy of better
than 2 m, compared to the 15 – 20m for a stand alone GPS.

In addition, EGNOS gives a guarantee of quality for these signals that GPS does
not provide [3]. EGNOS entered its pre-operational phase in 2006 and by October
2009, the open service (e.g., personal navigation, goods tracking and precision farm-
ing) where human lifes are not at risk become available.2 On 2/3/2011, the European
Satellite Service Provider (ESSP) declared the safety-of-life (SoL) signal officially
available for aviation (guiding aircrafts on landing). Its coverage area includes all
European states and extend to include other regions, e.g., South America, Africa,
and parts of Asia and Australia, within the coverage of the three geostationary satel-
lites being used. EGNOS is used foremost for safety-critical transport applications,
e.g., in the aviation and maritime sectors. Environmental monitoring tasks requiring
m-level accuracy such as monitoring changes in perimeters and areas of wetlands
are potential areas of applications of the system.

Second, Europe has ventured towards the development of a state-of-the-art global
navigation satellite system that will provide highly accurate global positioning ser-
vices to users, but which unlike GPS, will be purely under civilian control. From
its conception, Europe did not intend to compete with established systems such as
GPS and GLONASS, but rather, have a system under its complete control that would
enhance inter-operability with GPS, GLONASS and other GNSS systems discussed
in Chap.2. As such, the system is envisioned where a user with a GNSS receiver will
be able to receive either GPS, GLONASS, Galileo, BeiDou or a combination of all
signals, thereby improving positional accuracy (Sect. 5.3).

The name Galileo was chosen in honour of the famous Italian scientist and
astronomer Galileo Galilei (1564–1642) who discovered four satellites of the planet
Jupiter and described how the regular movement of the four satellites could be used
for longitude determination by observing their eclipses [1, p. 366]. The Galileo satel-
lite implementation went through four phases: definition, development and in-orbit
validation, deployment, and operational. The system is anticipated to become fully

2http://www.esa.int/Our_Activities/Navigation/The_story_so_far.
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operational by 2020with the complete deployment of the 30 satellites (24 operational
and 6 spares) in orbit. As per January 2017, 18 of the 30 satellites had been deployed.

7.2 Galileo Design and Operation

Unlike the GPS system, which is comprised of a space segment, control segment, and
user segment, theGalileo system is divided into four principle components: theglobal
component, the regional component, the local component, and the user component,
remembering that it is the user’s needs that dictates the design of the system. The
global component forms the main element of the system and is subdivided into space
and ground components. The regional component consists of a network of integrity
monitoring stations and an integrity control center, which determines regionally valid
integrity information and directly sends this information to the Galileo satellites via
a dedicated and secured channel. The local component enhances the Galileo global
service by providing locally assisted services that increase navigation performance
in order to meet special application requirements, see e.g., [1, pp. 373–374].

So far, the definition phase of Galileo, which included a cost benefit analysis,
was completed and the main issues documented in EU and ESA reports [4]. The
development and in-orbit phase that entailed the detailed design, manufacture and
testing of the system components leading to the validation of Galileo satellite system
is also complete. Two prototype test satellites Galileo In-Orbit Validation Element -
GIOVE A and GIOVE B were launched in 2006 and 2008, respectively, and trans-
mitted signals that were analyzed to validate the performance of the system in space
with regards to whether the signals met the predefined specifications. With the sys-
tem successfully undergoing validation, the deployment phase gradually involved
deploying the space segment and ensuring the full deployment of the ground-based
infrastructure on 21/10/2011, with two more on 12/10/2012. The operations phase
will then cover the operation of the system (ground facilities and satellites) and the
replenishment of satellites for an indefinite period [4]. On 15th December 2016, the
EU announced the start of Galileo Initial Service, the first step towards full opera-
tional capacity expected in 2019. The complete deployment of the 30 satellites is
expected in 2020.3

7.2.1 User Component

TheGalileo users range frompublic, private, and commercial sectors to governments.
These users can choose the services they want and as such the Galileo receivers
designed and built during the development phase are slightly different from those
of GPS. Galileo receivers have different capabilities of using the Galileo signals

3http://www.esa.int/Our_Activities/Navigation/Galileo_begins_serving_the_globe.
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to satisfy various user needs. The EU and ESA [4] have suggested that in order to
fully benefit from all of the Galileo services (global, local, combined), users must
be equipped with adequate multi-functional terminals capable of receiving directly
the Galileo signal, having access to the services provided by the regional and local
components, and being inter-operable with other GNSS systems.

In general, four navigation services and one service to support search and rescue
(SAR) operations were identified in the definition phase as offering the widest range
of coverage of users’ needs, see, e.g., [4]. These are:

• Open service (OS), freely provided to users, are similar to the normal operations
of GPS. Users will receive unrestricted signals which they could use to derive
positions, velocities and timing information.With a single frequency, open service
will provide horizontal positions to an accuracy of 15m and vertical positions to
an accuracy of 35 m, similar to what is achieved by autonomous (stand alone) GPS
without selective availability.4 If dual frequencies are used, then the horizontal and
vertical positioning accuracies are expected to be 4 and 8 m, respectively.

• Safety-of-life (SoL) service, which adds the integrity component to the services
provided by the open service, thereby providing timely warnings to users in case
of system failure to meet certain margins of accuracy. Its three frequencies will
achieve horizontal and vertical positioning accuracies of 4 and 8 m, respectively.
Users of safety-of-life will include safety critical users such as maritime, aviation,
and train services, whose applications or operations require stringent performance
levels [4].

• Commercial service (CS) will enable users to have access to two additional signals
that will facilitate higher data transmission (i.e., 500 bps) and an improvement in
accuracy. The two signals will facilitate advanced applications such as the integra-
tion of Galileo positioning applications with wireless communications networks,
high accuracy positioning, and indoor navigation [4].

• Public regulated service (PRS) will provide position and timing information to
specific users requiring a high continuity of service, with controlled access. Its
dual frequencies will achieve horizontal and vertical positioning accuracies of 4
and 8m, respectively. Two PRS navigation signals will be encrypted to protect
against threats to Galileo signals by economic terrorists, malcontents, subversives
or hostile agencies as opposed to the open services (OS, CS and SoL) through
the use of appropriate interference mitigation technologies [4]. According to EU
and ESA [4], the objective of the PRS is to improve the probability of continuous
availability of the signal, in the presence of interfering threats, to those users
with needs such as law enforcement (EUROPOL, Customs, European Anti-Fraud
Office -OLAF), security services (MaritimeSafetyAgency) or emergency services
(peace keeping forces or humanitarian interventions), and intelligence services.

• Search and rescue (SAR) will receive distress signals and broadcast them to the
alert stations globally, thereby assisting in humanitarian search and rescue activi-
ties.

4Selective availability was switched off in 2000.
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Galileo receivers therefore are designed and developed in such a manner that they
meet the requirement of a wide range of users. Galileo high level definition specifies
that the receiver will have three main functions. The first function will constitute the
baseline activity or receiving the signals for open service. The other two functions
will be optional and depend on application needs, e.g., commercial or SAR.

7.2.2 Global Component

Space Segment

When fully operational, the Galileo space segment is envisaged to be comprised of
a constellation of 30 (24 operational plus 6 active spare) satellites at an altitude of
23,222 km arranged in 3 near-circular Medium Earth Orbit (MEO) planes inclined
at 56◦ to the Earth’s equatorial plane. Eight operational satellites equally distributed
at 40◦, plus two spare satellite (also transmitting) will occupy each orbital plane with
an orbital period of about 14 h, guaranteeing a visibility of at least four satellites
anywhere on Earth approximately 90% of the time.5 This space design is expected
to provide continual satellite availability to enable single point instantaneous posi-
tioning in all but the highest latitudes (> 75degrees). The satellites are expected to
transmit 10 signals (see Sect. 7.3). Similarly to GPS satellites, each Galileo satellite
will broadcast precise time signals, clock synchronization, orbit ephemeris and other
data. The constellation is further expected to provide better coverage at high latitudes
than GPS, which is one of the intentions of the system, since GPS coverage is not
particularly good over northern Europe.

Ground Segment

Galileo ground segment differs from the GPS system owing to the user specification
design discussed in Sect. 7.2.1. The high level definition envisaged the basic functions
of the ground segment to be the control of satellites (i.e., constellation) and the
mission (i.e., navigation and integrity issues). The ground segment will be comprised
of the following [4]:

(i) Control center, which includes all control and processing facilities responsible
for the determination of satellite orbits and time synchronization, determina-
tion of global satellite integrity,maintenance ofGalileo system time,monitoring
and controlling of the satellites and their services, and various off-line main-
tenance tasks. Galileo control centres (GCC) are located in Fucino (Italy) and
Oberpfaffenhofen (Germany).

(ii) Galileo sensor stations, which will collect navigation data from the Galileo
satellites, meteorological and other required environmental information and
transmits the information to the control center for processing.

5http://www.esa.int/Our_Activities/Navigation/Galileo/Galileo_a_constellation_of_navigation_
satellites.
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(iii) Galileo up-link stations, that will transmit the processed information to the
Galileo satellites.

(iv) A global network of mission uplink stations installed at five sites to support the
communication betweenGalileomission segment (GMS) andGalileo satellites.

(v) Global area network, to provide a communication network linking all system
elements around the world.

7.2.3 Regional Component

The main task of the regional component is the provision of a regionally-based
network consisting of ground segments dedicated to Galileo integrity determination
and thedisseminationof the same to the ground stations for up-linking to the satellites.
Another part of the regional component is the search and rescue (SAR) systemsmade
up of the user segment responsible for transmitting distress calls, the space segment
that detects this distress call and thenbroadcast themglobally, and the ground segment
that receives and processes the alert signals transmitted from the space segment. The
processed information is finally validated by themission control centers before being
dispatched to rescue services.

7.2.4 Local Component

Galileo local component is made up of local elements and is responsible for enhanc-
ing the system performance and enabling the possibility of combining Galileo with
other GNSS and terrestrial based positioning and communication systems on a local
basis. Areas of enhancement envisaged for the local component are a local precision
navigation element expected to provide local differential corrections (see Sect. 4.3.2)
to improve positioning accuracy and also enhance the quality of integrity informa-
tion, a local high precision navigation element which will incorporate ambiguity
resolution and provide further improvements in accuracy, locally assisted naviga-
tion elements that will assist users in positioning in difficult environments, and local
augmented-availability navigation elements that will supplement Galileo satellites
by providing pseudolite transmissions that mimic the Galileo satellites and provide
signals that have not been corrupted by the atmosphere, as occurs with the Galileo
signals. The advantage of these local elements, as outlined by the EU and ESA, is [4]:
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With local elements being globally proliferated, the potential will also exist to use the quality
of the received SIS (signal-in-space) at the local elements to aid in the identification and
isolation of interference sources to the Galileo SIS. This additional functionality could be
of great benefit to Galileo and indeed GNSS, as the SIS are very weak and as such are
particularly susceptible to many forms of interference that at best degrade performance and
at worst completely deny it, and as such deserves further investigation.

7.3 Galileo Signals

According to the high level definition, Galileo satellites are expected to transmit
signals in the frequency ranges of 1164–1215, 1215–1300 and 1559–1592 MHz
in the radio navigation satellite services allocated frequency bands. Four signals
are anticipated in the 1164–1215 MHz range, i.e., a pair of E5A transmitting at
1176.450MHz and another pair of E5B transmitting at 1207.140 MHz. For each
pair, one signal will contain a navigation message while the other will be a dataless
signal mainly for tracking purposes. Both E5A and E5B will enable correcting for
effects such as ionospheric influence, thereby enhancing the positioning accuracies.
These signals will be freely available to users, similar to the C/A-code for GPS
signals (see Sect. 3.3.1).

In the range 1215–1300 MHz (E6), three signals are expected to be used. One
signal will be controlled through government approved encryption and is specifically
designed for government applications that need continuity of service even during a
crisis period. The other pair of signals is protected through commercial encryption
and is designed for commercial use with a high capability for resolving ambiguity
to deliver more accurate positions. For this pair, one signal contains navigation data
that can be transmitted at a higher rate of 500 bps while the other signal is a dataless,
again signal mainly for tracking purposes.

Finally, three signals are anticipated in the last range of 1559–1592 MHz (E2-
L1-E1). One signal will be controlled through government approved encryption and
is specifically designed for government applications that again need continuity of
service during crises. This signal will be more flexible than the one for E6 mentioned
above. The remaining pair will have one signal loaded with navigation messages that
will support integrity and search-and-rescue, while the remaining signal, again will
be without data to increase tracking.

In total, 10 signals will be transmitted with each navigation signal being made up
of a ranging code and data. As pointed out above, three types of ranging codes can
be distinguished for Galileo, i.e., the open access ranging codes (e.g., E5A, E5B),
government restricted codes (e.g., single signal of E6) and commercial control code
(e.g., the pair signal of E6). There are five types of data; basic navigation data,
integrity data, commercial data, PRS data, and SAR data. These data are either open
access data (navigation data, integrity data, search and rescue - SARdata) or protected
data (commercial data using commercial encryption, public regulated services (PRS)
data using governmental encryption) [4].
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7.4 Concluding Remarks

This chapter has presented Galileo satellites in a nutshell. The design and develop-
ment phase and the validation of test-satellites GIOVE-A and GIOVE-B are com-
plete. The deployment stage is currently (2017) underway with 18 satellites already
launched and 12 remaining to complete the anticipated 30 satellites. One main dis-
tinction that separates Galileo from other GNSS satellites is its being the first civilian
owned and operated GNSS in the world, with the added advantage of integrity mon-
itoring. Users will therefore be alerted in the shortest possible time in case of system
failure, information which will benefit applications where safety is crucial, e.g., run-
ning trains, guiding cars and landing aircraft. Its provision of dual frequencies that
will be accessible to users free of charge will greatly improve positioning accuracies,
what has now been addressed in GPS satellites through the introduction of the new
civilian code L2C.

Environmentalmonitoring applicationswill especially benefit from thewide range
of choices offered by the Galileo system. For the case of land management, for
example, precise farming will benefit from the commercial service that will provide
differential corrections for local areas. Improved land management is an essential
component of environmental conservation and management (see, e.g., Chap. 16)
and Galileo will definitely play a leading role in this venture. Other environmental
monitoring activities that do not require very high accuracies such as locating a waste
dumping site will be able to benefit from the free open service that will provide
accuracies of up to 4 and 8m in horizontal and vertical positioning, respectively.
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Chapter 8
GNSS Maps in Environmental Monitoring

The science of map making, known as cartography, is now
intimately related to environmental monitoring because maps
are generated from remote sensing, including aerial
photography and satellites, as well as from field surveying and
observations.

–D. M. Hendricks [1]

8.1 Maps and Their Environmental Applications

Traditionally, maps have been produced by plotting features on paper at a given
scale, calling upon a variety of cartographic skills. The advent of computers, satellite
data, and geographical information system (GIS), however, has revolutionized the art
of map production, with the modern day cartographer required to master computer
skills for the purpose of not only the production, but also the management of digital
maps.

This revolution in map production has in turn had a significant impact on envi-
ronmental monitoring in that maps that took years to be updated can now be updated
within minutes, hence permitting the monitoring of spatial features that are changing
at a higher temporal rate, e.g., the BP oil spillage in the Gulf of Mexico in 2010.
So great are the changes such that the science of map making, i.e., cartography, is
now intimately related to environmental monitoring due to the fact that maps can
now be generated from remote sensing data (i.e., aerial photographs and satellites),
in addition to field observation techniques such as surveying and GNSS [1].

Applications of maps often dictate the scales at which they are produced. A scale
is a relationship between the distance on a map and the equivalent distance on the
ground and is often expressed as a ratio 1:x or fraction 1/x , where x is a numerical
value. The smaller the value of x , the larger the value of the fraction 1/x , leading to
a large scale map that, while covering a smaller area contains a great deal of detail.
In contrast, the larger the value of x , the smaller the fraction 1/x , leading to a small
scale map that often covers large areas, but with lesser detail since many features
become lumped together.

© Springer International Publishing AG 2018
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A map at a scale 1/1,000 (1:1000) would be a large scale map, typical of most
engineering related maps (also called plans) that depict features such as dams, build-
ings, pipelines, etc. Small scale maps would typically be at ratio of 1:50,000 and
are normally topographic maps covering almost a whole country or sections thereof.
Environmental monitoring applications would typically take on both large and small
scale maps, depending on the application at hand, as will be discussed in various
sections of the book.

There are various types of maps, ranging from engineering plans, which could
be useful in environmental monitoring tasks, e.g., in dam monitoring to avoid envi-
ronmental disasters such as that which was witnessed in 2010 in Hungary, where
there was a dam burst and sludge outflow with severe environmental consequences,
to topographical maps that show the form and elevation of terrain at various scales.
Land provides the base upon which social, cultural and economic activities are
undertaken.

In environmental monitoring, environmental impact assessments (EIA) and audits
(EA), topographical maps play an essential role in providing a means by which the
locations of sampling sites may be selected, in assisting with the interpretation of
physical features, and in indicating the impact or potential impact on an area due
to changes in the system being monitored (e.g., spatially changing features such
as wetlands). GNSS is hereby presented as a rapid method for monitoring spatial
changes in the environment through its map generating capability thereby supporting
decisions and policies.

8.2 Types of Maps

8.2.1 Thematic Maps

A category of maps that finds use in environmental monitoring are special purpose
maps, also known as thematic maps, which are theme specific, e.g., vegetation maps
that show the distribution of plant communities, flood control maps that are used
to depict areas prone to floods, soil maps that show the soil types and locations,
and climate maps that show the climatic indicators of temperature and precipitation.
Therefore, in addition to the application of GNSS to the generation of topographic
maps discussed below, they are also useful in the production of thematic maps as
demonstrated in the work of Rutchey and Vilcheck [2]. Rutchey and Vilcheck [2]
use SPOT multispectral imagery, ERDAS image processing software, GNSS, and
error analysis techniques to develop a baseline vegetation map of water conservation
area, which is an impounded portion of the remnant Everglades managed for flood
control and water supply.
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8.2.2 Topographical Maps

Topographic maps have long been used in some form or another to define the cultural
and natural features of a landscape. They require the carrying out of topographic
surveys, whose purpose is to gather data about the natural and man-made features of
an area of interest, in particular the spatial distribution of elevation, to give a three-
dimensional representation of the area. Topographical maps are used for a variety of
situations, including cadastre, e.g., [3], engineering, e.g., [4], earthworks, e.g., [5],
archaeology, e.g., [6], land-deformation monitoring, e.g., [7], basic landscape and
geological mapping, e.g., [8, 9], while such information in a digital database serves
as a fundamental layer for geographic information systems (GIS), e.g., [10, 11].

The role of topographic maps in supporting environmental monitoring has been
highlighted, e.g., by Hendricks [1], who identifies the use of topographical maps as
the provision of a means for determining the nature of landforms, hydrology and, in
some cases, the vegetation of an area. Topographic maps also find use in environ-
mental monitoring that support EIA or EA legislations. Most of the environmental
monitoring of spatially changing features such as small water bodies required in sup-
port of EIA and EA may not require very high accuracies and as such, topographic
maps with horizontal accuracies of up to 3m could suffice, see, e.g., [4, Table 4.3b].

In Germany, for example, deep hard-coal mining activities by the company
“Deutsche SteinkohleAG” (DSK) resulted in subsidence movements, thereby neces-
sitating high demands on planning and monitoring since such effects entailed last-
ing changes and influences on the environment [12]. To minimize possible effects,
extensive environmental compatibility studies were performed and detailed progno-
sis carried out to satisfy EIA legal requirements. In these studies, topographic maps
were used to make a prognosis and to forecast the effect of mining excavations [12].

Fischer and Spreckels [12] report on the limitations of the photogrammetric mea-
surements and high-resolution digital terrainmodels (DTMs) that described the topo-
graphic situation, information on biotopes and the actual land-cover, and propose a
multi-temporal satellite data set. They suggest that for environmental changes occur-
ring over wider spatial areas (e.g., 1,500 km2), topographical maps generated from
such multitemporal remote sensing methods are advantageous compared to those
from photogrammetry methods. In another example, Ji et al. [13] show how thematic
maps generated using remote sensing were useful in monitoring urban expansion,
which contributes to the loss of productive farmlands in China. Similarly, Shalaby
and Tateishi [14] applied remote sensing and GIS generated maps to monitor land-
cover and land-use changes in the north-western coastal zone of Egypt. Their results
indicated that a very pronounced land cover change took place as a result of tourism
and development projects during the study period.

For monitoring environmental changes occurring over smaller areas (e.g., Jack
Finney Lake discussed in Sect. 8.2.4 has an area of only 12,000 m2), the use of
remote sensing and photogrammetry techniques to generate topographical maps is
quite expensive and as such, the use of conventional methods such as total station
or GNSS-generated topographical maps may be a more feasible approach. This is
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demonstrated, e.g., in the work of Fischer and Spreckels [12] who show how a GNSS
system provided results whose accuracy in height was nearly identical and within the
precision of remote sensing methods, and thus could be useful in detecting mining-
induced subsidence, enabling the updating of monitoring data at regular intervals.

Another example is presented, e.g., in Gili et al. [7] where GNSS-generated topo-
graphical maps are shown to have the capability to support environmental monitoring
of the Vallcebre landslide in the Eastern Pyrenees (Spain), which had been period-
ically monitored using terrestrial photogrammetry and total station methods since
1987. Gili et al. [7] found that the GNSS generated topographic maps allowed greater
coverage and productivity with similar accuracies (i.e., 12–16mm in the horizontal,
and 18–24mm in elevation) as obtained by classical surveying methods.

The examples given above illustrate the major influence on topographic surveys
that has resulted from the development of GNSS systems. The possibility of incor-
porating all the information that may be made available from such an increase in
satellite coverage has the potential to deliver much greater accuracies (e.g., below
1–3m autonomous positioning level accuracy or up to mm level accuracies for rela-
tive positioning approaches), and increased reliability and availability to the spatial
information industry. This could in turn support environmental monitoring tasks,
most of which require accuracies no greater than the cm-level. In the next section, the
applicability of GNSS real-time kinematic (RTK) method presented in Sect. 5.4.6 to
small-scale topographic surveys that may be necessary for supporting environmental
monitoring will be discussed.

Compared to conventional methods for generating topographical maps, GNSS has
the advantages of being less expensive in terms of time and labor and can provide
adequate accuracies for most types of topographical surveys. These advantages are
only evident, however, as long as the user has the skills and knowledge to use the
system, and satellite visibility is adequate. In particular, knowledge of possible error
sources is important in successfully applying GNSS.

8.2.3 GNSS-Derived Topographical Maps

Although topographical maps have vital uses as discussed above, new areas of appli-
cation requiring the rapid continuous generation of topographical maps continue to
emerge, thanks to the use of GNSS in the production of suchmaps. One of these areas
includes land management (e.g., precision farming, and soil erosion modelling and
assessment), where, for exampleBakhsh et al. [15] uses soil attributes and topograph-
ical maps to establish field yield variability. These applications require substantial
and accurate topographic data in order to deliver meaningful results that will inform
decisionmakers on soil andwater conservation practices. To be able tomonitor yield
variation with respect to topographical features, traditional surveying methods for
generating topographic maps, such as the use of total stations instruments, are not
sufficient to rapidly generate the substantial amounts of data (horizontal position and
elevation), required hence the attraction of GNSS.
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Surveys using Differential GPS (DGPS) and RTK modes of GNSS to map topo-
graphic attributes of two fields in Northeast Kansas were performed by Schmidt
et al. [16] to compare the two systems. The two fields selected for the study were
24 ha in area and 31 ha with a relief of 19–23 m. Elevation data was obtained using
RTKwith 3–50m intervals with the relatively uniform areas having greater intervals.
Elevation was also obtained using DGPS at 4–14m intervals. The elevation data was
then interpolated to a 5 m grid. A Trimble MS750 GPS receiver that was used for
the RTK survey had a typical vertical accuracy of 1–2 cm. A reference station was
established in each field prior to logging elevation data using an AgGPS 170 Field
Computer. Digital elevation models (DEMs) were then created from the RTK and
DGPS data using the Spatial Analyst Extension in ArcView GIS 3.2. Topographic
maps with 10-m cells developed with the DGPS elevation were nearly identical to
those developed from the RTK, except for depicting small topographic features such
as terraces. Therefore, the RTK system was found to be suitable for producing topo-
graphic maps of the fields as the depiction of smaller topographic features was not
necessary.

As well as the use of topographical maps to provide tagging of site-specific infor-
mation to a unique location (x, y) in precision farming, the elevation data (z) derived
from these topographic maps has the potential to be used for topographic analy-
sis such as the delineation of flow paths, channels, and watershed boundaries [17].
For instance, Fraisse et al. [18] applied topographical maps to delineate subfield
management zones using the statistical method of Principal Component Analysis
(PCA). Renschler et al. [17] provide an analysis of the impact of the accuracy of
six alternative topographic data sources on watershed topography and delineation in
comparison to GNSS measurements using a survey-grade cm-accuracy.

Tokmakidis et al. [19] produced a GNSS-topographic map and digital terrain
model (DTM) for Kilkis, Northern Greece, for land management purposes using
RTK technique. The produced topographic maps and DTM were compared with
existing topographical maps that were obtained from conventional photogrammetry
techniques, with differences of a few centimeters up to a meter being noted. They
also compared heights of contour lines crossed by the GNSS measuring lines where
differences of 0.6m were observed. They concluded that the magnitude of the dif-
ferences could be considered to be realistic, keeping in mind that changes in the
landscape over a period of 25 years could be greater than the difference in the val-
ues they obtained, due to farming activities, constructions, etc. The photogrammetry
DTM showed sufficient reliability for accuracies of the order of one meter, while
the GNSS technique proved to be a very efficient method of capturing data with an
accuracy of a few centimeters in order to produce a reliable DTM.

GNSS topographical maps generated by rapid methods such as stop-and-go and
RTK (see Sect. 5.4.5) could also be used for monitoring environmental changes
resulting from the implementation of projects following EIA approvals. Resource
conservation and disaster management are other possible areas of the application of
GNSS to land management [20]. These applications require topographical maps that
can rapidly be generated, see e.g., [21]. It is apparent from the examples mentioned



130 8 GNSS Maps in Environmental Monitoring

above that GNSS can be used for a variety of topographic surveys sufficient for
environmental monitoring.

Since topographicalmaps provide different information and accuracies depending
on the specific client or end-user, their generationwill vary in size and scale. Typically,
these maps are characterized by a quantitative representation of relief, usually using
contour lines. The accuracy required for survey data is such that there be no potable
error. For instance, Hall [22] states that a hand drawn line on a sheet of paper should
be within 0.25mm. Consequently, if a survey is to be undertaken at a scale of 1: 1000,
all measurements must be sufficiently accurate to ensure that the relative positions
of any point with respect to any other point in the survey can be stated to an accuracy
within 0.25mmat survey scale, which for a 1: 1000map scalewould represent 25 cm.

GNSS topographical maps with such accuracies could be rapidly produced using
the RTK approach discussed in Sect. 5.4.6. El Mowafy [23] noted that the horizontal
positions using the RTK method can be achieved to the cm-level of accuracy. The
determination of the heights compared to the horizontal measurements, however, is
inherently less precise and less accurate. GNSS derived ellipsoidal heights must be
transformed into a local vertical datum (e.g., the Australian Height Datum (AHD)
for Australia, see e.g., Featherstone and Stewart [24]).

Example of a GNSS-Generated Topographic Map

GNSS has been presented, e.g., by Schloderer et al. [25] as a rapid method for
monitoring spatial changes to support environmental monitoring decisions and poli-
cies. In what follows, a brief discussion of their work is presented to highlight the
capabilities of GNSS to generate topographical maps. In their work, Schloderer et
al. [25] set the base receiver on a pillar (see Fig. 5.5, p. 67) due to its central location
within the survey site (Fig. 8.1) and open unobstructed sky view.

To validate the GNSS-based method, a comparison was made of results from a
small-scale topographic survey using RTK and total station survey methods at Jack
Finney Lake, Perth, Australia. The accuracies achieved by the total station in their
study were 2cm horizontally and 6cm vertically, while RTK also achieved an accu-
racy of 2cm horizontally, but only 28cm vertically. While the RTK measurements
were less accurate in the height component compared to those from the total station
method, they were still capable of achieving accuracies sufficient for a topographic
map at a scale of 1: 1750 (Fig. 8.2) that could support environmental monitoring
tasks such as identifying spatial changes in small water bodies or wetlands. The
time taken to perform the GNSS survey, however, was much shorter compared to the
total station method, thereby making it quite suitable for monitoring spatial changes
within an environmental context, e.g., dynamic mining activities that require rapid
surveys and the updating of the monitored data at regular intervals.

The resulting 3D Digital Terrain Model (DTM) is presented in Fig. 8.3. Such
DTM find use in flood forecasting as discussed in Sect. 17.6.1. Some discrepancies
between the contour maps can be noticed for areas covered with trees (Fig. 8.2). This
is due to the inability of theGNSS system to take observations under dense tree cover.
The contours displayed on the total station map would therefore be more reliable in
these areas.
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Boundary of survey area 
Control pegs

Fig. 8.1 Edinburgh Oval, Curtin University’s study area with control peg network. Source http://
maps.google.com/maps

(a) GNSS topographical map (b) Total Station topographical map 

Fig. 8.2 Topographical maps of Edinburgh Oval, Curtin University, Perth, Australia

http://maps.google.com/maps
http://maps.google.com/maps
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(b) Total Station’s DTM(a) GNSS’s DTM

Fig. 8.3 Digital TerrainModels (DTM) of Edinburgh Oval, Curtin University. DTM finds use, e.g.,
in flood forecasting as discussed in Sect. 17.6.1

Lengths of some chosen features were measured on the maps in Fig. 8.2 and com-
pared to the actual ground measurements. The deviations from the actual distances
are plotted in Fig. 8.4. The results highlight the fact that GNSS can be used to achieve
accuracies suitable for a topographic map at a scale of 1:1750. For example, a differ-
ence in the length measured between the two techniques of the sports pavilion wall of
1.61mmeasured on the ground corresponds to a 1mm difference on the topographic
maps. The largest differences were found when measuring the faces of buildings due
to the fact that the GNSS receiver cannot be directly positioned on the building corner
due to multipath errors. GNSS observations could only be taken some distance from
the building at a point with adequate satellite visibility. However, the building was
still positioned on the 1:1750 topographic map with sufficient accuracy.

Figure8.4a indicates that both the GNSS and total station techniques have simi-
lar accuracies in the horizontal dimension. However, the largest variabilities in the
RTK measured distances (Fig. 8.4b) occurred where observations were taken in the
proximity of areas of dense tree cover, which would have reduced satellite visibility
and introduced multipath errors (see Sect. 3.4.4, p. 40). The results of Fig. 8.4c show
the expected outcome of lower accuracies and precisions of the GNSS elevations
compared to those of the total station. Multipath could have been one of the more
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(a) Horizontal deviation of features (b) Horizontal deviation from control points

(c) Vertical deviation from control points (d) Correlation analysis

Fig. 8.4 a Error distribution for lengths of features measured on the total station and RTK topo-
graphic maps. b Error distribution for distances between control pegs interpreted from total station
and RTK topographic maps compared with ground control distances. c Comparison of vertical
heights. d Regression analysis of distances interpreted from 1:1750 topographic maps produced
from the total station and RTK surveys

significant sources of errors due to the presence of large obstructions within the sur-
vey area. For example, control point 5 was located near tall pine trees to the west and
point 6 was located near a building to the north. Figure8.4d shows that the distances
measured from each of the topographic maps are strongly correlated with r2 = 1,
where r is the fraction of the variance in the total station or RTK measurements
that is accounted for by a linear fit of the total station to RTK measurements. More
than 99% of the variability in RTK was accounted for by the total station horizontal
distances with the coefficient of determinant r2 value equal to 1.

8.2.4 Application to the Monitoring of Lake Jack Finney

The area of the Lake Jack Finneywas determined from theRTK survey and compared
with areas determined from Google Earth Pro imagery for the years 2000, 2005, and
2009 (Fig. 8.5) [25]. The trend shown by the Google images suggests that the lake is
gradually shrinking over time, as indicated by the decreasing lake areas from 2000
to 2008 (Fig. 8.6). The data obtained from the RTK survey in 2009 follows this trend
with a smaller area compared with 2008.
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Sept 2000 Area = 12300 Aug 2005 Area = 11922

May 2008 Area = 10959 Sept 2009 Area = 10689

m2 m2

m2 m2

Fig. 8.5 Comparison of the area of Jack Finney Lake during the years 2000, 2005, and 2008 as
measured from Google Earth satellite imagery, and from the RTK generated model. SourceGoogle
Earth Pro

Figure8.6 describes the decrease in the surface area of the lake found from the
GNSS measurements at a rate of 194 m2 a year, with a correlation of 0.9. Although
ideally more data would have been accessible, making for a more accurate and
meaningful model to quantify the shrinking size of the lake, the usefulness of the



8.2 Types of Maps 135

Fig. 8.6 Spatial variation of
Jack Finney Lake over time.
By March 2011, the lake had
dried up

GNSS method is apparent. Since Google Maps are normally not updated frequently
enough to be suitable for such monitoring tasks, this again emphasizes the need for
rapid and reliable GNSS methods.

As a check on the area obtained fromGNSSmeasurements, Fig. 8.7 compares the
GNSS generated surface area to that measured by the total station, with the GNSS-
derived area being 148 m2 greater. This difference comes from the GNSS recording
of fewer points around the lake due to the heavy tree cover, while the total station
recorded all necessary points to accurately define the edge of the lake. A further
comparison of the lake area found by GNSS (Fig. 8.7, left) with that from the total
station (Fig. 8.7, right) shows additional differences. Points A, B, C and D are shown
on Fig. (8.7, left) as specific points of difference. Point A represents a spot where the
GNSS could not measure the necessary point due to dense tree coverage to complete
the curve of the lake, hence the lake appears to dip back whereas the total station (on
the right) located the required point and completed the curve. Point B is perhaps the
most significant point where the GNSS image demonstrates a poor definition of the
edge of the lake. As before, this was due to large trees blocking the satellite signal.
Comparing the GNSS image to the total station image, it is clear that the total station
performed a much better job of mapping the area than the GNSS. The same situation
applies to point C with large trees blocking the satellite signals, again leading to
a poor definition of the edge of the lake. Point D is an area where the opposite of
above happens. There were tall reeds that prevented the line of sight to the prism
even when set at the maximum pole height of 2.1 m. However, with the RTK system,
an observation was possible.

With the changing surface area of the lake over time and the effectiveness of each
method to define these changes, this is just one area of application that is possible
for GNSS.

This example shows that GNSS can be used for the surveys needed for environ-
mental applications such aswetlandmanagement. Instead of using expensive satellite
imagery to monitor water bodies over time, GNSS can be used to map waterlines
quickly and accurately to monitor the growth or recession of water bodies over time.
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C D

A

B

Fig. 8.7 Lake Jack Finney (September 2009). Left GNSS. Right Total station. The points marked
on the left-hand figure are discussed in the text

8.3 Concluding Remarks

Attributes that are important to topographic maps can be successfully identified and
represented by GNSS techniques. The example of Schloderer et al. [25] indicates
that the GNSS technique is capable of achieving a level of accuracy sufficient to
develop a reliable topographic map at a scale of 1:1750, which suffices for most
environmental monitoring purposes. At this scale, given that the GNSS generated
topographical map achieved a horizontal accuracy of 2cm and a vertical accuracy of
28 cm, it would be useful for most types of environmental monitoring, except where
heights need to be more accurate than 28 cm, such as land subsidence monitoring.

It should be pointed out, however, that this is not the absolute achievable value,
since GNSS accuracy depends on many factors, which include satellite availability
andvisibility, signal blockage from trees andbuildings, the effects ofmultipath errors,
and the experience of the observers, to name just a few. These error sources could
have contributed to the relatively low accuracy achieved. The results, however, still
indicate the potential of GNSS to generate topographical maps capable of supporting
the environmental applications listed in [25, Table3], although we must point out
that this is not conclusive, given the problems of error sources and limited data.

In the example presented, the time taken to perform the survey was much shorter
using GNSS compared with the total station method, where the need for multiple
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setups and a traverse to establish control on themultiple stations greatly increased the
time taken to perform the survey. The GNSS accuracies achieved, when compared
against typical accuracies desired for particular survey tasks were found not to meet
the required accuracies for cadastral work, utility surveys, land deformation surveys,
or archaeological surveys that require cm to mm-level accuracies, but was sufficient
for environmental monitoring tasks that does not require such high accuracies, such
as the mapping the spatial changes in small water bodies, e.g., Jack Finney Lake.

Therefore, for environmental monitoring of areas with adequate satellite visibility
throughout the survey area, and fewer obstructions introducing multipath errors,
the generation of topographic surveys that serve as a preliminary reconnaissance
for environmental studies, or to quickly examine the changing spatial dimensions
of a feature, such as a small water body during an environmental audit, GNSS is
recommended. It should be noted, however, that GNSS is capable of providing higher
accuracies as discussed in Chap.5.
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Chapter 9
GNSS Remote Sensing of the Environment

GNSS data provide the opportunity to observe Earth system
processes with greater accuracy and detail, as they occur.

W.C. Hammond et al. [1]

9.1 Introductory Remarks

GNSS satellites such as GPS are playing an increasingly crucial role in tracking
low earth orbiting (LEO) remote sensing satellites at altitudes below 3000km with
accuracies of better than 10cm [2]. These remote sensing satellites employ a precise
global network ofGNSSground receivers operating in concertwith receivers onboard
the LEO satellites, with all estimating the satellites’ orbits, GPS orbits, and selected
ground locations simultaneously [2]. In this chapter, we illustrate the role played by
GNSS satellites in measuring changes in the Earth’s atmosphere, its gravity field,
and mass redistribution (e.g., changes in terrestrial water storage). These changes
are found by measuring refractivity and inter-satellite distances.

The last two decades has seen the emergence of GNSS remote sensing techniques
that are capable of monitoring changes in the global tropopause height and in so
doing, contribute to monitoring global warming as we shall see in Chap.11. GNSS
satellites in conjunction, with LEO satellites, e.g., the GRACE (Gravity Recovery
And Climate Experiment), have been used to derive vertical atmospheric profiles of,
e.g., temperature, height, and pressure, in what is known as GNSS radio occultation
(RO) or GNSS-Meteorology [3]. Foelsche et al. [4] point to its potential to overcome
problems associated with traditional data sources (e.g., radiosondes) due to their
unique combination of high accuracy and vertical resolution, long-term stability
and all-weather global coverage that is not feasible with other systems.

Indeed, Schmidt et al. [5] compared RO data from CHAMP (CHAllenging Mini-
satellite Payload) with radiosonde measurements and found an agreement within
less than 0.5K (i.e., in the measured temperature profiles). In another study of global
tropopause height changes over a period of 7years (2001–2007) using CHAMP and
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GRACE, Schmidt et al. [6], found a trend of +(23–44)m/decade, which is consis-
tent with the results published by [7] based on radiosonde data. The six operational
COSMIC (Constellation Observing System for Meteorology, Ionosphere, and Cli-
mate) satellites, launched in 2006, have significantly increased the availability of
GNSS-RO data for climate studies, see e.g., Anthes et al. [8].

In the next section, a brief look at the basics of GNSS remote sensing of the
atmosphere is presented. In Chap. 11, it will be demonstrated how it could be used
to enhance tropopause monitoring and in doing so, contribute towards monitoring
climatic change. Chapters11 and 12 will further look at its applicability to climate
variability studies. In Sect. 9.2, GNSS remote sensing of the atmosphere for weather
forecasting and climatic modelling is presented. Section9.3 then presents GNSS
applications for supporting LEO satellite remote sensing of variations to the gravity
field caused bymass changes. The other GNSS remote sensing application of altime-
try, which makes use of the measurement of the delay time between the signals that
reach the LEO satellite receiver directly from the GNSS transmitter and those that
are reflected, e.g., by the sea surface, will be treated in Sect. 9.4.

9.2 GNSS Remote Sensing of the Atmosphere

As stated in part I of the book, some GNSS satellites, such as GPS and GLONASS,
were primarily designed to be used by the military with the primary objective of
obtaining accurate positions of points on the Earth from space. In order to obtain
these positions,we saw that the signals emitted byGNSS satellites have to traverse the
ionosphere and neutral atmosphere to be received by ground-based GNSS receivers.
One of the major obstacles to positioning with GNSS discussed in Sect. 3.4.3 was
the signal delay caused by atmospheric refraction.

As opposed to geodesists whose interest is to estimate ionospheric and tro-
pospheric delays only to eliminate them to obtain accurate positions, meteorologists
and environmentalists use these ionospheric and tropospheric delays forweather fore-
casting, climate studies (e.g., sea, land, and ice level changes), hazard predictions
and early warning systems (see e.g., Fig. 17.13 on p. 373). Belvis et al. [9] presents
a win-win situation for professionals in both geodesy and environmental studies; for
a geodesist, accurate knowledge of the atmospheric delay will improve the vertical
accuracy, which in turn is of great interest to environmental scientists studying global
climate change, which may be reflected in changes in the atmospheric delay. Or to
put it another way, “one scientist’s noise is another scientist’s signal”.

Currently, the NASA Deep Space Network (DSN) uses near-real-time tro-
pospheric delay estimates based on real-time global differential GNSS (GDGPS
discussed in Sect. 5.4.3) to calibrate the radio signals from spacecraft in support of
deep space navigation. Real-time global ionospheric total electron content (TEC)
maps are derived at JPL and by the Air Force Weather Agency (AFWA) based on
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GDGPS tracking data.1 Hammond et al. [10] point out that GNSS measurements
have the potential to contribute to tropospheric weather and climatic modelling,
and/or weather forecasting in up to four different ways; (i) integrative measurement
of atmospheric water vapor in GPS signal delays, (ii) localized sensing of soil mois-
ture and snow depth from satellite to antenna multipaths, (iii) large-scale sensing
of water mass from elastic deformation signals, and (iv) imaging of hydrometeor
scattering.

For the ionosphere, where almost all aspects of ionospheric research uses GNSS
observations (i.e., the measured total electronic content (TEC) from the differential
delay of the two L1 and L2 signals), higher sampling rates of real-time GNSS will
benefit studies of travelling ionospheric disturbances and other wave phenomena,
including disturbances from earthquakes and tsunamis, while lower latency will aid
in the development of operational forecasting for space weather, with significant
implications for global communications systems and satellite maintenance [1].

This section examines howGNSS satellites could be used to remote sense various
atmospheric parameters as their signals pass through the different portions of the
atmosphere. The goal is to show how atmospheric parameters such as the TEC and
electron density profile in the ionosphere, tropospheric temperatures, pressures and
water vapour could be measured by GNSS satellites, and related to meteorological
(weather and climatological) applications, and hence to develop the field of GNSS-
meteorology. In what follows, we start by presenting the background to GNSS-
meteorology before discussing the environmental parameters that could be derived
from it. The measuring techniques and the potential applications to environmental
monitoring are also discussed.

9.2.1 Background to GNSS-Meteorology

Melbourne [11] suggested that the complicating effect of the atmosphere on GNSS
signals could be inverted to remote sense the atmosphere using space-borne tech-
niques. He proposed that LEO satellites be fitted with GNSS receivers and be used
to track the signals of rising or setting GNSS satellites (occulting satellites).

The proposed technology is currently playing amajor role in complementing exist-
ing techniques, e.g., radiosondes. Atmospheric profiles from GNSS remote sensing
have been tested in numerical weather prediction (NWP)models and the results were
found to be promising [13]. Indeed, Kuo et al. [14] demonstrated using GPS/MET
(GPS/meteorology space trial mission) data that the accuracy of global and regional
analysis of weather prediction could be significantly improved. Also encouraging
were the results of Steiner et al. [15] who showed that highly accurate measurements
and fine vertical resolution around the tropopause would be employed to monitor
climatic change over the next decades.

1http://www.gdgps.net/applications/index.html.

http://www.gdgps.net/applications/index.html
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Several atmospheric sounding missions have been launched aboard LEO satel-
lites, e.g., CHAMP, which is no longer active, but whose data are available, GRACE,
and COSMIC [8]. The latest entry is the European owned EUropean organization for
the exploitation ofMETeorological SATellites (EUMETSAT),which is installedwith
a GNSS occultation receivers GRAS (GNSS Receiver for Atmospheric Sounding).
Combined, thesemissions providemore than 5000 occultation data daily. Future pos-
sibilities for atmospheric sounding missions may have satellites the size of a laptop
with GNSS receivers the size of a credit card, see e.g., Yunck [16]. The planned LEO
satellite missions, together with the increasing number of GNSS satellites, promises
a bright future for atmospheric studies, which would in turn benefit environmental
monitoring. Indeed, such atmospheric sounding missions promise to provide daily
global coverage of thousands of remotely sensed data that will be vital for weather,
climatic and atmospheric studies.

Space-borne GNSS-meteorology, which we discuss in detail in Sect. 9.2.3.1 is
just one part of this new technique. The other component is the ground-based
GNSS-meteorology, which will be discussed in Sect. 9.2.3.3. Overviews of this new
technique have been presented, for instance, in [17, 18]. In ground-based GNSS-
meteorology, a dense GNSS network (e.g., GEONET, Fig. 5.14 on p. 85) is used
to measure precisely GNSS path delays caused by the ionosphere and the neutral
troposphere traversed by the GNSS signals. These path delays are then converted
into TEC and integrated precipitable water vapour (IPWV) values. Conversion to
IPWV requires prior information of surface pressure or estimates along the GNSS
ray path. These create a continuous, accurate, all weather, real-time lower and upper
atmospheric data set with a variety of opportunities for atmospheric research [19].

Use of the GNSS-derived atmospheric precipitate water vapour (PWV) in real-
time weather forecasting has, however, been slow due to the fact that forecasters
preferred high-rate and low-latency measurements. However, increased availabil-
ity of high-rate sampling and low-latency GNSS products, e.g., those discussed in
Sect. 5.4.3, together with greater station densities, is posed to change the forecast-
ers’ perception and lead towards future GNSS water vapor sensing using high-rate,
low-latency data from GNSS receivers [10].

9.2.2 GNSS-Derived Atmospheric Parameters

What exactly are the parameters in the atmosphere measurable by GNSS
that are of interest to environmental monitoring?

This section attempts to answer this question by examining the effect of the
atmosphere on the GNSS signals as they pass through it from the satellites to
the receivers. Understanding these effects would in turn enable us know exactly
the parameters that could be remotely sensed by GNSS signals. The key to under-
standing the atmospheric signals of interest is to look at the GNSS signal delays.
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The atmosphere acts as a medium through which the GNSS signals travel from
the satellites to the receivers. If the atmosphere was a vacuum, the GNSS signal
would travel in a straight line. But since the atmosphere is made up of various
layers of different densities, the GNSS signal instead curves before reaching the
receiver. Hence, the distance increases and the velocity of the radiowaves decreases,
thus delaying the signal. In 1992, when GPS attained full operational capability,
Ware [20] suggested the possibility of using its delayed signals to remotely sense the
atmosphere inwhat is known asGPS atmospheric sounding. By 1996, the potential of
using GPS satellites for atmospheric sounding were already recognised as reported,
e.g., by Businger et al., [21, 22]. This GNSS signal delay is what is measured, as will
be discussed in the next section. Once the delay has been measured, it is converted
into the required atmospheric parameters; refractivity, bending angles, temperatures,
pressures, water vapour and geopotential heights. In measuring these atmospheric
signals, GNSS-meteorology has the advantages of;

(a) being global, highly precise and continuous,
(b) stable, owing to the stable GNSS oscillators, and
(c) use of radio frequencies (microwave L-band signals) that can penetrate clouds

and dust, unlike other remote sensing techniques such as radar-based whose
signals are blocked by clouds.

Next, the relationship between the GNSS signals and refractivity as it traverses
the troposphere from an altitude of 40km to the antenna is presented. This will
enhance our understanding of how GNSS satellites remotely sense these environ-
mental attributes. Belvis et al. [9] classify the effects of the atmosphere on GNSS
signal into two parts:

• First, there is a reduction in the speed of propagation of the GNSS signals in a
region of finite density compared to that in a vacuum, leading to an increase in
the time taken by the signal to reach the receiver. This increase in time can be
expressed in terms of excess path length, leading to an optical delay.

• Second, the signals travel in a curved path instead of a straight line due to the
refractive effects of the atmosphere’s changing density (Snell’s laws) (see, Fig. 9.2)
leading to a geometrical delay.

Both the optical and geometrical delays are attributed to variations in the index of
refraction n along the path taken by the signals. The excess path length ΔL is given
by [9]

ΔL =
∫
L
n(s)ds − G, (9.1)

where n(s) is the refractive index as a function of position s along the curved path
L , and G is the straight-line geometrical path length through the atmosphere (i.e.,
the path that would be taken by the signal in a vacuum). Equation (9.1) can be
expressed as
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ΔL =
∫
L
[n(s) − 1]ds − [S − G], (9.2)

where S is the path length along L . In Eq. (9.2),
∫
L [n(s) − 1]ds represents the reduc-

tion in speed, i.e., optic delay while [S − G] is due to the bending effect, i.e., geo-
metric delay. The bending term [S − G] is smaller, about 1cm or less, for paths with
elevations greater than about 15◦ [9]. In addition, rather than the refractive index in
n above, which is numerically close to unity, refractivity, given by

N = (n − 1)106 (9.3)

is usually used, leading to

N = 77.6
P

T
+

(
3.73 × 105

Pw

T 2

)
−

(
40.3 × 106

ne
f 2

)
+ 1.4w , (9.4)

where P denotes the total atmospheric pressure in {mbar}, T is the atmospheric
temperature in K, Pw is the partial pressure of water vapour in {mbar}, ne is the
number of electron density per cubic meter {number of electron/m3}, f is the trans-
mitter frequency in Hz, and w is the liquid water content in g/m3. The three main
contributors to refractivity, as was discussed in Sect. 3.4.3, are:

• The dry neutral atmosphere (called the hydrostatic component, i.e., the first com-
ponent on the right-hand-side of Eq. (9.4), dependent mainly on dry air and also
the non-dipole component of water vapour). From this component, GNSS-derived
vertical profiles of temperatures and pressures used for global warmingmonitoring
are obtained.

• Water vapour (also called the wet or moist component, i.e., the second component
on the right-hand-side of Eq. (9.4), dependent on the dipole component of water
vapour). GNSS are used to measure water vapour through the estimated zenith
wet delay (ZWD) as discussed below. The GNSS-derived water vapour are useful
both for weather forecasting in numerical weather prediction (NWP) models and
also in climate change studies.

• The free electrons in the ionosphere (i.e., the third component on the right-hand-
side of Eq. (9.4)). GNSS plays a key role in providing slant TEC2 derived through
the differencing of the L1 and L2 frequency phase delay. GPS estimates of slant
TECare by far themost plentiful observations of ionospheric processes andprovide
the bulk of global spatial sampling, so global models necessarily rely on them
heavily [10]. Furthermore, both space-borne and ground-based GPS observations
provide information related to various activities and states in the atmosphere, e.g.,
solar flare and geomagnetic storm [23].

2Total electronic contents.
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Atmospheric refraction

Hydrostatic component:
Follows laws of ideal gas.
Computations require external
pressure measured at receiver
antenna

Wet component (nonhydrostatic):
Difficult to compute due to spatial
and temporal variation in water
vapour. Measured using WVR or
estimated as unknown ZWD.

Responsible for zenith delay~2.4m
at sea level locations

Responsible for zenith
delay~0.4m

Fig. 9.1 Components of tropospheric refractivity. WVR (water vapour radiometers) and ZWD
(zenith wet delay) help in determining the wet component

GNSS Measurement of Water Vapour

Thefirst two items of Eq. (9.4) are summarized in Fig. 9.1. The contribution of the free
electrons leading to refraction effects on the signals in the ionosphere are corrected
for using signals at two frequencies for which these effects are substantially different,
taking advantage of the dispersive nature of the ionosphere. This leaves the last term
of Eq. (9.4), which is normally very small and is often neglected, see e.g., [9]. The
first two terms of Eq. (9.4) are indicated by Resch [24] to be accurate to about 0.5%
under normal atmospheric conditions. Thayer [25] provided an improved version [9]
of Eq. (9.4), expressed as [26, p. 195]

N = k1
Pd
T

Z−1
d + k2

Pwv

T
Z−1

wv + k3
Pwv

T 2
Z−1

wv, (9.5)

where

• k1 = (77.60)Kmbar−1, k2 = (69.5)Kmbar−1, k3 = (370100)K2mbar−1,
• Pd is the partial pressure of dry air (in mbar), with the dry gases of the atmosphere
in decreasing percentage of volume being N2, O2, Ar,CO2, Ne, He, Kr ,
Xe,CH4, H2, and N2O , representing 99.96% of the total volume,

• Pwv is the partial pressure of water vapour (water vapour content is highly variable,
but rarely exceeds 1% of the mass of the atmosphere),

• T is the absolute temperature in degrees Kelvin (K),
• Z−1

d and Z−1
wv are the inverse compressibility factors for dry air and water vapor,

respectively, that account for small departures in the behaviour ofmoist atmosphere
from an ideal gas.
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Thayer’s [25] modified Eq. (9.5) leads to the retrieval of refraction with an accuracy
of about 0.02% [27]. Leick [26, p. 196] provides an explanation of Eq. (9.5) as
follows: the first term is the sum of the distortion of the electron charges of the dry
gas molecules under the influence of a magnetic field, the second term expresses
the same effect, but for water vapour, while the third term describes the permanent
dipole moment of the water vapour, i.e., it is a direct result of the geometry of water
vapour’s molecular structure. The first term of Eq. (9.5) is then divided into two parts
to give [26, p. 196]:

1. the refractivity of an ideal gas in hydrostatic equilibrium, i.e., hydrostatic refrac-
tivity, which is the larger component and can be accurately computed if the surface
total pressure is available, and

2. a function of partial water vapour pressure. This is the smaller component of the
two and has to be either measured or estimated (e.g., Fig. 9.1).

The division is achieved using the equation of the state of a gas

pi = Ziρi Ri T, for i = {d, wv}, (9.6)

with ρi being the mass density and Ri the specific gas constant. In Eq. (9.6), the
subscripts d, and wv represent dry gas and water vapour, respectively. Using this
equation in (9.5), it is immediately noticeable that the term Pd in the first part can
be replaced. This introduces the density term ρd , which can then be replaced by the
total density ρ and partial density of water vapour ρwv . Replacing this partial density
of water vapour ρwv by Eq. (9.6) leads to the division of the first term as [26, p. 196]

k1
Pd
T

Z−1
d = k1Rdρ − k1

Rd

Rwv

Pwv

T
Z−1

wv, (9.7)

which clearly indicates that the refractivity of the hydrostatic term is due to both dry
gas and partial water vapour, as had been previously stated, e.g., by [9]. When (9.7)
is substituted into Eq. (9.5) and combined with the second term of (9.5), one obtains

N = k1Rdρ + k
′
2
Pwv

T
Z−1

wv + k3
Pwv

T 2
Z−1

wv, (9.8)

and

k
′
2 = k2 − k1

Rd

Rwv

= k2 − k1
Mwv

Md
, (9.9)

with Mi , i = {d, wv} being the molar mass. Equation (9.8) essentially provides the
hydrostatic (Nd ) and wet refractivity (Nwv) terms, respectively, as

Nd = k1
P

T
, (9.10)
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and

Nwv = k
′
2
Pwv

T
Z−1

wv + k3
Pwv

T 2
Z−1

wv . (9.11)

Integrating (9.5) along the zenith direction using (9.10) and (9.11) gives the zenith
hydrostatic delay (ZHD) and the zenith wet delay (ZWD), respectively, as
[26, p. 197]

ZHD = 106
∞∫

antenna

Nd(h)dh, (9.12)

ZWD = 106
∞∫

antenna

Nwv(h)dh . (9.13)

For satellites that are not vertically overhead, i.e., not in the direction of the zenith,
the hydrostatic and wet delays in (9.12) and (9.13) have to be converted into the
equivalent slant delays through

SHD = ZHD.m fh(α)

SWD = ZWD.m fwv(α),
(9.14)

leading to the slant total delay (STD) expressed as

ST D = SHD + SWD, (9.15)

where m fh and m fwv are mapping functions and α is the elevation angle. Note that
the zenith angle (90 − α) could also be used. The simplest relation between the wet
delay (SWD) along a line of elevation angle α and the ZWD is given through the
simple pythagorean

SWD = ZWD

sin(α)
. (9.16)

The most commonly used mapping function is Niell’s [28]. Using the zenith angle z,
Niell’s mapping functions m fh(z) and m fwv(z) are given by [28]

m fh = 1 + f1
cos(z) + f2

+ h

(
1

cos(z)
− 1 + f3

cos(z) + f4

)
, (9.17)

and

m fwv(z) = 1 + f5
cos(z) + f6

, (9.18)
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where
f1 = a

1 + (
b

1+c

)

f2 = a

cos(z) +
(

b
cos(z)+c

)

f3 = ah

1 +
(

bh
1+ch

)

f4 = ah

cos(z) +
(

bh
cos(z)+ch

)

f5 = ã

1 +
(

b̃
1+c̃

)

f6 = ã

cos(z) +
(

b̃
cos(z)+c̃

) ,

where a, b, and c are the coefficients of the hydrostatic mapping function given in
Niell [28, Table3], while ã, b̃, and c̃ are the coefficients of the wet mapping function
inNiell [28, Table4]. Tropospheric delay is thus shortest in the zenith directionwhere
the elevation angle α = 90◦, but increases as the elevation angle decreases.

From the STD, which can be estimated from GPS observations, the measurable
signals of interest to environmental monitoring are the precipitable water (PW) and
the integrated water vapour (IWV). Let us now consider that for each receiver of
the continuous operating reference stations (CORS; see Sect. 5.5), Eq. 4.18 from p.
49 applies. For a known station, the range between the satellite and the receiver will
be accurately known. If the other errors discussed in Sect. 3.4 are properly modelled,
the remaining residual errors of the observations will be due to STD, see e.g., [26].
These STD could then be used to estimate ZWDgiven a propermapping function and
assuming that the ZHD has been accurately obtained from surface meteorological
measurements. The estimation of ZWD from GNSS observation equations can take
on the form of [29, 30]:

(i) Least squares solution (see Sect. 6.3)where theZWDs are obtained as unknowns,
i.e., the deterministic approach fromwhich one parameter is estimated per station
per specified time interval. This approach involves constraining the value of
the ZWD and perhaps its rate of change, to keep it within a reasonable set of
bounds [29].

(ii) Estimation as a stochastic process using a Kalman filter [31], where the temporal
variation of ZWD is assumed not to change by a large amount over a short period
of time. The stochastic filter estimation of ZWD requires a proper choice of the
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stochastic process that represents its fluctuation. One common choice is the
first-order Gauss–Markov process and the stochastic noise is chosen so as to
constrain the variation of the ZWD to between 1 and 20mm per hour, depending
on location and the time of the year [29].

As we shall see in Sect. 11.3.2, NWP models require precipitable water and as such
the conversion of the GNSSmeasured ZWD to precipitable water vapour (PWV) and
integrated water vapour (IWV) is necessary. Askne andNordius [32] have shown that
it is possible to relate IWV and the measured ZWD. The relationship is presented by
Belvis et al. [29] as

IWV ≈ ζZWD (9.19)

and

PWV = ζZWD

ρ
, (9.20)

where ρ is the total density. In (9.19) and (9.20), the value of the constant ζ, i.e., the
ratio IWV/ZWD, varies between 5.9 and 6.6 and is given by [26, p. 201] as

1

ζ
= 10−6

(
k3
Tm

+ k ′
2

)
Rwv, (9.21)

where Tm is the weighted mean temperature of the atmosphere given by

Tm =
∫ Pwv

T Z−1
wvdh∫ Pwv

T 2 Z−1
wvdh

. (9.22)

In estimating PWV from (9.20), the largest source of error is attributed to the mean
temperature Tm , which varies with location, height, season, and weather. Belvis et
al. [29] provided a total error budget of the estimated ZWD of∼ 10mm random error
and∼ 10mm long-term bias. This was based on the comparison of the results of Very
Long Baseline Interferometry (VLBI), GPS, and WVR (water vapour radiometers),
with the error component divided as follows [29]:

(a) 5% error due to the inversion from path delay to IWV in non-arid areas.
(b) Errors of less than 10mm in path delay arising from carrier-phase measurements

and propagated through the Kalman filtering estimation method.
(c) Errors of the order of 3mm in ZWDunder normal ionospheric conditions arising

from the use of dual-frequency signals for range correction (i.e., ionospheric
correction).

(d) Less than 1% (23mm) errors in hydrostatic delay as a result of atmospheric
dynamics. Proper station calibration, however, can potentially reduce this error
to less than 1mm.
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(e) Multipath errors will depend on the type of antenna, elevation angle of the
satellites and the environment in which the antenna is located. Belvis et al. [29]
suggest that since this error is normally less than 100mm for elevation angles of
15◦, it is likely to perturb the zenith delay measurement by less than 20mm.

(f) The contribution of ionospheric effects on the signal will generally be below the
total error budget.

9.2.3 GNSS Remote Sensing Techniques

Over the years, research efforts have been dedicated tomodelling atmospheric refrac-
tion in order to improve on GNSS positioning accuracy by accounting for the excess
path delay in Eq. (9.2). As we discussed in Sect. 3.4.3, modelling of the propagation
delay is done separately for the ionosphere and troposphere. For the ionosphere,
Eqs. (3.5) and (3.6) on p. 37 are applied to eliminate most of the ionospheric delay.
For the tropospheric delay on the other hand, we saw that the troposphere is a non-
dispersive medium and that its delay could not be eliminated by the linear combi-
nation of dual-frequency observations, but must instead be measured or estimated.
In the next sections, we present both space and ground based GNSS remote sens-
ing methods and related missions, which are essential in measuring the atmospheric
parameters discussed in Sect. 9.2.2.

9.2.3.1 Space-Borne GNSS Remote Sensing

GNSS radio occultation (GNSS-RO) takes placewhen a transmitting satellite, setting
or rising behind the Earth’s limb, is viewed by a LEO satellite as illustrated in Fig. 9.2.
GNSS satellites send radio signals that pass through successively deeper layer of the

Fig. 9.2 GNSS radio occultation. Use is made of (i) an occulting satellite, (ii) a non-occulting
GNSS satellite and (iii) a ground-based GNSS station to determine the bending angle α from which
the vertical profiles of temperature and pressure are determined, e.g., from Eq.9.4 on p. 144. Source
Wickert [3]
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Earth’s atmosphere and are received by LEO satellites. These signals are bent and
retarded, causing a delay in their arrival at the LEO.

Figure9.2 shows the occultation geometry where the signal transmitted from a
GNSS to a LEO satellite passes through dispersive layers of the ionosphere and
atmosphere, and in so doing senses them. As the signal is bent, the total bending
angle, α, an impact parameter, a, and a tangent radius, rt , define the ray passing
through the atmosphere. The refraction angle is accurately measured and related to
the atmospheric parameters; temperature, pressure andwater vapour via the refractive
index in Eq.9.4. Use is made of radio waves where a GNSS receiver onboard a LEO
satellite measures, at the required sampling rate, the dual-band carrier-phases (L1
and L2), the C/A-code and P-code group delay (see Sect. 3.3.1) [11, 12]. The data is
then processed to remove errors arising from short-term oscillator and instabilities in
the satellites and receivers. This is achieved by using at least one ground station and
one satellite that is not being occulted, leading to a doppler shift (see Fig. 9.2). Once
the observations have been corrected for possible sources of errors, the resulting
Doppler shift is used to determine the refraction angle α.

The variation of α with a during an occultation depends primarily on the vertical
profile of the atmospheric refractive index, which is determined globally by Fermat’s
principle of least time and locally by Snell’s law

n × sinφ = constant, (9.23)

where φ denotes the angle between the gradient of refraction and the ray path. The
doppler shift is determined by projecting spacecraft velocities onto the ray paths at
the transmitter and receiver so that atmospheric bending contributes to its measured
value. Data from several GNSS transmitters and post-processing ground stations
are used to establish the precise positions and velocities of the GNSS transmitters
and LEO satellites. These derived positions and velocities are used to calculate the
Doppler shift expected in the absence of atmospheric bending (i.e., were the signal
to travel in a straight line). By subtracting the expected shift from the measured shift,
one obtains the excess Doppler shift. Assuming local symmetry and with Snell’s law,
the excess Doppler shift, together with satellites’ positions and velocities, are used to
compute the values of the bending angles α with respect to the impact parameters a.
Once computed, these bending (refraction) angles are related to the refractive index
by

α(a) = 2a
∫ r=∞

r=r0

1√
n2r2 − a2

dI n(n)

dr
dr, (9.24)

which is then inverted usingAbel’s transformation to give the desired refractive index

n(r0) = exp

⎡
⎣ 1

π

∫ a=∞

a=a0

α(a)√
a2 − a20

da

⎤
⎦ . (9.25)
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If the atmospheric temperature T and pressure P are provided from external source,
e.g., from models and synoptic meteorological data, then the vertical water vapour
density could be recovered from GNSS remote sensing data using Eq. (9.4) [11].

To demonstrate the capability of the method, the following examples show that
the temperature profiles measured by GNSS around the tropopause region (8–17km)
gives accurate results comparable to the traditional radiosonde method.

Example 9.1 (Validating GNSS derived atmospheric parameters [33]).

In Fig. 9.3, GNSS-derived temperature profiles from LEO missions (COSMIC,
CHAMP and GRACE) are compared with the profiles of the closest radiosondes
in Australia. The radiosonde launched from Learmonth Airport (22.24◦S, 114.09◦E)
on 14th June 2005 was within 70km and 40min from the CHAMP measurement,
whereas the radiosonde launched from Hobart Airport (42.84◦S, 147.50◦E) on 20th
December 2006 was within 12km and 1.25h from the COSMIC measurement. The
radiosonde fromWeipaAero location and theGRACEROprofilewere locatedwithin
92km, with time difference of 1.25h from each other.

A visual examination of Fig. 9.3 indicates that the COSMIC RO temperature pro-
file agrees very well with its corresponding radiosonde profile with almost no devi-
ation from the radiosonde data. The temperature profiles from the CHAMP satellite
have been shown, e.g., by Schmidt et al. [34] to agree well in the upper troposphere
and lower stratosphere. However, looking at Fig. 9.3, below 5km, the CHAMP pro-
files do not fit the radiosonde data as well as those for the COSMIC profiles due to
the effect of water vapour. The GRACE temperature profile agrees well with the cor-
responding radiosondemeasurement above 8km, while below 8km it is also affected
by water vapour like the CHAMP profiles.

♣ End of Example 9.1.

0

5

10

15

20

25

30

A
lti

tu
de

 (k
m

)

Temperature (oC)

a Hobart Airport

Radiosonde
COSMIC

0

5

10

15

20

25

30

0

5

10

15

20

25

30

Temperature (oC)

b Learmonth Airport

Radiosonde
CHAMP

0

5

10

15

20

25

30

A
lti

tu
de

 (k
m

)

−80 −60 −40 −20 0 20 −80 −60 −40 −20 0 20 −80 −60 −40 −20 0 20
Temperature (oC)

c Weipa Aerodrome

Radiosonde
GRACE

Fig. 9.3 GNSS-RO soundings observed on a 20 December 2006 over Hobart Airport [42.84◦S,
147.50◦E] using COSMIC RO data, b 14 June 2005 over Learmonth Airport in Western Australia
[22.24◦S, 114.09◦E] using CHAMP RO data and c on 8 September 2006 over Weipa Aero using
GRACE data [12.68◦S, 141.92◦E]. Source [33]
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Example 9.2 (Comparison of profiles between 7–30 km height [33]).

GNSS-derived temperature profiles between 7–30 km were then compared to
those from the radiosonde observations between 2001 and 2006. The comparison
method was based on a maximum spatial separation of 100 km and a temporal
difference of 3h between the GNSS-RO measurements and the radiosonde (e.g.,
Schmidt et al. [34] use values between 3h and a distance of 300km, which they state
would mean near constant weather). A distance of 100km was chosen to account
for the spatial drift of the radiosondes, which can reach as far as 200km from its
initial position [35]. Temperatures are compared at 14 standard pressure levels l of
the radiosonde data files between 850 and 20 hPa.

The mean temperature deviation at each pressure level ΔT (l) and its standard
deviation σΔT (l) are calculated according to Eqs. (9.26) and (9.27) [36].

ΔT (l) =

M(l)∑
i=1

TD(LEO)(i, l) − TRadiosonde(i, l)

M(l) − 1
(9.26)

σΔT (l) =
√√√√ 1

M(l) − 1

M(l)∑
i=1

(
TD(LEO)(i, l) − TRadiosonde(i, l)

)2
, (9.27)

where M(l) denotes the number of data points at each pressure level. The index i
indicates the individual pairs of LEO satellite and radiosonde data, TD(LEO) is the dry
temperature derived from the LEO data while TRadiosonde is the temperature given by
radiosonde measurements. Temperature deviations exhibiting more than 20K were
ignored to eliminate the influence of outliers.

Figure9.4 compares the deviation between the radiosonde and CHAMP, GRACE
and COSMIC profiles, as well as the number of profiles. 80 CHAMP profiles from
September 2001 to December 2006 were found to occur within 100km and a time
delay of less than 3h of a radiosonde profile. The results of the comparisons indicate a
temperature bias of less than 1k for the complete height interval between 9 and 26km,
with a standard deviation of less than 2K. Between 11 and 26km the bias is less than
0.5K with a standard deviation of 1–2K. The bias of the CHAMP temperature in the
lower troposphere (altitude < 7.5km) is largely due to the presence of water vapour,
see also [4, 36, 37]. The larger bias between CHAMP and radiosonde data is less
than 0.5k in the upper troposphere and lower stratosphere where there is little or no
water vapour. Biases between CHAMP RO data and radiosonde data are all negative
for all the altitude levels between 1.5 and 26km.

Only 18 profiles from GRACE RO data from January 2006 to October 2007 were
found within the defined spatial and temporal limits. Nevertheless, the bias is less
than 3K between the altitude range of 9 and 20km, showing that GRACE RO data
agrees well over this range with the radiosonde measurements. Below 9km, like the
CHAMP data, the GRACE temperature profiles are also affected by the presence of
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Fig. 9.4 Comparison of the deviations between GNSS-RO profiles a CHAMP, b GRACE, and
c COSMIC profiles. d Number of profiles from each satellite. Source [33]

water vapour. However, the bias in the GRACE temperatures could be due to the
lower number of GRACE profiles meeting the selection criteria.

COSMIC RO data from April 2006 to December 2006 were also used for these
comparisons, with 54 COSMICRO profiles meeting the criteria. From Fig. 9.4, it can
be seen that the bias between CHAMP and COSMIC RO data agree well between
10.7 and 25km, with the difference in the bias over this altitude range being less
than 0.5K. CHAMPRO data displays a lower standard deviation than COSMIC data
between 10 and 18km, with a standard deviation of less than 1.5K. Below 7.5km,
CHAMP temperatures show a large negative bias whereas the bias from theCOSMIC
temperature remains constant.

From these three GNSS-RO data sets, the COSMIC temperature data provided a
good correlation of data with much smaller standard deviations, with CHAMP and
GRACE having higher standard deviations below 10km. This example highlights
the possibility of GNSS satellites being used to remote sense the atmosphere at the
heights between 7–25km with accuracies that will suffice for the environmental
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monitoring of the atmosphere, specifically the tropopause, an issue that will be dis-
cussed in detail in the next chapters.

♣ End of Example 9.2.

Next, we look at the LEO satellite missions that make the GNSS space borne remote
sensing possible. Several missions are currently operational, but we will present only
the three most commonly discussed.

9.2.3.2 GNSS Radio Occultation Missions

The three LEO missions covered in this work; CHAMP, GRACE, and COSMIC,
jointly contributed a total of 2 478 829 profiles between 2001 and 2008 that were
analysed [38]. The German CHAMP (Fig. 9.9, left) satellite was launched on July
15, 2000 into an almost circular and near polar orbit (with an inclination of 87◦) at
an altitude of about 454 km [39]. The GNSS radio occultation on board CHAMP
was activated on Febraury 11, 2001, and from then nearly 541,527 occultations
were recorded worldwide by 2008 [38]. Having been in operation for more than a
decade, CHAMP ended its mission on 19th of September 2010. CHAMP data can
however still be obtained from GFZ (German Research Centre for Geosciences),
the Jet Propulsion Laboratory (JPL) or the University Corporation for Atmospheric
Research (UCAR).3

CHAMP Level 3 data (version 005) from GFZ data contains Abel inverted pro-
files of refractivity derived from the vertical profiles of bending angles. They also
contain the environmental monitoring indicators of air temperature, air density, air
pressure, bending angles, positions (latitudes, longitudes), heights above mean sea
level, impact parameters, and signal to noise ratios (SNR) up to 30 km above mean
sea level with a vertical resolution of 200 m.

Radio occultation measurements by GRACE satellites (Fig. 9.9, right), discussed
in detail in Sect. 9.3.3, were first recorded during a 25h period on July 28/29, 2004
[36, 40]. Atmospheric profiles derived from GRACE show nearly identical charac-
teristics as those from the ECMWF (European Center for Medium-Range Weather
Forecasts) [41]. TheGRACEsatellites had recordedover 141,987occultationsworld-
wide as of 2008 [38]. The BlackJack GNSS receiver present in the GRACE satellites
enables deep atmospheric sounding into the lower troposphere. The GRACE level 2
data, obtainable fromGFZ, is equivalent to that fromCHAMP, with the same vertical
resolution of 200 m.

GNSS limb sounding reached new heights after the launch of the COSMIC mis-
sion (see, Fig. 9.5) into a near circular orbit on April 15, 2006, e.g., [8, 42]. COS-
MIC, a constellation of six identical micro-satellites, is a joint mission between the
National Space Organisation (NSPO) of Taiwan and UCAR in the United States,
with the main goal of obtaining vertical profiles in near-real time of temperature,

3via http://www.cosmic.ucar.edu.

http://www.cosmic.ucar.edu
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Fig. 9.5 The COSMIC-1
satellites. Cosmic-2 satellites
are planned for launch in
2017 (6 satellites) and in
2020 (6 more satellites).
Source http://www.cosmic.
ucar.edu

pressure, and water vapour in the neutral atmosphere and electron density in the
ionosphere [42]. One major change in the COSMIC data compared to CHAMP and
GRACE is the improved data quality, with higher yields in the lower troposphere
(below 7km; cf. Figs. 9.3 and 9.4). This is made possible by the use of the Open-
Loop (OL) signal tracking technique by the Black Jack GNSS receiver [41]. OL
signal tracking, which was not available in previous missions, allows for the tracking
of rising occultation and deeper penetration into the lower troposphere.

The COSMIC mission provides about 2200 profiles per day on average and by
2008, it had recorded about 1,796,315 [38, 41] and by 20th January 2017, it had
recorded 4,436,178.4 Level 2 COSMIC data can be obtained from both UCAR5 and
NSPO.6 It contains the environmental monitoring indicators of refractivity, air tem-
perature, water vapour, air pressure, height above mean sea level, and the position
(latitude and longitude) from mean sea level to 400km. The tropopause region from
COSMIC (like CHAMP Level 3 data) contains temperatures, in which the water
vapour is neglected. Level 2 COSMIC atmospheric profiles are provided with a ver-
tical resolution of 100 m. In the following example, the number and distribution
of GNSS-RO measured over Australia by 2008 from these missions are presented.
Due to the success of COSMIC satellite mission that has operated for more than a
decade, U.S. agencies and Taiwan have decided to move forward with a follow-on
RO mission (called FORMOSAT-7/COSMIC-2) that will launch six satellites into
low-inclination orbits in 2017, and another six satellites into high-inclination orbits
in 2020.7

Example 9.3 (Distribution of GNSS-RO over Australia by 2008 [33]).

The distribution of the GNSS-RO events depends on the geometry of the orbits of
the LEO satellites and the transmitting GNSS satellites. CHAMP RO events occured

4http://www.cosmic.ucar.edu/index.html.
5via http://www.cosmic.ucar.edu.
6via http://www.tacc.cwb.gov.tw.
7http://www.cosmic.ucar.edu/cosmic2/index.html.

http://www.cosmic.ucar.edu
http://www.cosmic.ucar.edu
http://www.cosmic.ucar.edu/index.html
http://www.cosmic.ucar.edu
http://www.tacc.cwb.gov.tw
http://www.cosmic.ucar.edu/cosmic2/index.html
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(a) CHAMP occultations in 2002 (b) COSMIC occultations in 2007

(c) No of CHAMP and
COSMIC RO profiles

Fig. 9.6 Number of radio occultations over Australia from aCHAMP in 2002, bCOSMIC in 2007,
and c total number of occultations for CHAMP and COSMIC from 2001 to 2008. It can be seen
that COSMIC provided a very dense coverage within its two years of existence. Source [33]

more commonly in high latitudes, with the exception of the poles, with a relatively
low distribution in the equatorial regions, e.g., [4, 43]. From the start of September
2001 to April 2008 for example, Australia was covered by 8,472 CHAMP RO pro-
files, averaging about 108 occultations per month, except for July 2006 (Fig. 9.6).
Figure9.6 indicates that the occultations are well distributed over Australia, although
with fewer data in the far north, a fact already pointed out by [43]. It can be seen from
Fig. 9.6 that the COSMIC occultations are also well distributed across the region.
Like CHAMPRO data, the COSMICRO profiles are also fewer nearer to the equator
(8–15◦S).

♣ End of Example 9.3.

9.2.3.3 Ground-Based GNSS Remote Sensing

Whereas GNSS receivers are onboard LEO satellites (e.g., CHAMP and GRACE)
in space-borne GNSS remote sensing, they are fixed to ground stations in the case
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Fig. 9.7 Schematic diagram showing the remote sensing of water vapour via ground-based GNSS
receivers. Figure5.12 on p. 81 presents an example of a GEONET ground-based station

of ground-based GNSS remote sensing (Fig. 9.7). As we indicated in Sect. 3.4.3,
the contribution of the hydrostatic part, which can be modeled and eliminated very
accurately using surface pressure data or three-dimensional numerical models, is
about 90% of the total delay, while that of the wet delay is highly variable with little
correlation to surface meteorological measurements, see also [27, 44].

Assuming that the wet delay can be accurately derived from GNSS data as dis-
cussed in Sect. 9.2.2, and that reliable surface temperature data are available, the wet
delay can be converted into an estimate of the total atmospheric water vapour Pw

present along the GNSS ray path, as suggested by Belvis et al. [29]. This atmospheric
water vapour Pw, termed precipitable water in GNSS-meteorology, is obtained using
Eq. (9.20) on p. 149.

Using several receivers to track several satellites (seeFig. 9.7), a three-dimensional
distribution ofwater vapour and its temporal variation can be quantified. For example,
the Japanese GEONET CORS network (Fig. 5.14 on p. 85) is dedicated to ground-
based GNSS meteorology, e.g., [17, 45]. The dense network of GNSS receivers is
capable of delivering information about atmospheric water vapour content, which is
useful to meteorological monitoring (e.g., climate studies and weather forecasting
discussed in Sect. 11.4). Hanssen et al. [46] point out that maps of the water vapor
distribution associated with, for example, a precipitating cloud, a partly precipitating
cold front, or horizontal convective rolls, reveal quantitative measurements that are
not observable with conventional methods.

Example 9.4 (Global validation of GNSS-derived water vapor [47]).
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Heise et al. [47] provides an overview of the data processing and retrieval of ver-
tical refractivity, temperature and water vapor profiles from GNSS radio occultation
observations. They also undertook a global validation of CHAMP water vapor pro-
files with radiosonde data and obtain a bias of about 0.2g/kg and a standard deviation
of less than 1g/kg specific humidity in the lower troposphere, thus demonstrating the
potentials of GNSS-derivedCHAMP retrievals formonitoring themean tropospheric
water vapor distribution on a global scale.

♣ End of Example 9.4.

9.3 GNSS Contribution to Remote Sensing
of Gravity Variations

In the subsections that follow, it is explained how GNSS satellites (particularly GPS)
support LEO satellites used to monitor variations in gravity field, which are in turn
used to remote sense the changes in stored water at continental scales. The most
significant success of a LEO satellite is evidenced in the GRACE satellites discussed
in Sect. 9.3.3. A possible use of GNSS satellites to measure variations in water
mass is illustrated by Tregoning et al. [48] whose predictions derived from GRACE
measured fields show a correlation with GNSS measured deformations, suggesting
the possible use of such deformations to infer changes in stored water potential
on much shorter temporal and spatial scales than GRACE provides (and with low-
latency), while averaging over much larger spatial scales than afforded by multipath
amplitude measurements [10].

9.3.1 Mass Variation and Gravity

Two types of gravity field variation exists. The first is the long-term, also known as
mean gravity field, which is due to the static part of the gravity field. The variation
is constant over a very long time interval. Its study is useful in understanding the
solid structure of the Earth, ocean circulation, and in achieving a universal height
measuring system. In this respect, GNSS satellites are used to position LEO satellites
such as GOCE (Gravity field and the steady state-of-the ocean circulation explorer,
Fig. 9.8), which maps changes in gravity using state-of-the-art gradiometer with
improved accuracy, see e.g., Hirt [49]. GOCE data is expected to benefit other studies
such as those concerned with earthquakes, changes in sea level, and volcanoes.8

8See, e.g., http://www.esa.int/esaCP/SEMV3FO4KKF_Germany_0.html.

http://www.esa.int/esaCP/SEMV3FO4KKF_Germany_0.html
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Fig. 9.8 GNSS satellites
track the GOCE satellite in
space, thus contributing to
the determination of its
position (©ESA). The
GOCE satellite’s accurate
determination of the static
gravity field is expected to
contribute towards studies of
changes in sea level,
earthquakes, and volcanoes.
Figure modified by
D. Rieser [50]

The second type of variation of the Earth’s gravity field is associated with those
processes that occur over shorter time scales, such as atmospheric circulation or the
hydrological cycle. This is known as the time-varying gravity field and is the com-
ponent which enables the monitoring of, for example, variations in water resources
and the melting of the polar ice.

By removing the effects of the other processes that cause changes in the gravity
field, changes in terrestrial water storage can thus be inferred from the observed
temporal changes in the terrestrial gravity field. By assuming the density of water as
1.00g/cm3, and following the relation of [51], Ellet et al. [52] present the relationship
between changes in stored water and gravity as

ΔS = 0.419Δg, (9.28)

where water storage change ΔS is given in units of cm of water and gravity change
Δg is in units of microGal (10−6 cm/s2). From Eq. (9.28), it is seen therefore, that
monitoring variations in the gravity field can enable hydrological changes to be
monitored.

9.3.2 High and Low Earth Orbiting Satellites

At the broadest conceptual level, LEOsatellites’ gravity fieldmissions observe (either
directly or indirectly) gradients in the Earth’s external gravitational field. This is
essentially done through differential measurements between two or more points,
thus largely eliminating spatially correlated errors (cf. differential GPS in Chap.5).
When done from space, two approaches can be used, e.g., [53, 54]:

1. Satellite-to-satellite tracking (SST), or
2. A dedicated gravity gradiometer on board a satellite, coupled with SST.



9.3 GNSS Contribution to Remote Sensing of Gravity Variations 161

GNSS tracking a low satellite, e.g., CHAMP. GNSS tracking 2-low satellites, which are 
tracking each other, e.g., GRACE.

Fig. 9.9 Left SST-hl realized with CHAMP (©GFZ Potsdam ([2.2]). Right A combination of
ll-SST and hl-SST realized with GRACE and GNSS satellites(©GRACE - CSR Texas ([2.2]).
Figures modified by D. Rieser [50]). GNSS satellites are used in determining the positions of
these satellites in space. For the GRACE satellites (right) inter-satellite distances can be computed
from these positions and compared to the measured K-band distances, thus providing additional
independent information

The SSTmethods can use either low-low inter-satellite tracking (ll-SST, see Fig. 9.9,
right), where two LEO satellites track one another and additional observations in
terms of high precision ranges and range rates between the two satellites are taken,
or high-low inter-satellite tracking (hl-SST, see Fig. 9.9), where high-Earth orbiting
satellites (notably GPS) track a LEO satellite. The low-low mode, compared to
the high-low mode, has the advantage of signal amplification leading to a higher
resolution of the obtained gravity variations, up to the medium wavelength spectrum
of a few hundred km in spatial extent [53]. Taking this further, a combination of
ll-SST and hl-SST is conceptually better still, as is currently demonstrated by the
GRACE mission (Fig. 9.9, right) with a baseline length between the two satellites of
about 220km. This is treated in detail in the next section.

In order to detect temporal gravity field variations at smaller spatial scales, the
satellite(s) being tracked must be in as-low-as-possible orbits (close to the mass
source), with the satellites being as free as possible from the perturbing effects of
atmospheric drag [53]. In addition, so-called de-aliasingmodels (for correcting short-
term - 6h - variations due to atmosphere and ocean mass variations) have to be used
to mitigate the propagation of unwanted signals (e.g., leakage from the oceans) into
the derived gravity solutions, e.g., [55].
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9.3.3 Gravity Recovery and Climate Experiment

TheGRACEmission, launched on 17th ofMarch 2002, consists of two near-identical
satellites following one another in nearly the same orbital plane (about 400km alti-
tude) separated by a distance of 220 km; the so-called tandem formation (see Fig. 9.9,
right). The ll-SST is measured using K-band ranging, coupled with hl-SST track-
ing of both satellites by GNSS (GPS; Fig. 9.9, right). GNSS receivers are placed
on GRACE satellites to measure occulted signals (see Sect. 9.2.3.1), and also to
determine the orbital parameters of GRACE satellites required in order to deter-
mine gravity changes. On-board accelerometers monitor orbital perturbations of
non-gravitational origin (see, e.g., Sect. 4.1).

GRACE mission processes GNSS data to contribute to the recovery of long-
wavelength gravity field, remove errors due to long-term onboard oscillator drift, and
aligns measurements between the two spacecraft [56, p. 200]. The timing function
of GNSS for precision orbit determination, in terms of position and velocity as a
function of time, enable orbits to be determined within an accuracy better than 2cm
in each coordinate [56, p. 200]. These precise locations of the two satellites in orbit
allows for the creation of gravity maps approximately once a month.9 These gravity
maps, when converted to total water storage maps, are useful for monitoring changes
in stored water potential as demonstrated in Chap.14.

The Earth’s gravity field is mapped by making accurate measurements of changes
in the distance between the satellites, using GNSS and a microwave ranging system.
These changes in the distances between the two satellites occur due to the effect of
the gravity (mass concentration) of the Earth. As the lead satellite passes through a
region of mass concentration, it is pulled away from the trailing satellite (Fig. 9.9,
right). As the trailing satellite passes over the same point, it is pulled towards the
lead satellite thus changing the distance between the satellites.

Time-variable gravity field solutions are obtained by the exploitation of GRACE
observation data over certain time intervals, i.e., every month [57, 58], or less,
e.g., [59, 60]. There are a number of institutions delivering GRACE products, each
applying their own processing methodologies and, often, different background mod-
els. The mission is currently providing scientists with an efficient and cost-effective
way to monitor time-varying component of the gravity field with unprecedented
accuracy and in the process yield crucial information about the distribution and flow
of mass within the Earth system. The process causing gravity variations that are
currently being studied by GRACE include [61];

• changes due to surface and deep currents in the ocean leading to more information
about ocean circulation, e.g., [62, 63],

• changes in groundwater storage on land masses, relevant to water resource man-
agers, e.g., [61, 64–66, see also Chap.14],

9http://www.csr.utexas.edu/grace/publications/brochure/page11.html.

http://www.csr.utexas.edu/grace/publications/brochure/page11.html
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• exchanges between ice sheets or glaciers and the oceans, needed for constraining
the mass balance of the global ice regime and sea level change, e.g., [67, 68, see
also Sect. 11.4.4],

• air and water vapour mass change within the atmosphere, vital for atmospheric
studies, e.g., [69, 70], and

• variations ofmass distributionwithin the Earth arising from, e.g., on-going glacial-
isostatic adjustments and earthquakes, e.g., [71, 72].

Currently, river basins of the order of 200,000km2 and above in area can be suc-
cessfully studied using the GRACE products [73]. In general, to understand how the
GRACE satellites monitor changes in fresh water (all groundwater, soil moisture,
snow, ice, and surface waters), first, the larger effect of the mass of the Earth, i.e.,
the static gravity field discussed in Sect. 9.3.1, which is always a constant G0 cor-
responding to nearly 99% of the total field, is computed from a static model (e.g.,
GGSM01S [58]) and removed by subtracting it from the monthly gravity field (G(t))
measured by GRACE at a time t [74], i.e.,

ΔG(t) = G(t) − G0, (9.29)

to give the monthly time-variable gravity field ΔG(t). Changes mostly related to the
atmosphere and ocean, which occur over timescales shorter than one month, are then
removed using models, see e.g., Wahr et al. [75]. Remnant atmospheric and oceano-
graphic effects that last for more than one month can be removed using atmospheric
and ocean circulation models before water storage change can be analyzed. The
resulting difference in Eq. (9.29), which is called the gravity field anomaly is usually
due to changes in stored water. If we consider ΔCnm(t) and ΔSnm(t) to be the nor-
malized Stokes coefficients expressed in terms of millimeters of geoid height, with n
and m being degree and order respectively, the time-variable geoid in (9.29) is then
expanded in-terms of spherical harmonic coefficients (see [76]) as

ΔG(t) =
N∑

n=1

n∑
m=0

(ΔCnm(t)cos(mλ) + ΔSnm(t)sin(mλ))Pnm (cos(θ)) , (9.30)

where N is the maximum degree of expansion, θ is the co-latitude, λ the longitude
and Pnm the fully normalized Legendre polynomial [76]. From the gravitational
spherical harmonic coefficients (9.30), the equivalent water thickness is computed
using the following steps:

1. The gravitational residual coefficients are converted into the surface density coef-
ficient differences by [75]

(
ΔČlm(M j )

ΔŠlm(M j )

)
= ρavg

3ρw

2l + 1

1 + k ′
l

(
ΔC̄lm(M j )

ΔS̄lm(M j )

)
, (9.31)
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where k ′
l is the load Love number of degree l, ρavg = 5517kg/m3 the average

density of the Earth, and ρw = 1000kg/m3 the density of water.
2. The spatial variation of the surface density is then computed through

Δσ(θ,λ,M j ) = Rρw

lmax∑
l=1

l∑
m=0

[ΔČlm(M j ) cosmλ + ΔŠlm(M j ) sinmλ]P̄lm(cos θ),

(9.32)
where R = 6378137m is the radius of the Earth and Δσ is in kg/m2.

3. Finally, the changes in total water storage (TWS) are calculated by

TWS(φ,λ,M j ) = Δσ(θ,λ,M j )

ρw
= Δσ(θ,λ,M j )

1000
[meters]. (9.33)

The first steps in the analysis of GRACE data would provide an estimate of the
changes in total water storage. In the second step, the changes can then be separated
into their various components as discussed, e.g., in [61, 74] to obtain changes in the
respective components (e.g., groundwater, surface water, soil moisture, and ice).

The GRACE satellites have now well exceeded their planned 5 year life-span,
however, plans are underway to launch a GRACE follow-on mission (GRACE-FO)
around 2017 given the excellent results that have been delivered so far, see e.g., [38].
Although GRACE-FO satellites, like their predecessor, will use the same kind of
microwave ranging system giving a similar level of precision, they will also test
an experimental instrument using lasers instead of microwaves, which promises to
make the measurement of their separation distance at least 20 times more precise10.
In Yang [77], GRACE products are used to constrain recent freshwater flux from
Greenland where the data show that Arctic freshwater flux started to increase rapidly
in the mid-late 1990s, coincident with a decrease in the formation of dense Labrador
SeaWater, a key component of the deep southward return flow of the Atlantic Merid-
ional Overturning Circulation (AMOC). Recent freshening of the polar oceans may
be reducing formation of Labrador Sea Water and hence may be weakening the
AMOC [77].

9.4 Satellite Altimetry

9.4.1 Remote Sensing with Satellite Altimetry

Satellites altimetry (Fig. 9.10) operates in two steps:

• First, the precise orbit of the satellite, i.e., its position, is determined. Through
this, its height above the Earth is obtained.

10http://gracefo.jpl.nasa.gov/mission/.

http://gracefo.jpl.nasa.gov/mission/
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Ellipsoid, e.g., WGS 84

H

Sea surface height = h-H

Altimetry satellite, e.g., Jason-2

Satellite orbit

h

Sea surface 
topography

GNSS 
monitoring 
of altimetry 
satellite

Satellite laser 
ranging tracking of 
the altimetry satellite

Fig. 9.10 GNSS in support of monitoring changes in sea level through the determination of the
altimetry satellites’ precise orbit. From the precise orbital parameters, the height component h is
useful in determining changes in sea level through the difference {h − H}, where H is measured
by multiplying the speed of light with the time taken by the signals to travel from and to the satellite
divided by 2, since the same distance is covered twice

• Second, range measurements are made by obtaining the time an emitted signal
(radar or laser) travels to the Earth’s surface and reflected back to the satellite.

GNSS contributes to the first step where height is determined. This is achieved
throughGNSS receiver onboard the space satellites that enablesmonitoring of ranges
and timing signals from GNSS satellites (see Sect. 4.2). The observed GNSS ranges
provide precise and continuous tracking of the spacecraft, thereby delivering its
position {φ,λ, h} at any time. The height component h is useful in determining the
measured height (see Fig. 9.10). Besides GNSS tracking, other approaches such as
satellite laser ranging (SLR) and DORIS (Doppler Orbitography and Radio position-
ing Integrated by Satellite) are also used to ensure that precise orbit determination is
achieved.

In the second step, the Earth’s surface heights (e.g., ocean surface, glaciers, and ice
sheets) are measured using ranges from the space altimetry satellite to the surface of
interest. Radar altimeters sendmicrowave signals to the Earth’s surface andmeasures
the time taken by the reflected signals to travel back. Using Eq. (3.1), the distance
from the satellite to the Earth’s surface is derived. Since the signals pass through
the atmosphere from and to the satellites, they are affected by the atmosphere (see
Sect. 3.4.3) and as such, atmospheric corrections again have to be made. The sea
surface height is then obtained by subtracting the measured ranges in step 2 from the
GNSS-derived satellite heights in step 1 (Fig. 9.10).
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9.4.2 Satellite Altimetry Missions

Direct use of GNSS to measure the annual changes in mass loss of the Greenland ice
sheet is demonstrated in the work of Yang [77] who uses coastal uplift observed by
GPS whose results show both spatial and temporal variations of coastal ice mass loss
and suggest that a combination of warm atmospheric and oceanic condition drove
the variations. Changes in ice sheet have been monitored using satellite altimetry
among other methods. The first true altimetry mission was TOPEX/Poseidon, devel-
oped by NASA and the Centre National d’Etudes Spatiales (CNES) and launched
on 10 August 1992. Its mission ended in 2006 after 13years of operation, providing
11years of data. Itwas followedby Jason-series (Jason-1was launchedon07/12/2001
and Jason-2 on 20/06/2008). Both TOPEX/Poseidon and Jason-1 were dedicated to
measuring global mean sea level from space. TOPEX/Poseidon orbited at 1336km
above the Earth and covered the global oceans every 10days, measuring the heights
of the ocean surface directly underneath the satellite with an accuracy of 2–4cm or
better when averaging over several measurements [78]. Jason-2 is expected to be
replaced by Jason-3 launched on 17th of January 2016, and subsequently Sentinel-6.
Sentinel-6 will continue high precision ocean altimetry measurements in the 2020–
2030 time-frame using two successive, identical satellites (Jason-Continuity of Ser-
vice): Jason-CS-A and Jason-CS-B, and as a secondary objective, collect high res-
olution vertical profiles of temperature using the GNSS Radio-Occultation sound-
ing technique discussed in Sect. 9.2.3.1.11 Combined, all these satellites will provide
long-term series of data capable of undertaking climatological studies resulting from
changes in sea level.

ICESat (launched on January 12, 2003) uses a 1064nm-laser operating at 40Hz
to make measurements at 172-m intervals over ice, ocean, and land [79]. It com-
bines state-of-the-art laser ranging capabilities with precise orbit and attitude control
and knowledge to provide very accurate measurements of ice sheet topography and
elevation changes along track. It has the specific objective of measuring changes in
polar ice as part of NASA’s Earth Observing System.

By observing changes in ice sheet elevation, it is possible to quantify the growth
and shrinkage of parts of the ice sheets with great spatial detail, thus enabling
an assessment of ice sheet mass balance and contributions to sea level. Moreover,
because the mechanisms that control ice sheet mass loss and gain in accumulation,
surface ablation, and discharge presumably have distinct topographic expressions,
ice sheet elevation changes also provide important insights into the processes caus-
ing the observed changes [79]. ICESat-2 schedule for launch in 2017 is expected to
be a follow-on mission to ICESat (Fig. 9.11) with improved laser capability com-
pared to ICESat and will have the objectives of measuring ice sheet changes, sea ice
thickness, and vegetation biomass. Achieving these objectives will contribute to the
following [79]:

11https://eospso.nasa.gov/missions/sentinel-6.

https://eospso.nasa.gov/missions/sentinel-6
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Fig. 9.11 Schematic
diagram of ICESat on a
transect over the Arctic.
ICESat uses a 1064nm-laser
operating at 40Hz to make
measurements at 172-m
intervals over ice, oceans,
and land. Source Abdalati
et al. [79]

• Contribute to the development of predictive models that capture both dynamic and
surface processes.

• Since the thickness distribution of sea ice controls energy and mass exchanges
between the ocean and atmosphere at the surface, and the fresh water fluxes asso-
ciated with melting ice serve as stabilizing elements in the circulation of the North
Atlanticwaters, basin-scalefields of ice thickness are therefore essential to improve
our estimates of the seasonal and interannual variability in regional mass balance,
the freshwater budget of the polar oceans, and the representation of these processes
in regional and climate models.

• Its capability of producing a vegetation height surface with 3-m accuracy at
1-km spatial resolution, assuming that off-nadir pointing can be used to increase
the spatial distribution of observations over terrestrial surfaces. This sampling,
combined with a smaller footprint of 50m or less, would allow characterization of
vegetation at a higher spatial resolution than ICESat, and is expected to provide a
new set of global ecosystem applications.

• In addition, the atmospheric measurement capability of ICESat-2, even at near-IR
wavelengths, will enable global measurements of cloud and aerosol structure to
extend the record of these observations beyond those provided by the current lasers
onboard ICESat.

9.5 Concluding Remarks

GNSS remote sensing and its application to environmental monitoring is a new and
active area of research. The data that has been collected so far has provided several
environmental (atmospheric) properties that were hitherto difficult to fathom. The
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new technique clearly promises to contribute significantly to environmental studies.
When the life span of the various missions (e.g., GRACE) is reached, thousands of
data sets will have been collected that will help to unravel some of the complex nature
of atmospheric and environmental phenomenon. From the analysis of water vapour
trapped in the atmosphere and tropopause temperature, climate change studies will
be significantly enhanced. This will be discussed further in Chaps. 11 and 12.
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Chapter 10
GNSS Reflectometry and Applications

Increasing sophisticated uses of GNSS observables have led to a
new era in remote sensing. Geodesists, geophysicists, and
surveyors have all established large GNSS networks. Nearly all
of them have open data policies and encourage broad usage of
their data. The vast majority of GNSS data users focus on
positioning, although the timing and atmospheric communities
also value data from GNSS networks. Here, we have shown how
to further extend the value of ground GNSS networks by
describing how to routinely measure soil moisture, snow depth,
and vegetation growth. These data are valuable both to
scientists and water managers and a cost effective use of
existing infrastructure.

–K.M. Larson [1]

10.1 Remote Sensing Using GNSS Reflectometry

10.1.1 Background

When positioning with GNSS, multipath signal is a reflected GNSS signal that is a
nuisance and as such needs to be eliminated. Whereas this reflected signal on the
one hand is a nuisance for positioning, for environmental monitoring purposes, it
could be useful in monitoring sea-wind retrieval, seawater salinity detection, ice-
layer density measurements and other remote sensing applications (e.g., topography,
soil moisture and vegetation), see, e.g., [2].

In this approach, also known as the GNSS-reflectometry (GNSS-R) remote sens-
ing, which works as a bi-static radar (i.e., where the transmitter and receiver are
separated by a significant distance, [3], the microwave signals reflected from vari-
ous surfaces are received and processed to extract useful environmental information
about those surfaces. As can be seen in Fig. 10.1, GNSS satellites (GPS, Galileo,
GLONASS and Beidou) transmit signals to the receiver onboard low earth orbiting
(LEO) satellites, but some signals are reflected by nearby surfaces. In this example,
the reflected signals are received by the receivers, placed on LEO satellites such

© Springer International Publishing AG 2018
J. Awange, GNSS Environmental Sensing, Environmental
Science and Engineering, DOI 10.1007/978-3-319-58418-8_10
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Fig. 10.1 Remote sensing using GNSS reflected signals

as GRACE, as discussed in Sect. 9.2.3.2. These reflected microwave signals, which
could also be received by receivers situated on land, are processed inGNSS-R remote
sensing to provide geophysical characteristics of the reflecting/scattering surface and
in so doing give environmental monitoring parameters as we shall see in Sect. 10.1.2.

The possibility of using GNSS reflected signals for remote sensing sea surface
heights was proposed by Martín-Neira [4], who used fixed-platform experiments
to demonstrate that GNSS-reflection altimetry performed to an accuracy of ∼20m
over the ocean, 450m above Crater Lake, and 10m over a pond, see e.g., [5, and the
references therein]. In this pioneering work, Martín-Neira [4] suggested the use of
delayed signals between the direct and reflected signals (e.g., Fig. 10.1) in what is
known as passive reflectometry and interferometry system (PARIS), [3]. According
toLoweet al. [5], suchGNSSaltimetrywould involve an orbiting receiver that obtains
position and timing information from the GNSS constellation as usual, but measures
ocean height using the arrival time of GNSS signals reflected from the surface.
The advantage over mono-static radar altimeters is that the receiver could produce
about 25 simultaneous measurements (∼55 GNSS satellites are fully operational)
[3], distributed over an area thousands of km across-track [5]. Such high number of
independent observations obtained fromGNSSover the same scene has the advantage
of increasing the coverage of the area and providing more reliability of the estimated
environmental monitoring parameter. Egido [6] points to two reasons why GNSS-
R has gained increasing interest, i.e., (i) global availability and stability of GNSS
signals, and (ii), the use of L-band radiation that makes it highly interactive with the
natural scattering medium. Studies of GNSS-reflections from space include, e.g., [5,
7]. The advantages ofGNSS-R remote sensing over traditional satellite scatterometry
and radar altimetry are given, e.g., by Yang et al. [2, 3] as follows:



10.1 Remote Sensing Using GNSS Reflectometry 175

• provision of long term stable signals that are free without any need for additional
transmitter,

• attractive of GNSS-R receivers that are small in size, light-weight, with low power
consumption,

• plenty of signal sources, which now include GPS, Galileo, GLONASS, and Bei-
dou/Compass, all which will contribute to improved spatial and temporal resolu-
tion,

• unlike radiometers, GNSS-R signals are not affected by background temperature.
• works at L-band range that is suitable for soil moisture monitoring
• use of spread-spectrumcommunication technology to enable the receiver to receive
weak signals, and

• wide range of uses for such things as sea-wind retrieval, seawater salinity detection,
ice-layer density measurement, humidity measurement of land, and the detection
of moving objects.

10.1.2 Geometry and Observations

Jin et al. [3] provides good reading on GNSS-R geometry and observables. In this
section, a brief outlook is provided to simplify the understanding of the GNSS-R
concept.Whenwaves originating from a single direction are reflected towards a given
(single) direction, i.e., assuming a flat surface where the incident and the reflected
angles are equal (Fig. 10.2), specular scattering is said to have occurred. If on the
other hand the waves from a single direction are reflected into different directions,
diffuse scattering is said to have occurred. Looking at Fig. 10.2, the specular point
is the point with minimum (shortest) distance from the reflecting surface to the
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Fig. 10.3 GNSS reflectometry: Direct and reflected waveforms. Modified after Egido [6]

receiver. Away from the specular point, as the surface becomes rough, other points
will also redirect the reflected signals towards the receiver, thus contributing towards
the final reflected signals. The area occupied by these reflecting points is known as
the glistening zone [3, 6].

Assuming the specular point to be the center of origin of a cartesian coordinate
system with the YZ plane being the reflection plane (Fig. 10.2), the distance β of
any point to the specular point within the glistening zone can be calculated from
the transmitted vector ρt and receiver vector ρr , see Edigo [6]. This distance to the
specular point form the delay distance or iso-delay (blue lines in Fig. 10.2). Points
with the same delay can be joined by lines forming ellipse with semi-major and semi-
minor axes. Besides the iso-delay, points in the glistening zone have different doppler
shift due to the transmitter - surface - receiver geometry, which can be computed
from respective velocities, μt , μr [6]. Similarly, points with equal doppler shift can
be joined by a line to form iso-Doppler (red lines in Fig. 10.2). The intersection of the
iso-delay and iso-doppler form the delay doppler map (DDM), which forms the first
observable of GNSS-R signal that accounts for the average GNSS scattered power
on the surface as a function of delay and frequency.

The second type of GNSS-R observations is obtained from performing cross
correlation between the direct and the reflected signals with a pseudo random noise
PRN replica code (for delay) and frequency shift with carrier frequency to obtain a
complex waveform. By selecting the doppler shift of the specular point, the reflected
cross correlation waveform can be obtained [8] and are depicted, e.g., in Fig. 10.3.

In general, there are two ways in which GNSS-R technique could be used to sense
changes in environmental features such as soil moisture, snow depth and vegetation:

(a) using a second receiver to measure the reflected signals as performed by the
GNSS reflectometry group that uses two receivers, or

(b) using a single receiver such as that used by geodesists, surveyors and geophysi-
cists, see Fig. 10.1.

In (b), we saw in Sect. 3.4.4 that the geodesists view the reflected signal from
multipath as a nuisance and attempt to model it during data processing. Using the
vendor software such as Trimble Business Center (TBC), this is achieved through
the scrutinization of the least squares generated residuals. For environmentalists,
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however, this reflected signal is exactly what they need to decipher changes in the
environmental surfaces such as snow/ice and vegetation. Larson et al. [1] postulate
that if one thinks on how best to measure multipath reflection rather that to model
multipath corrections for carrier phase data, then one is better off using signal power,
which is similar to the data used by the GNSS-reflectometry community in (a).
GNSS-R receivers will slightly differ from those used by geodesist, surveyors and
geophysicist to obtain positions. Geodesist GNSS receivers are tuned to measure the
direct signals and suppress the reflected signals,while those ofGNSS-Rmeasure both
direct and reflected signals. In addition to the direct signals, however, the geodesists
receiver measures the interference of the direct and reflected signals through the
signal power.

Geodetic GNSS receivers generate carrier-to-noise density data stored in Receiver
Independent Exchange (RINEX) data format as signal-to-noise ratio (SNR). SNR
are functions of satellite elevation angles and manifest themselves in lower elevation
satellites (i.e., those setting or rising, 25◦ and below). GNSS-R on the other hand will
receive both right hand circularly polarized (RHCP) and left hand circularly polarised
(LHCP) components of the reflected signal. RHCP include the direct signal while
LHCP measures the indirect (reflected) signal, see e.g., Fig. 10.3. Larson et al. [1]
used both RHCP and LHCP to generate signal-to-noise ratio (SNR) as a function
of the reflecting surface and the elevation angle. For a planar horizontal reflection
(e.g., Fig. 10.1), the frequency of the interference of the direct and reflected signal
observed in SNR data is constant as a function of the sine of the elevation angle
[1]. Larson et al. [1] called this dominant frequency that can be estimated from the
spectral density of the signal or extracted using periodogram as the effective reflector
height and analysed its changes to derive the ice-depth and soil moisture changes. In
essence, change in the effective reflector height implies change in the surface around
the antenna [1]. Also, by analysing the amplitude of the multipath reflected signals at
a GNSS site, soil moisture can be estimated [3]. In general, the measuring principle
from remote sensing satellites is largely based on the dielectric properties of the
reflecting surface (e.g.,wet and dry soils have different dielectric constants). Larson
et al. [1] employ the amplitude of the reflection observed in the SNR data, which
depend on the dielectric constant of the surface material (e.g., vegetation with high
water content has much smaller SNR than vegetation with very low water content)
to monitor changes in snow, soil moisture and vegetation.

10.2 Environmental Applications

Such GNSS remote sensing using reflected signals find use, e.g., in the provision of
altimetric precision and spatial resolution necessary to map mesoscale eddies, which
has been the most prominent limitation of conventional radar altimeters [5]. Other
applications of GNSS-R remote sensing include water reservoir level and ocean
monitoring [8, 9]. In addition, over the last few years, there has been increasing
interest in this technique for applications such as soil moisture monitoring, where the
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observations relating to the flux ofwater to- and from- the land surface can be gleaned
from GNSS multipath measurements of, e.g., snow depth and soil moisture [10,
11]. These measurements derive changes in the properties of a site’s environment
from changes in the amplitude and frequency of the multipath interference (relating,
respectively, to attenuation properties and position of reflective surfaces) [12]. These
developments have led to the establishment of new research themes targeting the
measurement of land bio-geophysical parameters [8].

10.2.1 Sensing Changes in Soil Moisture

Soil moisture plays a crucial role in several fields that include agriculture [13],
hydrology [14, 15], engineering (i.e., flood prediction, modelling surface runoffs
and soil erosion) [16], drought monitoring [13], surface runoff after rainfall events
[6], among others. In agriculture, it is well known that vegetation (crop)water content
originates from soil moisture, which plays a double role of providing the essential
water needed to support plant growth on the one hand while on the other hand, it
is used to monitor changes in vegetation water contents. Monitoring of vegetation
water content is vital for informing the impacts of climate change on crops. Soil
moisture also finds use in regulating the energy balance during land-atmosphere
interaction through evapotranspiration. Its accurate monitoring is therefor essential
in informing, e.g., the impacts of climate change besides playing an active role in
food production.

Traditionally, it has been monitored using passive radiometers that are less sen-
sitive to surface characteristics but influenced more by background temperature. In
use are also the active sensors such as radars that are less sensitive to soil moisture
but are affected by surface characteristics, see e.g., [3]. Both the passive and the
active methods are, however, expensive. Its monitoring can also be through in-situ
sensors, e.g., portable sensors that can be pushed directly into the ground or buried
sensors that are connected either to a fixed meter or a central monitoring station [6].
In-situ methods, however, suffer from their limited coverage that does not encom-
pass regional or global scales. Owing to this spatial inadequacy of the in-situ sensors,
remote sensing techniques (i.e., passive, e.g., optical spectrometers and microwave
radiometers) and active (e.g., microwave radars)) have been employed to measure
the scattering characteristics of the soil. These scattering characteristics are in turn
used to provide information of the soil moisture content.

Radiometers, which measures surface temperature (i.e., from the sun or natural
bodies) are endowedwith high temporal resolution but poor spatial resolution. Instru-
ments include optical that sense the top soil layer due to their short wavelength to
microwave that have the advantage of being all-weather, day and night operational
capability, and cloud penetration. For sensing soil moisture, the P-band (50cm) and
L-band (20cm) are good [3]. GNSS reflectometry (GNSS-R) works within the L-
band, i.e., GNSS’ band (see Chap.4). As opposed to the passive radiometers that
measures the sun’s radiation scattered off the Earth’s surface or the natural radiation
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from bodies, active radars generate their own source of energy to illuminate and
measure reflected signals back to the instrument (i.e., monostatic) or a separate
receiver (i.e., bi-static, to which GNSS-R belong), see e.g., [6]. Radars can be clas-
sified as imaging (e.g., real and synthetic aperture radars (SAR)) and non-imaging
(e.g., satellite altimetry discussed in Sect. 9.4.1 and scatterometers used to measure
cryosphere), e.g., [6]. To maximize on the advantages of both passive and active
instruments, a combination of both has been used, e.g., in the soil moisture active
and passive (SMAP) mission launched on 31st January 2015, and whose mission
ended with data at kilometer spatial resolution valuable for scientific study. Another
soil moisture satellite mission with kilometer spatial resolution is the soil moisture
and ocean salinity (SMOS) launched on the 2nd of November 2009 with a three year
life span, which has been extended to 2017. GNSS-R could be useful in calibrating
and validating soil moisture products from these two missions as it can provide soil
moisture (similar to SMAP and SMOS) to 0–5cm depth [3, 10].

At a GNSS station at San Jose, California, Larson et al. [1] obtained GNSS-R
measurements of volumetric soil moisture using the amplitude of SNR discussed in
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Fig. 10.4 GNSS reflectometry test results of Larson [1]; a Five years of snow depth time series
of GPS site at P360 in southern Idaho b GPS site at Wheatland, Wyoming (top), GPS vegeta-
tion measurement (also called normalised microwave reflection index - NMRI) compared with
normalised difference vegetation index (middle) and the cumulative precipitation from the North
America Land Data Assimilation System (NLDAS) c GPS vegetation growth index compared with
NDVI and accumulated NLDAS at site P532 located northwest of Santa Barbara, California, and d
daily measurement of volumetric soil moisture measured with GNSS (Blue) and daily precipitation
from NLDAS. Source Larson [1]



180 10 GNSS Reflectometry and Applications

Sect. 10.1.2 and compared them with daily precipitation and found a strong correla-
tion between the two products at 0–5cm depth (Fig. 10.4d). They caution, however,
that the use of GNSS-R is challenged by the presence of snow on top of the soil and
also when the soil is covered by vegetation with very high water content.

10.2.2 Sensing Changes in Vegetation

Vegetation, like soil moisture, plays a crucial role in agriculture, hydrology, drought
monitoring through, e.g., normalised difference vegetation index (NDVI) and carbon
cycle, among others, see e.g., [3, 6, 13, 17]. For climate change, for instance, carbon
dioxide (CO2) is known to be a component of the greenhouse gas that contribute
to global warming. Vegetation contributes to regulating the carbon dioxide in the
atmosphere through photosynthesis process and as such, is vital for regulating global
change. In-situ methods adopted for monitoring of vegetation changes measures
vegetation parameters such as above ground biomass, vegetation water content and
plant heights, see e.g., [6]. Similar to the case of soil moisture, the spatial inadequacy
of the in-situ vegetation measuring methods necessitate the use of remote sensing
techniques with regional and global coverage.

Satellite methods employed to measure vegetation changes use the scattering
and attenuation of the electromagnetic waves. Sensors include optical (e.g., light
detection and ranging -LIDAR) andmicrowave (e.g., synthetic aperture radar - SAR),
both which are active sensors. Passive sensors of vegetation include multispectral
and hyper-spectral optical sensors such as MODIS (moderate resolution imaging
spectroradiometer) and NDVI (normalized difference vegetation index).

Using signal to noise ratio (SNR), see Sect. 10.1.2, Larson et al. [1] defined the
GNSS-R derived vegetation changes based on the changes in the reflection amplitude
as normalised microwave reflection index (NMRI), where a value of zero is assigned
to vegetation with the lowest water content. Using two test sites (eastern Wyoming
and California), they compared the NMRI vegetation water content generated from
GNSS-R and those obtained from NDVI data generated at 16 days interval using
MODIS sensor with a spatial resolution of 250m. Their study revealed a close cor-
relation between the GNSS-R derived NMRI and NDVI (i.e., a correlation of 0.86)
in Wyoming, with both products capturing the 2012 drought that impacted on the
vegetation (Fig. 10.4b). Just like in Wyoming, both NMRI and NDVI captured the
2014 drought in California (Fig. 10.4c). Larson et al. [1] point out that the GNSS-
R sensing of vegetation has a shorter seasonal length compared to NDVI that has
consistently longer growth season. They conclude that given that GNSS-R is sensi-
tive to vegetation water content while NDVI is correlated to chlorophyl production,
combining both products could provide better constraints to penologists studying the
influence of climate variations on periodic plant life cycle. Further applications of
GNSS satellites to sense vegetation are discussed in Sect. 19.3.
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10.2.3 Sensing Changes in Cryosphere

In Sect. 9.4.2, ICESat was presented as an altimetry satellite that is useful for moni-
toring changes in ice sheet. GNSS-R provide an alternative to sensing snow and ice,
two components of climate system and total water storage (surface water, ground-
water, soil moisture, biomass, ice and snow, see Sect. 9.3.3). Monitoring them is
therefore essential in understanding how ice respond to climate change, predicting
the size of ice in the polar regions, and for hydrological studies. In-situ methods
for monitoring snow and ice are sparse on the one hand while the remote sensing
methods are imprecise with poor spatial resolution, e.g., [3].

Jin et al. [3] present GNSS-R sensing of snow and ice in two-fold (i) relating the
thickness of the amplitude of the reflected signal as a function of the incident angle
or relative amplitude between polarization, and (ii) the use of multipath modulated
signal. Larson et al. [1] made their first snow depth measurements in 2009 at a flat
mesa site south of Boulder (USA) and reported the success of themethod in retrieving
the snow depths. They repeated the experiment over 5year time period in two sites;
Niwot Ridge Colorado (due to its topographical variability, extreme cold and very
high wind) and Island Park, Idaho (USA). From the time series of the 5 year period,
they concluded that the method was robust with very few data outages and when
compared to in-situ measurements taken every two weeks, the method proved to be
very accurate (Fig. 10.4a).

10.2.4 Sensing Changes in Lakes and Oceans

For sensing lakes or oceans level changes, satellite altimetry techniques discussed in
Sect. 9.4 would be preferable to GNSS-R method. However, the cross-track distance
of satellite altimetry method is usually large with low spatial resolution making the
method unsuitable for monitoring changes in smaller lakes. It is in such instances
that the GNSS-R method becomes attractive, see e.g., [16].

For oceans, theGNSS-Rmethod offers the capability of sensing surface toughness
(wind) besides the sea surface altimetry. Due to its temporal and spatial resolution,
it could therefore complement the traditional satellite altimetry approach and assist
in detecting, e.g., tsunami among others, see [3]. It should be mentioned that GNSS
satellites can be used to obtain sea surface heights directly using buoys fitted with
GNSS receivers (see Fig. 17.3 in p. 360). In contrast, GNSS-R uses a second receiver
that receives the reflected signals from the sea surface and then computes the time
delay that is multiplied by the speed of light to give the equivalent range delay.
Knowing the position of the GNSS satellites accurately as well as that of the receiver
measuring time delay, the obtained range delay is exploited to give the instantaneous
sea surface heights after the atmospheric, instrumental and other errors have been
accounted for, see e.g., Jin et al. [3] for more elaboration on the techniques and the
applications of GNSS-R to measure ocean surface roughness.
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10.3 Concluding Remarks

This chapter has presented in a nutshell the concepts of GNSS reflectometry (GNSS-
R) and their applications to sensing the environment (e.g., soil moisture, snow/ice
and hydrology). Details of the techniques are not elaborately covered here since they
have been treated in other works such as [3, 8, and the references therein]. Here,
the focus was to present the basics of GNSS-R method and showcase its potentials
for environmental sensing. With the proliferation of GNSS continuous operating
reference stations discussed in Sect. 5.5, there exists the potential of using their signal
power through the signal-to-noise ratio (SNR) to remote sense the environment as
demonstrated, e.g., by Larson et al. [1]. The development of the new L2CGPS signal
(see Sect. 3.3) and the freely available Galileo signals (see Chap.7) further adds
weight to the potentials of GNSS-R for sensing the environment. However, even
with such praise of the GNSS-R method, limitations do exist. Two such limitations
are presented by Larson et al. [1] as (i) changes in environmental features of interest
such as soil moisture, snow depth and vegetation cannot be measured in all GNSS
sites since some are situated on top of buildings while others are near car parks where
the reflected signals will be contaminated, and (ii), not all the receiver independent
exchange (RINEX) data contain the desired observable, i.e., SNR or where they are
available, they could have been degraded.
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Chapter 11
Climate Change and Weather Related
Impacts

Real-time GNSS measurements have the potential to contribute
to climate modeling and weather forecasting through integrative
measurement of atmospheric water vapor in GNSS signal delays
and measurements of soil moisture flux.

–W.C. Hammond et al. [1]

11.1 Weather, Climate, and Global Warming

In order to address the contributions of GNSS to monitor climate change caused by
increase in temperature, a distinction between weather and climate on one hand, and
climate variability and climate change on the other hand is essential. Burroughs [2]
points out that weather is what is happening to the atmosphere at any given time
(i.e., what one gets) whereas climate is what would be expected to occur at any
given time of the year based on statistics built up over many years (i.e., what one
expects). From these definitions, it follows that changes in the climate constitute
shifts in meteorological conditions lasting a few years or longer, and may involve
a single parameter, e.g., temperature or rainfall, but usually accompany more shift
in weather patterns that might result in a shift to, say, colder, wetter, cloudier and
windier conditions [2]. If meteorological observations, e.g., of temperature are taken
over time, a series of its annual averages could be developed. This series would
indicate that over the period of measurements, the average value remains effectively
constant but fluctuates considerably fromobservation to observation. This fluctuation
about the mean is a measure of climate variability [2]. Now, if a linear or cyclic trend
is fitted onto the variability, the effect of climate change could be analysed.

Humanactivities of all kinds contribute to increased emissionof quantities of gases
to the atmosphere. Of particular importance is carbon dioxide (CO2), a greenhouse
gas that is said to contribute about seven thousandmillion tones to the carbon already
present in the atmosphere [3]. Greenhouse gases, such as carbon dioxide and water
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vapour, play a key role in naturally warming the surface of the planet by acting as
a blanket that shields the Earth by trapping, in the atmosphere, direct heat radiated
by the sun. Whereas this maintains the Earth’s temperature balance, the downside is
that the energy radiated back into space from the Earth is also trapped by the same
greenhouse gases, thereby further warming the Earth. In fact, increase in carbon
dioxide contributes to increased temperature, which in turn leads to increased water
vapour in the atmosphere thereby providing more blanketing and causing the Earth
to be even warmer.

Increase in greenhouse gas concentration in the Earth’s atmosphere, particularly
carbon dioxide, caused by burning fossil fuels such as oil and coal, and by clearing
forests, are believed to be the primary cause of the rise in the Earth’s temperature.
With rapid industrialization in the world and in the absence of efforts to curb the
rise in emission of carbon dioxide, the global average temperature is expected to rise
by about 3◦ in a century (i.e., 0.03◦ annually) [3]. Such a change would potentially
lead to the melting of ice masses [4], which may also lead to increased rates of flow
in the ice streams [5], dislocation of plants and animals from their habitats, and the
spread of diseases such as malaria [6–8]. There is therefore a wider agreement that
continuous increases in greenhouse gas concentrations in the lower atmosphere is
well known to intensify the warming effect, which in turn has a serious impact on
the global climate change.

While there is little doubt that the Earth’s surface temperature has risen by 0.74K
over the past century, see e.g., [9], our understanding of the upper atmosphere’s
temperature evolution is still not clear. In an effort to understand the impact of
increasing greenhouse gas concentrations in the atmosphere, the tropopause has
seen intense monitoring over the last 30years using weather-balloons (i.e., radioson-
des) and reanalyses (e.g., European Center for Medium range Weather Forecasting,
ECMWF). For instance [10–12] have shown that changes in tropopause height is
a useful and sensitive indicator of human effects on climate. The heights of the
tropopause rise with increased temperature in the troposphere due to global warm-
ing [4]. Santer et al. [13] estimated that nearly 80% of the rise in tropopause height
between the period 1979 and 1999 is attributed to human-induced greenhouse con-
centrations in the atmosphere.

The importance of the troposphere and lower stratospheric temperature evolution
in understanding the cause of the climate change was further highlight in the IPCC’s
assessment report [4]. This chapter examines the contribution of GNSS satellites to
monitor the tropopause and in so doing contribute to monitoring of global warming.
In Sect. 11.4.4, its contribution to monitoring cryospheric changes resulting from
global warming is discussed.
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11.2 Impacts of Weather and the Changing Climate

11.2.1 Weather Related Impacts

The unpredictability of weather and its socio-economic dimensions is a major factor
in the destruction of properties,which inmany cases leads to, or enhances poverty, see
e.g., Agola and Awange [14]. Extreme weather events affects food security in house-
holds and as such proper weather forecasts are necessary to ensure food production
as it may help to determine what crops to plant in a particular season. However, food
production is not the only aspect that suffers from adverse weather. For example,
some diseases are weather dependent, see e.g., [15].

Some of the seasonal variations and extreme weather and climatic anomalies have
been associated with phenomenon and the Indian Ocean Dipole (IOD), e.g., [16],
which lead to anomalous rainfall that results in large losses in the economy. Other
weather-related impacts include hailstorm destruction of crops, lightning strikes,
thunderstorms, seasonal floods, frost damage, and strong winds. These impacts also
often result in the loss of lives and properties, and themass displacement of people, as
witnessed in the floods that ravaged Pakistan and Eastern parts of Australia in 2010–
2011. Also common as a result of extreme weather events are erosion, siltation and
increase in water-borne diseases.

To reduce the impacts of these factors, considerable research, awareness, mon-
itoring and finance for the mitigation of weather and climate hazards is needed to
implement sustainable climate and weather mitigation initiatives. The simplest and
cheapest methods of addressing these problems almost solely takes into account pub-
lic awareness and information aboutweather and climate and their roles in life quality.
The awareness and information gap is better filled by following the weather forecasts
issued by meteorological departments and climate-based organizations [17].

Weather and climate forecast information generated by various models has the
potential to assist in the fight against poverty by allowing early planning for the
mitigation of the adverse effects of droughts and persistent floods [18]. The desire
to reduce the negative impacts of weather necessitates that forecasters work together
with the general population and provide them with timely warnings. In order for the
forecasters to provide sufficiently accurate predictions, they would need not only to
understand and be familiar with prediction models, but also the long-term trends in
weather and climate. Thesewould in turn lead to forecasting conditions that influence
our behaviour and livelihoods. GNSS satellites have started playing a major role in
numerical weather prediction (NWP) models, as will be discussed in Sect. 11.3.2.

11.2.2 Climate Related Impacts

Though climate change is one of the greatest challenges facing humanity, not all the
climate change ends up being adverse. While some parts of the world experience
more frequent and more severe droughts, floods, or significant sea level rise, in other
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Fig. 11.1 Severe drought in Australia (2007): Sheep wondering what to eat! Source http://en.
wikipedia.org/wiki/File:Riverina_Sheep_(during_drought).jpg

places, crop yield may increase due to the fertilization effect of carbon dioxide [3].
That said, it is the adverse effects that are of great concern to mankind today. In
the last decade alone, we have witnessed the melting of glaciers and polar ice caps
(e.g., Sect. 11.4.4), increased numbers of severe storms, hurricanes and typhoons
wrecking havoc [19], and severe wide spread droughts threatening farming andwater
resources, see e.g., [20]. For example, in its January 2007 monthly statement on the
Australian drought, the Bureau of Meteorology (BoM) reported the year 2006 as
having been one of the driest on record for most parts of southern Australia. The
drought, see e.g., Fig. 11.1, which persisted in many parts of Australia until 2011,
had been made worse by increased temperature, e.g., Ummenhofer et al. [21]. Two
widely felt consequences of the drought are:

• A drop in farming output, leading to a reduction in the nation’s overall economic
growth, and

• a decline in stored fresh water (surface and ground) suitable for human consump-
tion, see e.g., [22], industrial and mining applications, as seen from media inter-
est. For instance, on the dwindling water resource in Australia, Philips [23] wrote:
“With a growing population and a drying climate, Australia - likemany rich nations
- is running out of water. Solutions are not easy nor cheap ... and may require cities
to tap their sewers”.

http://en.wikipedia.org/wiki/File:Riverina_Sheep_(during_drought).jpg
http://en.wikipedia.org/wiki/File:Riverina_Sheep_(during_drought).jpg
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The Intergovernmental Panel on Climate Change [4] assessment report points
to the fact that the rate of global average warming over the past 50years (i.e.,
0.13±0.03K per decade) was almost double compared to the past 100years
(0.07±0.02K per decade). This findings further paints a gloomy picture for coun-
tries such as Australia where the impact of global warming is already being felt. In
fact, in 2005, Steffen [9] already issued an alert that Australia would be faced with
the impact of climate change on its water quantity due to decreased precipitation
over parts of the continent. More astonishing for Australia was the IPCC [4] projec-
tion of an increase in drought over the continent and a further decline in fresh water
resources over the next two decades.

These impacts of climate change could be monitored through various proxy indi-
cators such as tree rings, ice cores, ocean sediments, pollen records, boreholes,
speleothems and corals, see e.g., [2]. Global sea level is an indicator of climate
change, as it is sensitive to both the thermal expansion of the oceans and a reduction
in the volume of land-based ice [24]. The influence of climate change on terrestrial
water supply has already been noticed, e.g., by Magadza [25] who analyzed the sen-
sitivity of major African rivers to climate change. Magadza [25] examined changes
in Zimbabwe’s main water storage facilities during the 1991–1992 drought cycles,
and established that storage had dwindled to less than 10% of its installed capacity.
Jallow et al. [26] and Li [27] also studied the impact of climate change on water
supplies. In their study of the flow of the Gambian river, Jallow et al. [26] found that
the Gambia river flow was very sensitive to climate change. Based on the results of
river flow responses and vulnerability analysis, climate variables alone were found
to cause a 50% change in runoff in the Gambia river catchments [26]. Li et al. [27]
noted that the primary climate indicators of precipitation and temperature influenced
the fluctuation of Lake Qinghai water levels.

In general, Manneh [28] points out that a 1% change in rainfall results in a 3%
change in runoff, which in-turn reduces the lake’s recharge. Since lake level fluctua-
tions have been shown to track drought episodes, e.g., [29], Mistry and Conway [30]
investigated the climatological factors responsible for the rise in the lake level, and
found that there was a significant correlation between the lake’s rainfall series and
its levels. They also pointed out that there was a time lag of 1–2 years between rain-
fall episodes and the water level peaks of the lake. Since the rainfall time series are
based on land-based observations, and the lake itself is roughly one quarter of the
whole basin, the lake level variability is partially explained by the over-lake rain-
fall. Awange [31] investigated whether the fall in Lake Victoria water levels were
attributed to climate change. In Chap.14, the use of GNSS to monitor changes in
fresh water levels will be discussed, while Chap. 17 will look at how changing sea
levels can be monitored using GNSS to mitigate potential disasters associated with
rising sea levels.
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11.3 Water Vapour

11.3.1 Significance

Section3.4.3 discussed the effects of atmospheric delay on the measured GNSS
signals, the desire by the geodesist to eliminate it in order to improve their positioning
accuracies, and ended by stating that one person’s poison is another person’s meat!
In this section and subsequent ones, we demonstrate how this geodesist’s poison
becomes an environmentalist’s meat. We start by looking at water vapour.

Atmospheric water vapour is the gaseous state of water once evaporation takes
place and plays a key role in weather forecasting. Its significant role in weather
forecasting was pointed out by Bevis et al. [32] who noted that the limitations in
the analysis of water vapour are the major source of error in short-term (0–24h)
forecasts of precipitation. The global composition of water vapour in air is on aver-
age roughly equivalent to a layer of liquid water covering the Earth to a thickness
of around 25mm [33, p. 23]. The thickness of this layer provides the total liquid
equivalent of water vapour in an atmospheric column at a given location and is often
referred to as precipitable water [33, p. 23]. The spatial distribution of water vapor
in the atmosphere varies with latitude as well as vertical elevation. Water vapour
concentrations vary until an elevation of 9km at the poles, and until more than 16km
at the equator, decreasing rapidly with elevation [34], with 50% found within the
lowest 1–2km [33, p. 23]. According to Brutsaert [33, p. 23], current data indicates
that the amount of precipitable water vapour near the poles is less than 5mm, and
close to 50mm at the equator.

Water vapor plays a key role in environmental phenomena since it provides the
means by which moisture and latent heat are transported. This makes it a key envi-
ronmental monitoring parameter since knowing its spatial and temporal distribution
accurately could significantly enhance weather analysis and forecasting at local,
regional and global scales. This could provide early warning systems with adequate
information to mitigate the effects of hurricanes and typhoons. Unfortunately, water
vapour fields are inadequately defined, thereby contributing immensely towards ham-
pering the accurateprediction ofweather andmodelling of climatic change. Trenberth
andGuillemot [35] attribute this inadequacy to sparsity ofwater vapour observations,
combined with the high spatial and temporal variability of water vapour fields.

The critical role played by water vapour in the global climate system are listed,
e.g., by Brutsaert [33, p. 23] as first, it is a vital component of the hydrological cycle,
enabling the movement of evaporated water from the oceans to land where it falls
as rain. Second, it provides the medium for energy transfer during evaporation (i.e.,
from Earth to the atmosphere) and during condensation, thus providing the energy
required for atmospheric circulation. Third, it plays a significant role in controlling
the amount and type of cloud cover due to its concentration and spatial distribution.
These clouds then play a role in the distribution of solar radiation. Fourth, it is a
greenhouse gas and contributes to global warming by trapping the radiated energy
from the Earth. Ware et al. [36, p. 23] adds the role of water vapour in the chemistry
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of the lower atmosphere to the list, while the vital role of water vapour in atmospheric
processes ranging from global climate change to micrometeorology are pointed out,
e.g., by Rocken et al. [37].

Traditional techniques for monitoring water vapour include radiosondes, sur-
face based humidity sensors, surface and satellite based radiometers, and research
aircraft [36, p. 23]. According to Elliot and Gaffen [38], radiosondes measure tem-
perature and humidity with an accuracy of about 0.2 ◦C and 3.5%, respectively, and
that the performance deteriorates in cold-dry regions. Surface-based radiometers
are comprised of upward-looking water vapor radiometers (WVR) that measure the
microwave energy emitted by the atmosphere (i.e., microwave radiation produced by
water vapour) against the cold background of space and uses it to estimate the zenithal
integrated water vapour (IWV) along a given line of sight using retrieval coefficients.
These coefficients are derived from the regression analysis of radiosonde data and
are functions of location and climate variations [32, 37]. Space-based WVR are
downward-looking and measure microwave emissions from the atmosphere against
the background of the underlying Earth’s hot surface. Because of the hot surface, the
derived IWV are greatly affected by the large variability in the surface brightness
temperature, leading to the method being inefficient for land since the temperatures
of the hot background are quite variable and difficult to determine [32].

Belvis et al. [32] further state that satellite-basedWVR are affected by clouds and
as such may be more useful over the ocean. In fact, they reckon that both systems
complement each other, with the ground-based WVR providing good temporal, but
poor spatial coverage while space-based WVR provide good spatial, but poor tem-
poral coverage. Operating both systems could therefore be of significant benefit to
environmental monitoring since it could lead to improved short-term weather fore-
casting (1–12h) with the benefit of mitigating environmental catastrophes caused by
episodic events such as flash floods. The shortcomings of the methods, however, are
that both are affected by rain which absorbs and scatters the emitted microwaves.
Also, like the radiosondemethod, they too are expensive to operate, and are limited in
high-latitude areas like the Arctic [34]. GNSS monitoring of water vapour discussed
in Sect. 9.2 promises to providemore data, that hopefully will lead to enhancedmoni-
toring of potential environmental catastrophes aswell as the prediction of longer-term
climatic change.

11.3.2 Numerical Weather Prediction

In order to understand the role that could be played by GNSS satellites in weather
forecasting, it is essential at this point to introduce the concept of mathematically
predicting the weather using supercomputers. Prediction of weather, referred to as
numerical weather prediction (NWP) can be traced back to the work of Vilhelm
Bjerknes in 1904 [39] who proposed the representation of weather as a problem in
mechanics and physics. NWP is an initial/boundary value problem, i.e., the future
state of the atmosphere is determinable through model simulations (forecasts) if its
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present state (initial conditions), and appropriate and lateral boundary conditions are
known [40, p. 136].

In this approach, Bjerknes [39] identified a nonlinear system of equations con-
sisting of seven variables as necessary to characterize weather at any given location
{x, y, z} and time t in the Earth’s atmosphere. These nonlinear equations make up
models that seek to employ the current state of the weather to producemeteorological
information for future times at a given location. Before the advent of the computers,
the solution of this system of equations was extremely difficult, as evident by the
works of Charney [41], Charney et al. [42], and Richardson [43]. With the increased
powers of modern supercomputers, however, the solution of these numerical weather
prediction models have become a routine task. Besides improved computing power,
other factors that have enhanced NWP include [40]:

• The improved representation of small-scale physical processes within the mod-
els. These include clouds, precipitation, turbulent transfer of heat, moisture and
radiation.

• The use of more accurate methods of data assimilation, which results in improved
initial conditions for the models.

• The increased availability of data, especially satellite and aircraft data, over the
oceans and the Southern Hemisphere.

One common characteristic of nonlinear systems of equations is that they can fail
to have exact solutions, thereby necessitating alternative solutions, see e.g., Awange
et al. [44–46]. For NWP models, these systems of nonlinear equations are solved
numerically through global or regional circulation models (GCM). Global models
are useful in forecasting weather changes for 2days or more (i.e., medium range
forecasts). At the National Center for Environmental Protection (NCEP), for exam-
ple, global models are run through 16days everyday [40, p. 11]. Due to the fact that
global models cover the entire Earth, the resulting solution is generally poor, thus
necessitating the use ofmore focused high resolution regionalmodels for short-range
forecasts (1–3 days).

Both global and regional circulation models require some initial tortology values
(present state of the atmosphere) in order to simulate (forecast) the future state
of the weather. Methods for determining these initial starting values are presented
in details, e.g., in [40, 47]. Here, a summary of one of these methods, the 3D-
Var, is presented. Generally, initial values obtained from ±3h observations (e.g.,
radiosonde data, weather satellites, surface weather or radiance, etc.) are normally
of few orders, e.g., 105 compared to 107 for the degree of freedom of the circulation
models. Clearly, they are insufficient to initialize the models. This necessitates the
use of additional information known as first guesses to generate the initial conditions
for the forecast. According to Bergthorsson andDöös [48], these first guesses provide
the first estimate of the state of the atmosphere at all grid points. The initial approach
adopted for obtaining the first guesses use climatology data, which are obtained by
averaging observational data ranging over a long period of time from a variety of
observing systems [48, 49]. These first guesses are later complemented by a short
range forecast obtained numerically by running a model from an old set of initial
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Fig. 11.2 Global data assimilation with 6-h forecast. A global 6-h cycle is performed at 00, 06, 12,
and 18 UTC. For regional models, the observation times change from ±3h to ±30min, while the
forecast data changes from 6 to 1h

conditions [48]. With improved weather forecasting, the use of short-range weather
forecasting as a first guess is universally adopted in operation systems called the
analysis cycle (Fig. 11.2) [40, p. 138].

The observations, climatology and short-range forecasts are then combined
through some method of data assimilation to produce the ‘best estimate’ of the
current state of the weather (initial values) called the analysis, which are used in
the NWP models as illustrated in Fig. 11.2. In atmospheric science therefore, an
analysis is a detailed representation of the state of the atmosphere that is based on
observations [50]. More generally, Dole et al. [50] state that an analysis may also be
performed for other parts of the climate system, such as the oceans or land surface,
and is often displayed as a map depicting the values of a single variable, such as air
temperature, wind speed, or precipitation, or of multiple variables for a specific time
period, level, and region. The daily weather maps that are presented in newspapers,
television, and numerous other sources are familiar examples of this form of analy-
sis [50]. Analyzes are also performed at levels above the Earth’s surface in order
to provide a complete depiction of atmospheric conditions throughout the depth of
the atmosphere. This type of analysis enables atmospheric scientists to locate key
atmospheric features, such as the jet stream, and plays a crucial role in weather
forecasting by providing initial conditions required for models used for weather pre-
diction [50]. Currently, operational NWP centers produce initial conditions through
a statistical combination of observations and short-range forecasts [40].
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Data assimilation, as illustrated by Fig. 11.2, and whose purpose is to use all avail-
able information to determine as accurately as possible the state of the atmospheric
flow [51], can be achieved in several ways, see e.g., [40]. One approach that operates
in a statistical way is the 3D-Var, whichminimizes the cost function J0[ξ] constructed
as the sum of [40, p. 15]

J0[ξ] = 1

2
{(y − f (ξ))T�−1

y (y − f (ξ)) + (ξ − ξ̃)T�−1
ξ (ξ − ξ̃)}, (11.1)

where the first term of J0 measures the distance between the newly created initial con-
ditions ξ and the assimilated observations y (i.e., the first termon the right-hand-side).
The second term on the right-hand-sidemeasures the distance between the newly cre-
ated initial conditions (analysis) and the first guess and is essential for constraining
the initial conditions to ensure that they are close to the first guess [49]. The observa-
tion operator f maps the initial conditions ξ through interpolation and transformation
into the observation space y. The variance-covariance matrices �−1

y and �−1
ξ per-

form the function of adjusting observational errors andfirst-guess errors, respectively.
Assimilating new data types requires accurate knowledge of the variance-covariance
matrices, and an accurate, yet computationally efficient, mapping operator f , whose
tangential linear model is also required in order to minimize the total cost func-
tion [49].

In Eq. (11.1) only two terms have been presented for the cost function J0. Other
formulations of J0 may include an optional third term which is added to balance
the initial conditions. An extension to the 3D-Var model is the 4D-Var model, which
includeswithin its cost function, the distance to the observation over the timewindow.
For detailed discussions about this model and others, plus a wealth of references on
NWP and data assimilation, we refer the reader to [40, 47].

11.4 Environmental Monitoring Applications

In the next subsections, areas of possible applications ofGNSS toweather and climate
that can contribute to environmental monitoring are presented.

11.4.1 GNSS Applications to Weather Monitoring

GNSS remote sensing data that are capable of being used for assimilation discussed
in Sect. 11.3.2 include; water vapour, raw amplitude and phase, bending angles,
refractivity, temperature and humidity [49, 52, 53]. Discussions on the possible
assimilation of GNSS data into NWPmodels are presented, e.g., in [49, 54, 55]. Poli
et al. [56] discuss the effect of GNSS-derived data on NWPs by looking at the influ-
ence of European ground-based GNSS-derived zenith total delay (ZTD) data (e.g.,
summation of Eqs. (9.12) and (9.13) on p. xxx) introduced into the Météo-France
global forecasting and assimilation system. They report that over three different sea-
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sons, the benefits of including such data was most apparent in improved predictions
of temperature and wind, and especially, in superior quantitative precipitation fore-
casts over France. For space-based GNSS remote sensing (Sect. 9.2.3.1), they report
some positive impact on the analysis of the Southern Hemisphere’s tropopause. They
conclude that these demonstrated benefits has resulted in Météo-France using ZTD-
derived fromEuropeanground-basedGNSSnetworks andGNSSspace-based remote
sensing data since September 2006 and September 2007, respectively, to update its
operational weather prediction analysis.

Furthermore, the success of GNSS data assimilation for stratospheric temperature
forecasts and the advantages of GNSS remote sensing data in comparison to other
satellite data for assimilation into NWP models are presented by Poli [49] as:

1. Being all-weather, though the lower 5km of the atmosphere is generally affected
by the presence of water vapour that limits the application of GNSS,

2. the ability to monitor the Earth from an angle, thus providing higher vertical
resolution (less than 1km). The disadvantage with this, though, is the provision
of horizontal resolution elongated in the direction of the ray that makes it difficult
to use in models such as ECMWF1 and Météo France 4DVAR, which assumes
vertically-averaged observations,

3. yielding observations that are independent of surface type, and
4. providingdata that relates to altitude as opposed to pressure, as in other techniques.

The potential of water vapour being used for meteorological forecasting have been
outlined, e.g., in [57]. For environmental monitoring of weather-related hazards,
GNSS remote sensing may potentially play the following roles [58]:

1. Derive water vapour: Precise analysis of water vapour content will contribute to
the data required by hydrologists to enhance their predictions of local torrential
rains that normally cause damage and havoc, see e.g., [59]. Knowledge of water
vapour density in the lower troposphere will also be useful for the following:

• Providing data that could be directly assimilated into meteorological models
(NWP) to enhance the predictability and forecasting of weather. The increase
in the number of CORS networks (See Sect. 5.5) is already providing the pos-
sibility of regional monitoring of IWV. This is achievable by estimating the
ZWD in the vicinity of CORS stations and converting them to IWV by means
of Eq. (9.19). This unprecedented monitoring of IWV will provide useful data
for operational weather forecasting, and studies in atmospheric storm systems,
atmospheric chemistry and the hydrological cycle.

• Resolving the distribution of water vapour via tomographic techniques,
e.g., [60].

• Correcting the wet delay component for both Synthetic Aperture Radar (SAR)
and GNSS positioning, thus benefiting applications requiring precise position-
ing such as crustal deformation monitoring.

1European Centre for Medium-Range Weather Forecasts.
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• Monitoring global warming by determining the latent heat suspended in the
atmosphere, since water vapour is one of the most important greenhouse gases.
Whereas Randall and Tjemkes [61] indicated that long-term measurements
of global IWV could provide a source of information for global and regional
climate change studies, Belvis et al. [62] pointed to the theorists’ belief that
global warming will cause changes in the total water vapour content of the
atmosphere, a change which would be easily detectable as compared to the
associated changes of atmospheric temperatures.

• The radiative forcing due to water vapour and clouds inferred from humidity
estimates.

• Improved inputs for weather forecasting, climate and hydrology. Water vapour
is essential for short-term (0–24h) forecasting of precipitation. Currently, the
lack of up-to-date atmospheric water vapour content is the major source of
error in short-term weather forecasting [63].

2. Enhance disaster mitigation measures, in that the provided data will contribute to
the much-needed information required to improve the forecasting of catastrophic
weather around the world.

11.4.2 GNSS Applications to Climate Change Monitoring

The provision of accurate, long-term, and consistent data to sustain and expand
the observational foundation for climate studies is one of the high-priority areas for
action to improve the ability to detect, attribute and understand climate variability
and changes [64, 65]. GNSS remote sensing is fast emerging as a promising climate
monitoring tool capable of meeting the requirements above due to the following
properties [66]:

• Global coverage of radio occultation (RO) data. GNSS-RO observations (e.g.,
Sect. 9.2.3.1; Fig. 9.2 on p. xxx) have a fairly uniformdistribution around theworld,
both over land and ocean, in contrast to radiosondes and aircraft measurements.
This is true for longer averaging periods (as is required for climate monitoring),
whereas for shorter, e.g., daily periods, observations tend to cluster due to the
sun-synchronous orbits of the LEO satellites.

• Self-calibrated nature. GNSS-RO observations are free of instrumental biases
since the observations depend on the measurement of time, not of radiation inten-
sities. If double-differencing (e.g., Fig. 4.8 on p. xxx) is applied, the measurements
are also essentially self-calibrating. These long-term stability properties imply that
it is possible to compare two data sets separated by several years and taken by dif-
ferent sensors, which is not at all straight forward for current microwave sounders.

• All weather capability. They can be used in all weather conditions, in particular
in cloudy areas, which will not be covered adequately, even by future advanced
infrared sounders. Furthermore, the observational quality and sampling character-
istics are virtually the same over all geographical regions and at all times.
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• They have a relatively high vertical resolution (1kmor better) compared to existing
and planned passive infrared and microwave sounders, and thus addressing the
main limitation of these systems. This is true for both temperature and water
vapour measurements.

• Quantities that are key observable for climate change, such as near tropopause
geopotential heights [67] or refractivity itself can be obtained almost totally inde-
pendent of conventional measuring systems. Only surface pressure needs to be
taken from other sources.

• The unprecedented time stability, accuracy and resolution of GNSS-RO data offers
a new possibility to identify spurious trends in radiosonde, Microwave Sounding
Units (MSU)/Advanced Microwave Sounding Units (AMSU) and reanalysis data
sets discussed in Sect. 11.4.3.1.

The possibilities of using GNSS remote sensing as a tool for monitoring climate
change is documented, e.g., in the works of [58, 68, 69]. Recognizing the advantages
of global coverage of ROdata, self-calibrated nature, high accuracy, and all-weather
capability listed above, recent studies have centered on the possibilities of utilizing it
for climate studies, see e.g., [64, 70]. For example, the use of refractivity and geopo-
tentail heights as global warming parameters have been suggested by [66, 67, 71].
Leroy et al. [70] states that a good climate monitoring tool must help address the
physics of a climate model so as to make it better able to predict future climates,
and suggest that GNSS remote sensing be used to provide benchmark for climate
models. In Shum [72], GNSS observed climate variables are validated over the
Tibetan plateau.

Poli et al. [56], however, caution that though the potential for using GNSS obser-
vations for climate studies is significant, detailed sensitivity studies are required in
order to evaluate the effects of possible sources of interruption in measurements
as well as trends in the stability in the time-series measurements being collected.
They reckon that since the atmospheric observations are capable of being used for
climate change monitoring, they should be highly accurate and have long-term sta-
bility. According to Poli et al. [56], although the signal delay measured by GNSS
offers unmatched meteorological calibration, thanks to the atomic clocks onboard
the satellites, the measured GNSS atmospheric delays are not usable directly for
climate change monitoring, as they must be converted to other quantities, as was
discussed in Sect. 9.2.3.1. Each stage of the conversion could introduce errors that
may degrade the atomic calibration aspect.

If successful, however, GNSS remote sensing could benefit climate change mon-
itoring in the following ways [58]:

1. Precisely derive vertical temperature and pressure profiles: These will be useful
in the following ways:

(a) By combining them with other observations of ozone densities and dynamic
models, our understanding of the conditions that lead to the formation of
polar stratosphere clouds will be improved. It will also help us to be able to
understand the chemical reactions that lead to ozone loss.
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(b) The precisely measured temperature will enable the monitoring of global
warming and the effect of greenhouse gases. This is made possible as the
change in surface temperatures caused by an increase in greenhouse gas con-
centration is generally predicted to be largest and therefore most apparent at
high latitudes. Precise temperatures can therefore be used to map the struc-
ture of the stratosphere, particularly in the polar regions where temperature is
believed to be an important factor in the minimum levels of ozone observed
in spring.

(c) Accurate high-vertical resolution temperature reconstructions for the upper
troposphere will increase our understanding of the conditions under which
cirrus clouds form. Cirrus clouds will generate a positive feedback effect if
global warming displaces a given cloud layer to a higher and colder region.
The colder cloud will then emit less radiation, forcing the troposphere to
warm in order to compensate for the decrease.

(d) Accurate temperature retrievals from GNSS meteorological measurements
combined with high-horizontal resolution temperatures derived from the
nadir-viewing microwave radiometers will provide a powerful data set for
climate studies of the Earth’s lower atmosphere. This can be achieved by
using the derived profiles to monitor trends in the upper troposphere and
lower stratosphere where the GNSSmeteorological technique yields its most
accurate results.

(e) The measured pressure is expected to contribute to the monitoring of global
warming. This is because pressure versus geometrical height is potentially an
interesting diagnostic of the troposphere’s climatic change since the height
of any pressure surface is a function of the integrated temperature below.

(f) The temperature in the upper troposphere/tropopause influences the amount
of energy radiated out to space. In Sect. 11.4.3, the GNSS monitoring of
the tropopause to support the monitoring of climate change will be pursued
further.

(g) Contribute towards climatic studies: By comparing the observed temperatures
against the predicted model values, a method for detecting and characterizing
stratospheric climatic variations as well as a means for evaluating the perfor-
mance of model behaviour at stratospheric altitudes will be developed and
the existing ones tested.

2. Enhance geodynamic studies: The study of the gravitation effects of atmospheric
pressure, water vapour and other phenomena will contribute towards the deter-
mination of high-resolution local geoids (see Sect. 5.6.1), which are vital for
monitoring crustal deformation. The transient drift that occurs over time in the
estimation of crustal deformation from GNSS measurement will therefore be
corrected for.

3. With an abundance of GNSS remote sensing data, accuracies better than 1–2K in
temperature given by GNSS meteorological missions (e.g., COSMIC, GRACE,
etc.) will be realized.
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11.4.3 Monitoring of Global Warming

The layer separating the troposphere and stratosphere is known as the tropopause.
It is vital to the gaseous exchange between the two layers due to its different char-
acterization with respect to chemical composition and stability. Its height above the
Earth’s surface normally varies from about 17km at the equator to about 8km above
the poles, and is influenced by the variation in temperature between the two lay-
ers [4, 10]. When the stratosphere warms because of, for example, the absorption of
radiation by volcanic aerosols, a lowering of the tropopause height occurs. If the tro-
posphere warms due to, say increases in greenhouse gas concentrations (e.g., carbon
dioxide) and stratospheric ozone depletion, the tropopause height increases [4, 12].
Indeed, IPCC [4] noted that most of the observed warming over the last 50years is
likely to have been due to the increase in greenhouse gas concentrations in the lower
troposphere.

Evidence of tropospheric warming has been reported, e.g., in Christy et al.
[73, 74], Mears et al. [75], and Vinnikov and Grody [76]. For instance, Christy et
al. [73] estimated a global trend of +0.09K/decade from satellite-based Microwave
Soundings Unit (MSU) over a 25-year period. Vinnikov and Grody [76] on the other
hand showed a trend of +0.22±0.26K/decade, which is much higher than the find-
ings of Christy et al. [73] andMears et al. [75], although because of large uncertainty,
one cannot definitively say that there is an upward trend.

Santer et al. [10] identified two different factors that play a key role in the
change of tropopause heights, namely natural forcing and anthropogenic forcing.
The anthropogenic forcing include increased greenhouse gas concentration (mainly
carbon dioxide), direct scattering of sulphate aerosols, and stratospheric ozone. The
natural forcings are the changes in solar irradiance and volcanic aerosols. Santer
et al. [10] estimated that human-induced changes in ozone and greenhouse gases
accounted for 80% of the rise in tropopause height during the period 1979–1999.
Radiosonde observations over the past 50years, e.g., [77], indicate a strong link
between climate change and tropopause variability. Global tropopause height indi-
cates an upward trend with decreasing temperature and pressure [12, 78]. During
the period 1979–2001, Santer et al. [11] observed a global increase in tropopause
height of 200m in ECMWF reanalysis, which was mostly caused by tropospheric
warming. Similarly, Seidel and Randel [77] observed a global tropopause trend of
64±21m/decade using 25years of radiosonde measurements (1980–2004).

There are many definitions and concepts that are available to identify the
tropopause region, e.g., Pan et al. [79], depending on its latitudinal position and
the availability of atmospheric data (such as temperature, pressure, water vapour).
Currently, five different definitions are accepted and widely used for identifying
the tropopause. These are: the lapse-rate tropopause (LRT); cold point tropopause
(CPT); the ozone tropopause (OT); the isentropic potential vorticity (IPV) tropopause;
and the 100hPa pressure level (PLT). Of these, the LRT has been identified as a
key indicator of climate change, see, e.g., Santer et al. [10]. Previous investiga-
tions, e.g., [10–12], based on LRT height trends, indicate significant increases in the
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tropopause’s height, which is consistent with model prediction used to estimate the
impact of increasing greenhouse gases. The definition of the LRT has been outlined
by the World Meteorological Organization [80] as “the lowest level at which the
lapse rate decreases to 2K/km or less, provided also the average lapse rate between
this level and all higher levels within 2km does not exceed 2K/km”. This definition
has the advantage of being applicable globally and can easily be calculated from the
vertical profiles of the atmospheric temperature [81].

Whereas surface temperature observations are necessary to monitor daily temper-
ature trends, monitoring tropopause parameters (such as temperature and height) is
vital for studying changes in the atmosphere as a result of global temperature rise.

11.4.3.1 Traditional Tropopause Monitoring Techniques

Various traditional techniques (e.g., radiosondes, weather analyzes) have been
applied by different countries to monitor the tropopause parameters (such as temper-
atures and heights) over the past 100years. A brief overview of the existing methods
used and their limitations are provided below.

Radiosondes: This is a balloon-borne instrument, also called weather balloon that
is traditionally used for collecting weather information along a vertical profile. The
Bureau of Meteorology of the United States used radiosondes as early as the 1930s
to monitor upper air conditions. A global radiosonde network had been established
by 1940s and more than 1000 radiosonde stations had been installed by 1991 by 92
nations [82]. Radiosonde can be launched in any type of weather, but severe thun-
derstorms and heavy precipitation can lead to system failure. Under ideal conditions
and careful calibration, radiosondes are found to provide temperature observations
accurately to about 0.5K [81]. Although radiosondes provide soundings with high
vertical resolution, global coverage is not feasible with sparse to non-existent data
over the oceans and the Southern Hemisphere [78, 83]. With fairly low temporal
resolution (12-h frequency), the accuracy of the data obtained from this system is
affected by instrumental changes, see e.g., [82].

Although several investigations using radiosonde data sets have been done for a
few regions [84–89], no studies were performed with regards to global tropopause
trends using radiosonde data until 2006. Seidel and Randel [77] used radiosonde data
sets to study global tropopause changes during the period 1980–2004. They divided
the globe into seven 29.7◦ bands to study tropopause trends based on 100 stations
around the world. Their findings indicated highly significant tropopause changes
during the study period, where the height of the LRT increased by 64±21m/decade,
which is 160m over 25years of observations. The increase in tropopause height was
associated with a temperature decrease of 0.46±0.09K/decade and these changes
were accompanied by a slight tropospheric warming (+0.036±0.066K/decade) and
strong stratospheric cooling (−0.77±0.21K/decade). However, this studywas based
on a fairly low number of stations which may not provide reliable trends due to
instrumental differences across the globe and limited redundancy [4, 82]. Moreover,
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the stratospheric cooling indicated by Seidel and Randel [77] appears to contradict
the findings of Santer et al. [11].

The problem with tropopause analysis using radiosondes is that when global
estimates based solely on radiosondes are presented, considerable uncertainties exist,
see e.g., [90]. Having a denser network of radiosonde stations encompassing even
the oceans would be desirable to yield a more reliable global trend, but unfortunately
this does not exist nor is it practical.

Satellite-borne Microwave Sounding Units (MSU): These units (e.g., NOAA-N2)
haveplayed an important role in providingmeteorological information since their first
launch in the early 1960s [82]. The first satellite capable of producing temperature
and water vapour soundings was Nimbus III, launched in 1969, followed by NOAA-
2 in 1972. Later, these were superseded by Advanced Microwave Sounding Units
(AMSU), which began operating in mid 1998 [4]. Details of MSU data can be found,
e.g., in [91, 92].

Satellite-borne microwave sounders emit microwaves into the atmosphere, which
are then measured and inverted into temperature profiles (and water vapour). These
are important sources of data for the lower atmosphere (stratosphere and troposphere)
and have been used in several studies of global atmospheric change, see e.g.,
[73–76, 93]. The global atmospheric temperature data sets constructed from the satel-
lite MSU measurements of NOAA were used by Christy et al. [73, 74] and Mears et
al. [75] to monitor stratosphere-troposphere temperature changes from 1979–1988.
A comparison of satellite data with those from radiosondes show reliable trends and
have proved to be an important tool for global climate change monitoring. Global
time series constructed fromMSU records show a global cooling of the stratosphere
of −0.32 to −0.47K per decade and a global warming of the troposphere of 0.04–
0.20 K per decade for the period 1979–2004 [4].

Satellite-based MSUs and AMSUs are designed to measure short-term temper-
ature changes in the atmosphere and are not suited for the detection of long-term
changes, since MSU and AMSU data are contaminated by instrumental and orbital
drift and coarse vertical resolutions [94]. The vertical profiles obtained from the satel-
lite data often miss the tropopause region due to insufficient vertical resolution [82].
Hence, the use of data sets fromMSU andAMSU for long-term climate changemon-
itoring has been under considerable scrutiny and debate, see e.g., [73, 76]. Nonethe-
less, satellite data sets serve as an important data source for weather models and
analyzes (e.g., ECMWF).

Reanalyses: In Sect. 11.3.2, we introduced the concept of analysis and its role
in weather prediction and forecasting. Reanalysis, therefore, is an objective, quan-
titative method for producing a high-quality sequence of analyzes that extends over
a sufficiently long-term period to have values for climate research applications, as
well as, for other purposes [50]. An important goal of most reanalysis efforts to date
has been to provide an accurate and consistent long-term data record of the global
atmosphere [50]. In certain cases, a reanalysismay be performed for a single variable,
such as precipitation or surface temperature, however, in many modern atmospheric

2See e.g., http://www.nasa.gov/mission_pages/noaa-n/main/index.html.

http://www.nasa.gov/mission_pages/noaa-n/main/index.html
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reanalyses, the goal is to develop an accurate and physically consistent representation
of an extensive set of variables (e.g., wind, temperatures, pressures, etc.) required
to provide a comprehensive, detailed depiction of how the atmosphere has evolved
over an extended period of time, typically, decades [50].

Weather models and reanalyses data are consistently used by researchers to inves-
tigate global tropopause changes, e.g., [4, 12]. They can also be used to validate
data sets from radiosondes and satellites, e.g., [11, 95]. Global reanalysis such as
ERA-40 (ECMWF) provides comprehensive information about climate. The vertical
profiles of temperature, pressure, etc. retrieved from the reanalysis models can be
used to infer tropopause parameters, as shown in the works of Santer et al. [10, 11].
Sausen and Santer [12] and Santer et al. [10] estimated a tropopause pressure trend
of −1.82hPa/decade for 1979–1997 and −2.16hPa/decade during the period 1979–
2000 in the NCEP/NCAR reanalysis, indicating an increase in the height of the
tropopause. Santer et al. [10] also reported a global mean trend of −1.13hPa/decade
over 1979–1993 in the ECMWF reanalysis. Santer et al. [11] observed a tropopause
height increase of 200m in the ERA-40 (provided by ECMWF) reanalysis during
the observation period 1979–2001.

However, the drawbacks of reanalysis data are that the change in the estimated
climate trends may be affected by changes in the observation system over time, and
that climate trends proposed by different reanalysis may vary due to differences in
the underlying processing techniques.

11.4.3.2 GNSS Tropopause Monitoring

The application of GNSS remote sensing to the monitor the tropopause, as presented
in Chap.9, is sure to improve global monitoring of climate change resulting from
global warming, especially with more GNSS satellites being planned (see Chap. 2)
and with the vertical resolution of the profiles acquired from LEO satellites contin-
uously improving. For example, CHAMP improved its vertical resolution from 200
to 100m and its horizontal resolution too [96]. Although a long-term study of global
tropopause trend using GNSS-RO (e.g.. GRACE and COSMIC) data is still not pos-
sible due to their short lifespan, Schmidt et al. [78] estimated a global trend based
on the CHAMP satellite’s profiles during the period May 2001–December 2007
(80 months). They obtained a trend of 26–44m/decade with trend errors varying
between 19–21m, a value which is in good agreement with the radiosonde obser-
vations, between 1980 and 2004, both of which indicate a maximum trend around
30◦S and between 30◦–50◦N, e.g., [77]. However, discrepancies occur in the trop-
ics, which may be associated with the poor RO data distribution [97] and fewer
radiosonde stations due to oceanic areas [98].

GNSS tropopause data sources: RO measurements obtained from LEO satel-
lites are processed at various institutions (e.g., GFZ, UCAR) into different products
for various uses. Level 3 CHAMP data, Level 2 COSMIC data and GRACE data
are essential for tropopause analysis. These data and their sources are discussed in
Sect. 9.2.3.2.
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Example 11.1 (GNSS monitoring of the Australian tropopause [99]).

Australia is a large relatively flat region extending from the tropics to mid-latitudes
[8◦–46◦S; 108◦–160◦E]. The total land area of Australia is 7.7 million square kilo-
meters [100]. Its climate is characterized by varying rainfalls (seasonal, annual and
decadal time series) andworsening drought conditions.Australia’s climate is strongly
influenced by the surrounding oceans, which includes tropical cyclones and mon-
soon rains in northern Australia, mid-latitude storms in the south causing floods, and
prolonged droughts and bushfire outbreaks notably in the mid-latitude zones [100].
The population distribution is fairly uneven with more than 80% of the settlements
being near the coastal areas [100]. The average surface temperature of Australia has
warmed by 0.9K since 1950, with significant regional variations [101]. The mean
annual temperature anomaly follows an upward trend showing a warming of 1K over
the last 100years.

In the recent years, Australia, like many other countries in the world, has begun
to feel the effects of increasing greenhouse gases leading to regional warming. The
rising temperature in Australia thus speeds up the rate of evaporation, enhancing the
effect of drought.

Khandu et al. [99] demonstrated the significance of GNSS remote sensing of the
Australian tropopause through their study of changes in the tropopause heights and
temperatures (Fig. 11.3). Since the latitude of Australia ranges from 8◦–46◦S, the
tropopause height also varies, ranging from around 8km (mid-latitude) to 17km
(equatorial region) [96]. Khandu et al. [99] applied 80 months (September 2001–
April 2008) of CHAMP and 23months (May 2006–March 2008) of COSMIC satel-
lite RO data to analyze the Australian tropopause structure (height and temperature
trends) as shown in Figs. 11.4, 11.5, and 11.6. Their analysis of tropopause height
and temperature anomalies indicated a height increase over Australia as a whole of
approximately 4.8±1.3m between September 2001 and April 2008 for CHAMP,
with a corresponding temperature decrease of −0.019±0.007K. They observed a
similar pattern of increasing height/decreasing temperature when determining the
spatial distribution of the tropopause height and temperature rate of change over
Australia.

Although only a short period of data was considered in [99], a function of the
operating time of these satellites, their results nonetheless were consistent with those
of Schmidt et al. [78] and Seidel and Randel [77], and showed an increase in the
heights of the tropopause over Australia during that period, and thus may indicate
regional warming. Several mechanisms could be responsible for these changes, such
as an increase in the concentration of greenhouse gases in the atmosphere, and lower
stratospheric cooling due to ozone loss, both of which have been observed during
the last decades.

How these rates vary over all of Australia is illustrated in Fig. 11.6 that shows
the rate of change of (a) tropopause heights and (b) tropopause temperatures derived
from the combined CHAMP and COSMIC data sets between September 2001 and
April 2008. There is a general autocorrelation between the two sets of results as one
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Fig. 11.3 Left panel a Tropopause heights and b tropopause temperatures for Australia from
CHAMP RO data for the period between 2001 and 2008. Right panel a Tropopause heights and b
temperatures for Australia from COSMIC RO data for the period between 2006 and 2008. Source
Khandu et al. [99]
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Fig. 11.4 Tropopause heights (in km) derived from CHAMP and COSMIC RO data from between
2006–2007. a CHAMP results for summer, b CHAMP results for winter, c COSMIC results for
summer, and d COSMIC results for winter. Source Khandu et al. [99]
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Fig. 11.5 Tropopause temperatures (in K) derived from CHAMP and COSMIC RO data from
between 2006–2007. a CHAMP results for summer, b CHAMP results for winter, c COSMIC
results for summer, and d COSMIC results for winter. Source Khandu et al. [99]
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September 2001 and April 2008. Source Khandu et al. [99]
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would expect (e.g. increasing height/decreasing temperature).Much of Australia dis-
plays trends of 0–0.1km/year of increasing tropopause height, with a corresponding
temperature decrease of 0 to −0.3K/year. These values are much higher than those
presented earlier (see further discussions in Khandu et al. [99]).

♣ End of Example 11.1.

11.4.4 Monitoring Cryospheric Changes

The cyrosphere, the subsystem of the Earth characterized by the presence of snow,
ice, and permafrost, is fundamental to changes occurring in the Earth’s environment,
e.g., global warming as a result of the melting snow cover, glaciers, and sea ice
that produces more warming due to decreased albedo associated with the greater
extent and duration of the dark surface [102]. Some of the occurrences in the Earth’s
polar region (Greenland and Antarctic) could have far reaching consequences on
the environment and as such require constant monitoring, which can be achieved
through remote sensing using of satellite altimetry such as NASA’s ICESat-2 (ice,
cloud, and land elevation satellite) discussed in Sect. 9.4.1 and GRACE satellites,
e.g., [103, 104, see also Sect. 9.3.3].

For instance, the Greenland andAntarctic ice sheets are reported to be losingmass
at an increasing rate. Fast flowing outlet glaciers and ice streams carrying most of the
mass flux from the interiors of the vast Greenland and Antarctic ice sheets toward
the ocean have accelerated dramatically, the sea ice that covers the Arctic Ocean
has decreased in areal extent far more rapidly than climate models have predicted
and has thinned substantially, some of the thick and ancient ice shelves that fringe
the Antarctic Peninsula have disintegrated, triggering the acceleration of the outlet
glaciers that feed them, see [105, and the references therein].

Abdalati et al. [105] list the following consequences as the possible likely outcome
of the behavior of ice sheets and sea ice changes to society:

• Themelting ice sheets fromGreenland andAntarctic are thought to contain enough
ice to raise sea level by about 7 and 60m, respectively, see [105, and the references
therein].

• Sea ice exhibits a major influence on the Earth’s planetary energy budget, influ-
encing global weather and climate; and the Arctic ice cover is especially sensitive
to and a strong driver of climate change, in large part due to the positive albedo
feedbacks associated with melting ice [105].

ICESat-2, through the use of precise laser measurements of surface elevation, is
specifically intended to quantify the rate of change of ice sheets and sea ice and
provide key insights into the processes that drive those changes, and in addition
will also provide important information on other components of the Earth system,
in particular, vegetation biomass through the measurement of vegetation canopy
height [105].
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GNSS contributes to glaciology measurements as evidenced by the performance
ofGPSwhere it has had a remarkable impact on the study of glacier volume, flow, and
history in the last few years, leading to improvements in measurements of gross flow
velocities, rates of surface snowfall, and isostatic adjustment associated with glacial
mass change. In particular, real-time GPS (RTGPS; Sect. 5.4.3) can contribute to a
better understanding of the dynamics of glaciers by allowing researchers to collect
and analyze glacier flow data along with the ocean and atmospheric data [106].

11.4.5 Possible Contributions of GNSS to International
Protocols

11.4.5.1 Background to the Kyoto Protocol

The United Nations Framework Convention on Climate Change (UNFCCC) became
operational on 21st March 1994 in response to scientific evidence that the Earth was
warming due to increased atmospheric content of CO2 and other greenhouse gases.
In 1997, the Kyoto Protocol, an extension of UNFCCC but with more legal binding
powers, was passed [107].

In Article 3 of the protocol, quantifiable legal binding commitments are imposed
on member countries to the treaty to limit or reduce their greenhouse gas emissions
by at least 5% below the 1990 level during the commitment period 2008–2012 [107,
108]. Section11.3 states that the balance between carbon emission and carbon sinks
resulting from direct human-induced, land-use change and forestry activities, limited
to afforestation, reforestation and deforestation since 1990, measured as verifiable
changes in carbon stocks in each commitment period, shall be used to meet the com-
mitments under the Article of each Party included in the protocol. The greenhouse
gas emissions by sources and removal by sinks associated with those activities shall
be reported in a transparent and verifiable manner and reviewed in accordance with
Articles 7 and 8 [107]. Article 5 states that methods to be used to ensure compli-
ance should be those approved by the Intergovernmental Panel on Climate Change
(IPCC). Vegetation is listed in the Article as a measured variable, thereby requiring
techniques with the capacity to provide regional as well as global, spatial coverage.
Remote sensing, GIS and GNSS satellite methods offer such capabilities.

11.4.5.2 Application of GNSS, Remote Sensing, and GIS

On 20–22 October 1999, two working groups of the International Society of Pho-
togrammetry andRemoteSensing (ISPRS), togetherwith theUniversity ofMichigan,
convened to discuss possible areas in which remote sensing technique could be used
to support theKyoto protocol [109]. The groups identified 5 areaswhere remote sens-
ing technology could be used. In these areas, GNSS georeferencing will be required
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to validate the data and support the remote sensing efforts. Remote sensing data
has the potential to provide information about certain features (e.g., forests), which
can be georeferenced using, e.g., GNSS. This information can then be processed
and stored in a GIS (see Sect. 1.3), which benefits monitoring compliance with the
Articles of the protocol. The 5 identified areas are:

Provision of systematic observation of relevant land cover (Articles 5 and 10):
Rosenqvist et al. [109] observed that multi-spectral systems, in particularly sensors
that include mid-infrared bands such as Landsat TM,3 ETM+4 and SPOT HRVIR,5

are suited for the mapping of vegetation. The delineation of fragmented forest lands
and smaller patches of forest being used to map vegetation would require high reso-
lution data. To provide mapping of larger spatial coverage (e.g., Australia), higher-
resolution data could be complemented by coarse resolution sensors, e.g., NOAA
AVHRR6 [110]. For countries within the tropics, high resolution mapping of vege-
tation will have to reckon with limitations imposed by cloud cover, smoke and haze.
In such situations, coarser resolution sensors with higher temporal repeat cycles or
a combination of optical and active microwave data could be adopted. Regional and
local scales could also benefit frommulti-band/polarimetric and interferometric radar
systems that have the advantage of being all weather and achieve spatial resolutions
of about 50–100 m [109]. Radar systems, however, suffer from sensitivity to terrain
undulation and hydrological conditions on the ground. Another potential technique
for mapping vegetation and its potential to absorb CO2 is LIDAR (Laser Infrared
Detection And Ranging).

Support to the establishment of the 1990 carbon stock baseline (Article 3): Since
1990 was chosen as a baseline, Landsat TM and SPOT HRV7 sensors, in opera-
tion in 1990, are useful. High resolution data for compiling national coverage maps
to support the establishment of the carbon stock baseline is possible, though expen-
sive [109]. Rosenqvist et al. [109] suggests the use of SAR8 data for the quantification
of component biomass (leaves, branches, stems) of the extensive areas of woodlands
that occur throughout parts of Australia, Africa and South America, for which the
establishment of a 1990 baseline could be supported.

Detection and spatial quantification of changes in land cover (Articles 3 and
12): Article 3.3 focuses on the detection and spatial quantification of afforestation,
reforestation and deforestation during the commitment period of 2008–2012, while
Article 3.4 (to be implemented in coming phases) focuses on greenhouse gas balances
in agriculture, soils, land-use changes and forestry [107]. Article 12 concerns a
clean development mechanism that allows trading in CO2. To support Article 3.3,
repetitive collection of data is required, preferably annually, at specific seasons and

3Thematic mapper.
4http://landsat.gsfc.nasa.gov/about/L7_td.html.
5High-Resolution Visible and Infrared (imaging instrument). See http://www.cnes.fr/web/CNES-
en/7114-home-cnes.php.
6Advanced Very High Resolution Radiometer.
7High Resolution Visible.
8Synthetic Aperture Radar.

http://www.cnes.fr/web/CNES-en/7114-home-cnes.php
http://www.cnes.fr/web/CNES-en/7114-home-cnes.php
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at a spatial resolution of theminimum area of interest [109]. Panchromatic andmulti-
spectral remote sensing data can detect and spatially quantify deforestation activities.
Partial deforestation resulting from loggingwill require higher spatial resolution data.
Reforestation (characterizing developmental phase in forests, i.e., from non-forest to
forest) and afforestation events (characterized by small patches outside forests) both
require high-resolution repetitive multi-spectral measurements. Fire events could be
detected using coarse resolution optical sensors that provide daily coverage. Long-
wavelength active microwave systems are also useful since they interact with forests
at the branch and trunk level and are essential in separating the contributions from
the ground and forests [109]. The presence of cloud cover will, however, remain
an impediment in some areas. The application of LIDAR to repeatedly characterize
structural attributes at specific location could also be valuable, see e.g., Blair [111].
Trading inCO2, for instance, could be supported by the use of passive remote sensing.
Under such a system, sensors could be placed within the emission source to transmit
the collected digital data. The locations of such emission source could be obtained
using GNSS, which also helps in mapping forest fires as discussed in Sect. 17.1.2.

Quantification of above ground vegetation biomass stocks and associated changes
therein (Articles 3 and 12): ICESat and its follow on ICESat-2 are expected to
contribute in this regard by measuring tree heights (see Sect. 19.3, Fig. 19.11,
p. xxx). Indirect estimation using vegetation indices based on photosynthetically
active radiation (PAR) is proposed by [109]. The use of multispectral sensors to
measure PAR for the prediction of net primary production (NPP) presented as units
of Carbon is demonstrated, e.g., by Prince and Goward [112]. The use of active
microwave systems and LIDAR to support this Article is still an active area of
research. Ranson et al. [113] demonstrated that aircraft based radar sensors having
full multi-band, polammetric, and interferometric capabilities are capable of detect-
ing biomass above the ground. In Chap.10, we discuss how GNSS-reflectometry
(GNSS-R) could be used to monitor changes in vegetation biomass.

Mapping and monitoring of sources of anthropogenic Methane CH4 (Articles 3,
5 and 10): Although 6 greenhouse gases are listed in the protocol, see e.g., [107],
CH4 was considered by the working groups to be second in importance after CO2.
Sources of CH4 include irrigated rice paddies, aquaculture and hydroelectric reser-
voirs. High-resolution optic sensors could be used to detect and spatial-quantify
open water bodies while repetitive measurements could be employed in the irrigated
rice paddies. However, repetitive measurements will be affected by clouds, thereby
necessitating the use of SAR [114]. The physical locations of these sources, i.e., their
boundaries could be mapped using rapid GNSS positioning methods discussed in
Chap.5, Sect. 5.4.5.
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11.5 Concluding Remarks

The chapter has highlighted the potential of GNSS measurements to contribute to
weather forecasting and climate change monitoring through integrative measure-
ment of atmospheric parameters (temperature, pressure and water vapour) in GPS
signal delays as discussed in Chap.9. The success is largely due to the sensitivity
of the microwave frequencies used in GNSS in the presence of water vapor whose
estimation along GNSS signal propagation paths is discussed in Sect. 11.3. Because
water vapor is key to energy transport and buoyancy, assimilation of water vapor
measurements is vital to weather modeling. Operational weather forecasts routinely
assimilate observations of relative humidity along with pressure and temperature
collected using radiosondes, rocketsondes and surface meteorological sensors. In
most continental regions, such measurements sample adequately to prevent signif-
icant aliasing of pressure and temperature fields (which co-vary on large spatial
and temporal scales) but can undersample the relatively short temporal and small
spatial-scale variability of humidity [106]. GNSS-derived water vapor data will thus
become more useful for weather and climate applications as RTGPS networks (see
Sect. 5.4.3) provide data with low latency and high reliability [1].

The rising troposphere temperature due to global warming increases the height
of the tropopause. Therefore, information on tropopause height trend is vital for
monitoring global warming. This Chapter has explained how GNSS remote sensing
of signal delays discussed in Chap.9 are useful in monitoring global warming. Its
atmospheric profiles match those from radiosonde measurements (i.e., temperature
accurate to 1±1.5K in the tropopause region), and are suitable for use in the analy-
sis of the tropopause for the studies of climate change. The tropopause, analysed
in [77, 78, 99], provided examples of the capability of the method. Furthermore,
GNSS-reflectometry (GNSS-R) discussed in Chap.10 are now being used to mon-
itor changes in soil moisture, vegetation and snow/ice, thereby supporting GNSS
sensing of climate change impacts. In Chap.12, we extend the materials covered in
this Chapter by looking at the climate variability of the tropopause. This is nowmade
possible by over a decade of GNSS radio occultation data.
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Chapter 12
GNSS Sensing of Climate Variability

Real-time GNSS measurements have the potential to contribute
to climate modeling and weather forecasting through integrative
measurement of atmospheric water vapor in GNSS signal delays
and measurements of soil moisture flux.

-W.C. Hammond et al. [1]

12.1 Introductory Remarks

Poor reliability of radiosonde records across most developing countries in the
southern hemisphere imposes serious challenges in understanding the structure
of upper-tropospheric and lower-stratospheric (UTLS) region, i.e., the tropopause.
The Constellation Observing System for Meteorology, Ionosphere, and Climate
(COSMIC) mission launched in April 2006 has overcome many observational lim-
itations inherent in conventional atmospheric sounding instruments. This chapter
presents the study undertaken byKhandu et al. [2] that examined the interannual vari-
ability of UTLS temperature over the Ganges-Brahmaputra-Meghna (GBM) River
Basin in South Asia using monthly averaged COSMIC radio occultation (RO) data,
together with two global reanalyses. Comparisons betweenAugust 2006 andDecem-
ber 2013 indicated that MERRA (Modern-Era Retrospective Analysis for Research
Application) and ERA-Interim (European Centre for Medium-Range Weather Fore-
casts reanalysis) were found to be warmer than COSMIC RO data by 2 ◦C between
200 and 50 hPa levels but these warm biases with respect to COSMIC RO data
were found to be consistent over time. The UTLS temperature showed considerable
inter-annual variability from 2006 to 2013 in addition to warming (cooling) trends in
the troposphere (stratosphere). The cold (warm) anomalies in the upper troposphere
(tropopause region) were found to be associated with warmENSO (El Niño Southern
Oscillation) phase, while quasi-biennial oscillation (QBO) is negatively (positively)
correlated with temperature anomalies at 70 hPa (50 hPa) level. PCA (Principal
Component Analysis) decomposition of tropopause temperatures and heights over
the basin indicated that ENSO accounts for 73% of the interannual variability with a
correlation of 0.77 with Niño3.4 index whereas the quasi-biennial oscillation (QBO)
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explains about 10% of the variability. The largest tropopause anomaly associated
with ENSO occurs during the winter, when ENSO reaches its peak. The tropopause
temperature (height) increased (decreased) by about 1.5 ◦C (300m) during the last
major El Niño event of 2009/2010. In general, a decreasing (increasing) trend in
tropopause temperature (height) between 2006 and 2013 was noticed.

12.2 Variability of the Tropopause

The upper troposphere-lower stratosphere (UTLS) region (400–30 hPa) is charac-
terised by steep changes in static stability (temperature lapse rate) with large gradi-
ents in a number of radiatively active trace gases, including ozone and water vapour
[3, 4]. The variability and changes in UTLS temperature play an important role
in regulating the exchange of water vapour, ozone, and other trace gases between
the troposphere and the stratosphere. Observational evidence suggests that the tro-
posphere has warmed considerably over the past decades with substantial cooling in
the lower stratosphere [5–7]. Much of these temperature changes has been attributed
to the increasing concentration of the greenhouse gases, and are consistent with
trends from climate model simulations, e.g., [6, 8]. The tropopause, which marks
the separation between the troposphere and the stratosphere in the UTLS region
is of special importance for understanding the transport of water vapour into the
stratosphere and exchange of ozone between the two layers [4]. The height of the
tropopause is affected by the heat balance of both the troposphere (e.g., warming
as a result of increasing greenhouse gas concentration) and the stratosphere (e.g.,
warming as a result of absorbtion of aerosols) [8–10].

Many studies have analyzed the seasonal and inter-annual variations of UTLS
temperature using observations from global network of radiosondes, satellite-based
measurements, and global reanalyses, e.g., [3, 4, 6, 9–12]. Large-scale variation
of the tropopause is dominated by an annual cycle and longer-term interannual
variability associated with the El Niño Southern Oscillation (ENSO) [13] and the
quasi-biennial oscillation (QBO) [14].While the global characteristics of UTLS tem-
perature is widely studied, much remains to be known in terms of its regional behav-
iour and how it influences the regional climate (e.g., rainfall). Large observational
uncertainties still exist over South Asia, specifically over the Ganges-Brahmaputra-
Meghna (GBM) River Basin due to poor quality of radiosonde networks, e.g., [15–
18]. Some stations have been recently updated by the Indian Meteorological Depart-
ment (IMD) with Global Navigation Satellite Systems (GNSS)-based radiosondes to
improve their accuracies, see, [15, 18]. The analysis over the GBM Basin between
August 2006 and December 2013 showed that GPS-based radiosondes indicate sig-
nificant improvement over the previous versions and exhibit negligible bias against
the highly-accurate Constellation Observing System for Meteorology, Ionosphere,
and Climate (COSMIC) [19] radio occultation (RO) data sets.



12.3 GNSS Monitoring of Tropopause Variability 219

12.3 GNSS Monitoring of Tropopause Variability

Since the launch of GPS/Meteorology (GPS/MET) mission in 1995 [20], Global
Navigation Satellite Systems (GNSS) RO has demonstrated immense potential to
provide improved spatio-temporal (and vertical) resolution in the probing of Earth’s
atmospheric including pressure, temperature, and water vapour [21, 22]. Several
studies have demonstrated the usefulness of GNSS RO in improving numerical
weather prediction (NWP) forecasts, e.g., [23–26], climate studies [22, 27, 28]
and space weather/ionospheric research and operations, e.g., [29, 30] over the past
two decades. The number of RO profiles has increased substantially over the past
years with the launch of several GNSS RO missions enabling wider applications in
regional studies, see, e.g., [21]. For instance, the joint Taiwan-US six-satellite mis-
sion,COSMIC/FORMOSASatelliteMission 3 (COSMIC/FORMOSAT-3, hereafter,
COSMIC) [19] has provided about 1500–2000 RO soundings per day globally with
70–90% of the soundings since August 2006. It is now possible to infer decadal tem-
perature trends in the UTLS and the tropopause with a structural uncertainty of less
than 0.06 ◦C in the tropics and mid-latitudes [28]. Using ∼9years of RO data from
CHAllenging Minisatellite Payload (CHAMP, 2001–2008) [31], Gravity Recovery
And Climate Experiment (GRACE, 2006–2009) [32] and COSMIC (2006–2009),
[22] found an increase of global tropopause height (5–9 m/yr), which is consistent
with the current global warming trends.

In the context of growing RO mission and its ability to provide high spatio-
temporal (and vertical) resolution vertical profiles, this chapter examines the inter-
annual variability of temperature in the UTLS over the GBM River Basin using
∼8years of monthly accumulated COSMICRO data fromAugust 2006 to December
2013.Twoglobal reanalysis fields fromEuropeanCentre forMedium-RangeWeather
Forecasts reanalysis (ERA-Interim) [33] andModern-Era Retrospective Analysis for
Research Application (MERRA) [34] are also used in conjunction with COSMIC
RO data to examine their accuracies over the region. Reanalyses have proven to
be useful in understanding the thermodynamics of the lower atmosphere as well as
the tropospheric-stratospheric exchange process. Both ERA-Interim and MERRA
were developed primarily to improve on various aspects of the hydrological cycle
that were not adequately represented in previous generations of reanalyses [33, 34].
ERA-Interim also assimilates refractivity profiles from various GNSS RO missions
from 2001 to reduce temperature biases [26, 33]. Thus, modern reanalysis such
as MERRA and ERA-Interim are expected to accurately capture the interannual
variability of temperature in the UTLS for the most recent decade.
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Fig. 12.1 Overview of the GBM Basin in South Asia. The digital elevation model displayed is
derived from the Shuttle Radar Topographymission (SRTM, http://srtm.csi.cgiar.org). The locations
of the radiosonde stations are shown in different colors, green for those over India (IMD/MK4), red
for those over Bangladesh (unknown), and blue for those over China (ShangE/M). Source Khandu
et al. [2]

12.4 Example: Ganges-Brahmaputra-Meghna (GBM)
River Basin

12.5 The GBM River Basin

The GBM River Basin in South Asia is a combination of three large river basins,
namely, Ganges basin (907,000km2), Brahmaputra basin (583,000km2) and the
Meghna basin (65,000km2) [35]. Figure12.1 shows an overview of the GBM River
basin, which is being shared by 5 countries (India (64%), China (18%), Nepal (9%),
Bangladesh (7%) and Bhutan (3%). The GBM River Basin with a total surface area
of approximately 1.75million km2, and with an elevation range of about 8,000m,
features distinct climatic characteristics owing to factors such as high topographic
variations and the Indian Monsoon, and its interaction with large-scale circulations,
e.g., [36]. For example, Ganges Basin is generally characterised by low precipita-
tion whereas the Brahmaputra and Meghna Basins are characterised by high rainfall
amount [37] during the summer. The Himalayan fronts (e.g., Meghalayan Plateau)
act as a barrier to the monsoon flow and are usually characterized by pronounced
rainfall especially during the summer.

http://srtm.csi.cgiar.org


12.5 The GBM River Basin 221

The atmospheric conditions over the basin are largely controlled by the monsoon
circulation during the summer,which is oftenmodulated by global and regional large-
scale climate variabilities such as ENSO and IOD, e.g., [36, 38]. The impact of global
warming, increasing population and rapid industrial and agricultural activities, and
land use changes across the basin may have contributed significantly to the recent
tropospheric warming [39, 40].

12.5.1 COSMIC GNSS-Meteorological Data

COSMIC is a highly successful RO mission that has demonstrated wide scien-
tific applications in operational weather forecasts, see e.g., [19, 21, 41] and global
atmospheric studies, see e.g., [22, 27]. In the RO data retrieval process, the bend-
ing angle (α) derived from Doppler shift measurements onboard Low Earth Orbit-
ing (LEO) satellites can be inverted to recover refractivity (N ) based on the Abel
transform, which is related to total pressure (P), temperature (T ) and water vapour
pressure (Pw) [42]. In a dry atmosphere (with Pw =0), density profiles are obtained
from the known relationship between refractivity and density, while pressure and dry
temperature can be derived using the hydrostatic equation and equation of state for
ideal gas, see, [42, 43]. In the presence of water vapour (especially in the lower tro-
posphere), humidity and temperature profiles should be complemented with a priori
information (e.g., numerical weather forecasts).

Alternatively, wet profiles can be generated using a one-dimensional Variational
(1D-Var) method implemented at the COSMIC Data Analysis and Archive Center
(CDAAC) at the University Corporation for Atmospheric Research (UCAR). These
atmospheric profiles are provided as Level 2 RO data by various data retrieval centres
including CDAAC.1 In Khandu [2], COSMIC Level 2 RO data (both wet and dry
profiles) covering the GBM River Basin between April 2006 and December 2013
were used. The wet and dry profiles mainly differ in the lower troposphere due to
the presence of water vapour but are similar and highly accurate between 8 and
20km, see, [19].The wet profiles are used for evaluating the accuracy of radiosonde
observations (see details in [2]) while the dry profiles (i.e., temperature only) are used
for examining the interannual variations of UTLS over the GBM River Basin. The
GBM River Basin received 59,419 COSMIC profiles from April 2006 to December
2013, out of which ∼14% were found to be of bad quality. Figure12.2a shows the
number of monthly accumulated COSMIC RO data retrieved during the period,
which indicated an average of ∼576 profiles per month. The number of profiles
decreased considerably between late 2010 and 2012 (Fig. 12.2a) due to problems
in some COSMIC satellites.2 Figure12.2b shows the distribution of RO data points
at various pressure (altitude) levels indicating that many COSMIC data penetrate
deep into the lower troposphere with more than 56% of the profiles reaching at least

1http://cdaac-www.cosmic.ucar.edu/cdaac/status.html.
2http://cdaac-www.cosmic.ucar.edu/cdaac/status.html.

http://cdaac-www.cosmic.ucar.edu/cdaac/status.html
http://cdaac-www.cosmic.ucar.edu/cdaac/status.html
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Fig. 12.2 a Total number of monthly COSMIC RO profiles reported in and around the GBMRiver
Basin between April 2006 and December 2013, and b the corresponding number of data points at
each pressure levels 850–30 hPa (1.5–24.0km). Source Khandu et al. [2]

850 hPa (∼1.5km aboveMSL). The geographical distribution of COSMIC profiles at
850 hPa (∼1.5km), 700 hPa (∼3.1km), 500 hPa (∼6.0km), and 400 hPa (∼7.5km)
levels in Fig. 12.3a, b, c, d indicates the effect of high topography over the region
(Fig. 12.1), which blocks the GNSS radiowaves. A near-complete coverage of the
RO data can be seen at 400 hPa (∼7.5km) corresponding to the highest altitude of
the Himalayas.

12.5.2 Reanalysis Products

COSMIC temperature profiles over the GBM region are compared with two high-
resolution modern reanalysis products, (a) MERRA [44] and (b) ERA-Interim [33].
MERRA is produced by the state-of-art Goddard Earth Observing System Data
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Fig. 12.3 a Spatial distribution of COSMIC data points in the lower troposphere for the year 2012:
a 850 hPa (∼1.5km), b 700 hPa (∼3.1km), c 500 hPa (∼5.8km), and d 400h Pa (∼7.5km). Source
Khandu et al. [2]

Assimilation System, version 5 (GOES-5) at National Aeronautic and Space Admin-
istration (NASA), US. GEOS-5 assimilates data from a wide variety of observing
systems (e.g., in-situ, satellites, etc.) to produce a consistent set of spatio-temporal
meteorological and climatic variables since the beginning of the satellite-era (i.e.,
1979). GEOS-5 is run on a 1/2◦ × 2/3◦ (or ∼50×70km) grid with 72 vertical lay-
ers extending from the surface through to the stratosphere. Atmospheric variables
(e.g., temperature, humidity) are produced at various temporal scales ranging from
3-hourly at 1.5◦ × 1.5◦ (or ∼150×150km grid), to monthly scales at the nominal
horizontal resolution.

ERA-Interim is the latest global atmospheric reanalysis produced by ECMWF
covering the period 1979 to present [33]. ERA-interim builds on the previous gen-
eration of reanalyses (e.g., ERA-15 and ERA-40) with improved model aspects,
more advanced assimilation techniques (e.g., 4D Variational Schemes) and better
land surface model, and assimilates atmospheric profiles retrieved from the GNSS
RO data. The atmospheric variables (e.g., temperature and water vapour) are simu-
lated at 6-hourly time-scales over 60 vertical levels at a∼79×∼79km grid. Because
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ERA-Interim assimilates GNSS RO data, ERA-Interim and COSMIC RO data are
not completely independent. Reference [26] found that GNSSRO data help to reduce
temperature bias of ERA-Interim in theUTLS but are found to produce drying effects
in the tropics. Monthly mean temperatures at 14 pressure levels from 500 to 10 hPa
are obtained for both MERRA3 and ERA-Interim4 to assess UTLS temperature over
the GBM River Basin.

12.5.3 Climate Variability Indices

Three climate variability indices are used in this study, namely, (a) El Niño Southern
Oscillation Index (ENSO), (b) Indian Ocean Dipole (IOD), and (c) quasi-biennial
oscillation (QBO) that are commonly associated with significant fluctuations in
UTLS temperatures. ENSO is commonly defined by sea surface temperature (SST)
anomalies in the equatorial Pacific ocean, typically over (5◦N–5◦S, 120◦–170◦W),
which is also known as Niño3.4, see, [13]. ENSO events are said to occur if SST
anomalies exceed 4 ◦C for 6months or more. Warm and cold ENSO phases are
referred to as El Niño and La Niña events, respectively, which are represented by
anomalous warming of the central and eastern tropical Pacific (warm phase), and
vice versa. Niño3.4 index is obtained from the National Oceanic and Atmospheric
Administration (NOAA).5

IOD is measured by difference of SST anomalies between the western (50–70◦E
and 10◦S–10◦N) and eastern (90–110◦E and 10–0◦S) equatorial Indian ocean, also
referred to as Dipole Mode Index (DMI). Positive IOD events are identified by
cooler than normal water in the tropical eastern Indian Ocean and warmer than
normal water in the tropical western Indian Ocean and are associated with a shift
of active convection from eastern Indian Ocean to the west leading to potentially
higher than normal rainfall over parts of the Indian subcontinent. DMI index is
obtained from.6 QBO is stratospheric phenomenon characterized by an eastwest
oscillation in stratospheric winds over a period of approximately 28months [14].
The QBO dominates variability of the equatorial stratosphere and is easily identified
as downward propagating easterly (negative) and westerly (negative) wind regimes.
It is commonly characterized by an index derived based on zonal winds at 30 hPa
or 50 hPa. Here, the QBO index at 30 hPa level covering the period 2006–2013
is obtained from NOAA. Further details on ENSO and IOD are presented in Sect.
17.6.4.

3http://disc.sci.gsfc.nasa.gov/daac-bin/FTPSubset.pl.
4http://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/.
5http://www.esrl.noaa.gov/psd/data/climateindices/list/.
6http://www.jamstec.go.jp/frsgc/research/d1/iod/.

http://disc.sci.gsfc.nasa.gov/daac-bin/FTPSubset.pl
http://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/
http://www.esrl.noaa.gov/psd/data/climateindices/list/
http://www.jamstec.go.jp/frsgc/research/d1/iod/
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12.5.4 GBM Tropopause Temperatures and Heights

Various methods have been used to define the tropopause, such as lapse-rate
tropopause (LRT), cold point tropopause (CPT), dynamical tropopause (IPV or isen-
tropic potential vorticity), ozone tropopause (OT), and 100 hPa pressure level, see,
[45]. Khandu [2] focused on the changes and interannual variations of the “LRT”
given that it is an important indicator of climate change, see, [9, 46]. Based on [47],
the LRT (hereinafter as tropopause) is defined as “the lowest level at which the
lapse rate decreases to 2 ◦C/km or less, provided also the average lapse rate between
this level and all higher levels within 2km does not exceed 2 ◦C/km.” COSMIC
RO data obtained from CDAAC already contain the derived tropopause parameters
(heights and temperatures), while MERRA also provides tropopause temperatures
and pressures based on the [47] definition. The tropopause heights, hLRT (in km)
for MERRA was approximated from the tropopause pressures, P (in Pa) using the
following relationship [48]:

hLRT ≡ 44330.8 − 4946.54 × P0.1902632. (12.1)

12.5.5 Principal Component Analysis (PCA)

Monthly COSMIC RO data are interpolated to a 0.5◦×0.5◦ grid over 14 standard
pressure levels from 500 to 10 hPa (or 7.5–31 km) and the tropopause using the
kriging technique (see details in the [2]). Geostatistical kriging methods have been
shown to be more robust and spatially more reliable than other existing methods
such as inverse-distance-weighting, Thiessen Polygons, see, e.g., [49]. To study the
interannual variations of temperature at various pressure levels, Principal Compo-
nent Analysis (PCA) [50] was applied to the deseasonalized (annual cycle removed)
tropopause heights and temperatures. PCA is a well-known data exploratory tool
used in atmospheric/oceanic science since it allows for a space-time display of geo-
physical data (e.g., temperature), in very few modes, see, [4, 11]. The idea of PCA
is to find a set of orthogonal spatial patterns (or Empirical Orthogonal Functions,
EOFs) along with a set of associated uncorrelated time-series or principal compo-
nents (PCs) that captures most of the observed variance (expressed in %) from the
available spatio-temporal data (e.g., temperature). In summary, the EOF decompo-
sition can be written as X(t,s) = P(t,n)ET

(s,n), where X(t,s) is the space (s)-time (t)
data with its time-mean or annual cycle removed, E(s,n) contains the EOFs with n
number of retained modes, and P(t,n) are the PCs obtained by projecting the original
data (X(t,s)) on the orthogonal base-functionsE(s,n), i.e., P(t,n) = X(t,s)E(s,n), see e.g.,
[51] for details.
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12.6 Variability of the GBM Tropopause

12.6.1 Seasonal and Interannual Variability of Temperature

First, we compared COSMIC profiles (both dry and wet profiles) with temperature,
water vapour pressure, and refractivity profiles from 24 radiosonde stations across
the GBM River Basin from August 2006 to December 2013. The results, see, [2]
confirmed those of the previous studies, e.g., [15, 17, 18] with radiosondes over India
(referred as IMD/MK4) and Bangladesh indicating substantial bias in the UTLS. The
results from three recently upgraded radiosondes (over India) showed significantly
reduced bias in theUTLSwith respect to the COSMICROdata suggesting that incor-
porating GPS receivers in conventional radiosondes helps to provide better estimates
of temperature and water vapour profiles through more accurate measurement of
pressure at various altitude levels, see [2]. This highlights the importance of RO data
in providing state-of-art data for calibrating existing radiosondes.

Figure12.4 shows the regional mean temporal evolution of UTLS (dry) temper-
ature anomalies (time mean removed). For COSMIC, dry temperature anomalies
are plotted in Fig. 12.4a. The temperature anomalies range between ±6 ◦C, indicat-
ing largest values above 50 hPa level (lower stratosphere) and below 200 hPa (tro-
posphere). A strong seasonal cycle is evident in the troposphere below 200 hPa level
and the stratosphere (above 70 hPa level). The three data sets (COSMIC, MERRA,
and ERA-Interim) agree very well above 200 hPa where water vapour is negligible.
Below 200 hPa level, however, COSMIC data (Fig. 12.4a) is found to be colder than
the two reanalyses (Fig. 12.4b, c) as the effect of water vapour becomes more signifi-
cant. BothMERRA and ERA-Interim show quantitatively similar biases with respect
to the COSMICRO data, indicating a bias of 1.23 ◦C and 1.22 ◦C, respectively, when
averaged over 200–70 hPa level whereas the differences betweenMERRA and ERA-
Interim was found to be ±0.5 ◦C over the same layer during the last 89months. The
annual cycle of temperature at (a) 200 hPa, (b) 100 hPa, (c) 70 hPa, and (d) 50 hPa
levels are shown in Fig. 12.5 to estimate the absolute bias (against COSMICRO data)
in reanalysis temperature data. Both MERRA and ERA-Interim indicate warm bias
at all the levels with varyingmagnitudes over different seasons. Both reanalysis prod-
ucts are found to be warmer by ∼ 1◦C in June at 200 hPa level (Fig. 12.5a), ∼ 1.5◦C
at 100 hPa level (Fig. 12.5b), and by up to 2 ◦C at 70 hPa level from November to
May (Fig. 12.5c).

Figure12.6 shows the detrended (aswell as deseasonalized) time-series of temper-
ature anomalies at four pressure levels mentioned above. The temperature anomalies
show considerable interannual variability from 2006 to 2013, indicating large neg-
ative anomalies in the troposphere during 2009/2010 winter and early 2013, and
the low stratosphere during 2007/2008, 2008/2009, and 2012/2013 winters. The 100
hPa level was warmer by ∼1.5 ◦C during the period 2006/2007, 2009/2010, and
2012/2013, and this is consistent in all the three data sets (Fig. 12.6a, b, c). The
warm anomalies at the 100 hPa level for all three periods coincide with warm (i.e.,
El Niño) ENSO phase, while anomalously cold temperatures at 50 hPa level during
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Fig. 12.4 Temporal evolution of temperature(◦C) with the time mean removed at each pressure
level (500–10 hPa) based on a COSMIC RO, bMERRA, and c ERA-Interim. Data spans between
August 2006 and December 2013 and contains area-average over the region (16◦N-35◦N, 71◦E-
100◦E) covering the GBM River Basin. Source Khandu et al. [2]

2009/2010 and 2010/2011 coincides with the recent stratospheric sudden warming
(SSW) events. The stratospheric planetary waves in the northern winter hemisphere
can become so intense that they can rapidly disrupt the northern polar vortex, replac-
ing the westerly winds with easterly winds at high latitudes, leading to a dramatically
warm polar stratosphere. This phenomenon is called SSW [14], and has a tendency
to cool the stratosphere in the tropics and subtropics (e.g., 50 hPa level in Fig. 12.6).
The temperature decreased by about 5 ◦C during the 2008/2009 SSW event at 50 hPa
level, see also, [52]. The SSW events can occur during both westerly and easterly
phase of the QBO, in which both 2008/2009 and 2010/2011 events occurred during
the westerly phase. The warm temperatures during 2006–2007 at the UTLS are asso-
ciated with the combined impacts of ENSO and IOD, whereas positive temperature
anomalies above 50 hPa possibly indicate a weak SSW.

In order to relate them to the three ocean-atmospheric indices described in
Sect. 12.5.3, the temperature anomalies at (a) 200 hPa, (b) 100 hPa, (c) 70 hPa,
and (d) 50 hPa are plotted in Fig. 12.7a, b, c, d together with the three indices in
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Fig. 12.5 Seasonal cycle of temperature(◦C) at a 200 hPa, b 100 hPa, c 70 hPa, and d 50 hPa from
August 2006 to December 2013 based on COSMIC RO, MERRA, and ERA-Interim averaged over
the GBM River Basin. Source Khandu et al. [2]

Fig. 12.7e. The 200 hPa level temperature anomalies clearly indicate the influence of
2009/2010 El Niño event (Fig. 12.7a) where temperature decreased by∼1.5 ◦Cwhen
El Niño was at its peak in January 2010 (Fig. 12.7a). The 200 hPa level temperatures
are negatively correlated with ENSO (Fig. 12.7e). The 100 hPa level, whose tem-
peratures are highly correlated with ENSO, also appears to closely associated with
the QBO anomalies especially during 2008/2009 and 2010/2011 (Fig. 12.7b). The
temperature anomalies at 70 and 50 hPa levels (Fig. 12.7c, d) primarily depicts the
structure of recent major SSW events (see also, Fig. 12.6), both of which occurred
during the westerly phase of the QBO cycle. Correlation coefficients between tem-
perature anomalies at these four pressure levels and three atmospheric/ocean indices
are given in Table12.1. Significance of the correlations are tested at 95% confidence
level using a reduced degree of freedom, which was obtained by dividing the total
number of months (n = 89) by 4months that are used to smooth the time series.

As shown in Fig. 12.7, ENSO is highly correlated (0.82 at 1month time-lag) with
temperatures at 100 hPa level, and tend to be insignificant above 70 hPa level.Warmer
(colder) SST leads to stronger (weaker) convection resulting in colder (warmer)
tropopause temperatures and are also negatively correlated with temperatures at 200
hPa level. Both MERRA and ERA-Interim show similar correlation coefficients
(results not shown). Since the IOD phenomenon is closely associated with the ENSO
events between 2006 and 2013 (with a correlation coefficient of 0.42), it is found to be
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Fig. 12.6 Interannual variability of temperature (◦C) in the UTLS region based on a COSMIC RO,
bMERRA, and c ERA-Interim from August 2006 to December 2013. Source Khandu et al. [2]

significantly correlated with temperatures in the lower troposphere with a correlation
of −0.53 at 400 hPa level (see, Table12.1). At the 200 hPa level, its correlation
decreased to −0.42 (see, Table12.1) but are still significant at 95% confidence level.
Temperatures at 100 hPa level over the tropics has been shown as a approximation of
the QBO signal in [53] due their very high correlation (0.86) between 2004 and 2010.
However, their relationship did not hold steady (with a correlation of 0.47 at 100 hPa
level) as the QBO westerly phase slowed dramatically lasting for about 21months
(i.e., 1 and 1/2 cycle) from June 2008 to January 2010 followed by a step easterly
phase in June 2010.

Temperature changes estimated at the four pressure levels (Fig. 12.6) from 2006
to 2013 are given in Table12.2. The linear trends were estimated from the deseason-
alized temperature anomalies using non-parametric Sen’s slope estimator [54]. Sig-
nificance of trends were tested at 95% confidence level based on theMann-Kendall’s
non-parametric test [55, 56]. Consistent with Fig. 12.6a, there is a slight increase (but
not significant) in temperature (0.02±0.02 ◦C/yr based on COSMIC RO) at 200 hPa
level, and decrease in temperature (−0.04±0.05 ◦C/yr based on COSMIC RO) at the
100 hPa level. It also confirms the recent stratospheric cooling trends [57], indicating
a temperature decrease at the rate of 0.07±0.05 ◦C/yr based on COSMIC RO at 70
hPa level during the past 8years. These trends are also consistently estimated by the
two reanalysis products (MERRA and ERA-Interim) except at 100 hPa level where
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Fig. 12.7 Interannual variability of temperature (◦C) at a 200 hPa, b 100 hPa, c 70 hPa, and d 50
hPa from August 2006 to December 2013 based on COSMIC RO, MERRA, and ERA-Interim. e
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et al. [2]

MERRA data did not show any trend (see, Table12.2). The uncertainties in trend
estimates were relatively larger than the trends themselves due to the short time-span
but nevertheless the trends are clearly visible at different levels (see Fig. 12.7).

12.6.2 Trends and Variability of Tropopause Heights
and Temperatures

The annual mean and standard deviation of tropopause temperatures and heights are
plotted in Figs. 12.8 and 12.9. The tropopause is generally colder (higher) in south
(closer to the equator) reaching a minimum (maximum) of −81.5 ◦C (16.9km)
over southern Myannmar (Figs. 12.8a and 12.9a). While the temperature gradually
increases from south to north (from−81.5 ◦C to−69.5 ◦C, based on COSMIC RO in
Fig. 12.8a), its heights are more or less homogenous at around 16.8km below 29◦N
with its boundary roughly falling on the northern boundaries of Bhutan. However, its
height changes steeply by around 2km from 29◦N to 35◦N, which also showed the
largest standard deviation (∼1.8km, Fig. 12.9b). The standard deviations of temper-
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Table 12.1 Correlation coefficients between ocean-atmospheric climate indices and temperature
anomalies at 200, 100, 70, and 50 hPa for the period August 2006 to December 2013. The values
that are significant at 95% confidence level based on the reduced degree of freedom are bolded.
Source Khandu et al. [2]

Pressure
levels(hPa)

ENSO IOD QBO

Correlation Lag
(months)

Correlation Lag
(months)

Correlation Lag
(months)

200 −0.70 0 −0.42 0 0.39 26

100 0.82 1 0.27 2 0.47 27

70 0.40 3 −0.35 −4 −0.45 25

50 0.27 1 0.34 2 0.53 12

Table 12.2 Trends in temperature (◦C/yr) at 200, 100, 70, and 50 hPa for the period August 2006
to December 2013. Uncertainties in trend estimates are reported at 95% confidence interval. Source
Khandu et al. [2]

Pressure levels(hPa) COSMIC MERRA ERA-Interim

200 0.02±0.02 0.03±0.03 0.03±0.05

100 −0.04±0.05 0.00±0.00 −0.02±0.04

70 −0.07±0.05 −0.04±0.05 −0.05±0.05

50 −0.02±0.04 −0.01±0.01 −0.01±0.02

atures reaches up to ±6 ◦C based on COSMIC RO data (Fig. 12.8b) over the same
region.

The tropopause over the GBM River Basin often reaches as high as 18km in
response to the Indian summer monsoon when intense convective activities occur,
and as low as 10Km during winter. The spatial patterns of tropopause shown by
MERRA were consistent with those from COSMIC RO but are found to be more
zonally homogenous, warmer (by up to 4 ◦C in the north) and lower (by ∼1km)
over the region. This warm bias (against COSMIC RO data) is also observed in
ERA-Interim at 100 hPa level(see Fig. 12.5b) but are relatively lower than MERRA,
especially during the monsoon. The annual cycle of area-averaged (over the spa-
tial domain covering [71.5◦E-99.5◦E, 16.5◦N-34.5◦N]) tropopause temperatures and
heights of COSMIC RO and MERRA are shown in Fig. 12.10. The area-averaged
temperatures (heights) of COSMIC RO reach minimum (maximum) in June but
are warmer (lower) in MERRA by 1.0–2.5 ◦C (∼1.2km from May to December).
MERRA also shows the tropopause temperature minimum in July instead of June
(Fig. 12.10a). The large differences inMERRA could partly be related to the approx-
imation in Eq.12.1, but it should be noted that errors in tropopause heights may cause
large errors in temperature due to the lapse-rate criterion. The warm bias (against
COSMIC RO data) observed in reanalysis products were thought to mainly stem
from assimilation of radiance observations from aircrafts and satellites, see e.g., [33,
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Fig. 12.8 Spatial variation of mean and standard deviation of tropopause temperatures (◦C) derived
from COSMICRO andMERRA product based on 89months fromAugust 2006 to December 2013.
a Mean and b standard deviation of tropopause temperatures (◦C) from COSMIC RO, c mean and
d standard deviation of tropopause temperatures (◦C) from MERRA product. Source Khandu
et al. [2]

and references therein]. Large variations in tropopause temperatures and heights in
Fig. 12.10 (indicated by error bars) during winter and spring could be related to high
diurnal temperature variations [58].

The annual cycle was removed from each grid cell to examine the interannual
variability of tropopause temperatures and heights, and to estimate linear trends
over the period August 2006 to December 2013. The area-averaged linear trends
and their uncertainties are given in Table12.3. In general, based on the COSMIC
RO data, the tropopause appears to be cooling (increasing in height) at a rate of
−0.039±0.05 ◦ C/yr (6.01±5.02 m/yr) during the period (see Table12.3), which
to some degree is also estimated by MERRA. However, MERRA shows negligible
cooling compared to COSMIC RO while its height increase is not consistent with its
temperature decline. The increasing (decreasing) tropopause heights (temperatures)
has been consistently observed in GNSS RO data over the years at both global and
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Fig. 12.9 Spatial variation of mean and standard deviation of tropopause heights (km) derived
from COSMIC RO and MERRA product based on 89months from August 2006 to December
2013. aMean and b standard deviation of tropopause heights (km) from COSMIC RO, c mean and
d standard deviation of tropopause heights (km) from MERRA product. Source Khandu et al. [2]

−82

−80

−78

−76

−74

−72

−70

−68

Month

T
em

pe
ra

tu
re

 [ 
°C

 ]

Ja
n

Feb M
ar Apr

M
ay Ju

n Ju
l

Aug
Sep

t
Oct

Nov Dec
14

14.5

15

15.5

16

16.5

17

17.5

18

Month

H
ei

gh
t [

 k
m

 ]

Ja
n

Feb M
ar Apr

M
ay Ju

n Ju
l

Aug
Sep

t
Oct

Nov Dec

COSMIC
MERRA

(b) LRT Height(a) LRT Temperature

Fig. 12.10 Annual cycle of tropopause over the GBM River Basin computed from MERRA and
COSMIC RO data for the period between August 2006 and December 2013: a tropopause temper-
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Table 12.3 Trends in tropopause temperatures (◦C/yr) and heights (m/yr) based on the area-
averaged time-series anomalies derived fromCOSMICROandMERRA.Data span betweenAugust
2006 and December 2013. Uncertainties in trend estimates are reported at 95% confidence interval.
Source Khandu et al. [2]

Data Temperature (◦C/yr) Height (m/yr)

COSMIC RO −0.039±0.05 6.01±5.02

MERRA −0.005±0.03 17.00±10.20

Table 12.4 Correlation coefficients between tropopause parameters (temperature and height)
derived from COSMIC RO and MERRA and ocean-atmospheric indices for the period August
2006 to December 2013. The values that are significant at 95% confidence level based on the
reduced degree of freedom are bolded. Source Khandu et al. [2]

Data COSMIC RO MERRA

Temperature Height Temperature Height

Nino3.4 & PC 1 0.77 −0.74 0.78 −0.75

IOD & PC 1 0.35 0.37 0.35 0.38

QBO & PC 2 0.36 0.36 0.53 0.54

regional scale, e.g., [22, 59, 60], which is evidently in response to enhanced warming
in the upper troposphere and substantial cooling in the lower stratosphere.

Next, PCA was applied on the deseasonalized time-series of tropopause tempera-
tures and heights in order to study the spatio-temporal characteristics of tropopause
over the GBMRiver Basin. PCA is particularly relevant here because tropopause is a
transitional layer that responds to perturbations from both the troposphere and strato-
sphere, which makes it difficult to understand their variability modes. Figure12.11
shows the EOFs (or spatial maps) for the first three leading modes of variability. The
first EOF accounts for a variability of ∼73% (COSMIC RO) and 63∼% (MERRA)
indicating positive anomalies (up to 1.1 ◦C) across the GBM River Basin. EOF 1
appears to be rather symmetric around 29◦N in COSMIC RO but seems to be shifted
slightly southwards in MERRA (Fig. 12.11a, d). Their corresponding PCs are shown
in Fig. 12.12. PC 1 (Fig. 12.12a) is found to be highly correlated with Niño3.4 index
with a correlation of 0.77 (COSMIC RO) and 0.78 (MERRA) with a time-lag of one
month indicating that ENSO dominates tropopause variability over the region (see,
Table12.4. DMI is also moderately correlated (0.35) with PC 1 of both COSMIC RO
and MERRA (with a lag of 2months) indicating that warmer SSTs in the equatorial
Indian ocean might be having some influence on the tropopause variability.

The second EOF shown in Fig. 12.11b, e indicate a diagonal (dipole) pattern
with positive (negative) anomalies in the northwest (southeast) accounting for vari-
ance of ∼10% (COSMIC) and ∼18% (MERRA). Its corresponding PC is found
to be significantly correlated with the QBO index with a correlation coefficient of
0.40 (COSMIC RO) and 0.53 (MERRA) (at zero lag). It is not surprising that the
relationship between PC 2 and QBO is relatively low compared to the equatorial
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Fig. 12.11 The first three leading EOFs of tropopause temperature (◦C) based on MERRA data
and COSMIC RO data for the period August 2006 to December 2013. Source Khandu et al. [2]
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(or tropical) tropopause since QBO is much of tropical phenomenon, e.g., [3, 4, 11,
53]. It also stems from the fact that QBO westerly phase prolonged for an extended
period of 21months before changing to a westerly phase in January 2010. The third
EOF (Fig. 12.11c, f) explains about 5% (COSMIC RO) and 10% (MERRA) of the
variability and shows positive (negative) anomalies below (above) 30 ◦N, although
MERRA shows a diagonal dipole pattern similar to EOF 2. Their corresponding PCs
were found to bemoderately correlated with ENSO and IOD. The tropopause heights
are negatively correlatedwith their temperatures and therefore, vary inverselywith its
temperature, i.e., increase in tropopause height with decrease in temperature (figures
not shown). The correlation coefficient between the PCs of three leading modes of
tropopause heights and the ocean-atmospheric indices indicate similar magnitudes
of correlations but with opposite signs (see, Table12.4).

To show the influence of ENSO mode on the tropopause, the seasonal mean area-
averaged anomalies of tropopause temperatures and heights are plotted in Fig. 12.13.
Seasonalmean anomalieswere obtained averaging the products ofEOF1andPC1 (of
the COSMIC RO data). The ENSO effect is found to be maximum during the winter
(e.g., 2009–2010, 2012–2013) when ENSO was at its peak. Its effects are also felt
during autumn (in 2007 and 2011) and spring (in 2008), and during the El Niño and
La Niña periods. The largest tropopause anomaly occurred during the major El Niño
event of 2009/2010 when tropopause temperature (height) increased (decreased) by
about 1.5 ◦C (300m) in the winter (Fig. 12.13a, b). La Niña periods (e.g., 2007/2008,
2010/2011) are mainly associated with deep convections in the troposphere leading
to a wider troposphere or higher tropopause height (see, Fig. 12.13b).
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12.7 Concluding Remarks

This chapter examined the inter-annual variability of temperature in theUTLS includ-
ing tropopause temperatures and heights over the GBM River Basin in South Asia
using 89months (August 2006 to December 2013) of COSMIC RO data and two
global reanalyses (MERRA and ERA-Interim). The GBM River Basin received an
average of ∼576 well-distributed COSMIC RO profiles/month during the period
with more than 56% of the profiles reaching at least 1.5km above the mean sea level
height. Even though the reanalysis products such as MERRA and ERA-Interim are
significantly warmer (by up to 2 ◦C) than COSMIC RO data at 200–50 hPa level,
the warm bias is found to be consistent over time. The UTLS temperature showed
considerable inter-annual variability during the past 8years (2006–2013) with mod-
est trends in the troposphere and stratosphere. ENSO is found to have the largest
effect at the 100 hPa level with a correlation of 0.82 (at 1month lag) while SSW
signals tend to dominate the lower stratospheric temperature anomalies (e.g., at 50
hPa level). The temperature at 200 hPa level decreased by ∼1.5 ◦C during the last
major El Niño event of 2009/2010. The SSW events that occurred in 2008/2009 and
2010/2011 winters are marked by pronounced cooling at 50 hPa level.

The relationship between ENSO andQBO has been reported to be strong between
2004 and 2008, see, [53], but has weakened substantially over the years due to a
persistent westerly phase that lasted for 21months from June 2008 to January 2010.
The IODmode plays a significant role on the tropospheric temperature warming over
the GBM River Basin as enhanced upwellings in the equatorial Indian ocean drives
more convection in the region. However, their role seems to be limited within the
troposphere as themagnitude of correlation between DMI and temperature decreases
from −0.53 at 400 hPa level to −0.42 hPa at 200 hPa level. Consistent with the
previous studies, there is a warming (cooling) trend in the upper troposphere (lower
stratosphere), which are consistent with other estimated global warming trends, see,
e.g., [61, 62, and references therein].

The tropopause temperatures and heights derived fromCOSMICROandMERRA
were investigated in detail due to their importance in climate change and attribution
studies, see, e.g., [8, 9, 61]. The interannual variability of tropopause temperatures
and heights over the GBM River Basin was studied by applying the PCA method.
The results indicate a dominant effect of ENSO, accounting for a variance of about
73% (COSMIC RO) and 63% (MERRA) of the first variability mode. PC 1 shows a
near-accurate representation of the ENSO mode (represented by the Niño3.4 index)
with a correlation of 0.77 (COSMIC RO) and 0.78 (MERRA). The QBO accounts
for∼10% (COSMICRO) and∼18% (MERRA) of the variability, as indicated by the
correlation between PC 2 and the QBO index. The largest temperature anomaly was
recorded in 2009/2010winter corresponding to amajorElNiño event. The tropopause
temperatures (heights) increased (decreased in heights) by about 1.5 ◦C (300m)
during this period. Because IOD effects are generally found to be concentratedwithin
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the troposphere, the correlations between and DMI and tropopause (temperature and
height) are found to be low but nevertheless, requires further examination using
longer time-series.
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Chapter 13
Environmental Impact Assessment

Distances and locations are the important determinants of many
choices that economists study. Economists often rely on
information about these variables that are self-reported by
respondents in surveys, although information can sometimes be
obtained from secondary sources. Self-reports are typically used
for information on distances from households or community
centers to roads, markets, schools, clinics, and other public
services. There is growing evidence that self-reported distances
are measured with errors and that these errors are correlated
with the outcomes of interest. In contrast to self-reports, global
positioning systems (GPS) can determine locations to within
15m in most cases. The falling cost of GNSS receivers makes it
increasingly feasible for field surveys to use GNSS to more
accurately measure locations and distances.

J. Gibson and D. MacKenzie [1]

13.1 GNSS Support of EIA, SEA, and SA

13.1.1 Impact Assessments and the Need for Monitoring

Environmental Impact Assessment (EIA) is defined by Munn [2] as the need to
identify and predict the impact on the environment and on man’s health and well-
being of legislative proposals, policies, programs, projects, and operational proce-
dures, and to interpret and communicate information about the impact. EIA is thus
a process, a systematic process that examines the environmental consequence of
development actions in advance [3, p. 4]. Glasson et al. [3] have defined the purpose
of EIA as an aid to decision making, an aid to the formulation of the development
actions, and an instrument to sustainable development. In order to achieve these
goals, EIA requires monitoring data that can be used to identify and predict impacts,
and also to evaluate the impacts of a given project once approved. Whereas EIA has
been traditionally restricted to projects that are deemed to have significant impacts
on the environment, it has recently expanded to include strategic environmental

© Springer International Publishing AG 2018
J. Awange, GNSS Environmental Sensing, Environmental
Science and Engineering, DOI 10.1007/978-3-319-58418-8_13

243



244 13 Environmental Impact Assessment

assessment (SEA) discussed in Sect. 13.4 and sustainability assessment (SA) pre-
sented in Sect. 13.5.

Monitoring involves themeasuring and recording of physical, social and economic
variables associated with development impacts (see Chap. 1). The activities seek to
provide information on the characteristics and functioning of variables in time and
space, and in particular in the occurrence and magnitude of impacts [3, p. 185].
It offers the possibility of determining or assessing the extent of human impacts
on the environment and also compares human impacts with natural variation in the
environment. The advantages of monitoring following project implementations are
that it can improve project management, it can be used as an early warning system
to identify harmful trends in a locality before it is too late to take remedial action,
it can help to identify and correct for unanticipated impacts, and it can also be used
to provide acceptable data base, which can be used in mediation between interested
parties [3, p. 185]. Glasson et al. [3, p. 186] defines environmental impact auditing as
the comparison between the impacts predicted in environmental impact statements
(EIS) and those occurring after implementation in order to assess whether the impact
prediction performs satisfactorily. EIS is the document that contains the information
and estimates of impacts derived from the various steps of the EIA process.

13.1.2 Applications of GNSS

GNSS satellites could be used to support the processes of project-based EIA, SEA
and SA in provision of location-based data that support monitoring and auditing. As
an example, in March of 2009, Kelly Core Salmon (KCS) Ltd filed an application
with the Noca Scotia Department of Fisheries and Aquaculture (NSDFA) to relocate
and expand the boundaries of the existing three aquaculture sites (Sand Point, Boston
Rock, and Hartz Point) located in Shelburne Harbour, Nova Scotia [4]. The desire
to relocate and expand was motivated by the need to improve the environmental
performance of the three sites by allowing a greater flow and depth on the sites, easier
access to the sites, and increased production, ensuring greater economic stability for
KCS production in Nova Scotia [4].

For the relocations and expansion to take place, EIA was undertaken in order to
satisfy the criteria of theNewBrunswickDepartment ofAgriculture andAquaculture
(NBDAA), Nova Scotia Department of Agriculture and Aquaculture (NSDAA), and
Fisheries&OceansCanada (DFO) [4]. In support of provision of location-based data,
GNSS-DGPS (see Sect. 5.4.4.1) was employed to provide the relocated boundary co-
ordinates.

GNSS could also be useful in supporting impact assessments in the following
ways:
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(a) Provide location-based data useful in identification of features of interest, which
could be impacted during the undertaking of the project-based EIA. For example,
GNSS could be used to provide the locations of boreholes in a given regionwhere
a project that has the potential of contaminating groundwater has been proposed.

(b) Providing distance information that is useful in measuring access to infrastruc-
ture and social services such as health care. Gibson and McKenzie [1] discuss
how GNSS-based information on spatial distribution of population and services
can lead to improved understanding of access to services. Understanding access
to services is essential in spatialmulti-criteria selection (e.g., Sect. 13.3.2), where
a decision to choose an option from various alternatives is to be made. For
instance, Perry and Gessler [5] applies GNSS to measure access from commu-
nities to health-care facilities in Andean Bolivia, and used the results to propose
an alternative model of health distribution in the study area.

(c) Its distance and travel time data can be useful in identifying barriers to the use
of services [1]. Often, such hidden barriers can lead to poor decision leading to
the selection of a given alternative at the expense of the other methods, which
might be optional. Knowledge of these hidden barriers could thus enable policy
and decision makers to make informed decisions.

(d) A combination of GNSS-based location data and GIS would be very effective
in illustrating access to services in a form that would be easily understood by
the community during participatory stage of discussing environmental impact
statement (EIS), and also for policy and decision makers during the selection of
an option from given alternatives.

(e) In support of collection of socio-economic data, e.g., household surveys. Here,
GNSS could be useful in improving the quality and cost-effectiveness of the
survey data. GNSS locations could for instance be used to provide sampling
boundaries as opposed to cases where such boundaries are arbitrarily selected or
regular grids used where they are not useful (e.g., in monitoring variable features
irregularly distributed over space such as air pollution). For example, Kumar [6]
show how a combination of GNSS and remote sensing was useful in drawing
samples in a survey of 1,600 households spread across different air pollution
zones in Delhi (India).

(f) For SEA and SA, GNSS can be of use in providing data for econometric mod-
elling of casual impacts of policies [1]. In this regard, it could provide data that
could enable practitioners to better control the geographical and regressional
characteristic of their models, e.g., by comparing individuals who are subjected
to a given policy and those who are not.

(g) Further, for SEA and SA, its integration with GIS can prove particularly useful
in supporting the evaluation of cumulative impacts (see e.g., Sect. 13.4.1). This
is achieved through the ability of GIS-GNSS to consider spatial component and
allow the analysis of the temporal evolution, see, e.g., [7].
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13.2 Impact Monitoring to Detect Change

In defining monitoring in Sect. 1.1, impact monitoring was noted to focus on identi-
fying possible impacts of human activities on environment and to distinguish them
from the non-human environmental processes, while compliance monitoring had the
objective of supporting stipulated legislations that aim at protecting and conserving
the environment. According to Downes et al. [8], both compliance and impact assess-
ments have a key objective of detecting change in selected variables, with impact
assessment relying on comparisons within the collected data to assess whether an
impact has occurred and the magnitude of such impact. Because impact assessment
monitoring tend to be defined relative to natural conditions rather than being pegged
to external criteria, Downes et al. [8] propose a monitoring design model, which if
properly implemented, could support change detection.

The model is location-based taking into consideration the fact that in most cases,
variables are measured at a specific impact location or locations, i.e., the impact
location(s). They then argue that a change being monitored in a variable should be
seen to have occurred by comparing the variable’s status prior to the activity (baseline
data)which they call “Before” and after or during the activity (operational data)which
they call “After”. This Before-After model takes place at the impact location. In
order to distinguish between natural and impact induced changes, a location outside
the activity (impact area) is suggested, i.e., the “control” upon which data is to be
simultaneously sampled together with the impact location “before” and “after”. This
before and after, control and impact locations form the BACI (Before-After-Control-
Impact) model. The model proceeds as follows [8]:

• Data are collected at some impact locations over some period before the activity
starts.

• Data are collected at some impact locations over some period after the activity
starts.

• Data are collected at some control locations over the same period before the
activity starts.

• Data are collected at some control locations over the same period after the activity
starts.

In the BACI model above, the control location provides proxy data that are used
to remotely sense the impact locations in the absence of a triggering activity. The
assumption of themodel is that if similar changes occur at both the control and impact
locations, then the trigger for this changes would be natural causes since the control
location does not have the activity. On the contrary, if the changes are only noticeable
at the impact’s location and not at the control location, then the activity at the impact
location would be the most likely suspect. Because of the varying dynamics of the
impacts and control locations, Downes et al. [8] suggest that several control locations
and possibly impact locations be used, thus extending the BACI model to MBACI
model, where multiple locations are considered.

Within these BACI and MBACI models, GNSS could be useful in providing
the positions of control and impact locations upon which environmental impact
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assessment monitoring could be collected simultaneously before and after the activ-
ity. Besides providing the positions of the control and impacted locations, GNSS
could also be used to collect variable data for detecting the change being monitored.

Example 13.1 (Illustration of tourism impact on groundwater).

Consider that a particular hotel utilizes groundwater and due to increased number of
tourists, lots of water is used, and that the impact of groundwater abstraction on the
hotel is to bemonitored to avert the potential danger of the building collapsing. Using
relative positioning technique discussed in Sect. 5.4.2, coordinates of the hotel being
monitored could be measured before it started operating to provide base data. During
the operational phase, GNSS could be used to provide continuous coordinates of the
building after the groundwater abstraction started. These observations are simulta-
neously observed to an established GNSS control points on stable locations some
distance far away from the hotel both before, and after the groundwater abstraction
started. The relative positions obtainedwill indicate the spatial variation of the hotel’s
position relative to the GNSS control (reference) before-and-after-the-impact. If no
variation is noticed at the control location, but visible at the hotel (impact) location,
then the variation could be attributed to groundwater abstraction. In such case, GNSS
would have played a double role of providing locations of both impact (hotel) area
and the control area, and also provision of time-variable data useful in generating
relative motion (both horizontal and vertical) of the hotel useful in assessing the
impact of groundwater abstraction.

♣ End of Example 13.1.

13.3 Project EIA

13.3.1 GNSS in Support of EIA Process

EIA generally undergoes various stages, see e.g., [3, pp. 88–184] and [9, p.8]. Some
of these stages, and possible areas in which GNSS could be useful are discussed.
The first of these stages is screening, where a project is assessed as to whether it
requires EIA or not. GNSS satellites could find use in supporting screening in EIA
when used in combination with GIS to supply the location (spatial) information. For
example, in the work of Geneletti [10], Geographical Information System (GIS)
was combined with a decision aiding tool known as Multi-criteria analysis (MCA)
to produce thematic nature conservation layer maps used to support decisions on
whether to undertake EIA for a proposed project and also to choose the most suitable
locations for new projects in the alpine area located in Trentino (northern Italy).
Antunes et al. [11] propose a GIS approach for computing scores for criteria for use
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in MCA. Since GIS (enhanced by GNSS-derived location-based information) brings
visual capability, its combination together with MCA analytical tools will play a
significant role in screening EIA projects as discussed in the next section.

The next stage of EIA after screening is the scoping stage, where the impacts and
issues to be considered are identified. The process of scoping is that of deciding, from
all of a projects possible impacts, and fromall the alternatives that could be addressed,
which ones are themost significant [3, p. 91]. Identification of significant alternatives
requires comparison to be made at the scoping phase. Usually, at the initial phase of
scoping, a small number of alternativeswill be selected for further analysis frommany
potential alternatives, and in the final evaluation, these alternatives are subjected to
more detailed evaluation. An example is presented in the rare earth case where 15
sites were selected in the initial case from which 6 sites were chosen for further
analysis [12].

In evaluating alternative locations, GNSS satellites could play a vital role of not
only providing the coordinates (i.e., positions) of these locations but could be used
to provide rapid field measurements of factors such as distances to environmental
sensitive locations (e.g., groundwater or conservation parks), and the actual spatial
coverage of areas of each alternative.

Example 13.2 (GNSS in support of choosing from alternative locations).

Consider Fig. 13.1where three alternative perimeter locations are to be considered for
the purpose of setting out a project such as sugar processing factory. First, the areas
of these locations are to be established so that the smallest parcel of land is chosen
to accommodate the factory and at the same time minimize on the land purchasing
cost. Second, the distances of the sites to the nearest water source is required so as to
asses the potential of the sugar factory contaminating the groundwater source. GNSS
could be used to establish the corner positions of the various sites A, B, and C from
which the perimeter and area of each parcel of the land could be rapidly calculated.
Further, distances from each site to the nearest water source can rapidly be obtained
in the field by measuring baselines of two receivers, one stationed at a given site and
the other stationed at the water source as illustrated in Fig. 13.1.

♣ End of Example 13.2.

Another possibility would be to use a hand-held GNSS (e.g., Fig. 18.1 on p. 389) to
obtain the direct distance measurements from each site to the water source using the
navigation functions of these receivers.

Analysis stage of EIA consists of identification, prediction and evaluation [13].
Impact identification brings together project characteristics andbaseline environmen-
tal characteristics with the aim of ensuring that all the potential significant environ-
mental impacts (adverse or favourable) are identified and taken into account during
EIA process [3, p. 107]. GNSS satellites could help in provision of environmental
baseline data before the project is established. This could then be used in impact
prediction, which requires that it be based on available environmental baseline data
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Fig. 13.1 GNSS support of
site selection from three
different alternatives. GNSS
could be useful in providing
positions, distances,
perimeters and areas of each
site, information that could
inform decision markers
choice of the correct site

Site A: Location 
and Area

Site B: Location 
and Area

Site C: Location 
and Area

and proper use of technology to identify environmental modification, forecast the
quantity and/or spatial dimension of change in the environment, and estimation of
the probability that the impact will occur [13]. Techniques for impact identifica-
tion and prediction are discussed, e.g., in Glasson et al., [3, pp. 88–184]. Several
methods of impact identification exist and are generally divided into the follow-
ing categories [3, p. 108]; checklist, matrices, quantitative methods, networks and
overlaymaps. Thesemethods have been discussed in detail, e.g., by Shopley and Fug-
gle [14] andWestman [15]. Evaluation in EIA looks mostly at the cost and benefits of
a proposed projects to the users, assesses the impact on environment and compares
various alternatives that will yield benefit of the project with minimum environmen-
tal and social impacts. Such alternatives could be evaluated through methods such
as Multi-criteria analysis (MCA; e.g., Sect. 13.3.2). GNSS satellites can play a vital
role in this aspect of EIA with regard to identifying impacts associated with spatial
changes. As illustrated in Fig. 13.1, GNSS could also assist in the determination
of positions, distances, perimeters, and areas needed by decision makers to make
informed choices.

13.3.2 GNSS in Support of Multi-criteria Analysis

13.3.2.1 Spatial Multi-criteria Analysis (MCA)

The vast majority of environmental management decisions are guided by multiple
stakeholders’ interests. These decisions are often characterized by multiple objec-
tives, multiple alternatives and considerable uncertainties [16]. Alternatives are
means for accomplishing particular goals [17, pp. 109–110] and their evaluation
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is a requirement in EIA of some countries. For example, the National Environ-
mental Policy Act (NEPA) 1969 (US) requires that alternatives be considered while
undertaking EIA.When multiple stakeholders with varied interests are involved, and
multiple objectives and alternatives have to be considered, the situation often turns
out to be very complex. In such cases, Multi-criteria analysis (MCA), a framework
for evaluating decision alternatives against multiple objectives comes in handy.MCA
is emerging as a popular approach for supporting multi-stakeholder environmental
decisions as reported, e.g., in Regan et al. [18].

MCA are methods that seek to allow for a pluralist view of society, composed of
diverse stakeholders with diverse goals and with differing values concerning envi-
ronmental changes [3]. According to Munier [9, p.132], MCA are tools that are used
for the analysis of projects, plans, programmes and options either with single objec-
tive or with several objectives with many different attributes or criteria. Besides
being a tool for aiding the selection the best preferred alternative, Marttunen and
Hamalainen [19] suggests that it could also be used to increase the understanding of
the problem by value structuring (i.e., identification of the objective and the analysis
of values). The components of MCA are listed by Annandale and Lantzke [20] as;

• a given set of alternatives,
• a set of criteria for comparing the alternatives, and
• a method for ranking the alternatives based on how well they satisfy the criteria.

Spatial multi-criteria decision problems typically involve a set of geographically-
defined alternatives (events) from which a choice of one or more alternatives is made
with respect to a given set of evaluation criteria [21, 22]. For spatial multi-criteria
decision analysis, two considerations that are of utmost importance are [21, 23]:

(1) A GIS component such as data acquisition, storage, retrieval, manipulation, and
analysis capability, where the location-based data can be obtained using GNSS.

(2) Spatial analysis component such as aggregation of spatial data and decision
makers preferences into discrete decision alternatives.

MCA can help decisionmakers to choose between several alternatives by compar-
ing the advantages and disadvantages of each alternative, one against the other, see
e.g., [24]. The significant advantage of most MCA methods as stated by Annandale
and Lantzke [20] is the capability to allow the evaluation criteria to be measured in
either quantitative and/or qualitative terms, thus providing flexibility compared with
other techniques such as cost-benefit analysis that require quantification of all val-
ues. Cost benefit analysis techniques are used, e.g., in economics to evaluate different
alternatives, see e.g., [9, pp. 106–114].

There are several MCA techniques in operation in various countries, see e.g.,
[9, 25]. Examples of these techniques include Analytical Hierarchy Process (AHP),
Mathematical Programming (MP), Additive Weighting and Concordance Analysis
presented, e.g., in [9, 20, 26]. A principled problem in choosing a decision aid
method for a real-life problem is that, for the same data, different methods may
produce different results [25]. This problem is further compounded by the difficulty
of objectively identifying the best alternative or method in view of these differing
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results. In realization of this shortcoming, Lahdelma et al., [25] lists the requirements
of MCA methods for use in environmental problems as:

1. Being well defined and easy to understand, particularly regarding the essential
tasks such as setting of criteria and definition of weights.

2. Being able to support the necessary number of decision makers.
3. Being able to manage the necessary number of alternatives and criteria.
4. Being able to handle the inaccurate or uncertain criteria information.
5. Due to time and money constraints, the need of preference information from the

decision makers should be as small as possible.

Clearly, it is difficult to have a method that satisfies all these requirements. All
MCA methods have their strengths and weaknesses. The Additive weighting and
Concordance analysis presented in the Example of Sect. 13.3.2.3 fulfil requirements
1, 2 and 3.

MCA does not actually provide an absolute answer by specifying a particular
alternative, instead, it provides a process that ranks various alternatives and leaves
the final decision to the policy makers. On the one hand, several studies indicate the
success of MCA in ranking alternatives and therefore aiding in decision making, see
e.g., [18]. On the other hand, researchers are still learning how it impacts on what
could otherwise be an intuitive or ad-hoc group decision-making process [27]. As
an example, Bojorquez-tapia et al., [28] report that some researchers have found out
that MCA can alienate decision makers or experts in multi-stakeholder problems due
to its complexity and ‘black box’ nature.

To address the shortcomingof alienating stakeholders,whomost often comprise of
the community (e.g., conservation groups and people likely to be directly affected by
the project), CWP (communityweighting process) inMCA is gainingmomentumas a
possible solution that attempts to carter for the community’s interests. The increasing
role played by CWP in environmental decision making with MCA as a processing
tool is captured, e.g., by Hajikowicz [27] who states that the common reasons for
applyingMCA inmulti-stakeholder decisions are to provide a transparent, structured,
rigorous and objective evaluation of options.

Some examples of applications of MCA in EIA: As already discussed, EIA
processes involve several stages, see, e.g., in [3, pp. 88–184], and [9, p. 8] many
of which may utilize MCA.At the screening stage,for example,where a project is
assessedwhether or not it requiresEIA,MCAcould be used,e.g.,where one alternative
location is to be chosen from several,see,e.g., [29]. The scoping stage of EIA is that of
deciding, fromall of a project possible impacts, and fromall the alternatives that could
be addressed,which are the significant ones [3, p. 91]. Identification of significant
alternatives requires comparison to be made at the scoping phase. Usually, at the
initial phase of scoping, a number of alternatives are selected for further analysis,
and in the final stage, a small number of alternatives are chosen and subjected to
more detailed evaluation. An example is provided by the EIA performed for Ashton
Mining Ltd, which required a selection of the best location for iron ore processing
from six possible locations [12]. MCA could be used in such scenario during scoping
stage. This example is discussed further in Sect. 13.3.2.3.



252 13 Environmental Impact Assessment

Evaluation in EIA looks mostly at the cost and benefits of a proposed project to
users, assesses the impacts on environment, and compares various alternatives that
will yield benefits to the project while at the same time minimizes environmental
and social impacts. MCA plays a vital role in evaluation in EIA as exemplified in the
work of Janssen [24].

13.3.2.2 Decision Making and Alternatives

Steinemann [30] considers alternatives as means to accomplish ends, and that from
the perspective of EIA; these ends include not just a particular agency’s goals, but also
broader societal goals such as the protection and promotion of environmental quality.
Steinemann [30] further opine that developing the set of alternatives that become the
choice set and the center of analyzes is the most important part of the EIA process.
Decision makers can then chose from these choice sets rather than simply having to
rubber stamp a proposal. However, two problems that confront the development of
alternatives are cited by Steinemann [30]. First, the public involvement often occurs
too late to influence the development of the alternatives, and second, the alternatives
are frequently eliminated from further consideration based on weak evaluations,
which are not well-documented in the environmental impact statements (EISs). The
first problem is associated with the very nature of project based EIA where the
outcomes are almost always predetermined. In contrast to the project based EIA,
SEA (Sect. 13.4) and SA (Sect. 13.5) enable earlier participation of the public. In
evaluating alternatives, decision making is often based on some selected criteria and
the desired objectives. Criteria are aggregate values computed from a much larger
amount of so-called primary factors, which form the lowest level of information, also
known as the assessment level [25].

The problems with environmental decision making, however, are that they are
intrinsically complex because they almost always involve many alternatives and
multiple attributes (e.g., biological, economical, and social), the relative importance
of which has to be determined by subjective evaluations [19]. In an effective EIA
process, alternatives will be sought that attempts to balance the data set with multiple
attributes. The balancing act becomes even more crucial in SEA or SA where the
desire is to balance the diverse ecological, social, and economic values over space
and time. These values are usually represented in the form of multiple criteria and
indicators that sometimes express conflicting management objectives [31].

In SEA or SA, complex projects are often involved which present many alterna-
tives to choose from, necessitating the need for MCA for comparison. The situation
is worsened when many stakeholders are involved and they conflict over the rela-
tive importance of the different comparison criteria. Annandale and Lantzke [20]
state that “when decisions become this complex, there is a need for special tools or
techniques to help in making sense of what can be a large amount of information”.
In addition, complex environmental planning problems will almost always include
value judgements, public opinion, and controversies. So, the techniques need to deal
with more than just technical information [20].
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In such complex situations, MCA provides the means for comparing the advan-
tages and disadvantages of each alternative, one against the other. By doing this,
it provides decision makers with the means of choosing between several alterna-
tives [24]. One of its advantages is that it permits public involvement in the process
by allowing their voices to be heard through weighting of the criteria according to
their preferences. Community weighting process (CWP) in MCA therefore leads
to the community participating in decision making as already stated, and enhances
public confidence in the final decision as opposed to where decisions are made using
weak evaluation tools as already pointed out by Steinemann [30]. Its vital role is
captured by Sheppard and Meitner [32] who state that “public involvement needs
more effective, defensible techniques usable by managers at the sharp end of deci-
sion making, rather than just in the scoping of public concerns and in setting broad
strategies”.

Specification of alternatives:Alternatives are differentways of achieving anobjec-
tive. For example, if the objective is to find a waste damping site, the alternatives
would be the various possible locations that can serve as damping site at a mini-
mal cost and minimize environmental and social impacts. In real life, there will be
people with vested interest in these locations and thereby complicating the task of
identifying a damping site. Specification of alternatives is helpful in such situations
as they account for as many of the stakeholder opinions as possible. Annandale and
Lantzke [20] suggest that the best approach in determining alternatives for a decision
aiding exercise is the involvement of stakeholders and allowing them to offer asmany
alternatives as possible.

Specification of comparison criteria: In comparing alternatives, decision makers
look for those alternatives that would be less costly in implementing but at the
same time satisfy the environmental and social benefits. Criterion offers a possibility
of comparing alternatives. Munier [9, p. 48] defines criteria as parameters used to
evaluate the contribution of a project to meet the required objectives. Desirable
properties for criteria are presented, e.g., in Annandale and Lantzke [20].

Scoring the alternatives: Annandale and Lantzke [20] discuss the three types
of measurement scales; ordinal, interval and ratio. According to Annandale and
Lantzke [20] ordinal scales provide information on order only and are unsuitable
for mathematical manipulations (addition, subtraction, multiplication and division).
It can only indicate that one alternative scores higher than another alternative, but
does not indicate by how much (i.e., magnitude). Ordinal scales favour qualitative
attributes and are often used interchangeably with quantitative reserved for ratio or
interval scales [20]. The interval scale indicates the difference between two alterna-
tives without giving the actual magnitude. Its advantage over the ordinal scale is that
it permits addition and subtraction only. The ratio scale has a natural origin (zero
value) and provides a measure of both difference and magnitude [20]. It permits the
mathematical operations and as such, favours scores obtained when the attributes
are directly measured. Glasson et al. [3] suggests that scoring may use qualitative or
quantitative scales according to the availability of information. Both qualitative and
quantitative scales could be used simultaneously as demonstrated in Annandale and
Lantzke [20].
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Weighting the criteria: Commonly, in MCA methods, a number is assigned to
each criterion describing its importance. These numbers are called weights, and they
model the decisionmakers’ subjective preferences [25]. The interpretation ofweights
depends completely on the decision model used. Therefore, it is essential that the
decision model be chosen prior to collecting weights, see e.g., [33]. The primary pur-
pose of weighting the criteria is to develop a set of values, which indicate the relative
importance of each criterion as valued by the community. These values are then used
in ranking algorithms to determine the relative value of each alternative [34].

There are several ways of assigning weights. For example, weights could be
assigned directly by the individuals undertaking the analysis to represent hypothetical
point of view or they could be based on the data collected from opinion polls, focus
groups, public meetings or workshops, or other direct forms of sampling public or
expert opinion [20, 35]. Weights can also be assigned using some mathematical
functions as indicated, e.g., in [9, p. 53]. It is therefore the portion of MCA, which
takes into consideration divergent views of stakeholders to a project.

This is captured by Glasson et al. [3, p. 145] who states that MCA seeks to recog-
nize plurality of views and their weights.Weights thus allow different views and their
impacts on the final outcome to be expressed explicitly [20]. Several techniques for
weighting are presented in literatures, e.g., direct assessment and pair-wise compar-
ison methods such as AHP, see e.g., [36, 37]. In general, there exist no right weights
that would allow comparisons between different alternatives. The weights obtained
depend on the technique used [25].

13.3.2.3 The Possibility of GNSS to Support MCA

In the following example, it is illustrated how GNSS could be used together with
MCA to assist in the selection of alternatives for sitting of the secondary processing
plant of a high-grade rare earths deposit at Mt Weld reported in Ashton Mining
Ltd [12, 38]. This example uses both ratio and ordinal scales to score the alternatives
relative to the criteria.

Background of the Mt. Weld project: In 1991, a two-year study programme was
undertaken by Ashton Mining Ltd [12] to determine the feasibility of commercial
development of a high-grade rare earths deposit at Mt Weld, near Laverton in the
Eastern Goldfields in Western Australia. The project was to involve the mining and
beneficiation of ores at Mt Weld and the secondary processing of rare earth concen-
trates to produce rare earth chemicals at a site that was to be determined [12]. The
evaluation of the siteswas undertaken in two stages. In the first stage, 15 sites assessed
to have the potential for the sitting of the secondary processing plant were evalu-
ated. These were [12]: Collie, East Rockingham, Esperance, Kalgoorlie, Karratha,
Kemerton, Koolyanobbing, Kwinana, Moore River, Mt Weld, Muchea, Geraldton,
Picton, Pinjarra and Northam in Western Australia.

Ashton Mining Ltd [12] adopted qualitative and semi-quantitative approaches to
compare each of the sites. The semi-quantitative method focused on the economic
considerations, i.e., capital and operating costs, while the qualitative assessments
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included environmental considerations namely; public health, town planning, flora
and fauna, and groundwater. It also included social considerations such as community
infrastructure, availability of skilled labour, road and road-rail transport, and social
acceptance.

Five appraisal categories adopted for each of the factors were; little or no con-
straint; manageable constraint, significant constraint, requiring detailed evaluation,
and overriding constraint with the potential to preclude development. Out of the 15
sites, 6 (East Rockingharn, Collie, Kalgoorlie, Kemerton, Geraldton and Northam)
were selected and subjected to further evaluation [12].

The results of the second evaluation stage indicatedNortham as the preferred site.
Five alternative sites in the Northam region were then evaluated, and the proposed
Meenaar Industrial Parkwas assessed as being the sitewith the greatest potential [38].
Between road only and road-rail options considered for transporting the ore concen-
tration, residues and chemicals, the road option was preferred. The proposal was then
submitted for environmental impact assessment (EIA) and was subjected to a public
environmental review (PER) in 1992, see [12].

Now, let us apply twomulti-criteria analysis (MCA) methods (Additive weighting
and Concordance analysis) together with GNSS to assist in the selection of alter-
natives and show that the same results, i.e., Northam could have been reached. Six
alternative sites for the Mt Weld EIA case study are evaluated using these MCA
methods. For each of the 6 alternatives, 11 criteria were compared and scored using
ratio and ordinal scales and processed.

Application of MCA:

Site Evaluation Criteria: In the site evaluation by Ashton Mining Ltd, a number of
general and specific site requirements were identified and used to develop appro-
priate criteria which were applied to each site, see e.g., [12, pp. 24–25]. The site
evaluation criteria considered were those most suitable for the establishment of the
secondary processing plant. AshtonMining Ltd [12] adopted economic, environmen-
tal and social criteria to evaluate the sites. In these criteria, which we discuss below,
GNSS could play the role of providing site locations and the distances of various
environmental features, e.g., groundwater source or community infrastructure from
a given site.

Themain economic criteria consideredwere tominimize the capital and operating
cost to establish and operate the plant. Capital cost was needed for the construction of
the secondary processing plant and to establish infrastructure (i.e., supplying power,
water, natural gas and housing). Operating cost was to cover the cost of power, water,
natural gas, land rates, transport of concentrates, residues, chemicals and products.
All the assumptions made in calculating capital and operating costs are presented in
Ashton Mining Ltd [12, p. 52].

The environmental and social criteria adopted were those which minimized a
site’s potential for [12, p. 24]: Off-site effects on the public and to public health;
conflictwith surrounding (and future) land use, impact on the existing flora and fauna,
impact on high-quality groundwater resources or other significant components of the
physical environment, and inefficient utilization of land.
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Social criteria were those which would ensure a site [12, p. 25]; is close to
established and well developed community infrastructure, is near a suitably sized
labour force with appropriate skills, minimizes the disruption and risks to the public
from the transportation of materials, and is likely to be acceptable to the public. The
assumptions made in deriving the environmental and social criteria are presented
in [12, p. 25]. GNSS could be useful in providing positions of the sites, and the
distances of these sites from infrastructure and labour force.

The results of the example when MCA was applied indicated both additive and
concordancemethods rankingNortham as the top site followed by East Rockingham,
and demonstrated the suitability of Concordance analysis for evaluating alternatives
when the criteria are scored using mixed ratio and ordinal scales, thus underscoring
the usefulness of MCA in assisting decision makers to chose between alternatives
during the evaluation process of environmental impact assessment (EIA).Care should
however be taken to know the limitations of each method (e.g., Additive weighting),
use proper weights, and agreeable threshold.

13.3.3 Example of Gnangara Mound Groundwater
Resources

During 1992–1995, a review was undertaken in Western Australia on the proposed
changes to environmental conditions of Gnangara Mound groundwater resources
under Sect. 46 of the Environmental Protection Act (EPA) 1986 (WA). Using it as an
example, a theoretical examination of the possible areas of EIA process that could
have benefited from using GNSS is presented.

13.3.3.1 Background

TheGnangaraMound isWesternAustralias largest source of groundwater, supplying
up to 60% of Perth’s drinking water [39, 40]. Its area is estimated to be 2,356 km2

and comprisesGnangara, Yanchep,Wanneroo,Mirrabooka, Gwelup, Perth and Swan
GroundwaterManagement Units (GMUs). GnangaraMound supports local wetlands
and lake ecosystems and supplies irrigation for horticulture and agriculture [39]. It is
also a major water source supporting a number of groundwater abstraction schemes
operated by the Water Authority [41]. It is bounded to the north by Gingin Brook
and Moore river, to the East by Ellen Brook, to the south by Swan River, and Indian
Ocean to the West.1

Physical environment: GnangaraMound is characterized by hot dry summers and
mild wet winters with an average annual rainfall of about 800mm [41]. Department

1See, e.g., http://www.water.wa.gov.au/sites/gss/ggs.html.

http://www.water.wa.gov.au/sites/gss/ggs.html.
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ofWater [42] gives an average annual value of 814mm. The hottest month of the year
is reported as February with an average maximum temperature of 34◦, while August
is the coldest month with an average maximum of 18◦ [41]. Water Authority [41]
state that the area does not have natural surface runoff due to the porous nature of soil
in the area. Most of the water that falls as rainfall recharges the groundwater and that
any surface water is due to discharge from groundwater. Recharge of groundwater
depends largely on rainfall pattern, vegetation cover and the water table.

Groundwater flows westerly from the top of the Mound following the terrain
slope. Wetlands are generally found in the low areas where the water table reaches
above the ground surface much of the year. Due to the presence and absence of water
above the ground in these wetlands, soil and vegetation have adopted to the pattern
of groundwater. In general, groundwater quality is reported to be excellent [41]. It is
however widely recognized that sustainability of the Mound as a water resource is
under threat due to climate change and excessive drawing of water.

Biological environment: Water Authority [41] reported the dominant terres-
trial vegetation as the candle Banksia (Banksia attenuate) and firewood Banksia (B.
Mennziesii). Vegetation of high significant conservation value was also reported in
the area [41]. Vegetation, soils and land forms of Gnangara have been mapped, e.g.,
in [43]. Fauna survey of 1977 and 1978 recorded 12 native mammals, 70 reptiles
and amphibians and 223 bird species. Five caves out of the 273 documented caves
in the Yanchep National Park were reported to be the most species rich subterranean
ecosystem ever recorded, supporting 30 and 40 species compared to caves elsewhere
in the world which rarely have five animal species [41]. GNSS can be been useful in
providing the locations of these five caves.

Social environment:WaterAuthority [41] reported a general increase in urbaniza-
tion in the GnangaraMound area that led to incremental approach to planning, subse-
quently having significant implications for the future of the area. Increase in urbaniza-
tion comes along with changes in land use, which in turn impact on the groundwater
level. In the rural areas, common land uses reported at the time included market
gardening and poultry farming. Specialized activities included flower, mushroom,
and strawberry growing, and gourmet pheasant production, all of which required
groundwater. Large areas of Gnangara Mound are State Forest under the manage-
ment of Conservation and Land Management (CALM). Approximately 20,000 ha
of this land was Pine plantation with the remainder of the State Forest being natural
bushland [41].

Water Authority (ibid) further reported 14 archaeological sites registered with the
Western Australian Museum. Specifically, McNess, Lake Mariginiup, Lake Joon-
dalup, Lake Goollelal, and Lake Gnangara among others were said to be sites of
Aboriginal mythology and/or historical Aboriginal use. According to Water Author-
ity [41], it was also likely that most of the wetlands in the western linear wetland
chain are potential areas of Aboriginal significance.
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13.3.3.2 Review of Allocation and Management of Groundwater
Resource

Under the guidance of the Environmental Protection Authority (EPA),Water Author-
ity manages groundwater resources of the Mound. Private groundwater abstraction
is managed through area allocation and licensing of users [41]. Water Resource
Authority, therefore, has the task of ensuring that the environmental impacts from
users and its own activities are minimized. This is achieved, e.g., through assessing
the impacts of proposed land use changes on groundwater levels and in providing
advice to land management and planning organizations. In 1986, Water Authority
submitted the Gnangara Mound Water Resources Environmental Review and Man-
agement Program (ERMP) to Environmental Protection Authority (EPA) for;

1. approval to develop the Pinjar Groundwater Scheme, and
2. approval for changes to private groundwater allocations.

In 1988, the Minister of Environment approved development of Pinjar Stage 1
Groundwater Scheme and the changed private groundwater allocation quotas, subject
to a number of environmental conditions [41]. The approval allowed for increased
abstraction of groundwater by theWater Authority and other users. The conditions to
be met included measures to protect the environment through;Maintenance of water
level in the wetlands, limits on private groundwater allocations, establishment of a
management and monitoring program, and setting in place a range of administrative
mechanism regarding inter agency interaction on groundwater management [41]. In
1992, Water Authority identified the need to review the management of the southern
portion of the Mound. Factors which necessitated the requirement for the review
were [41]:

• Identification of other ecosystems, which had been, or had the potential of being
affected by groundwater abstraction. These included shallow cave streams and
phreatophytic vegetation.

• Rapid increase in knowledgeofEnvironmentalWaterRequirements (EWR),which
suggested that water levels set by EPA in 1988 should be reviewed.

• Increase in demand of groundwater by private users called for an assessment of
the potential impacts that would result from further groundwater allocation.

• There was a need by Water Authority to further develop groundwater schemes
(e.g., Pinjar Stages 2 and 3) on the Gnangara Mound and as such, a review of
allocation andmanagementwas essential before development of the schemes could
commence.

• The recognition that land use on the Mound could significantly affect ground-
water availability required that the impacts of likely future land use scenarios be
considered in allocating and managing groundwater.

• Since the outcome of the review was likely to involve changes in some of the
environmental conditions which applied to the management of Gnangara Mound,
notably wetland water levels, allocation quotas and land use issues, consideration
of any changes required the review to take the form of Environmental Impact
Assessment (EIA).
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A formal referral was submitted byWater Authority to the EPA2 in late 1992, and
it was decided that the conditions should be reviewed under Section 46 of the Envi-
ronmental Protection Act (EPA) 1986 (WA). This then led to the review of allocation
and management of groundwater resource by Water Authority. EPA guidelines for
this review are presented in Water Authority [41, Appendix 2].

Focus of the environmental review: Environmental conditions reviewed focused
on three main areas; wetland water level, allocation quotas and land use issues.
EPA acknowledged that little information was available to determine EWR3 for the
wetlands and that there maybe changes to the set levels in future and required the
initiation of research to provide an improved understanding of wetland ecology,
which could then be used as a basis to review the wetland water level criteria.

With the continuing urban development in theWanneroo region, evolving patterns
of land use led to considerable changes in the pattern for demand for private water.
Water demand in some areas, e.g., Flynn Drive could not be met. There was need to
review groundwater availability with the view of allocating further resources to high
demand areas. This could be achieved through further development of groundwater
schemes within Gnangara Mound comprising Pinjar Stage 2 Part 1 groundwater
scheme which was scheduled for December 1996 and had been approved by EPA
subject to the outcome of the allocation and management review.

Since also allocation of Pinjar Stage 2 Part 2 and Stage 3 groundwater schemes
were being sought at the time, Water Authority believed in reviewing the alloca-
tion and management of water resource before further development of groundwater
schemes so as to ensure equitable distribution between the public water supply and
private use while minimizing environmental impacts.

13.3.3.3 Possible Areas of GNSS Support to the Gnangara EIA

Impacts identification: Water Authority adopted the checklist method in identifying
the impacts. This is the common procedure used in Western Australia where the
proponent is required to complete a referral form [42]. In what follows, a network
approach based on Sorensen [44] and a GIS methods are compared in order to illus-
trate how GNSS satellites could have been useful in enhancing impact identification.

The SorensenNetwork Approach: Recreating the impacts inWaterAuthority [41],
first the activities to be undertaken in theGnangaraMound revieware specified. In this
case, three major activities are identified fromWater Authority [41] as; groundwater
allocation, land use, and artificial maintenance of wetland’s water levels. Let us add
rainfall to this list as a climate variable that has the potential of impacting on the
water level. The causes of environmental changes associatedwith the activities above
are then identified and a matrix format applied to trace its impact. In Fig. 13.2, use
is made of the Sorensen [44] principles to identify the impacts.

2Environmental Protection Authority.
3Environmental water requirement.
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Fig. 13.2 Sorensen Network for Gnangara Mound impact identification

For instance, land use activity potentially results in clearing of vegetation, water
abstraction, increase and decrease in density of pine plants, and climate change.
These environmental changes, in turn, results in increased water level (e.g., when
vegetation is cleared) as the primary effect. Increased in water level in turn leads to
increased wetland vegetation areas and plant habitats, diversity of fauna, e.g., ducks
and diving species, and improved water quality all of which are positive secondary
impacts. A negative secondary impact is the loss of habitat for wading bird species
and sedge vegetation that rely on seasonal drying of the wetlands.

Water abstraction will occur when land use activities involve irrigation of farms,
maintenance of golf course, and other uses which require water. This in turn leads
to low wetland water levels as primary effects. Secondary effects as a result of the
primary impact are presented in Fig. 13.2. All the potential impacts of land use
can be traced in a similar way as demonstrated in Fig. 13.2. As demonstrated for
the case of land use activity, the Sorensen network is used to identify the primary,
secondary and subsequent impacts associated with the allocation of groundwater,
artificial maintenance of wetlands and rainfall. Figure13.2 summarizes the identified
impacts using this method. It is evident that the identified impacts compare well with
those reported in [41].

GIS and Overlays: For identification of environmental impacts having spatial
distribution in nature, GIS with the assistance of GNSS satellites is an ideal tool. The
potential of GIS in environmental impact assessments has been demonstrated, e.g.,
by Antunes et al. [11] who applied it to evaluate the impacts of a proposed highway
in Central Portugal. Antunes et al. [11] suggested identification of environmental
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components (e.g., ecosystem) and receptors (e.g., a particular species likely to be
affected by the component) using GIS. Another example of application of GIS to
EIA is presented by Haklay et al [45] who advances a GIS-based scoping method
and discusses the conditions necessary for its utilization.

For theGnangaraMound example, the environmental components thatwere likely
to be affected by groundwater allocation andmanagement were pine trees, vegetation
and wetlands. Using Gnangara Mound Map of 1987 as a base for example, annual
map layers of pine trees, vegetation, wetlands and urbanization can be overlaid on
the base map in a GIS environment to produce a composite map, which can be used
to identify hot spots (areas where land use are clearly identified to impact on wetland
water levels and wetland vegetation). In this example, 1987 is selected as a base
since environmental conditions issued by the Minister became operational in 1988.
Annual groundwater level for specific wetlands are entered as attributes or produced
in maps as contours. From the hot spots, areas and contours indicating water level
changes and potential impacts can be identified. Where there is intense land use
and sharp reduction in wetlands vegetation area, that specific land use could be said
to impact on wetland water level, and subsequently vegetation. Linear trends can
also be obtained on, e.g., the rate of pine growth/decline, vegetation clearing and
urbanization by comparing annual values from 1997 to 1995. These could then be
correlated with the groundwater levels to further identify the impacts. Negative linear
trendswill indicate adverse impact, while positive trendwill indicate positive impact.
Besides the trend analysis, visual examination of the layers could also indicate the
spatial distribution. In this method, GNSS satellites provide location-based data to
which the attributes, such as impacts on wetlands, are related.

Compared to the sorensen method, the GIS approach has the advantage of being
able to identify pertinent environmental effects on the basis of readily available
information under stringent time and budget constraints [45]. Since it is best suited
for spatially distributed impacts, it can analyze cumulative impacts better than the
checklist or Sorensen network approach. It also provides friendly visual presenta-
tions, which are easily understandable by non-experts. Its drawbacks, however, are
that it does not consider the likelihood of an impact, secondary impacts of the differ-
ence between reversible and irreversible effects [3], and that it may require initial
capital to establish.

Impacts prediction: Impact prediction requires that it be based on available envi-
ronmental baseline data. In this example, the baseline data were readily available
since regular water level monitoring had been taking place as part of the initial Min-
isterial conditions set out in 1988. GNSS satellites could have supported impact
prediction of this EIA in two ways namely:

1. Provision of baseline data, and
2. Using the technique discussed in Chap.8 to map boundaries of changing spatial

features, e.g., wetland boundary changes as illustrated in Fig. 13.3.

By having permanent reference marks set around the wells, GNSS satellite could
be used to provide continuous measurements of positions and elevations of these
reference marks. The measured depths of the wells could then be referred to these
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Well

Wetland/fauna
year 1

Permanent
reference mark

Water

Satellites
Year 2

Fig. 13.3 GNSS monitoring of the impacts of well water abstraction using, e.g., techniques
discussed in Sect. 8.2.4 spatial changes maps of wetlands from years 1 to 2 (see e.g., Fig. 8.5)
on p. 134. Also, GNSS provides reference points upon which measured groundwater levels can be
referenced

reference marks and thus help in monitoring the state of the groundwater levels
(Fig. 13.3). This can be related to the state of vegetation and fauna. To predict the
impacts of groundwater abstraction on wetlands and other vegetation, similar tech-
niques to those discussed inSect. 8.2.4 (whereGNSS is used tomonitorLakeFinnery)
could be used to provide changes in the wetlands’ boundaries (i.e., perimeters and
areas), as illustrated in Fig. 13.3 for years 1 and 2). By analyzing annual trend of these
boundary changes, it is possible to predict the impacts of groundwater abstraction on
e.g., wetlands, assuming that the changes are unrelated, e.g., to evaporation. This will
require some control location (see e.g., discussions on BACI model in Sect. 13.2).

Impacts of groundwater variation on terrestrial vegetation were reported by Mat-
tiske [46] as ranging from small change in community structure in favour of more
drought tolerant species, through to deaths of Banksia woodland vegetation. Indeed,
that the death of Banksia vegetation were triggered by groundwater variation was
supported by the findings of Water Authority [47], which suggested that Banksia
trees that occurred where depth to groundwater was less than 6m were most vul-
nerable to groundwater reduction. The study further suggested a general stress on
vegetation due to reduced groundwater level.

Groom et al. [48] deduced that a lowering of groundwater level by 2.2m at a
station P50 between the summers of 1990 and 1991, resulting from the cumulative
effects of abstraction and below average annual rainfall (low groundwater recharge),
coincided with a loss of between 20 and 80% of adults Banksia species within 200m
of the bore. Over a similar time period, no significant decreases in the abundance of
species were recorded in the monitored site to have been influenced by groundwa-
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ter abstraction. They concluded that negative impact of groundwater drawdown on
Banksia populations made it an important indicator of decreasing groundwater levels
on the Gnangara groundwater Mound. GNSSmonitoring of groundwater abstraction
(Fig. 13.3) therefore could be useful in predicting impact on Banksia trees if the pro-
posed changes in environmental condition would impact on groundwater by similar
level, i.e., lowering of groundwater level by more than 2.2m.

Geneletti [10] demonstrates the capability of using GIS method to compute
spatial indicators to predict and quantify critical impacts, such as ecosystem loss
and fragmentation, soil erosion, geomorphologic hazards, interference with flora
and fauna, and visibility. Since GIS has been successfully used by Geneletti [10], it
could be applied together with GNSS to predict variation in spatial distribution of
environmental components caused by groundwater level variation.

Once groundwater changes have been obtained using, e.g., piezometric readings,
and boundaries of impacted features (e.g., wetland in Fig. 13.3)mapped usingGNSS,
overlaying the land use and vegetation cover maps could then be performed using
GIS for the same time period. Correlation between the land use, terrestrial vegetation
and groundwater level could then be developed and predictionsmade on the impact of
land use and terrestrial vegetation on groundwater level, and impacts of groundwater
level onwetland vegetation. Linear and cyclic trends analysis could then be developed
to give predictions at various temporal resolutions.

To support the prediction of impact of groundwater abstraction on fauna in caves,
hand-held GNSS receivers can be used to provide locations of these caves, which
can be related to groundwater level. Jasinska and Knott [49] listed about 100 caves
in Yanchep National Park and reported that little information was known about the
biology of the aquatic fauna within these caves. They found aquatic species of high
conservation value and concluded that one of the greatest threats to these species
would be the permanent or temporary drying of the caves streams inwhich they occur.
Since these aquatic fauna are of high conservation value, they could be seriously
affected by drying of the streamswithin the cave to a point of extinction. GNSS could
be useful in the prediction of the effect of regional warming on groundwater through
the analysis of the GNSS derived tropopause heights as discussed in Chap. 11.

Comparison of the prediction methods: The model based approach adopted by the
Water Authority [41] is the most commonly used method in most EIA of ground-
water impacts. Models rely on the input data and the assumptions that are taken into
consideration. The more they fit in the model, the more reliable are the output. The
disadvantage of using models, however, is that they require some expert knowledge
during their development and operation stages. Any wrong assumptions, input data,
and usage can lead to false information and interpretation.

The field experiment using GNSS and GIS has the advantage of using real data in
their predictions as opposed to simulated values as is the case of models. They also
provide easy visual interpretation of the results. The disadvantage is that it comes at
a cost. The initial cost of installing a GIS maybe high. Besides, there is the cost of
validating the data using GNSS. Another disadvantage is the incapability to predict
higher order impacts. In the Gnangara Mound example, it was difficult to use GNSS
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and GIS to predict the impacts of variation of wetland vegetation to fauna, which
may require other methods for enhancement.

In summarizing this example in identifying and predicting the impacts for Gnan-
gara Mound using alternative GIS-based method to those adopted in the Water
Authority [41], it has been pointed out that identification and prediction models
are labour intensive and require knowledge of the system.More often, they are based
on assumptions, which may not fit the model leading to delivery of meaningless
results. Field experiments, though straight forward, requires some validation, which
may increase the cost of EIA. Finally, baseline environmental parameters should be
established upon which judgement of an impact can be made. Identification method
should be a combination of methods that are simple to use, but which are capable of
identifying higher order impacts and their inter-relations.Where models are adopted,
they should be well understood by the analyst and assumptions must be clear and
meaningful.

In particular, when used in conjunction with GIS and field data from the GNSS, a
suitable approach for identifying and predicting impacts, which are spatially distrib-
uted could be obtained. This example indicates the possibilities of the GNSS assisted
techniques to support identification and prediction of environmental impacts associ-
ated with the proposed change in environmental conditions of Gnangara Mound and
highlight the limitations of the methods.

13.4 Strategic Environmental Assessment

SEA is the process that aims at integrating environmental and sustainability con-
siderations in strategic decision-making [17]. In so doing, the goal is to protect the
environment and promote sustainability. Sadler and Verheem [50] define SEA as
a systematic process for evaluating the environmental consequences of a proposed
policy, plan or programme initiative in order to ensure that they are fully included
and appropriately addressed at the earliest appropriate stage of decision making at
par with economic and social considerations. Wood and Djeddour [51] define a pol-
icy as inspirational and guidance for action, a plan as a set of coordinated and timed
objectives for the implementation of the policy, and a programme as a set of projects
in a given area, see also [17, p.12].

The basic principles of SEA have been presented, e.g., by Therivel [17] as being
a tool for improving the strategic actions, promoting participation of stakeholders in
decision making process, focusing on key environmental/sustainability constraints,
identifying the best option; minimizing negative impacts, optimizing positive ones,
and compensating for the loss of valuable features and benefits; and ensuring that
strategic actions do not exceed limits beyondwhich irreversible damage from impacts
may occur. Its advantages include [17]:
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1. Being able to shape the projects at an earlier stage through the appraisal of strategic
actions. This offers the chance to influence the kinds of projects that are going to
happen, not just the details after the projects are already being considered.

2. SEA deals with impacts that are difficult to consider at project level. It deals with
cumulative and synergistic impacts of multiple projects, e.g., cumulative impacts
of various mining sites on the development of an entire area.

3. SEA can deal with large-scale environmental impact such as those of biodiversity
or global warming more effectively than individual EIA.

4. Unlike project based EIA which formulate goals around an already selected
approach, SEA promotes better consideration of alternatives, thereby ensuring
a strategic approach to action.

5. It incorporates environmental and sustainability consideration in decisionmaking
thus adding an additional dimension to decision making.

6. It enables public participation in decision making thus making the whole process
inclusive and transparent.

7. It has the potential to promote streamlined decision making.

SEA has also benefited from MCA as illustrated by Noble [52] who presents
five scenarios that were evaluated within SEA to determine the most suitable option
for power generation to be developed to cover the Canadian need up to the year
2050. The contribution of GNSS to support global warming monitoring is treated
in Chaps. 11 and 12. In what follows, the cumulative impact aspect of SEA and the
possible contribution of GNSS satellites is discussed.

13.4.1 GNSS Role in Supporting Cumulative Impacts
Assessments

Cumulative effects refer to the phenomenon of temporal and spatial accumulation
of change in environmental systems in an additive or interactive manner and may
originate from either an individual activity that recurs with time and is spatially
dispersed, or multiple activities (independent or related) with sufficient spatial and
temporal linkage for accumulation to result [53]. The attributes of cumulative effects
are classified by Spaling and Smit [53] into three categories; temporal accumula-
tion, which occurs if the interval between perturbation is less than the time required
for an environmental system to recover from each perturbation, spatial accumula-
tion, which results where spatial proximity between perturbation is smaller than the
distance required to remove or disperse each perturbation, and the nature of human
induced activities or perturbations, which also affect accumulation of environmental
change provided the perturbations are sufficiently linked in time and space.

Cumulative impact assessment is thus defined by the Commonwealth Environ-
mental Protection Agency [54] as predicting and assessing all other likely existing,
past and reasonable foreseeable future effects on the environment arising from per-
turbations. In some legislations, e.g., in Canada, EIA regime has made it specific
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and mandatory where consideration of cumulative effects assessment has been made
explicit and mandatory both federally and in several provinces [3]. In USA,National
Environmental Policy Act (1967) requires the assessment of cumulative impacts,
while in Australia, assessments have largely been carried out by regulatory author-
ities, rather than project proponents. In Western Australia for example, the EIA
process does not come out forcefully on cumulative impacts assessment.

Spaling and Smit [53] provide an in-depth look at the contributions and short-
comings of EIA to assessing cumulative impacts. Three key factors in favour of EIA
are theoretical understanding of environmental change through empirical analysis
and modelling of responses of environmental systems through human induced per-
turbations, the development of various analysis methods for projecting and assessing
the various environmental changes associated with the proposed human activities,
and regulatory and administrative mechanism contributed by EIA in the integra-
tion of environmental consideration in decision making. In EIA, cumulative impacts
can be identified at the scoping stage where issues to be examined are pruned. It
is at this stage where the spatial and temporal effects of cumulative impacts can be
considered [55].

GNSS could be useful in providing the locations of multiple activities, mapping
the changes in spatial coverage (see e.g., Fig. 8.5 on p. 134), andmonitoring variation
in groundwater as a results of cumulative impacts.

13.4.2 Example of Marillana Creek (Yandi) Mine

Background: Marillana Creek (Yandi) Mine operated by BHP Billiton Ore Pty Ltd
(BHPBIO) is located approximately 90km north-west of Newman in the Pilbara
region of Western Australia [56]. The mine is situated within lease ML 270SA, and
is operated under the IronOre (MarillianaCreek)AgreementAct 1991 [56]. BHPBIO
also has a smaller lease (M 47/292) located to the immediate north of ML 270SA.
The Yandi orebody occurs within an ancient channel iron deposit (CID). This deposit
is subdivided into a series of mine areas, i.e., central pits (C1 to C5), eastern pits (E1
to E8), and the western mesa pits (W1 to W6) [56]. The CID is about 80m thick and
the majority of mining is within the upper 60m. BHPBIO (referred to as proponent
in this example) operates dewatering bores that lower the water table in the vicinity
of each pit by approximately 30m [56].

InMay 1988, an approval was granted by theMinister for Environment tomine E2
and C5 at a rate of 5 million tonnes per annum [57] and in 1991, mining commenced.
In 1992, 1994 and 1995, EPA assessed modifications to the original proposal, which
involved increased rates of production and mining of additional pits [58–60]. At the
time of application for approval by the proponents, mining was taking place in the
E2, C1/C2 and C5 areas. In 2004, the proponent sought approval under Part IV of
the Environmental Protection Act (WA) 1986 to concurrently mine from pits across
the leases (ML 270SA and M 47/292), and in addition update, assess, and agree on
closure concepts for the whole of the deposit. During the mining of individual pits,
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the proponents proposed to partially fill the voids with overburden (waste) material
from other pits, and to use the same open cut mining techniques and ore processing
methods over the remaining life of the mine [56]. The agreed concepts were to be
documented through closure specific conditions that were issued by the Minister of
Environment. The project was called the Marillana Creek (Yandi) Life of Mine and
was expected to deliver 40 million tonnes per annumwith a lifespan of 30years [56].

The expansion of delivery capacity from an initial 5 million tonnes per annum to
40million tonnes per annum resulting from concurrent pit mining had the potential to
significantly impact on the environment. Besides, Hamersley Iron also held a mining
lease (274SA) over the CID, east of BHPBIO’s lease, and was mining up to 34
million tonnes per annum at the same time. The potential impact on the environment,
therefore, was not only likely to come from the proposed project but also cumulative
taking Hamersley into consideration. Thus, there existed a need for EIA under Part
IV of the Environmental Protection Act (EPA) 1986 (WA).

BHPBIO [56] produced an EIS4 that documented the environmental objectives,
potential impacts, proposed environmental management measures and predicted out-
comes. Environmental Management Plan and Decommissioning and Final Rehabil-
itation Plan were also presented as key supportive documents to the Environmental
Protection Statement (EPS). EPA was advised of the proposal in January 2004 and
based on the information provided, considered that the proposal had the potential
to impact on the environment, but could be managed to meet the EPA’s environ-
mental objectives [61]. Consequently, EPA determined, under Sect. 40(1) of the EPA
1986 (WA), that the level of assessment for the proposal was EPS.5 EPA’s advice
and recommendations were then forwarded to the Minister of Environment in accor-
dance with Sect. 44(1) of EPA 1986 (WA) [61]. TheMinister of Environment granted
approval with a set of conditions on 6th of July 2005.

Cumulative impacts: Since the EPS proposed to concurrently mine the pits within
the leases as opposed to the previous pit by pit mining, there existed a potential
to lead to cumulative impacts as discussed in Spaling and Smit [53]. Cumulative
impacts were likely to be felt on the surface and groundwater. As part of the effort
to manage cumulative effects accrued from surface water, the proponent proposed
to integrate the surface water monitoring program to a wider monitoring initiative
in the Marillana Creek catchment. This was to be achieved by adding flow gauge
stations on the Marillana Creek and its tributaries within, upstream, and downstream
of ML 270SA and 47/292 [56].

On groundwater resource, BHPBIO [56] identified the potential of cumulative
impacts given the presence of Hamersly Iron operation in the neighbourhood. The
proponents took into account the impacts in their regional groundwater model and
dewatering licence. Both surface and groundwater monitoring to be undertaken by
the proponents during mining was expected to provide a mechanism for monitor-
ing cumulative impacts [56]. GNSS could play a role in providing location-based

4Environmental impact statements (EIA).
5Environmental protection statement.
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information on test sites (flow-gauge stations) and also provide perimeter/area infor-
mation that could help in monitoring of the cumulative impacts in the entire mining
region (e.g., Fig. 13.3). This information could be integrated with a GIS system to
provide an interactive system that could support management decisions.

13.5 Sustainability Assessment

Sustainability has been defined asmeeting the needs of current and future generations
through integration of environmental protection, social advancement and economic
prosperity [62]. Sustainability assessment (SA) can be performed when a proponent
requests a regulator to do so (external) for the purpose of approval or internally as a
mechanism for improving internal decision-making and the overall sustainability of
the final proposal, see e.g., [63, 64].

Pope et al. [65] classify SA into objective-led (strategic) and EIA based (narrow)
approaches. Morrison-Saunders and Therivel [66] rank the various SA approaches
with the EIA-led approach on bottom and the integrated (objective-led) approach at
the top, see also [67]. Between them are various approaches, e.g., the win-win-win.
Citing the dangers inherent in using the separate findings of the three sustainabil-
ity pillars (environment, social, and economics) at the decision stage, Gibson [68]
proposes adoption of an integrated approach. Caution should, however, be observed
when using the term “integration” as it is used variedly by different authors, see
e.g., [66, 69].

SA involves (i) Sustainable decision making protocol. A sustainable decision
making protocol is a process of setting objectives, criteria and targets that underpin
SA. Hacking and Guthrie [70] present several sources of sustainability development
objectives and proposes the use of threshold as one of the means, (ii) alternative
approaches, which are options, choices, or courses of action. They are means to
accomplish particular goals [30]. Alternatives have been shown to be affected by the
formulation of the decision question. SA, similar to SEA, has also benefited from
MCA. In the province of Reggio Emilia (Northern Italy), Ferrarini et al. [71] used
MCA to rank 45 municipalities based on 25 state of the environment indicators.
Their results provided information on the state of sustainability in the province as a
whole. GNSS could support SA in choosing the best alternative as already discussed
in Sect. 13.3.2.2.

13.6 Concluding Remarks

The use of GIS to support impacts’ assessment is still developing and certainly that of
GNSS is a newconcept. ThisChapter attempted tomotivateEIA, SEAandSAexperts
dealing with impact assessments to exploit the full potentials of GNSS especially
with regard to its superb provision of location-based information andmeasurement of
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spatial variations. GNSS satellites could for example be used to provide information
related to distances, e.g., distances of the alternative sites from established and well
developed community infrastructures. Using cheap hand-held receivers to obtain
positions from two locations, one at the source (i.e., alternative sites) and the other
at target (environmental sensitive site), the distances can readily be computed and
incorporated into theMCA criteria and used to compute the desirable alternative that
will inform decision making. GNSS could also be useful in providing information
on spatial coverage of the proposed sites and also in environmental audit to evaluate
compliance where location and spatial variation data are required (see e.g., Fig. 8.5
on p. 134). GNSS information can then be integrated with GIS to support the EIA
process as discussed in this Chapter.
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Chapter 14
Water Resources

With a growing population and a drying climate, Australia - like
many rich nations - is running out of water. Solutions are not
easy nor cheap ... and may require cities to tap their sewers

S. Phillips [1]

14.1 Why Monitor Variation in Fresh Water Resources?

Essential for life, fresh water is one of the basic necessities without which human
beings cannot live! Some of its uses include:

• Domestic, agricultural (including livestock) and industrial usage.
• Means of transportation.
• Home to various biodiversity, e.g., fish, birds, reptiles, and mammals.
• Recreational areas.
• Basis for ecosystems such as wetlands.

Although much of the Earth is covered by water, most of it is unsuitable for human
consumption, since 96% of it is found in the saline oceans. According to the U.N.,
only 2.5% of the roughly 1.4 billion cubic kilometers of water on Earth is freshwater,
and approximately 68.9% of the freshwater is trapped in glacial ice or permanent
snow in mountainous regions, the Arctic and Antarctica regions. Roughly 30.8%
is groundwater, much of which is inaccessible to humans, and the remainder 0.3%
comprise surfacewaters in lakes and rivers [2].Of these 0.3%available for human and
animal consumption, much is inaccessible due to unreachable underground locations
and depths [3].

This scarcity is such that it is estimated that by 2050, about two billion people will
be short of water, a potential cause of conflict [4]. So vital are water resources that it is
difficult to discuss any monitoring of the environment without it. The importance of
water as a resource, therefore, calls for sound environmental conservation measures
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that enhance its protection and management. It is in relation to this that the World
Bank, as an emerging priority of its lending, decided to broaden the development
focus in its 1993 “Water resource management policy paper” to include the protec-
tion and management of water resources in an environmentally sustainable, socially
acceptable, and economically efficient manner [5]. The protection and management
of water resources calls for an elaborate and well established monitoring program.

Essential components of a water level monitoring program are presented, e.g., by
Taylor andAlley [6] as; selection of observationwells, determination of the frequency
ofwater levelmeasurements, implementation of quality assurance, and establishment
of effective practices for data reporting. In selecting the observation wells, they state
that the decisions made about the number and locations of observation wells are
crucial to any water-level data collection program [6]. In regard to locations, GNSS
satellites could contribute in generating a fast and accurate survey of well location-
based data. These data could then be integrated with other information such as water
level in a GIS system to enhance the accessibility of water level data, where the GIS
plays the role of depicting the locations of the observed wells relative to pertinent
geographic, geologic, or hydrologic features, e.g., [6].

Taylor and Alley [6] present areas where the monitored groundwater levels could
be used. Some of these include: determination of the hydraulic properties of aquifers
(aquifer tests); mapping of the altitude of the water table or potentiometric surface;
monitoring of the changes in groundwater recharge and storage; monitoring of the
effects of climatic variability; monitoring of the regional effects of groundwater
development; statistical analysis of the water level trends; monitoring of the changes
in groundwater flow directions; monitoring of the groundwater and surface water
interaction; and numerical (computer)modelling of groundwater flowor contaminant
transport.

Information on the spatial and temporal behaviour of terrestrial water stor-
age, therefore, is crucial for the management of local, regional and global water
resources [7]. This information will:

• Enhance sustainable utilization of water resources by, e.g., farmers, urban con-
sumers, miners, etc.

• Guide water resource managers and policy makers in the formulation of policies
governing its sustainable use, conservation and management. In particular, state
water managers are more informed in regulating the utilization of water, e.g., for
industrial and irrigation purposes.

• Benefit local environmental monitoring, management policies and practices that
ensures a balance between sustainable utilization and environmental conservation
and protection. Changes in water availability impacts upon the environment in
several ways, e.g., any significant imbalance in its level affects the ecological
system by influencing salinity, land subsidence and the vulnerability of wetlands
ecosystem among others.

• Benefit various government agencies at various levels (national, provincial, and
local) by providing data that enhances and compliments their work. Such agencies
includedepartments ofwater,agriculture,weather forecasting and climate studies,
and so forth.
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The conservation and management of water is of paramount importance in areas
with arid or semiarid climates, which include many parts of Australia, especially
in times of severe drought, as experienced in Murray Darling Basin [7]. In 2006,
Australia faced its worst drought in a century as seen from daily reports that were
emerging in both the local and international media, see also [8]. A more grim picture
of the future of the water situation for Australia was to follow from the IPCC [9]
report, which stated that Australia’s water crisis will worsen in the coming years
due to drought! There clearly exists an urgent need to have efficient monitoring
technique(s). One such technique that monitors changes in stored water, is the use
of GRACE satellites (Sect. 9.3.3), which is demonstrated in the examples to follow.

Timely and precise information on the changes in stored water at smaller (local-
ized) scales of economical values, e.g., urban consumption, agriculture, industries,
and mining to within 10–14 days, so far achievable by GRACE satellite through,
e.g., the Mass Concentration (Mascon) technique discussed in Awange et al., [10],
will enhance sustainable conservation and management of this precious dwindling
resource.

The availability of techniques that delivers information on the changes in stored
water at amore local scale, is the first step towards realizing an efficient water society.
Water resource managers are able to make decisions based on timely and accurate
knowledge; thereby saving considerable resources that are often spent as a penalty
of inefficient decisions based on a lack of information. In the south-western wheat
belt of Australia, for example, accurate knowledge of changes in stored water will
be beneficial to the sustainable utilization of water, while at the same time realizing
the economic contribution of wheat farming to the overall Gross Domestic Product
(GDP). A blind focus on the GDP’s growth without paying attention to the state of
salient contributors such as water stored in aquifers is detrimental, since a fall in the
amount of the available water in such areas would definitely mean reduced yields.

Since the entire system of stored water is coupled within the hydrological cycle
(Fig. 14.1), hydrologists will be in a position to better understand their local hydro-
logical cycle, thanks to information at localized levels. Hydrologists will also be
able to use such information to refine and calibrate local-scale models, e.g., rainfall
runoff models [11], for further improvement in their hydrological cycles. This will
also contribute to our understanding of the impacts of climate change on regional and
global hydrological cycles. For the geodetic community, knowledge of the changes
in local stored water is vital for assessing the impact of groundwater on the stability
of continuously operating GNSS monuments (e.g., Fig. 5.12 on p. 81), which in turn
affects the overall accuracy of geodetic networks (see Sect. 5.5).

Environmental studies also have a chance of greatly benefiting from information
about changes in stored water. It is widely acknowledged that stored water (surface
and groundwater) plays a key role in sustaining natural biodiversity and the func-
tioning of the environment as a whole. Knowledge of the changes in water level
is therefore essential for the very survival of the entire ecosystem, which could be
adversely affected by extreme change in stored water. In wetlands, for example,
some vegetation and ecosystems have been known to respond to water level fluctu-
ations [12].
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Accurate monitoring of changes in storedwater at smaller wetland scales will thus
help in the preservation and conservation of such wetland ecosystems. Changes in
water level also bringswith it environmental phenomena such as salinity, compacting
of aquifers due to the removal of water causing land subsidence, and changes in
the properties of the top 5cm of soil. Information on changes in stored water thus
contributes enormously to the environmental conservation and protection.

14.2 Gravity Field and Changes in Stored Water

In Sect. 5.6.1 we introduced the concept of the geoid (Fig. 5.18 on p. 88) as a funda-
mental physical surface to which all observations are referred to if they depend on
gravity, and whose shape is influenced by inhomogeneous mass distribution within
the interior of the Earth [13, p. 29]. In the discussion that follows, the concept of
gravity field variations discussed in Sect. 9.3 is related to hydrological processes.
Measurements of the time-varying gravity field by LEO satellites, e.g., GRACE
discussed in Sect. 9.3.3 are the key to the contribution of GNSS to space monitoring
of changes in water levels at basin scales. Such techniques now enable the monitor-
ing of groundwater recharge, which is the most important element in groundwater
resources management and could also be applicable to monitoring salinity man-
agement measures at the catchment level (see Sect. 16.4.2). For example, in 2009,
GRACE satellites showed that north-west of India’s aquifers had fallen at a rate of
0.3048 m yr−1 (a loss of about 109 km3 per year) between 2002 and 2008.1

14.2.1 Gravity Field Changes and the Hydrological Processes

The hydrological cycle (Fig. 14.1) refers to the pathway of water in nature, as it
moves in its different phases through the atmosphere, down over and through land,
to the ocean and back to the atmosphere [14]. The associated variations in gravity
field are therefore caused, e.g., by

• the redistribution of water in the oceans, including e.g., El Niño and Southern
Oscillation (ENSO) events,

• movement of water vapour and other components in the atmosphere,
• seasonal rainfall; snow and subsequent drying and melting,
• groundwater extraction, or
• drying and filling of lakes, rivers, and reservoirs.

1The Economist, September 12th 2009, pp. 27–29: Briefing India’s water crisis.
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Fig. 14.1 Components of
hydrological cycle that lead
to temporal variations in the
gravity field. Source US
Geological Survey (USGS)

14.2.2 Monitoring Variation in Stored Water
Using Temporal Gravity Field

The potential of using the relationship between temporal gravity changes and hydrol-
ogy (Fig. 14.1)was first recognized byMontgomery [15]who estimated specific yield
through a correlation between gravity andwater-level changes [16]. In 1977, Lambert
and Beaumont [17] used a gravity meter to correlate groundwater fluctuations and
temporal changes in the Earth’s gravity field. Goodkind [18] recorded observations
from seven super conducting gravimetric stations to examine non-tidal variations in
gravity and noted that at one of the stations (Geysers geothermal station), much of
the variation could be correlated with rainfall and seismic activity. Such measure-
ments had not been possible before the advent of super conducting gravimeters, thus
providing evidence of the existence of temporal variation in gravity.

In 1995, while estimating the atmospheric effects on gravity observations around
Kyoto, Mukai et al. [19] noted that changes in gravity around the station could
have been caused by changes in underground water. In the same year, Pool and
Eychaner [20] assessed the utility of temporal gravity-field surveys to directly
measure aquifer-storage changes and reported gravity changes of around 100–134
µGal, equivalent to 2.4–3.2 m of water column, considering infinitely extended
sheet approximation. Their results from the analysis of changes in stored water in
the aquifer indicated an increase in the gravity field of 158 ± 6 µGal when the
water table rose by about 17.7 m, providing further evidence of the possibility of
using temporal gravity-field surveys to monitor changes in stored aquifer water. In
fact, according to Bower and Courtier [21] who analyzed the effect of precipitation
on gravity and well-levels at a Canadian absolute gravity site, 90% of the gravity
variation was found to be due to the effects of precipitation, evapotranspiration and
snow-melt.

The last decade has also recorded increased use of temporal gravity field studies
in monitoring changes in stored water, see e.g., [22]. It saw the beginning of satellite
missions dedicated to monitoring temporal variations in the gravity field. Smith
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et al. [23] investigated the ability of ground-based gravity meters to monitor changes
in soil moisture storage.

Moving from local tests to regional, a different application of gravity surveys
was investigated by Damiata and Lee [24], who simulated the gravitational response
to aquifer hydraulic testing. The synthetic system was composed of an unconfined
shallow aquifer and the purpose of the investigation was to assess the potential
of the gravity measurements for detecting groundwater extraction. Drawdown due
to pumping causes a decrease in mass and consequently in gravity measured at the
surface. The results showed that the gravitational response to aquifer testing could be
used to monitor the spatial development of the drawdown cone. For the configuration
considered in the investigation, the signal was of the order of tens ofµGals and could
be detected up to several hundred meters away from the pumping well.

Water storage changes, such as changes in soil moisture, snow and ice cover,
surface and groundwater, including deep aquifers, can be monitored either by in-situ
observations or indirectly through changes in gravity [25].While in-situ observations
provide valuable localized information, they suffer from limited spatial coverage for
regional to continent-wide studies [26]. Any change in water storage also manifests
itself in a change in the gravity field. This property can be used to infer water-
storage changes from time-variable gravity observations as demonstrated by Rodell
and Famiglietti [27] for 20 globally distributed drainage basins of sizes varying
from 130,000 to 5,782,000 km2 to assess the detectability of hydrological signals
with respect to temporal and spatial variations. Space-borne techniques can provide
time-variable gravity observations on a regional and global scale, thus allowing for
large-scale water storage monitoring and the ability to close the ‘gaps’ between
locally limited in-situ observations [11].

Since the launch of the GRACE satellite mission in 2002 (see Sect. 9.3.3), a new
powerful tool for studying temporal gravity field changes has become available,
and numerous articles assessing the potential of GRACE recovering hydrological
signals have been published, see e.g., Awange et al. [28, and the references therein].
Tapley [25] provided early results of the application of the GRACE products for
detecting hydrological signals in theAmazon-Orinoco basin. Following these results,
numerous other authors have subsequently applied GRACE to detect hydrological
signals in various situations and locations, see references in [28].

For instance, Ramillien et al. [29, 30] and Andersen et al. [31] investigated the
potential of inferring inter-annual gravity field changes caused by continental water
storage changes from GRACE observations between 2002 and 2003, and compared
these changes to the output from four global hydrological models. It was possible to
correlate large scale hydrologic events with the estimated change in the gravity field
for certain areas of the world to an accuracy of 0.4 Gal, corresponding to 9mm of
water, see also [31–33].

Syed et al. [34] examined total basin discharge for the Amazon-Orinoco and
Mississippi river basins fromGRACE,whileRodell et al. [35] estimated groundwater
storage changes in the Mississippi basin. Crowley et al. [36] estimated hydrological
signals in the Congo basin, while Schmidt et al. [37] and Swenson et al. [38, 39]
used GRACE to observe changes in continental water storage. Winsemius et al. [40]
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compared hydrological model outputs for the Zambezi River Basin with estimates
derived from GRACE. Monthly storage depths produced by the hydrological model
displayed larger amplitudes and were partly out of phase compared to the estimates
based on GRACE data. Likely reasons included leakage produced by the spatial
filtering used in the GRACE data, and the difficulty to identify the time of satellite
overpass as opposed to simply averaging over the whole period. Awange et al. [41,
42] used GRACE to study the fall of Lake Victoria’s water level in Africa. This last
example will be elaborated upon in more detail in Sect. 14.3.1.2.

As already discussed in Sect. 9.3.3, GRACE satellites detect changes in the Earth’s
gravity field by measuring changes in the distance between the two satellites at
a 0.1Hz sampling frequency. The variation in the distance between the two twin
satellites caused by gravitational variations above, upon, and within the Earth all
have an effect on the satellites. This variation in gravity could be due to rapid or
slow changes caused, for example by the redistribution of water in the oceans, the
movement of water vapor and other components in the atmosphere, the tidal effect of
the Sun and Moon, and the displacement of the material by earthquakes and glacial
isostatic adjustment. The data thereforemust be processed to isolate these effects so as
to retain only thosewhich correspond to the process of interest, in this case, terrestrial
water storage changes, see e.g., [43]. Equation (9.33) is used to compute changes
in stored water. In the following examples, the application of GRACE satellites to
monitor storedwater resources are illustrated. It should be emphasized oncemore that
GNSS do not directly measure changes in water storage but contributes as discussed
in Sect. 9.3.3.

14.3 Examples of Space Monitoring of Changes
in Stored Water

14.3.1 The Nile Basin

The Nile Basin (Fig. 14.2) is one of the Earth’s most impressive examples of the
influence of topography and climate on the flow conditions of a water system. The
Nile has two major tributaries, the White Nile and the Blue Nile, the latter being the
source of most of the river’s water. The White Nile rises in the Great Lakes region
of Eastern Africa, and flows northwards through Uganda and the South Sudan. The
Blue Nile starts at Lake Tana in the Ethiopian highlands, flowing into Sudan from
the southeast and meets the White Nile at Khartoum in Sudan. From there, the Nile
passes through Egypt and ends its journey by flowing into the Mediterranean Sea.
A basin as large as the Nile, which crosses such a wide latitude range (from ∼5◦S
to ca. 31◦N) cannot be expected to experience homogeneous climatic and rainfall
patterns over its extent. In addition, variations in the geology and soils of the basin
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strongly influence groundwater availability. Significant rainwater deficits and the
variable duration of the rainy seasons over yearly to decadal time scales results in
hydrological deficits that are not necessarily reflected in a direct response of the base
flow, e.g., [44].

The East African lake region includes the countries of Burundi, Rwanda, Uganda,
Kenya and Tanzania, and is the home to Lake Victoria, the world’s second largest
freshwater lake, and the source of White Nile [45]. From Lake Victoria, the waters
are discharged to LakeKyoga, which also receives water from its surrounding 75,000
km2 catchment before flowing on to Lake Albert. In addition to the waters received
fromLakeKyoga, LakeAlbert is supplied by its upstreamSemiliki basin and theLake
Edward sub-basin (Fig. 14.2). Together, Lakes Edward, Albert, and George form the
western edge of the Nile Basin, comprising an area of 48,000 km2, of which 7,800
km2 is open water [46]. In the Sudd swamp region, the supply to the Nile benefits
from two other basins, the Bahr-El-Ghazal (500,000 km2) to the west and the Sobat
(150,000 km2) to the east, before exiting at Malakal.
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The Ethiopian highlands are comprised of twelve significant sub-basins aggre-
gated into four primary basins; Lake Tana (200,000 km2, themain headwaters of Blue
Nile, although it contributes less than 10% of the total Blue Nile flow), the upper
Blue (150,000 km2), the lower Blue (60,000 km2), and the Dinda-Raghad (70,000
km2). All together, they cover almost 480,000 km2 and contribute approximately
65% of the river Nile’s total water [46].

Lake Nasser region: The Egyptian desert starts from Khartoum, where the Nile
flows northward towards Egypt through Lake Nasser (formed by the Aswan dam)
and then to the Mediterranean Sea. Yates and Strzepek [46] reported a net loss of
water between the joining of the Atbara river with the Nile north of Khartoum, and
Lake Nasser due to evaporation and seepage.

14.3.1.1 Challenges Facing the Basin’s Waters

The Nile river basin is one of the largest in the world, with an area of about 3,400,000
km2 (almost one-tenth of Africa) and traversing some 6,500 km from south to north
as it winds its way across the boundaries of eleven countries: Tanzania, Uganda,
Kenya, Rwanda, Burundi, Democratic Republic of Congo (DRC), Eritera, Ethiopia,
Sudan, South Sudan, and Egypt, e.g., [47]. As it flows through these countries, it
supports a livelihoods of over 200 million people.

The Nile’s water resources, however, have come under threat from both anthro-
pogenic and natural factors, e.g., [48]. Anthropogenic influences have been fuelled
by the increasing human population that has put pressure on domestic water needs,
the supply of hydroelectric power, all coupled with the need to sustain economic
growth. However, not only are the demands on water increasing, but the available
water supplies appear to be decreasing, with environmental degradation of the upper
Blue Nile catchment having increased throughout the 1980s [49]. Whittington and
McClelland [49] found that about 86% of the annual Nile river flow into Egypt
originates from Ethiopia, and warn of significant implications for Egypt and Sudan
should Ethiopia undertake any potential extractions; this issue emphasizes the need
for cooperation between the three Blue Nile riparian states.

Natural factors include the changing climate, which has been the subject of numer-
ous studies, e.g., [46, and the references therein]. Therefore, a combination of human
population growth, unsustainable water usage and development, and desertification
are just some of the factors that threaten the Nile’s ability to supply crucially needed
water to the people of the basin.

The present-day state of the stored water variations and their relations to climate
variability (e.g., El Niño and Southern Oscillation (ENSO) and the Indian Ocean
Dipole (IOD)) in the Nile Basin are, however, also not well understood. Most studies
dealing with the Nile Basin, however, have dealt mainly with modelling the impacts
of climate change (e.g., [50, 51]), with very little being reported on how to monitor
the spatial and temporal variations in the stored water (surface, groundwater and soil
moisture) of the basin in a holistic manner, and linking them to climate variability.
The reason for such few studies, e.g., [52–55] has been partly attributed to its large
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size, as well as the lack of appropriate monitoring techniques that could cover such
a vast spatial extent. For instance, the hydrological water balance involves the flow
of surface water, the movement of deeper groundwater, and the coupling of the
land, ocean and atmosphere through evaporation and precipitation. Monitoring these
components requires an accuracy and completeness of geographical data coverage
that challenges conventional measurement capabilities.

Using GRACE, GLDAS (Global Land Data Assimilation System),2 and TRMM
(Tropical Rainfall Measuring Mission)3 data for the period 2002–2011, Indepen-
dent Component Analysis ICA-method, e.g., [56], is applied in the examples below
to localize the Nile Basin’s hydrological signals into their respective sources. In
Fig. 14.3, it is seen that the dominant signal associated with the Lake Victoria Basin
is localized for all the three data set. This clearly shows the contribution of the Lake
Victoria basin to the Nile waters. An analysis of the correlation between these signals
and climate variability indicate a strong correlation (0.85) between theGRACE’s total
water storage and ENSO for the period 2006–2011. This confirms the known fact
that climate variability, particularly ENSO, influences the changes in stored water of
Lake Victoria Basin, and should be taken into consideration in evaluating the basin’s
hydrology. Section14.3.1.2 discusses Lake Victoria Basin in more detail.

Figure14.4 shows the localization of the signals within the Ethiopian highlands,
thus indicating the importance of the region to the Nile basin. The Blue Nile receives
its waters mainly from the heavy rainfall in the region as seen from the TRMM
results (Fig. 14.4; IC5). Any land use patterns that could alter the use of water within
the region would be capable of significantly impacting upon the entire Nile Basin.
GRACE signals show a correlation of 0.52 with ENSO while GLDAS show 0.44
with ENSO and 0.4 with the Indian Ocean Dipole (IOD) index. Compared to Lake
Victoria basin, the correlation to climate variability is not so strong, nonetheless,
the fact that the changes in the stored water in the Ethiopian highlands is influenced
by climate variability is noticeable. Figure14.5 shows the localization of the signals
within the Bahr-El-Ghazal region, which also contributes water to the River Nile by
joining the tributaries from Sobat around Malakal (see Fig. 14.2). Both GRACE and
GLDAS signals show a correlation of 0.68 with ENSO respectively, thus indicating
that the variability of the stored water is influenced by climate variability. Finally,
Fig. 14.6 shows the dynamics around Lake Nasser along the Red Sea. After remov-
ing this signal, Awange et al., [52] found a decline in stored water in the Western
Plateau within the Nubian Aquifer covering Lake Nasser (see Fig. 14.7) at a rate of
2.6 mm/year (cf. 3.5 mm/year in Sultan et al., [57]). The loss of water in this region is
attributed by Sultan et al. [57] to the fact that most of the water is extracted from the
Nubian Aquifer and used for agricultural purposes that largely occur throughout the
winter season, and also due to the fact that theUweinatAswan uplift prevents recharge
of ground water flowing from the South to the North. To strengthen this argument
is the fact that expansions of some large irrigation schemes such as East Uweinat
project has seen heavy utilization of groundwater. In the East Uweinat project, for

2http://disc.sci.gsfc.nasa.gov/services/grads-gds/gldas.
3http://trmm.gsfc.nasa.gov/data_dir/data.html.

http://disc.sci.gsfc.nasa.gov/services/grads-gds/gldas
http://trmm.gsfc.nasa.gov/data_dir/data.html
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Fig. 14.3 ICA analysis of the GRACE, GLDAS, and TRMM data for the Nile basin. In this figure
the signals are localized within Lake Victoria basin in all the data set
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Fig. 14.4 ICA analysis of the GRACE, GLDAS, and TRMM data for the Nile basin. In this figure
the signals are localized within the Ethiopian highlands in all the data set
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Fig. 14.5 ICA analysis of the GRACE, GLDAS, and TRMM data for the Nile basin. In this figure
the signals are localized within the Bahr-el-Ghazal region in all the data set
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Fig. 14.6 ICA analysis of
the GRACE, GLDAS, and
TRMM data for the Nile
basin. In this figure the
signals are localized within
the Lake Nasser region in
GRACE data set

example, the lands reclaimed amounted to 1200 ha in 1992 and 4200 ha in 2003, with
the target of reclaiming a total of 75,000 ha by 2022, all of which will be irrigated
using groundwater, [58, 59].

Positive correlations between the changes in total water storages and IOD corre-
sponding to cool waters in the Indian Ocean associated with large scale circulation
changes that leads to above average rainfall in East Africa leading to flooding, while
Indonesia and several parts of Australia experience drought have been documented
e.g., [60, 61]. This is true for the LakeVictoria Basin, the Ethiopian highlands and the
Bar-El-Ghazal regions which are also related to ENSO. For the Lake Nasser region,
the effect of climate variability is negligible. For the definitions andmeasured indices
of ENSO and IOD, see Sect. 17.6.4.
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Fig. 14.7 Dominant independent pattern of GRACE-TWS changes for the Nasser region derived
from GRACE-TWS changes after correction for the water storage changes of the Red Sea (see
Awange et al., [52] for more detail)
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Fig. 14.8 Lake Victoria basin. Source Kayombo and Jorgensen [65]

14.3.1.2 Lake Victoria Basin (LVB)

Lake Victoria (Fig. 14.8), the world’s third largest lake and the largest in the develop-
ing world, is a source of water for irrigation, transport, domestic and livestock uses,
and supports the livelihood of more than 30 million people who live around it [45].
Nicholson [62, 63] documents its significance as an indicator of environmental and
climate change over long-term scales. Since the 1960s, the lake level had experi-
enced significant fluctuation, see e.g., [62, 63]. From 2001 to 2006, however, Lake
Victoria’s water level showed a dramatic fall that alarmed water resource managers
as to whether the lake was actually drying up. Kull [64] reported that the lake’s levels
fell by more than 1.1m below the 10 year average.

With the receding of the lake waters, acres of land that were lost to the floods of
the 1960s were fast being reclaimed, creating sources of conflicts between man and
wildlife. In some beaches, e.g., Usoma in Kenya, wetlands that were once breeding
places for fish were dying up, leaving areas of land as playing fields for children
and farmland. Ships were now forced to dock deep inside the lake, while the landing
bays needed to be extended. Those who directly depended on the lake waters for
domestic use were forced to go deeper into the lake to draw water, thus exposing
women and children to water-borne diseases and risks of snakes and crocodiles.
Water intakes that supplied major towns and cities had to be extended deeper into
the lake, thus causing more financial burden to the municipalities that were already
strained financially [42].
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With 80% of Lake Victoria water coming from direct rainfall, changes in the
lake level are directly related to the variation in the water stored in its basin, which
contributes around 20% in the form of river discharge. A decrease in stored basin
waterwas therefore suspected to contribute to the drop in the lake level.An analysis of
the stored water in the Lake Victoria basin in relation to rainfall and evaporation was
therefore necessary as a first diagnosis. This would provide water resource managers
and planners with information on the state and changing trend of the stored water
within the basin. Such basin scale observations could only be achieved through the
use of satellites such as GRACE. Conventional methods for studying variations in
stored water such as the Artificial Neural Network, GIS (Geographical Information
System) and remote sensing could not diagnose the problem, see e.g., [42].

Having been motivated by the potential of the GRACE satellites, Awange et al.
[41, 42] undertook a satellite analysis of the entire lake basin in an attempt to
establish the cause of the decline in Lake Victoria’s water levels. The GRACE and
CHAMP satellites (Fig. 9.9 on p. 161) together with data from the TRMM satellite
were employed in the analysis. Using 45 months of data spanning a period of 4
years (2002–2006), the GRACE satellite data were used to analyze the gravity field
variation caused by changes in the stored waters within the lake basin. Figure14.9
presents the annual variation of the geoid in the lake’s basin during the high rain
season months of March, April and May (MAM) for the period 2002–2006. The
GRACE results indicated that the basin’s total water storage dramatically decreased
at a rate of 6.20 mm/month. These changes are expressed in equivalent water thick-
ness (also known as total water storage (TWS)) in Fig. 14.10. For the period 2002–
2006, the results indicate a general decline in the lake basin’s water level at a rate of
1.83 km3/month [42]).
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Fig. 14.10 Lake Victoria basin total water storage (equivalent water thickness) changes between
2002–2006, as seen by theGRACE satellite. The figure indicates that theGRACE satellites observed
a general decline in the lake’s basin waters over this period (cf. Fig. 17.2 on p. 359 obtained from
satellite altimetry). Source Awange et al. [42]

To validate the GRACE results, TRMMLevel 3 monthly data for the same period
of time were used to compute mean rainfall at a spatial resolution of 0.25◦ × 0.25◦
(25 × 25 km), as shown in Fig. 14.11, from which the rainfall trends were analyzed
(Fig. 14.12). TRMM rainfall data over Africa has been validated, e.g., in Awange
[66]. To assess the effect of evaporation, GNSS remote sensing data (59 CHAMP
satellite occultations) for the period 2001–2006were analyzed to define if tropopause
warming took place (see the approach in Chap.9). The results indicated that the
tropopause temperature fell in 2002 by about 3.9K and increased by 2.2K in 2003 and
remained above the 189.5K value of 2002. The tropopause heights showed a steady
increase from a height of 16.72m in 2001 and remained above that value reaching
a maximum of 17.59km in 2005, an increase in height by 0.87 m. Temperatures
did not, therefore, increase drastically to cause massive evaporation. TRMM results
indicated the rainfall over the basin (and directly over the lake) to have been stable
during this period (see Figs. 14.11 and 14.12). Since rainfall over the period remained
stable, and temperatures did not increase drastically to cause increased evaporation,
the remaining major contributor during the period 2002–2006 was suspected to be
discharge from the expanded Owen Falls dam. Awange et al. [42] concluded, thanks
to theGRACEandGNSSsatellites, that the fall inLakeVictoria’swater level between
2001 and 2006, also noted in Sect. 14.3.1, was due to human impact on the basin’s
environment (i.e., expanded dam) as opposed to natural factors.

In a related work, Swenson andWahr [67] used satellite gravimetric and altimetric
data to study trends in water storage and lake levels of multiple lakes in the Great Rift
Valley region of East Africa for the years 2003–2008. GRACE total water storage
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Fig. 14.12 Time series of
rainfall 2002–2006 for the
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satellite. Source Awange
et al. [42]
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estimated by Swenson andWahr [67] corroborated the findings of Awange et al. [42]
that the lake’s water level had declined by as much as 60 mm/year, while their
altimetric data indicated that levels in some large lakes in the East African region
dropped by as much as 1–2 m. Swenson and Wahr [67] concluded that the largest
decline occurred in Lake Victoria and, like Awange et al. [42], attributed this to the
role of human activities.

Both the findings of Awange et al. [42] and Swenson and Wahr [67] provide
evidence that the GRACE satellites (supported by GNSS) could be used to provide
independent means of assessing the relative impacts of climate and human activities
on the balance of stored water that does not depend on in-situ observations, such as
dam discharge values, which may not be available to the public domain.

14.3.1.3 Application of GNSS to LVB Water Conflict Resolution

Let us revisit Fig. 2.1 on p. 19 where we have three boats with fishermen from each
of the three East African countries that boarder Lake Victoria. If the three boats were
in the middle of the Lake, with no visible land mark on the horizon, the fishermen
would be at a loss to know which country owns that portion of the lake. In this case,
they will not know whether they are in Kenyan, Ugandan or Tanzanian territory.
Fishermen have frequently found themselves in this situation and the end result
has often been conflict, leading to arrests and the confiscation of boats and fishing
equipment. In such cases, hand-held GNSS receivers and a map could easily resolve
such a dilemma. A real-case scenario is illustrated by Migingo Island in Fig. 14.13,4

which is an island currently disputed between Kenya and Uganda due to it being
home to the dwindling Nile Perch (Lates niloticus) fish. Owing to uncertainty about
the boundary, GNSS receivers were used by a team of surveyors from both countries
to mark the boundary and establish that the disputed island belongs to Kenya.

14.3.2 Understanding the Decline of Lake Naivasha

14.3.2.1 The Lake Naivasha Basin

Lake Naivasha (00◦ 40’ S - 00◦ 53’ S, 36◦ 15’ E - 36◦ 30’ E) is the second largest
fresh water lake in Kenya with a maximum depth of 8 m. It is situated in the Central
African Rift Valley at an altitude of 1890m above sea level and is approximately
80km northwest of the Kenyan capital, Nairobi. Its basin (Fig. 14.14) lies within the
semi-arid belt of Kenya with mean annual rainfall varying from about 600mm at the
Naivasha township to some 1,700 mm along the slopes of the Nyandarua mountains,
with open water evaporation estimated to be approximately 1,720 mm/year [68].
Mount Kenya and the Nyandarua Range capture moisture from the monsoon winds,

4Source: http://www.nation.co.ke.

http://www.nation.co.ke
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Fig. 14.13 The disputed Migingo Island in Lake Victoria (right). GNSS receivers were used to
establish that the island belongs to Kenya, thus resolving a territorial dispute between Kenya and
Uganda. Source Daily Nation, Kenya

Fig. 14.14 Location map of the Lake Naivasha Basin. Source Becht et al. [68]

thereby casting a significant rain shadow over the Lake Naivasha basin [68]. Unlike
Lake Victoria, which has its highest rainfall during the March–April–May (MAM)
wet season, e.g., [42, 69], Lake Naivasha basin experiences its highest rainfall period
during April–May–June (AMJ). There is also a short rainy season from October
to November. The lake’s levels therefore follow this seasonal pattern of rainfall
cycle, with changes of several meters possible over a few months. Imposed upon this
seasonal behaviour are longer-term trends, for example, there has been a change in
the lake’s water level of 12m over the past 100 years [68].
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Fig. 14.15 The Lake
Naivasha drainage system.
Three rivers flow into the
Lake; Gilgil, Malewa, and
Karati. The Lake’s outlet is
through an underground
system to the south.
Source Becht et al. [68]

The lake is fed by three main river systems: the Gilgil, the Malewa and the Karati,
the last of which only flows during the wet season (see Fig. 14.15). There is also a
groundwater inlet into the lake from the north, and an outlet to the south, which when
combinedwith the river systems and the biochemical and geochemical sedimentation
processes that remove ions such as sulphates and carbonates from thewater, results in
the freshness of the lake [70, 71]. Becht et al. [68] state that whereas a small portion
of the groundwater evaporates and escapes in the form of fumaroles in the geothermal
areas, the remainingwater flows into LakesMagadi and Elmentaita, taking thousands
of years to reach them. The basin’s water balance has been calculated from a model
based upon long-term meteorological observations of rainfall, evaporation and river
inflows [72]. This model reproduced the observed level from 1932 to 1982 with an
accuracy of 95% of the observed monthly level, differing by 0.52m or less [73]. This
pattern was, however, noticed to deviate after 1982 and by 1997, the difference had
reached 3–4 m [68]. In fact, the onset of this reduced ability to model the lake’s level
coincides with the increase in horticultural and floricultural activities.

In general, three contemporary global water issues can be identified as occurring
in this region, namely water scarcity/availability, water quality, and water security.
Several previousworks have focused on the problemofwater quality and competition
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forwater resourceswithin the area.Water quality studies have endeavoured to analyze
the physical, chemical and biological characteristics of the water, which represents a
measure of the condition of water relative to the requirements of one or more biotic
species and/or to any human need or purpose. Most studies have concluded that the
main causative factors for the deterioration of the water quality of Lake Naivasha
are the large quantities of sediment inflow from the catchments of the Malewa and
Gilgil Rivers, polluting inflows from Naivasha town and the intensive floriculture
enterprizes adjacent to the lake, see e.g., [74]. These pollutants include high levels
of phosphates, nitrates, pesticide residues and other agro-chemicals.

The use of GNSS in monitoring water pollution discussed in Sect. 18.2 could
also be applied to Lake Naivasha to map the sources of point pollutants. Although
water security issues are a reality in the Lake Naivasha basin, few studies have been
done to better understand the underlying issues. Carolina [75] asserts that the area of
Lake Naivasha basin is of high economic and political importance to Kenya, which
presents a wide variety of economic activities around the water resources with many
different stakeholders often competing for the water resources.

The flower industry in Kenya has experienced a phenomenal growth, maintaining
an average growth rate of 20% per year over the last decade. It is an industry that
is the second largest export earner for Kenya, employing between 50,000 – 60,000
people directly and 500,000 others indirectly through affiliated services [76].
Although flowers are nowgrown inmany areaswith temperate climate and an altitude
above 1,500 m in Kenya, the region around Lake Naivasha still remains the nation’s
main floriculture farming center. The foremost categories of cut flowers exported
from Kenya include: roses, carnations, statice, alstromeria, lilies and hyperricum.
Indeed, Kenya is arguably the largest exporter for flowers in the world, supplying
over 35% of cut flowers to the world’s largest market - the European Union [76].

14.3.2.2 Impacts of Flower Farming

Lake Naivasha (Kenya) is the only freshwater lake in the Great Rift Valley of East
Africa in an otherwise soda/saline lake series [77]. In fact, it is the freshness of the
water of Lake Naivasha that is the basis for its diverse ecology [71]. However, recent
years have seen a rapid decline in its extent to the point where questions are being
raised in the local media as to whether the lake is actually dying.

So unique is Lake Naivasha in the chain of East African Rift Valley lakes that in
1995 it was declared a Ramsar site due to its importance as a wetland. Lake Naivasha
and its basin supports a rich ecosystem, with hundreds of bird species, papyrus
fringes filled with hippos, riparian grass lands where waterbuck, giraffe, zebra and
antelopes graze, dense patches of riparian acacia forest with buffaloes, bushbuck and
other species, swampy areas where waterfowl breed and feed and, at the same time,
magnificent views of the nearby volcanoes [68]. The lake also supports local fishery
and tourism, and is used for recreation,water sports, subsistence farming and hunting.
The surrounding lands are dominated by the cultivation of flowers, vegetables, fruit
and cereals, as well as power generation [72].
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In fact, the floriculture industry in this area provides large quantities of flowers
that are exported to Europe and other countries of the world. The growth in the flower
industry has been favored by the permeable and fertile soils, low rainfall, reliable
supply of good quality water, favourable climatic conditions, availability of cheap
labour, and easy access to Nairobi airport [68]. Since much of the water used in the
flower farms comes from irrigation, the only source, therefore, is the lake and its
basin. The lake and basin also supply drinking water to Nakuru (of which Naivasha
is part of, with a population of about 1.6 million as per the 2009 census) located
160km north west of Nairobi.

The study of fluctuations in Lake Naivasha’s water levels has been carried out,
e.g., by [62, 78]. Richardson and Richardson [78], for instance, state that the lake
was nearly twice as extensive in the 1920s as it was in 1960–61. Nicholson [62]
noted trends of lower levels during the first half of the 19th century, very high levels
during the last decades of the 19th century, with a rapid decrease occurring during
the 20th century. He further points out that the lake returned to a relatively large
extent during the 1960s, but this ended in the 1970s, a fact also stated by Richardson
and Richardson [78] who point out that the wetter years beginning in 1961 saw a
sharp rise in the levels of Lake Naivasha, as well as of Lakes Elmenteita and Nakuru.
The decrease in the lake’s water level between the 1920 to 1960s is attributed by
Richardson and Richardson [78] to a slight trend of decreasing rainfall during this
period, averaging 5 mm/year over the basin, between 1920 and 1949 (see also [79]),
as well as an increase in human consumption from river influent and boreholes.

In the 1980s, the fall of the lake’s level continued, with the local Olkaria geother-
mal power station and subsurface drainage thought to be the main culprits [80]. But
then, there was little notice taken of the influence of the flower farms, since the first
farms had just started in the early 1980s, see e.g., [68]. However, during the 1990s,
over 100 km2 of land around lake Naivasha was converted to floriculture for the
European-cut flower trade, e.g., [73]. With this growth came an influx of workers
leading to a greater extraction of water from the lake, local aquifers, and the inflow-
ing rivers for the agriculture, floriculture and domestic use by the rapidly increasing
population [73].

At this point, the impact of such development on the lake’s resources begun to be
felt, with its size shrinking due to this direct extraction from the lake and also indi-
rectly from closely connected aquifers. In the work of Abiya [81], the exploitation
of the resources of Lake Naivasha is said to pose serious threats to the fragile lake
ecosystem and its biodiversity. Abiya [81] considered the dynamics of the chang-
ing lake ecosystem, the imminent threats to this system, and the community-based
approach towards the sustainable utilization of the lake. Their study showed that the
sustainable use of the lakewas not going to be fully realizedwithout a soundmanage-
ment plan, and recommended the enaction of consolidated environmental legislation
in Kenya, which will enable the strengthening of environmental conservation and
the protection of natural resources [81]. This in turn has led to other proposals for
the sustainable use of the lake and basin, e.g., [70, 71].
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In the last decade, the lake’s level has continued to drop with floriculture being
blamed for excessivewater extraction from the lake and aquifers, and the small holder
farms in the upper catchment being blamed for nutrient loadings, see e.g., [73, 82],
leading to outcry in both the local and international media that this Ramsar site could
be dying as a result of the very resource that it supports, see e.g., [82]. For example,
Mekonnen andHoekstra [82] observed that the total virtual water exported in relation
to the cut flower industry from the Lake Naivasha basin was 16 Mm3/yr during
the period 1996–2005. Other factors that have also been proposed as influencing
Lake Naivasha’s water changes include irregular rainfall patterns [71], and trade
winds [83]. All of these discussions therefore point to the need for the reliable
mapping of the lake and its basin in order to properly understand the dynamics
of this area. This need for accurately monitoring the lake was captured by Becht
and Harper [72], who state that there is an urgent need to accurately measure all
abstractions and provide consistent, reliable, hydrological and meteorological data
from the catchment, so that a ‘safe’ yield may be agreed upon by all stakeholders
and the sustainable use of the lake waters achieved.

However, lack of reliable basinmapping techniques hampered the propermapping
of changes in the lake basin, while also not allowing accurate predictions of the likely
future situation, despite modelling methods being used to calculate its water balance,
e.g., [72]. The situation is compounded by the fact that Lake Naivasha has no surface
outlet that could assist in hydrological monitoring, and the fact that changes in its
water level occur rapidly, over the order of several meters over just a few months,
shifting the shoreline by several meters [68].

The emergence of satellite based methods offers the possibility of providing a
broader and more integrated analysis of the lake and its basin. Using products from
theGRACE gravitymission, changes in the storedwater in the region extending from
the Lake Naivasha basin to Lake Victoria may be assessed to determine whether the
changes are climatic or human induced. Changes in precipitation can be examined by
the analysis of products from the TRMM, allowing the determination of how much
of the fluctuations in Lake Naivasha are related to changes in precipitation behaviour.

The fluctuations in the water level of Lake Naivasha can be determined using both
ground-based tide gauge observations and satellite altimetry data (TOPEX/Poseidon
and Jason-1; see Sect. 9.4 on the contribution of GNSS). These results may in
turn be related to the use of satellite imagery (e.g., Landsat) and change detec-
tion techniques to map the shoreline changes of Lake Naivasha, analyzing the
trend of changes over the period of interest, and correlating shoreline changes
with proposed causes. In general, the combination of different data sets, both
space-borne and ground based, provide a valuable contribution to understanding
the hydrological behaviour of the East African Great Lakes region, e.g., [60].

Example 14.1 (Satellite-based monitoring [84]).

Several different types of space-borne observations were used in Awange et al. [84]:

(1) GRACE gravity-field products (2) precipitation records based on TRMM
products (3) satellite remote sensing (Landsat) images (4) satellite altimetry data
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Fig. 14.16 Surface-type classification results for the considered Landsat images. a 1989, b 1995,
c 2000 and d 2006. GNSS satellites were used to georeference the satellite images. SourceAwange
et al. [84]

and (5) flower production data. In addition, data from an in-situ tide-gauge sta-
tion were used. The results of Awange et al. [84] confirm that Lake Naivasha
has been steadily declining with the situation being exacerbated from around the
year 2000, e.g., Fig. 14.18, with water levels declining at a rate of –10.2 cm/yr
and a shrinkage in area of –1.04 km2/year (see e.g., Fig. 14.16 where GNSS
was used to georeference the satellite imagery). This rapid decline can be traced
largely to anthropogenic activities, a proposal supported by a coefficient of cor-
relation R2 value of 0.976 between the quantity of flower production and the
lake’s level for the period 2002–2010 (Fig. 14.17), a period during which such
production doubled, see e.g., Fig. 14.19. These results, supported by the use of
GNSS show that there is therefore a need for those different communities and
interest groups that depend upon Lake Naivasha to better formulate their man-
agement plans, a need which can exploit results such as those presented in [84].

♣ End of Example 14.1.



14.3 Examples of Space Monitoring of Changes in Stored Water 299

Fig. 14.17 Comparing
annual average lake levels
with a TRMM rainfall and
b flower exports. The solid
lines are fitted linear trends,
along with their correlation
coefficient. A strong
correlation coefficient
(0.976) is noticed between
the Lake’s level and flower
export between 2002–2010,
the period when the
flower export picked
(see Fig. 14.19). Source
Awange et al. [84]
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14.3.3 Water, a Critical Dwindling Australian Resource

Warning of Australia’s acute water problem (see e.g., Fig. 14.20) had already been
sounded by the National Land and Water Resource Audit (NLWRA [85]), which
reported that Australian water resources were scarce and in high demand by agricul-
tural, industrial and urban users. The alarming finding of the report was the fact that
26% of the river basins and 34% of the groundwater management units in Australia
were approaching or beyond sustainable extraction limits.

The NLWRA highlighted the need for information that could assist in improving
water resource management and conservation. Steffen et al. [86] issued a further
alert that Australia would be faced with the impacts of climate change on its water
quantity due to decrease in precipitation over parts of Australia.

Even though the need for up-to-date information on stored water resource to
support policy formulation and management issues had already been realized, e.g.,
NLWRA [85], and specifically with the prevailing drought conditions in Australia,
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Fig. 14.18 Time Series of lake level height (LLH) changes for Lake Naivasha as provided by
satellite altimetry (T/P), and a tide gauge. GNSS satellites support the satellite altimetry as discussed
in Sect. 9.4. Source Awange et al. [84]

Fig. 14.19 Annual flower
exports from Kenya.
Source Awange et al. [84]
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the lack of appropriate techniques that offered high spatial and temporal resolu-
tion monitoring of changes in stored water remained a stumbling block [11]. The
problem was further compounded by the fact that groundwater suitable for human
consumption and utility is normally trapped inside aquifers (see Sect. 14.1) that
are beyond reach of modern remote sensing methods. With the introduction of
GRACE satellites (Sect. 9.3.3), however, the situation changed. In Awange et al.,
[28], its possibility to monitor changes in Australia’s stored water was reported.

Example 14.2 (Monitoring changes in Australia’s stored water [10]).

In order to use the GRACE satellite for monitoring the variation in Australia’s stored
water, Awange et al. [10] investigated the regional 4◦ × 4◦ mascon (mass concentra-
tion) GRACE solutions provided by GSFC (Goddard Space Flight Center, NASA)
for their suitability for monitoring Australian hydrology, with a particular focus on
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Fig. 14.20 Rainfall deficiencies for the period 1st January 2006 to 31st December 2008 (3 years,
Source: BOM)

the Murray-Darling Basin (MDB). Using principal component analysis (PCA) and
multi-linear regression analysis (MLRA), the main components of the spatial and
temporal variability in the mascon solutions over both the Australian continent as a
whole and the MDB in particular were analysed and the results compared to those
from global solutions provided by CSR (the Center for Space Research, University
of Texas at Austin) and CNES/GRGS (Centre National d’Études Spatiales/Groupe
de Recherche de Geodesie Spatiale, France) and validated using TRMM, water stor-
age changes predicted by the WaterGap Global Hydrological Model (WGHM) and
ground-truth (river-gauge) observations. The results of Awange et al. [10] indicated
that for the challenging Australian case with weaker hydrological signals, all the
solutions gave similar results.

For the PCA results in Fig. 14.21, the Australia-wide case was considered mainly
to compare the different GRACE releases among themselves and with TRMM and
WGHM time-series. The results of the PCA analysis for the first two modes are
shown in Fig. 14.21. It was noticed that most of the variability were contained in
the first mode (>50%), while considering the first 2 modes accommodates between
63% (for CNES/GRGS) and 81% (for mascon) of the total variability of each signal.
The 1st mode (upper panel, Fig. 14.21) shows similar behaviour among all data sets,
with all data displaying a general north-south varying empirical orthogonal function
(EOF) pattern and strong annual signal in the principle components (PC), indicative
of seasonal variations. The annual signal is also apparent in the 2nd PC mode (lower
panel, Fig. 14.21), especially for the GRACE time-series, although less so for the
filtered TRMM and WGHM results.
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Fig. 14.21 Results of the PCA applied to thewhole of Australia for the 1st and 2ndmodes. Top rows
a–e the 1st mode results, bottom rows f–j the 2nd mode results. a, f mascon, b, g CNES/GRGS, c,
h CSR, d, i TRMM and e, j WGHM. Australias drainage divisions (from the Australian Bureau of
Meteorology, see the Acknowledgements) are marked by the grey boundaries (Lambert conformal
conic projection). Source Awange et al. [10]

The dominant signal in northernAustralia is a result of the annualmonsoonal rains,
and is much stronger than that in the southern part of the continent. Therefore, the 1st
mode is dominated by changes in the north, which may lead to smaller hydrological
changes in the south being excluded from this mode. The northern signal is very
obvious in the 1st mode EOF patterns for all data sets examined, and also in the
2nd mode EOF for the mascon, CNES/GRGS, CSR and TRMM time-series. The
PC of the 2nd modes also appears to show strong linear trends in the time-series,
especially for the CNES/GRGS and CSR results. For both the 1st and 2nd modes,
Central Australia shows a relatively low signal, a consequence of the aridity of this
area having small hydrological changes. The shift in the seasons that receive the high
rainfall (summer in the north, winter in the south) can be seen by the opposite signs
in the signals given by the EOF (time-series in the upper panels, Fig. 14.21).

The Australia-wide results therefore show that all the GRACE solutions provided
similar results and were able to identify the major climatological features of Aus-
tralia, in particular the dominance of the monsoonal rainfall over northern Australia,
and the offset (∼6 months) between the northern and southern wet seasons, as well
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Fig. 14.22 Location map of the Murray-Darling Basin (MDB). The grey shadingmarks the basins
extent, with Australias other river basins also outlined in grey. Black filled circles are the centres
of the mascon grid cells provided by GSFC (4◦ × 4◦ grid). The thick black-bounded area (A)
covers most of the MDB, while the finer black-bounded areas (B and C) are examined with respect
to ground-truth data in the form of river-gauge data (numbered stars). The river-gauges are at
Yarrawonga (1), Swan Hill (2), Euston (3) and Torrumbarry (4). Source Awange et al. [10]

as the areas of mass gain (northern Australia) and loss (the MDB in the southeast
and southwest Western Australia).
♣ End of Example 14.2.

Example 14.3 (Localised Murray-Darling Basin. Source: Awange et al. [10]).

Awange et al. [10] further examined the MDB to determine how the GRACE solu-
tions performed for more localized areas, since the MDB is one of Australia’s most
important regions for agricultural production and is an area that has been severely
affected by the recent drought conditions [87, 88]. First, they examined the area out-
lined in Fig. 14.22 denoted as A, which is defined by the mascon grid elements that
cover much of the MDB. Figure14.23 compared the inferred stored water variation
from each data set.

Examining the three GRACE solutions in Fig. 14.23 over the time period covered
by the mascon solutions (grey shaded area), Awange et al. [10] noted that the time-
series generally follow each other reasonably well, as also shown by the resulting
cross correlation values, i.e., CSR and CNE/GRGS, being global solutions, appear
to be in closer agreement with each other (R = 0.83), than when compared to the
mascon (mascon to CNES/GRGS, R = 0.70, and mascon to CSR, R = 0.74).
The correlation between GRACE solutions is relatively high (>0.7), although much
poorer when the GRACE solutions are compared to the TRMM and WGHM time-
series (<0.5).
♣ End of Example 14.3.
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Fig. 14.23 The change in
water storage over the MDB,
as outlined by sector A in
Fig. 14.22 for the data sets
used in this work. A
three-month moving average
has been applied to each
time-series. The gray
shading marks the time span
over which the mascon
solutions are available.
Cross-correlations between
pairs of data sets are listed in
Awange et al. [10] −100
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14.4 Concluding Remarks

The GRACE satellites had been recognized as having the potential to provide the
first space-based estimate of changes in terrestrial water storage. In essence, it is a
tool that will assist water managers in conserving and controlling the utilization of
dwindling water resources in a sustainable way. Water is arguably one of the most
precious resource in the world, therefore, it is logical to try to monitor its distribution
as efficiently as possible, and GRACE offers one such opportunity, see e.g., [89].
This is because one of the environmentally important signals detected by GRACE
is the temporal gravity field variation induced by changes in the distribution of
water on and below the Earth’s surface, i.e., hydrology, e.g., [28]. Satellite altimetry
provides the possibility of monitoring sea or lake surface heights as was demon-
strated for Lake Naivasha. GNSS plays a pivot role in supporting these satellites
as discussed in Chap.9. GNSS also plays a major role in providing location-based
information for monitoring groundwater wells, and source of water pollutants as
discussed in Chap. 18. Its application to coastal water resource are presented in the
next chapter. Other studies undertaken with respect to use of GRACE to monitor
hydrology include, e.g., [90–93].
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Chapter 15
Coastal Resources

Shoreline and beach surveys can today benefit from the
state-of-the-art GNSS monitoring techniques, which directly
offer both two- and three-dimensional data sets within a short
period of time.

Morton et al. [1]

15.1 Integrated Coastal Zone Management
and Its Importance

The extreme importance of coastal zones for countries with highly-populated coastal
areas has been discussed in Goncalves and Awange [2] who highlight the concerns
about their future, particularly on the state of their natural resources that provide life
support and opportunities for economic development and tourism for these coun-
tries [3]. However, one of the main environmental problems facing coastal areas the
world over is that of coastal erosion, which includes, e.g., beach erosion and other
natural and anthropogenic environmental factors that are present along the shoreline.
Anthropogenic factors include, for example, settlement near the shore, which aggra-
vates the situation as exemplified in the case of Brazil where hundreds of beaches are
under severe erosion [4]. One way of efficiently accomplishing coastal management,
therefore, is investing in monitoring of shorelines to support policy formulations.

Continuous monitoring of coastal zones is important for integrated coastal zone
management (ICZM) in order to support informed decisions on policies govern-
ing coastal development [5–8]. For example, the State of Pernambuco in Brazil
established a Coastal Management Policy through legislation (i.e., Law No. 14,258
December 23th, 2010, Pernambuco), which has an overarching policy of guiding the
use of natural resources of Pernambuco State Coastal Zone. Among other things,
this law aims at:

(i) promoting the development of monitoring activities of natural resources and
settlement of the coastal zone,

(ii) promoting recovery actions and regeneration of beaches,
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(iii) promoting the integration of Coastal Management Information System with
other State systems of environment, water resources and land use, and,

(iv) promoting and supporting training for coastal zone municipalities staff in order
to strengthen the urban environmental control.

All the four itemised components of the legislation above require some sort of shore-
line monitoring, which is essential to consistently organise the set of positional data
that represents the evolution of a particular case.

Shoreline monitoring is, therefore, essential for integrated coastal zone manage-
ment (ICZM) where it provides the necessary information needed to manage set-
tlement of coastal areas, establish guidelines for management of social-economics
activities within the coastal areas, provide information necessary for recovery actions
of beach regeneration, and provides a reference baseline for studies related to cli-
mate change in coastal zones. Shoreline monitoring methods are largely depen-
dent on the goals, costs, implementation, and applicability. For monitoring of
short coastal shorelines (e.g., tens to hundreds of kilometers), Global Navigation
Satellite Systems (GNSS)-based methods are emerging as low cost approaches that
offer rapid, weather-independent, and quickly updatable products that could bene-
fit policy makers where high costs of traditional methods such as photogrammetry
and remote sensing are of concern. However, various GNSS methods applicable to
shorelinemonitoring exist,making it difficult for decisionmakers to choose a suitable
approach. Using a case study of Pernambuco state ICZM in Brazil, Goncalves and
Awange [2] evaluates three most commonly used GNSS-based shoreline monitor-
ing methods; relative kinematic (RK), real-time kinematic (RTK) and precise point
positioning (PPP), and provides a comprehensive analysis of their strengths and lim-
itations. Their results highlight the issues and important considerations in choosing
an economically viable GNSS method for mapping shoreline changes, particularly
for supporting ICZM policies.

15.2 Marine Habitat

15.2.1 Background

Marine habitats are comprised of zones termed coastal terrestrial, open water, and
the ocean bottom until several meters deep. Several physical parameters, e.g., tem-
perature, salinity, tides, currents, winds, etc., play a major role in defining the marine
habitat. Malthus and Mumby [9] have listed marine ecosystem to comprise man-
groves, seagrasses, coral reefs, lagoonal microbial mats, shoreline features, sub-
littoral zone benthos and overlaying water column features. The reflectance of these
features can be measured by remote sensing methods to provide synoptic data at
various scales. Such data are essential requirements for coastal managers to be able
to address issues facing these diverse habitats. In most countries, these environments
are either being degraded or not inventoried. This is due partly to inaccessibility and
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partly due to large spatial coverage, leading to high costs when applying conventional
methods.

Remote sensing and Geographical Information Systems (GIS) discussed in detail,
e.g., in Awange and Kiema [10] offer possibilities of mapping and inventorying
marine habitats, thus enhancing the understanding of the unique characteristic of
marine habitats. Malthus and Mumby [9] have indicated that remote sensing could
be used to reveal how patterns change across a near-continuum of spatial scales,
details of which are useful in identifying the scale at which disturbance such as El
Niño-Southern Oscillation (ENSO) causes changes in the marine environment. In
what follows, we examine some of the ways in which remote sensing, GIS, and
GNSS tools could be used to support mapping of marine habitats.

15.2.2 Satellites Monitoring of Marine Habitats

The presentation in this section shows the complementary nature of remote sens-
ing, GIS and GNSS methods in supporting monitoring of marine habitats. In gen-
eral, GNSS play the following important roles; (i) that of validation of the remotely
sensed data through georeferencing (i.e., the actual validation on the ground of what
is seen on the photograph or any other remotely sensed images), (ii) georeferencing
of the aerial photographs e.g., Fig. 16.3 on p. 337), and (iii) providing the sampling
locations. Remote sensing techniques applicable to marine habitats include, e.g.,
aerial photography, airborne optical sensors, Synthetic Radar Aperture (SAR), and
optical satellite-based sensors. Analysis tools include empirical models and multi-
spectral classifications. Remote sensing and GIS techniques are useful in discrimi-
nating marine habitats as demonstrated, e.g., by Call et al. [11] who discriminates
coral reef habitats. Held et al. [12] applied hyperspectral and radar techniques to
map tropical mangroves. Discrimination of marine habitats requires that the radia-
tive transfer properties of the marine environment be well understood. Effective use
of remote sensing to monitor water quality will require an established relationship
between water colour and constituent bio-optical water quality parameters such as
suspended organic matter and dissolved organic matter [9]. Karpouzli et al. [13] have
highlighted the need to understand the spatial and temporal variations in optical water
quality parameters and their influence on inherent and apparent optical properties.

Due to the high spatial diversity ofmarine habitats, high spatial and spectral resolu-
tion data are required to discriminate between features. Moderate resolution sensors,
e.g., Landsat ETM1 and SPOT (approximately 10 m) are limited by poor spatial and
temporal resolution, spectral capabilities, and important signatures falling outside
visible bands. Held et al. [12] and Call et al. [11] demonstrate that sub-pixel-scale
mixing prevent accurate identification of features leading to coarse descriptive levels
of mapping. One possible way of improving the performance of moderate resolution
sensors would be the combination of optical and SAR approaches as demonstrated by

1http://landsat.gsfc.nasa.gov/about/L7_td.html.
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Held et al. [12], who combined these sensors for the case of mangroves. In this case,
increased classification accuracies with the use of greater spatial data was possible.

Due to the optical similarity in the reflectance between the bottommarine features,
leading to subsequent confusion during identification of remotely sensed data, care
must be taken in distinguishing different classes (e.g., vegetation) on the basis of
spectral reflectance, for instance, higher-spectral resolution reflectance are needed
to perceive the subtle differences, see, e.g., [11]. Malthus and Mumby [9] point out
that classification based on high-spectral resolution airborne data tends to provide
the best results. They advocate the necessity to better understand the depth limits
to which useful above surface spectral signatures can be derived, but still allow
the discrimination of habitat types, as does the relationship to varying water column
optical properties. For example, Call et al. [11] demonstrated that the point at which a
signature begins to resemble a water column’s optical properties rather than substrate
for a coral reef system is 7 m. This applies for certain locations, in others, it is 15 or
20m such as Ningaloo Marine Park in Australia.

As already pointed out, one of the shortcomings of remote sensing technique in
mapping marine habitat is the poor spatial resolution (e.g., 30 x 30m in a Landsat
image). Call et al. [11] highlighted a critical resolution of 4m formapping seagrass in
their littoral system. High-resolution sensors such as IKONOS and QuickBird could
be of use. Mumby et al. [14] evaluated Landsat MSS,2 Landsat TM,3 SPOT XS,
CASI (Compact Airborne Spectrographic Imager), SPOT pan and a combination of
Landsat TMandSPOT-PAN tomapCaribbean coral reefs. LandsatMSSwas the least
accurate sensor while CASI was found to be more accurate than satellites sensors
and aerial photographs. They noted that maps with detailed habitat information had
a maximum accuracy of 37% when based on satellite imagery, 67% based on aerial
photography and 81%based onCASI. In tropical regions, characterized by prolonged
cloud cover, low accessibility, high temperature and high humidity, digital airborne
colour and infrared photography are useful [9].

Besides using optical remote sensing as a stand alone tool, a combination with
other methods such as acoustic, SAR and LIDAR4 could be useful. Optical, SAR
and LIDAR will cover above surface, while acoustic could be used for sub-surface
studies. In this combination, LIDAR would offer high data density for bathymetry,
optical spectral information with degree of penetration into water column and wide
spatial coverage, and SAR the structural components of the habitat (onshore and
sub-surface) which are less visible in optical sensors. This could be enhanced by the
incorporation of knowledge based processing packages such as ERDAS Images5 to
improve accuracies of classification [9].

To validate remotely sensed data, georeferencing is essential. This could be
achieved through, e.g., matching signatures to defined biotopes; assessing changes
between images; and applying the results in coastal zone management. Once the

2Multispectral Scanner.
3thematic mapper.
4Light Detection And Ranging.
5http://www.erdas.com/Homepage.aspx.

http://www.erdas.com/Homepage.aspx
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remote sensing data has been processed, they provide attributes to be used in a GIS
system together with other data to generate a marine habitat georeferenced system
that can be edited, updated, and queried, which greatly benefits marine habitat man-
agement. Ground truthing and georeferencing can also be achieved using GNSS,
where positions of selected marked features on a remotely sensed image are deter-
mined, e.g., using hand-held GNSS receivers. Besides ground thruthing, GNSS is
also useful in providing orientation to aerial photographs (e.g., Fig. 16.3 on p. 337.

Example 15.1 (Application to microbiology monitoring program).

Schiff and Weisberg [15] conducted an inventory to assess the number, type, spatial
distribution, and costs of microbiological monitoring programs in southern Califor-
nia marine waters from Point Conception to the US/Mexico border. The location of
each sampling site was determined using GNSS, while the estimates of geographic
coverage were determined using GIS techniques. A list of organizations that conduct
microbiological monitoring in marine waters was compiled by contacting all of the
city and county public health agencies and regional water quality control boards
in southern California. Monitoring organizations were then surveyed to ascertain
the following information about each sampling site: station name, location (lati-
tude/longitude, general description, water body type), depth of sampling, analytes
measured, analytical methods, and sampling frequency by season. Where latitude
and longitude data were unavailable, the sites were revisited and the position of the
sampling sites found using DGPS (Sect. 5.4.4.1). The relative distribution of sam-
pling effort among habitat types was assessed by differentiating sampling sites into
offshore and shoreline strata. Shoreline sites were further differentiated into eight
categories: (1) high-use sandy beaches, (2) low-use sandy beaches, (3) high-use
rocky shoreline, (4) low-use rocky shoreline, (5) perennial freshwater input areas,
(6) ephemeral freshwater input areas, (7) embayment, and (8) restricted access areas.
This example show the role played by GNSS in providing sampled data locations
and field validation through georeferencing.

♣ End of Example 15.1.

Next, another application of GNSS, that is, shoreline monitoring is presented.

15.3 Shoreline Monitoring and Prediction

15.3.1 Definition and Need for Monitoring

A shoreline is defined as the boundary between the continent and the portion adjacent
to the sea where there is no effective marine action beyond the maximum reach of
the waves, and is identified by cliffs, the boundary between the vegetation and the
seashore, by the rocks, or by any other feature that determines the beginning of
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“boundary between the vegetation
and the seashore”

(a) shoreline
(b) shoreline

 (c) shoreline (d) shoreline

Fig. 15.1 Examples of definition of a shoreline; a the shoreline is the boundary between the
vegetation and the seashore while in b, c, d, the shoreline is the boundary between the continent
and the portion adjacent to the sea where there is no effective marine action beyond the maximum
reach of the waves, characterized by urban settlement and problems of coastal erosion. Source
Goncalves [18]

the continental area [16, 17]. In Fig. 15.1, four examples of different scenarios that
define the position of a shoreline are presented as follows; in (a), the shoreline is
the boundary between the vegetation and the seashore while in (b), (c), and (d), the
shoreline is the boundary between the continent and the portion adjacent to the sea
where there is no effective marine action beyond the maximum reach of the waves,
characterized by urban settlement and problems of coastal erosion.

Shorelines are known not to be stable and vary over time causing the effects of
progradation (i.e., a shoreline moving towards the sea due to deposit) or retrogra-
dation (i.e., a shoreline moving towards the land due to wave erosion). Long-term
changes can be related to changes in sea level, sediment supply, wave energy, and
geological controls (contemporary and antecedent), causing movements in the posi-
tion of a shoreline over a period of centuries and millennia. Short-term changes
on the other hand occur over time scales of 80 years or less and are related to daily,
monthly, and seasonal variations in tides, currents, wave climate, episodic events and
anthropogenic factors, see, e.g., [19–21]. Very rapid (episodic) changes in shoreline
location can also occur as a result of (tropical) storms and hurricanes and can move
a shoreline more than 30m in a day [22]. Fenster and Dolan [23] describe shoreline
movement as a complex phenomenon and the difficulties involved in distinguishing
long-term shoreline movement (signal) from short-term changes (noise), although



15.3 Shoreline Monitoring and Prediction 317

for long-term analysis, the effect of storms are not treated as outliers, hence they are
considered in the temporal data distribution, e.g., Fenster et al. [24]. The complexity
of the definition of a shoreline, mapping, and subsequent utilization are discussed,
e.g., in [6, 25].

Monitoring and prediction of shorelines is vital for environmental and resource
management. Most coastal areas are known to experience soil erosion (see Fig. 15.2),
which in some cases, lead to the disappearance of beaches, destruction of cliffs by
gullies, or submersion of parts of the coast. Yet beaches have been known to be a
source of revenue for those countries that attract tourism along their coasts. Environ-
mental management is therefore essential in realizing the long term durability of such
coastal areas. One way of realizing efficient management of beaches is through con-
stant monitoring of the coastal shorelines. Through continuous monitoring, policy
and decisionmakers are informed of the behavior of forcing and response parameters
of shorelines. These forces are, e.g., changes in the forces that move the sand, namely
wind, waves, and currents.

Monitoring is therefore essential in improving the database of information on
shorelines evolution in an area, thereby indicating the trend in beach loses as demon-
strated by Fig. 15.3. Metropolitan Borough of Sefton [26] have listed the benefits
of shoreline evolution information as; providing input to shoreline review plans,
planned maintenance of coastal defenses, achievement of high government level tar-
gets, determination of appropriate design criteria for coastal works, biodiversity
action plan, implementations of habitats directive, and leisure and amenity man-
agement of shoreline areas. Shoreline information have also been used to support
other monitoring studies, e.g., in microbiological monitoring of marine recreational
waters, see e.g., [15], while accurate interpretation of its movement trends and pre-
cisely quantifying the rates of movement are necessary to accurately predict its future
positions [1].

15.3.2 Monitoring

Traditionally, monitoring of shorelines and beach dynamics has been undertaken
using surveying techniques such as traversing and levellingwhere shoreline positions
are determined in addition to the height information that are linked to a nearby
monuments. To infer the rate of erosion, these positions and height information are
compared to subsequent beach surveys to yield a two-dimensional cross-sectional
area, which represents the amount of beach erosion and deposition that occurred
between the surveys. A three-dimensional volumetric change in the beach is derived
from the profiles by integrating between adjacent cross-sectional areas [1]. Morton
et al. [1] lists the setback of these traditional approaches as (i) loss of the reference
monument upon which the heights are referenced through, e.g., erosion (ii) errors
in the generation of the cross-sections since subsequent surveys may not traverse
the same course, (iii) amount of time required to undertake the extensive survey,
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Fig. 15.2 An example of environmental degradation of a coastal area in Brazil through erosion.
Source Goncalves [18]

Fig. 15.3 Impacts of shoreline erosion in Matinhos District in the coast of Paraná State, Brazil in
2007. Source Goncalves [18]
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and (iv) the errors incurred in generating a three-dimensional volumetric data from
a two-dimensional cross-sectional data.

To remedy these setbacks, shoreline and beach surveys can today benefit from
the state-of-the-art GNSS monitoring techniques, which directly offer both two
and three-dimensional data set within a short period of time, see e.g., [1]. Other
mapping techniques that have benefited shoreline monitoring are photogrammetry,
remote sensing, and LIDAR. These methods have been elaborately discussed, e.g., in
Gorman et al. [27]. As discussed in details in Goncalves and Awange [2], starting in
the 1920s, it was demonstrated that great efficiency gains in shoreline mapping could
be realized by transitioning from ground-based methods (e.g., plane tables, alidades
and stadia rods) to airborne methods (e.g., photogrammetry and aerial imagery inter-
pretation), see e.g., [28–31]. Beginning in the 1970s, when earth observation satellite
data became publicly available, further gains in shoreline mapping efficiency were
enabled [32]. Today, photogrammetry, airborne lidar, and satellite imagery are well-
established methods of mapping large stretches of shoreline in many areas around
the world, see e.g., [29, 33–35]. Additionally, unmanned aerial vehicles (UAVs)
(see Chap.20) and structure from motion are also emerging as viable coastal map-
ping techniques, see e.g., [36, 37]. However, while the cost per linear kilometer of
shoreline data acquisition will generally be lowest for satellites, followed by air-
craft, there are a number of important benefits to ground-based shoreline mapping
surveys. First, for very small project sites, the total acquisition cost can actually
be lower using ground-based methods than for airborne methods. Second, ground-
based shoreline surveys typically provide the highest accuracy, as well as the detailed
knowledge obtained by “boots on the ground.” Therefore, ground-based surveys can
provide reference data for calibrating and validating airborne and space-borne shore-
line mapping techniques. Third, when shoreline data with high temporal resolution
(i.e., short repeat survey periods) are needed, ground-based methods may be the best
option.

When and where ground-based survey methods are advantageous for shoreline
mapping, GNSS is generally the technology of choice having the advantages of being
quicker, all-weather, highly accurate, and capable of generating continuously updat-
able shoreline positional time series relevant for monitoring and management tasks
undertaken by engineers and coastal authorities in cases of extremely small project
sites that are located close to a field office and easily accessible. For such small
projects, use of traditional remote sensing-based satellite techniques could be costly
although this does not apply to all cases. Furthermore, as exemplified by the case
of National Oceanic and Atmospheric Administration (NOAA)’s National Geodetic
Survey, Coastal Mapping Program,6 field-based GNSS shoreline surveys are some-
times performed to obtain high-accuracy reference data for evaluating airborne or
space-borne shoreline mapping methods, see e.g., [30, 34].

GNSS comprising the use of the US-based GPS (Global Positioning System),
Russian’sGLONASS (GLObalNAvigationSatellite System),European’s (GALILEO),
andChinese’sBeidou (orCompass) discussed inChap.2 and also in [38] have already

6http://www.ngs.noaa.gov/RSD/cmp.shtml.

http://www.ngs.noaa.gov/RSD/cmp.shtml
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been proposed for shoreline monitoring, e.g., by [39]. However, with a large num-
ber of types of GNSS surveys, ranging from static surveys to Real Time Kinematic
(RTK), Network Real Time Kinematic (NRTK), Post Processed Kinematic (PPK),
and Precise Point Positioning (PPP), the Coastal Zone Management (CZM) commu-
nity needs information on which types of GNSS surveys are most advantageous for
shoreline mapping across a range of project types and coastal morphologies. To this
end, Goncalves and Awange [2] empirically compared different GNSS survey meth-
ods in a study site along the coast of Pernambuco, in the northeast of Brazil. Three
common types of GNSS surveys (PPK, RTK, and PPP; see Sect 5.4) were evaluated
and the results compared. Their study concluded that the choice of a particular GNSS
method is very important for an efficient and reliable shoreline monitoring. In their
case study of Pernambuco state in Brazil, the PPP method was considered to be both
economical and feasible for the case study and shown to be a reliable alternative for
mapping and monitoring of shoreline that could be used to support the Pernambuco
legislation presented in Article 10. They however recommend that, in general, other
issues such as the use of a shoreline indicator and how tomap andmonitor it should be
considered when choosing a method for mapping positional variations of shoreline
to support ICZM policies. Furthermore, they point out other issues of concern such
as the extent of the State’s GNSS network configuration that does not provide ideal
short baselines to support RTK and RK, and the lack of benchmarks in the survey
area due to the low geographical density of stations belonging to the network.

White and El Asmar [40] provide an illustration where the Thematic Mapper
(TM) imager is used to monitor the changing position of the Nile Delta coastline. To
enhance these monitoring mapping tools, GIS techniques are now being used to ana-
lyze changes in natural phenomenon according to the evolution in time using spatio-
temporal dynamic models in a Coastal Geographic Information System (CGIS). For
example, CGIS has been used by Li et al. [25] to monitor the Malaysian shoreline.
With respect to GNSS satellites, the following roles are foreseen:

1. Providing orientation to aerial photographs (e.g., Fig. 16.3) and ground truthing
data for remote sensing satellites.

2. Provision of real-timemonitoring of positional data of the shoreline that informs
the decision making of environmental (coastal) managers (see, e.g., Fig. 15.4,
right).

3. Provision of historical data needed for computing the parameters of the predictive
models as discussed in the next section.

Example 15.2 (GNSS-based monitoring and mapping of shoreline position in
support of planning and management of Matinhos/PR (Brazil) Goncalves
et al. [41]).

Monitoring and mapping variations in shoreline location is an activity that can be
undertaken using several different techniques of data collection, e.g., photogrammet-
ric restitution, satellite images, LiDAR (Light Detection and Ranging) or classical
topographical surveys to support coastal environmental protection such as identifying
flood risk areas. The global navigation satellite system (GNSS) has been employed



15.3 Shoreline Monitoring and Prediction 321

Referenc (control) sta on Roving sta on

Fig. 15.4 Left Base station in Matinhos. Source Goncalves [18]. Right Real-time GNSS shoreline
monitoring. A rovingGNSS receiver is used to provide shoreline’s location-based data relative to the
reference station whose position is known using one of the rapid positioning techniques discussed
in Sect. 5.4.5. Source Goncalves [18]

by the Federal University of Parana (UFPR) as part of their research into the applica-
tion of geodetic survey methods for shoreline mapping in coastal environments since
1996. The advantages of usingGNSS are accuracy and productivity, given that a great
number of points can be determined within a short period of time at decimeter-level
accuracy. In this work, GNSS relative kinematic positioning approach was applied to
monitor Matinhos coastal district of Brazil. Other important data, such as the high-
and low-tide marks, all obtained using GNSS, and thematic maps were incorporated.
Through the reanalysis of historical surveys, it was possible to make some conclu-
sions about the shoreline dynamics and to use this information as material in support
of the planning and management of the coastal environment, for example, when
planning engineering works that set out to minimize coastal erosion and for urban
planning. The results achieved in Goncalves et al. [41] include defining the position
of the shoreline for 2008, developing the thematic map of the shoreline, the quantifi-
cation of the advance and retreat of the shoreline between 2001 and 2008, and a map
showing those critical areas where the shoreline position is equal to the high-tide
water line. GNSS-based method offered quicker, all-weather, highly accurate and
continuously updatable shoreline positional time series relevant for monitoring, thus
enabling quicker management decisions to be undertaken, which may be of benefit
to coastal engineering applications.

♣ End of Example 15.2.
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15.3.3 Prediction

Whereas shoreline monitoring is essential as already discussed, predicting its future
position is equally vital to support the environmental impact assessment andmanage-
ment of programs such as predicting increased shoreline erosion [42] and building
setbacks to serve as protection for a time comparable to the expected lifetime of
new coastal structures, usually 30 or 60 years [43]. According to Morton et al. [1],
predicting future rates of coastal erosion and land loss progressed from a purely
academic exercise to one of environmental importance since many coastal states
and government agencies relied on technical data to determine construction setback
lines and insurance hazard zones. This led to the establishment of elaborate net-
works of closely spaced beach profile monuments that were periodically revisited
to assess magnitudes and rates of shoreline movement that were used to establish
building zones and to create construction control lines [1]. Going back to Fig. 15.3
for example, if the shorelines had been predicted before the roads were developed,
such environmental degradation could have been avoided by constructing the roads
further inland.

Crowell et al. [43] states, however, that determining adequate setbacks requires
estimating long-term shoreline changing trends from historical data. Fenster et
al. [23] developed a predictive method that detects short-term changes in the long-
term trend and identifies linear or high-order polynomial models that best fit the data
according to the minimum description length (MDL) criterion. In this method, only
linear models are extrapolated.

Douglas et al. [44] stressed the need to incorporate long-term erosion trends
and historical records of storms, including their impact on shoreline position and
beach recovery, in predictive models. Exploiting the relationship between shoreline
and sea-level changes (i.e., using series of sparsely sampled sea level values as
surrogate data for shoreline changes), they developed an algorithm to evaluate several
predictive methods, such as the end-point method, linear regression, and minimum
description length criterion. They evaluated several well-known shoreline prediction
algorithms and established that linear regression gave superior results, see also [44].
Predictions shaped or influenced by higher-order polynomial schemes can sometimes
be superior to those obtained from linear regressions, but they can also be extremely
inaccurate [43]. Use of modern more accurate surveying measurement techniques
such as photogrammetry and GNSS have also been shown to improve the quality
of forecasts. Douglas and Crowell [45] demonstrated that this is achievable even if
the inherent variability of shoreline position indicators remains at the level of many
meters.

The linear regression models that are usually used to predict shoreline positions
work well when the underlying linearity and normal distribution assumptions are
fulfilled. In some cases, however, the sources of data, particularly photogrammetric
data are of a poor quality. Indeed, this fact is acknowledged, e.g., byDouglas et al. [44]
who point out that some data used in predicting shorelines are at times temporally
poorly sampled historical shoreline positions, resulting in the violation of the linear
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Fig. 15.5 Matinhos District in the coast of Paraná State, Brazil. Source Goncalves [18]

regression assumptions. In others instances, the transformation process used to bring
all the data into a common coordinate system (e.g., Sect. 5.6.2) may be poorly done,
such that the resulting extracted shoreline positions used for predictive purposes are
themselves inaccurate. In such cases, therefore, modern techniques such as GNSS
provide fast, efficient and accurate means for data capture that support shoreline
prediction. In the following example, the use of GNSS in supporting predictions of
shoreline positions is illustrated.

Example 15.3 (Shoreline prediction of Matinhos Beaches in Paraná, Brazil) [18].

Background of Matinhos: Matinhos District is located along the coast of Paraná
State, Brazil (Fig. 15.5). The coastal region of the State of Paraná, located between
the 25–26◦ S and 48–49◦ W, is formed by the Serra doMarmountain range, extensive
coastal plains, and estuary complexes.

Exploitation of the Matinhos shoreline started as early as 1920, but the first set-
tlement begun in the 1948 with a hotel built on the sandy shore. By 1949, a murram
road had been constructed near the shore (see Fig. 15.6). The settlement in Matinhos
occurred near the shore,whereby in someoceanic beaches, the settlementwas charac-
terize by constructions on the shoreline or over the sand, leading to the destruction of
dunes, wetlands, and forcing rivers to change course. This was a result of unplanned
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Fig. 15.6 Photos of the Matinhos shore in 1920, 1948, and 1949. Source [47]

Fig. 15.7 Vertical aerial photo taken in 1953. Source [46]

settlement that did not take the morphology and coastal dynamic environment into
consideration, see e.g., Pierri et al. [46]. For instance, Fig. 15.7 indicates that the
main road in front of the beach called Atlantic Avenue in Matinhos was planned to
run alongside the shoreline in 1953, but has been faced with soil erosion problems.

Coastal erosion started in the 70s and to date, this environmental degradation
continues to be fueled further by the expanding development as indicated in Fig. 15.7.
Figure15.8 shows the walls of concrete and rocks being used as protective tools
against the encroaching ocean, but every year over the last decades, storms have
destroyed them, exposing the coastal settlement to erosion. For the past 40 years,
this beach has continued to languish under these problems. According to Pierri et
al. [46], the process of coastal erosion once started has the tendency to grow and is
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Fig. 15.8 Photos of the Shore in 1981, 1994, and 1995.Walls of concrete were applied as protective
tools against the encroaching ocean. Source [47]

2000 2004

Fig. 15.9 Houses destroyed by an ocean storm in May 2000, and removal of the houses and dune
reconstruction in 2004. Source [46]

often difficult to reverse thereby calling for prevention as the best cure. When the
problems start, depending on the settlement of the shore, the best solution can be the
removal of any structure.

In Matinhos, removal of houses was performed on an informal settlement in the
central beach after the ocean storm of May 2000, which destroyed several houses.
After four years there was a restoration of the beach and dune systems, as can be seen
by comparing photographs taken at different times in Fig. 15.9. InMay 2001, another
storm struck the shore of Matinhos (Fig. 15.10), destroying sidewalks, much of the
waterfront promenade, and some fishing families were displaced [48]. Figure15.3
on p. 318 shows the situation at Matinhos in 2007, indicating that the problems of
coastal erosion are still present.
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Fig. 15.10 Effects of an episodic event in Matinhos (May, 2001). Source [48]

Fig. 15.11 Location of the
base station and the extent of
the shoreline mapping.
Source Goncalves [18]

North beginning: Street
of Orquídeas

Base Station
“Pedra”

South beginning:
Londrina Street

Shoreline
GPS 2008

GNSS prediction of Matinhos’ shoreline: In order to monitor or predict shoreline
position of Matinhos, a combination of various data sources are required. In this
example, use was made of aerial photographs and GNSS (GPS) surveys for the
years 2001, 2002, 2005 and 2008, to compare short-term prediction models (robust
parameter estimation, neural network and linear regression). GNSS data from a
geodetic survey of the shoreline in Matinhos was collected using the kinematic
relative positioning method (e.g., Sect. 5.4.2). The reference (base) receiver was
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Fig. 15.12 Temporal resolution of the GPS mapping. Source Goncalves [18]

stationed at Pedra (25◦ 49’05”S, 48◦ 31’49” W) as shown in Fig. (15.4, left). The
southern GNSS survey began near Londrina Street, while the northern survey began
near the Street of the Orqudeas (see Fig. 15.11). For this survey, dual frequency (L1
and L2)GNSS receivers were employed for the years 2001, 2002, 2005 and 2008 (see
Fig. 15.12, right). Figure15.13 indicate the residual between the predicted shoreline
for 2007 compared to the actual shoreline position measured using GNSS.

The result of this comparison showed residuals of less than 8 meters between the
predicted values for the year 2007 and the measured values using GNSS. The devia-
tion was within the desired accuracy for predictive models of short-term shorelines,
thus indicating the capability of GNSS to provide input data for predictive models
and also in validating the shoreline prediction models.
♣ End of Example 15.3.
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Fig. 15.13 Predicted shoreline using linear regression, neural network and robust estimation mod-
els. Source Goncalves [18]

15.4 Concluding Remarks

This chapter has presented the applications of GNSS techniques to monitor the
advance or retreat of coastal areas as well as marine habitats. GNSS-based methods
offers quicker, all-weather, highly accurate and continuously updatable shoreline
positional time series relevant for monitoring and management tasks undertaken
by engineers and coastal authorities. Their disadvantages, however, are that they
are only limited to small monitoring regions such as the case of Brazil considered
in Sect. 15.3. For the countries such as Australia with very long coastal lines, the
application of GNSS-based approach faces challenges of being time consuming and
may require high manpower thus increasing the costs. Also, depending on coastal
characteristics, e.g., of escarpment and mangrove trees, data collection using GNSS
could be impracticable. In such cases, other techniques such as LIDAR come in
handy.However, considering the case of Brazil where the cost of undertaking aGNSS
shoreline monitoring is cost effective, the approach presented in this contribution
suffices.
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Chapter 16
Land Management

The Earth provides enough to satisfy every man’s needs, but not
every man’s greed

Mahatma Gandhi

16.1 Introductory Remarks

Land provides the base upon which social, cultural and economic activities are
undertaken and as such is of significant importance in environmental monitoring.
Social, cultural and economic activities have to be planned and managed in such
a way that the sustainable use of land resources is enhanced. Sustainable land use
ensures that economic and socio-cultural activities do not benefit at the expense of
the environment (see Sect. 13.5). Monitoring of changes in land through indicators
could help in policy formulation and management issues for the betterment of the
environment. Some of the vital indicators for land management include vegetation,
soil quality and health, biosolids and waste disposed on land, land evaluation, land
use planning, contaminated land, integrity of the food supply chain, mine closure
completion criteria, and catchmentmanagement, in particular water balance, salinity,
eutrophication, and riparian/wetland vegetation. This chapter presents the possibility
of using GNSS satellites to enhance the monitoring of some of these indicators.

16.2 GNSS for Reconnaissance and Validation

Before any field measuring campaign is undertaken, pre-field preparations are essen-
tial. Topographical maps (e.g., Chap. 8) and aerial photographs normally provide
the main sources of information for determining land use capability. Maps and pho-
tographs of varying time span can be visually examined to identify any potential land
use changes that has occurred during the time interval under consideration. Relief
changes within the study area are identified and specific features, e.g., remnant veg-
etation (Fig. 16.1), identified for the purpose of georeferencing.
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Fig. 16.1 Ground-truthing of aerial photos: Example of remnant vegetation at Mt. Kokeby,
Australia

Hand-held GNSS receivers that position to within 5–15 m (see, e.g., Fig. 2.1 on
p. 19) are useful for georeferencing tasks. This is because such features’ spatial
coverage are normally larger than the 15m accuracy typical for positioning using
single frequency hand-held receivers. It is worth pointing, as already done in the
previous chapters, that during the actual undertaking of aerial photography, GNSS
provide control points useful for orienting aerial cameras (Fig. 16.3).

Field reconnaissance entails the pre-visitation of a survey area before the actual
survey. In this case, hand-held GNSS receivers are useful in providing navigation
services. For example, if the crew members require to visit a specific location, they
could easily use the navigation function of a hand-held GNSS to reach the desired
location or to identify the derived feature.

16.3 Monitoring of Land Conditions

16.3.1 Soil Landscape Mapping

GNSS satellites are also useful for mapping soil types. Conventionally, soil maps
define mapping units where a particular soil type is believed to be. Verhagen et al. [1]
demonstrated the usefulness of GNSS in georeferencing soil data and the sampling
of soil fertility. The GNSS soil data information enabled them to perform dynamic
simulation modelling to characterize soil water regimes and nutrient fluxes (e.g., of
nitrate).
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GNSS satellites could also provide the location-based data for soil landscape
mapping. Soil-landscape mapping is a survey of land resources, which delineates
repeating patterns of landscapes and associated soil types and differs from soil map-
ping in that the landscape component is an explicit part of the mapping [2]. Uses of
land resource data collected during a soil-landscape mapping program include [2];
reducing the risk in decision-making (ensuring that changes in land management,
are the result of land resource information that reduces the uncertainty about the
impact of different strategies), improvingour understandingof biophysical processes,
designing large-scale land use changes (e.g., targeted revegetation to control dry
land salinity), environmental regulation and trading systems, mapping and moni-
toring land conditions to support national policies on natural resource management
support of international agreements (e.g., Kyoto Protocol demands for predictions
of the distribution and dynamics of soil carbon over a range of scales), and sup-
port of environmental management systems. For example, Pieri [3] used GNSS to
collect spatial data needed for planning sustainable land management. Using GNSS
information, photographs and photomosaics, simple information such as field bound-
aries, farmers’ appreciation of soil productivity or constraints (using, e.g., indigenous
classification of soils), and land use rights were collected and registered. The report
proposed the use of GNSS to spatially reference all physical and social information
in land management planning.

Schoknecht et al. [2] divided the information about the soils and landscapes of
Western Australia into point data stored in a soil profile database, which is comprised
of site specific information such as soil profile descriptions, the results of laboratory
analyzes and photographs, map unit polygons stored as digital lines, boundaries
drawn around areas containing similar soil and landscape patterns, and a map unit
database that contained descriptions of the map unit polygons and related them to
broad areas rather than a specific point. In both point and polygon data, GNSS
satellites played an important role during the data collection process.

16.3.2 Provision of Point Data

Field surveys for soil landscape mapping involves occupying selected sites identified
during a preliminary survey and reconnaissance. Factors influencing the selection of
these sites include ease of access and the changing landscape. Representative soils
from these selected sites are examined in soil pits with samples taken for chemical
and physical analysis. Besides the examination of the soil, other physical description
of the site, such as slope and vegetation, are also recorded.

The important contribution of GNSS satellites in this process would be the pro-
vision of the site locations, which can be achieved using a hand-held receiver as
shown in Fig. 16.2. This allows point data information on which all the landscape
information relating to a specific site, such as site description, soil profile description,
soil classification, soil profile’s chemical, and physical properties are related. The
site description consists of information such as slopes measured using clinometers,
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Fig. 16.2 Schematic
description of how GNSS
can provide site and
boundary locations. These
values can easily be
integrated in a GIS system to
enhance analysis

Site located by GPS or 
Galileo satellites (Point 
coordinate x,y)

Boundary established 
by GPS or Galileo 
satellites (xi,yi)
coordinates

landform patterns and elements of the survey area, the surrounding vegetation (e.g.,
Fig. 16.1), land surface and use. An example of mapping soil characteristics that sig-
nificantly affects crop production, e.g., clay content, organic matter content, nutrient
content, and plant availablewater, is illustrated, e.g., in thework ofBrubaker et al. [4].

16.3.3 Provision of Polygon Data

Since the aim is to produce the soil landscape maps, the boundary of the maps are
traced on aerial photographs or satellite imagery and then captured digitally using
computer-aided mapping systems (e.g., in a GIS). This is done by either scanning
the photographs or by keying in directly the two dimensional x, y coordinates. The
boundary coordinates {xi , yi } that form the map unit polygon are provided through
satellites or ground surveying methods and are then mapped onto those of adjoining
surveys.GNSS satellites provides control and tie points needed tomatch these bound-
aries (i.e., orienting the aerial photographs). For example, Fig. 16.3 indicate control
points that are selected, marked, and accurately surveyed using GNSS positioning
techniques discussed in Sect. 5.4.2. These points are then captured by aerial pho-
tographs and the GNSS positions compared with those of the photograph to control
the quality of the maps derived from the photographs.

Alternatively, points could be located in older photographs and their positions
established using GNSS receivers to control the quality of the digital maps derived
from these photographs. Tie points on the other hand are common points that appear
on different photographs (e.g., Fig. 16.3). They too could be located using GNSS
satellites, and together with the control points provide the base uponwhich landscape
maps could be prepared. Point data and map unit polygons form map unit databases
that relate to the entire landscape. Use of such digital maps include precision farming
discussed in Sect. 16.5.1. Details of the actual GNSS procedures needed to generate
maps are discussed in Chap. 8.
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Fig. 16.3 A schematic
diagram of how GNSS
satellite provide control and
tie points, which are used to
orient aerial photographs.
These photographs provide
the monitoring platform

Common points

Photo A Photo B

Tie pointsControl points

16.4 Monitoring of Land Degradation

Bell [5] classifies land degradation as both a local and global problem. Locally,
the individual land owners are faced with the problem of declining land productiv-
ity while globally, the increase in population poses a threat to the fertile land and
decreasing resources. The demand for increased food production to feed the increas-
ing population must increasingly be met from increased production per unit area [5].
Indeed, identifying the serious effects of land degradation on the environment leads
to increased efforts in quantifying the problem, developing possible solutions, and
engaging with the community to resolve these problems [5].

Land degradation can be seen through the effect of salinity, water erosion, wind
erosion, waterlogging, remnant vegetation decline, sub-soil compaction, soil struc-
ture decline, structural decline, fertility decline, eutrophication, acidification and
water repellence [6]. The main cause of these forms of land degradation has been
attributed to water, which is often an off-farm impact as a result of water recharge,
water discharge, water runoff and flooding, e.g., [5].

16.4.1 Soil Erosion Monitoring

Soil erosion occurs through the process of detachment, transportation and the depo-
sition of soil. The net effect is the loss of fertile top soil for agriculture, siltation of
streams and lakes, eutrophication of surface water bodies, and the loss of aquatic
biodiversity [7]. Mackenzie [8, p. 322] points out that an estimated 480 billion tons
of topsoil have been lost to the world’s farmers by erosion in the past few decades.
Of this, 18 billion tons are said to be transported by rivers to oceans annually while
the rest moves to other terrestrial ecosystem.

In order to minimize the impact of soil erosion, it is essential that manage-
ment practices take into consideration the magnitude and spatial distribution of soil
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erosion. Soil erosion models such as the Universal Soil Loss Equation (USLE) [9]
and its modified version (Revised Universal Soil Loss Equation RUSLE, e.g., [7])
have been developed to estimate the rate of soil erosion. Determination of soil ero-
sion, however, poses a challenge due to the contribution of biophysical factors (e.g.,
soil and climate) and the interactions between them. The limitation of these models
is their inability to cope with the large amount of data that describes the heterogene-
ity of the natural system [10]. Within the scope of these models, remote sensing
techniques find use in mapping and assessing the landscape attribute that control soil
erosion such as land use/land cover, soil type, relief, slope, drainage etc.

Multi-temporal satellite images are useful in studying seasonal land use dynamics
that contribute to soil erosion. Satellites also provide information on erosion features
such as gullies and vegetation cover, and also contribute in the generation of Digital
ElevationModels (DEM, e.g., Fig. 8.3 on p. 132), useful for soil erosionmodels. This
is achieved through the analysis of stereoscopic andmicrowave (SAR) data. Lufafa et
al. [11] combined aerial photo interpretation (API) and interpretation of Landsat TM
images of 1994 to generate land use/land cover maps using the normalized digital
vegetation index (NDVI). Parameters of the land use/land cover maps were then
inserted in the USLE model to predict the rate of soil erosion. In Onyando et al. [7],
multi-spectral image processing is used to extract thematic information fromLandsat
TM (bands 2, 3 and 4) data to generate land cover maps from which parameters for
the USLE model are derived. Supervised classification using maximum likelihood
is adopted. Other studies that have generated land cover maps useful for soil erosion
include [10, 12, 13]. In [13], geometric rectification of the images was achieved
using ground reference data collected from topographical maps. As was discussed
e.g., in Chap. 8, GNSS-derived topographical maps could be useful. Besides, GNSS
could also provide DEM (see e.g., Fig. 8.3), and also in providing location-based
data for generating spatial distribution of soil erosion (as shown e.g., in Fig. 5.9 on
p. 75).

16.4.2 Salinity Monitoring: The Catchment Approach

Salinity can be classified into primary and secondary salinity. Over millions of years,
salt from the ocean has been collected and deposited by wind and rain across land-
scape, with few rivers returning this salt to the sea. This led to a gradual accumulation
of salt, which eventually became part of the natural landscape termed primary salin-
ity.1 Secondary salinity of soil, or ‘salinisation’, results from rise in water table,
which is often caused by changing land use actions such as land clearing or irri-
gation, where the term ‘water table’ refers to undergroundwater (or groundwater),
which may be very deep, but can be quite close to (or at) the surface (see footnote 1).

1http://www.environment.sa.gov.au/education/.

http://www.environment.sa.gov.au/education/
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Fig. 16.4 With natural vegetation, the water balance is maintained, groundwater levels are low,
less recharge, less runoff and salinity is curbed

Themajor origin of salt causing secondary salinity is rainfall, which has deposited
large amount of salt over ten thousands of years. Other contributors are weathering
of minerals in the underlying bedrock and marine sediments. The processes leading
to secondary salinity are traced to the altered water balance due to the fact that deeply
rooted perennial native vegetation, which helped maintain the groundwater balance
(e.g., Figs. 16.4 and 16.5) has been replaced by pastures and crops that do not use
enough rainfall to lower water tables and significantly reduce salinity.

The clearing of such vegetation has seen increased recharge at a much faster rate
than would otherwise occur naturally. The excess water not used by vegetation seeps
into the soil, past the root zone, and contributes to increase in stored groundwater.
With time, the groundwater water table rises and in the process dissolves the solid salt
stored deep in the soil. When the water table reaches within 1–2m of the soil surface,
salt enters the plant root zone and growth is affected. This process is called dryland
salinisation and has been reported, e.g., in [14] to affect a significant proportion of
agricultural soils in south-western Australia.

Apart from the dryland salinity, there is also irrigation salinity, which is caused
by the recharge of groundwater by excessive irrigation and leakage from irrigation
channels. This again causes water tables to rise and in so doing brings salt to the root
zones. Besides vegetation clearing and irrigation, the local landscape (i.e., geology
and topography) and groundwater aquifer characteristics also play an important role
in the susceptibility of land to salinization. In both dryland and irrigation salinity,
saline groundwater near the soil surface kills native vegetation and reduces biodiver-
sity, thus threatening the overall health of natural ecosystems (see Fig. 16.6). It also
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Fig. 16.5 With vegetation cleared, the water balance is disturbed. Groundwater levels rise, recharge
increases with increased runoff and salinity increases. GRACE satellites discussed in Sect. 9.3.3
could provide a possible means of measuring changes in water level at catchments having sufficient
spatial resolution for its use

results in the loss of agricultural productivity, deteriorates the quality of drinking
water, and damages infrastructure such as roads and buildings.

In the Murray-Darling Basin (MDB) in Australia for example, agricultural pro-
duction is reported to account for approximately 40% of the total production in
Australia [15]. This high level of agricultural production comes despite MDB’s high
aridity and low runoff compared to other major river basins [16]. This comes at the
expense of irrigation, which uses about 75% of the total water used in Australia, and
extensive clearing of native vegetation for cropping and pastoral land use [15].

As already illustrated in Fig. 16.5, vegetation clearing leads to salinity as does
extensive irrigation. Since both irrigation and clearing of the MDB has occurred
to sustain agricultural productivity, the landscape and river systems have been dra-
matically altered leading to several undesirable effects, including increased salinity,
diminished biodiversity and ecosystem degradation [16]. The number of land parcels
falling victims to salinity seems to be on the rise, calling for integrated catchment-
based remedies. For instance in New SouthWales (Australia), over 500,000 hectares
of land were estimated to be impacted by salinity in the year 2000, with a projection
of 2–4 million hectares by 2050 if changes in land use are not enacted [16].

Management Options: Management of salt-affected land (or potentially salt-
affected land)must be based at least on awhole catchment approach, e.g., [17]. Catch-
ment management involves all those activities related to the capacity to produce and
maintain runoff and groundwater with desirable quality and quantity characteristics,
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Fig. 16.6 Impacts of salinity at Mt. Kokeby, Australia

and by reducing the undesirable consequences of land use on stream behaviour [5].
Catchment management should, therefore, be holistic in outlook, i.e., it should
involve the consideration of all aspects of the physical and socio-economic envi-
ronments that impinge on the catchment, its resources, and their use. Management
of discharge areas will differ from the recharge areas. Discharges areas are part of
the landscape where groundwater approaches or reaches the soil surface. Recharge
areas on the other hand are part of the landscape where water passes below the root
zone and adds to the groundwater (see Fig. 16.5).

Management of discharge areas aims at obtaining production (i.e., of salt tolerant
shrubs or pasture) from the area while at the same time reducing the salt-affected
land. Actions taken on, or immediately around, discharge areas can take the form
of engineering remedies such as digging drains or banks, to biological methods
such as planting shrubs, grasses or trees or a combination of both engineering and
biological. Management of salt-affected areas to alleviate the problem uses four prin-
ciples [5]; increase water use, decrease surface evaporation, decrease waterlogging,
and increase leaching of salt.

Management of recharge areas essentially leads to the prevention of salinity with
the objective being to reduce recharge water (Fig. 16.5) reaching groundwater. This
can be achieved by increasing plant water use and by using engineering means to
divert excess water from the saline areas to avert ponding and waterlogging. One
approach for achieving this is to plant deep rooted plants with the ability to use water
throughout the year. This approach has been found to yield fruit in some parts of
Western Australia (WA). For instance, Greenwood [18] found that at North Bannis-
ter, the annual evaporation from trees (Eucalyptus cladocalyx, E. globulus and E.
maculata) was some seven times the evaporation from grazed pasture [17]. Planting
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trees and shrubs on recharge areas of agricultural catchments is also being advocated
by the Department of Agriculture inWA.While it is not economic to indulge in large
scale plantings, there are often areas in catchments which can be identified as “spe-
cific recharge areas” [19], which are small, make a major contribution to recharge,
and do not produce economic crops or pastures, but can be used for planting trees or
shrubs. Encouraging extensive planting, especially in high recharge zones, of deep-
rooted perennial plants (trees, shrubs and pastures) is, therefore, one of the clearest
mechanism to fight salination.

Plants such as barley and lupins are also known to have high water uptake owing
to their deep roots and are encouraged for prevention. The difference in plant water
usage is attributed to rooting depth, leaf area index, and biomass. For example, barley,
and lupin have root penetration down to 2.5 m. Barley also has been shown to attain
the highest leaf area index, followed by lupins, wheat and clover. Lupins have been
shown to have higher transpiration rates than wheat and pasture in late winter due
to greater biomass. The disadvantage with the plants approach is that they are not
annual crops and are unable to utilize water throughout the year, thus rain which fall
outside of the growing season still seep into the soil [5].

Example 16.1 (GNSS support of salinity management)

This can possibly be achieved in two ways:

(1) In the first instance, GNSS hand-held receivers could be useful in monitoring
salt-tolerant pasture areas through the mapping of the boundary of salt-tolerant
pasture species (e.g. barley) to assess the spread. This method could be aug-
mentedwith photogrammetry and remote sensingwhere the positioning satellites
could also be used to provide controls of reference features for the photographs
and images (see Fig. 16.3).

(2) The second approach would be the monitoring of changes in groundwater as
illustrated in Fig. 16.5. For large spatial coverage, use of piezometers may not
suffice and hence the requirement of space techniques. The monitored variations
in groundwater could then be correlated with the revegetation measures to assess
the impacts of replanting of trees or retained native vegetation to curb salinity.
In this particular scenario, GNSS plays the supportive role to GRACE remote
sensing satellite (see, e.g., Chap. 9). It should be mentioned, however, that the
resolution of the catchment area must be suitable for use of GRACE. Other
components of the total water storage such as surface water and soil moisture
need to be isolated to leave only the groundwater. This approach of usingGRACE
satellites, however, remains an ambitious proposal to be tested. With improved
spatial resolution obtained from, e.g., Mascon solution, see Awange et al. [20],
all possibilities exist.

♣ End of Example 16.1.
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16.5 GNSS Support of Precise Farming

16.5.1 Precise Farming

Traditionally, farming normally treats the “whole field” as a single (homogeneous)
entity upon which decisions (based on field averages) have been made. Inputs (e.g.,
fertilizers) are then applied uniformly across the field.Modern farmingmethods (also
known as precision farming or precision agriculture), however, divide large pieces
of land into smaller segments that are managed separately to optimize productivity
and reduce environmental impacts of excessive use of chemicals and fertilizers (see,
e.g., Fig. 16.7) through the use of GNSS, in e.g., GPS guided (controlled) tractor. In
Chap.20, the use of unmanned aircraft vehicles (UAV)/drones will be discussed.

Precision farming is the gathering of information dealing with spatial and tem-
poral variation within a field with the aim of using the information to manage inputs
and practices. This is made possible by linking computers, mobile sensors, GNSS,
and other devices [21]. It is a comprehensive approach to farm management and
has the following goals and outcomes; Increased profitability and sustainability,
improved product quality, effective and efficient pest management, energy, water
and soil conservation, surface and groundwater protection, yield rates, pest infes-
tation management, and other factors that affect crop production [22]. In addition
to this, Verougstraete [23] states “the future of durable global agriculture is not the
general and sometimes unnecessary use of an agent as Roundup which should be
greatly reduced or eliminated for use in any case. On the contrary, improved moni-
toring and management based on a big data approach will improve yield and imply a
reduction of pesticide use as well as excessive fertilizer application. What is needed
is fertilization in quantities optimal for the crop to deliver optimal harvests”. To
achieve these outcomes, farm managers base their decisions on the requirements of
each zone to control input resources. GNSS and GIS can be used to control the input
of these zones as discussed, e.g., in [24, Chap.9].

Precision farming allows the management of various zones, with the zone having
a higher potential for economic return receiving more inputs, if needed, than less
productive zones so as to achieve maximum economic return for each input [22].
Dobermann and White [25] refer to precision farming as site specific crop manage-
ment and discuss how GNSS satellites are applicable to nutrient management.

Precise farming attempts to increase food production per unit area and as such,
requires proper land utilization and management of the input resources, e.g., fertiliz-
ers to maximize the yield.When this is done in a manner such that the environment is
protected and conserved, and social values also promoted, it can lead to sustainable
agriculture, whose indicators are state of resource, biophysical and economic trends.

For instance, the application of GNSS to precision farming have been shown
to include soil sample collection, chemical application controls, and harvest yield
monitoring [26, p. 142]. The applications of GNSS for soil sampling was discussed
in Sect. 16.3.1. Spraying of the field from aeroplanes could be integrated using aerial
guidance systems in such a way that the field sprayer is guided using a moving
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map display. Based on the sprayer’s location, the system will apply the chemical at
the correct locations, with minimal overlap, and automatically adjust the chemical’s
use rate, thus increasing the efficiency of chemical and fuel usage [26, p. 14] and
in so doing minimize impacts on the environment. Veroustraete [23] puts it more
candidly by comparing sick people to sick plants “Though human medecine is in an
advanced stage of development, plant ‘medicine’, has barely started in agriculture.
Precision farming is a partial answer to lack of ‘plant medicine’. When developed and
implemented, yield will be increased, while environmental impacts will be reduced,
e.g., precision farming is a transformation of classical ‘chemically based’ agriculture
into durable agriculture”. The position of these field spots could be provided by
GNSS as discussed in Sects. 16.3.3 and 17.1.2.

Example 16.2 (Trimble’s AgGPS)

TheTrimble group have developed theAgGPS system,which combines in-field guid-
ance usingGPS satellite receivers and intelligent farmmanagement. TheAgGPSfield
positioning systems enable field guidance at a higher accuracy, allowing farmers the
possibility of collecting information on tillage, cultivation, irrigation, topography
and infestations, which can then be mapped and analyzed to provide a better under-
standing of the elements affecting farm operations andmanagement [27]. The system
can be tailored for site specific applications such as yield mapping and variable rate
management. Buick [27] lists the primary reasons whymany farmers are considering
(or reconsidering) numerous site-specific precision agriculture practices as the net
gain in sustainable agriculture, i.e., economic, environmental and sociological pay-
backs from GNSS-guidance and automated steering systems, and the decrease in the
cost of GNSS machine control systems. With more GNSS satellites on the way, this
cost is expected to be even lower. Veroustraete [23] concludes “Intensification based
on monitoring, using modern techniques such as remote sensing, new agricultural
techniques like GPS controlled tractors for fertilizing and carefully dosed disease
treatments, fosters a reduction in environmental damage and a pathway to durable
agriculture”.

♣ End of Example 16.2.

16.5.2 Farm Topographical Maps

A farm topographical map is an example of maps (see Sect. 8.2.3) produced using
either DGPS or RTK method of GNSS positioning discussed in Sects. 5.4.4.1 and
5.4.6 respectively. They are useful in depicting topographical features such as ele-
vation, landscape, drainage, soil attributes, slopes etc. Since spatial yield variabil-
ity is usually related to topographical features, see e.g., [28–33], the availability
of high accurate GNSS farm topographic maps should enhance operational effi-
ciency and lead to better, improved agricultural and environmental management.
For instance, such maps should lead to improved management of agricultural inputs
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Fig. 16.7 Application of GNSS to precision farming

such as fertilizers, and in water deficient countries such as Australia, contribute to
better management of surface and groundwater.

Example 16.3 (Controlled Traffic Farming (CTF) Solutions)

Controlled Traffic Farming (CTF) Solutions is an Australian-based organization that
seeks to provide solutions on focusing on efficient and effective use of farm resources
to maximize production and minimize environmental impacts such as soil erosion
and waterlogging.2 CTF Solutions collects topographical data using a 2cm auto
steer operations during the period which the tractor is in the field undertaking farm
operation or by using a vehicle with an antenna mounted on it. In order to collects
gridded data for the purpose of generating elevations, the vehicle is driven at regular
swath intervals (width of 20–40 m) with the GNSS receiver logging data at 5–10
m intervals. Besides these regular grids, data for other features of environmental
interest, such as flood runners and erosion washers, are also collected. The data is
then analyzed using a GIS system to generate topographic maps (see, e.g., Fig. 8.2
on p. 131).

An illustration of the CTF Solution’s application of GNSS (RTK approach) is pre-
sented in Fig. 16.8, where CTF’s RTK collected topographical data at 25cm contour
interval are overlayed on a high resolution IKONOS imagery.3 The figure essentially
shows that low lying areas of production have suffered significant crop loss due to
waterlogging (Tim, pers. comm).

Following the results outlined in Fig. 16.8, drainage was undertaken on the pad-
dock in 2005 and GNSS together with high resolution imagery once again applied to

2See http://www.ctfsolutions.com.au/ [Accessed on 8-09-2009].
3© Geoeye 2004 NIR band.

http://www.ctfsolutions.com.au/
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Fig. 16.8 GNSS topographical map taken in 2004 by CTF overlayed on a high resolution IKONOS
imagery. Dark red colours indicate areas of poor drainage affected by waterlogging. Source http://
www.ctfsolutions.com.au

monitor the environmental impact of waterlogging in 2006 (Fig. 16.9). In 2004, this
waterlogging cost the farmers in the order of Australian $50,000 in lost production
(Tim, pers. comm). The combination of GNSS and high resolution imagery was the
key to the success, otherwise each monitoring method on their own would not have
told the whole story (Fig. 16.9). This example, therefore, provides a good illustration
of the role played by GNSS in monitoring environmental impacts on farms.

♣ End of Example 16.3.

http://www.ctfsolutions.com.au
http://www.ctfsolutions.com.au
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Fig. 16.9 GNSS topographicalmap taken byCTFoverlayed on a high resolution IKONOS imagery.
The left figure was taken in April 2004 (see Fig. 16.8). The right figure indicates the same area in
August 2006 after drainage was undertaken in 2005. Source http://www.ctfsolutions.com.au

16.6 Concluding Remarks

This chapter has presented the possibility of using GNSS satellites to support land
management measures. It is clear from the discussion that the area of precision
farming has received a greater share of GNSS application compared to other areas
of land management. Moreover, Veroustraete [23] opines that with intensification,
high productivity and good management on quality farmland more space for natural
landscapes will likely be created. Therefore In general, however, the uses of GNSS
satellites are more vital in areas of land management that requires information on
positions and spatial coverage. With more GNSS satellites being launched, they are
expected to becomemore useful to landmanagement, particularlywhen coupledwith
GIS and/or Remote sensing methods. A point to note is the emergence of unmanned
vehicles aircraft (UAV)/drones for agricultural monitoring. More on this will be
covered in Chap. 20.

http://www.ctfsolutions.com.au
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Chapter 17
Disaster Management

The greatest exploiter for all of us are floods today, droughts
tomorrow, earthquake some times and all of these multiply our
trauma of deprivation, pains of poverty and hunger. These
disasters take away not only our crops, shelters, lives of our
families, friends tattles, but also destroy our hopes and dreams
of the future. Is there any event comparable to these, which
causes so much human sufferings and injustice?—This is the cry
in bewilderness of a common farmer of Koshi River basin, Bihar
(India) in the midst of recurrent floods and droughts [1]. Indeed,
the role pinpoint accuracy of positioning plays in the disaster
discussed above may seem inconsequential at a first glance, but
the truth is that GNSS and GIS are becoming more and more
important - not just in the wake of disaster, when, for instance,
relief efforts might call for quicker generated maps of flooded
areas, for helicopters to navigate through thick smoke, or for the
exact location of people buried alive - but in planning and
preparatory phases of emergency management [2]. To this
effect, the availability of real-time GNSS information will have
important impacts on how scientists and societies prepare for
and cope with natural disasters.

Hammond et al. [3]

17.1 Geosensor Networks in Disaster Monitoring

17.1.1 Disasters and Their Impacts

Natural disasters, whether of meteorological origin such as cyclones, floods, tor-
nadoes and droughts or of having geological nature such as earthquakes and vol-
canoes, are well known for their devastating impacts on human life, economy and
environment, and are also formidable physical constraints in our overall efforts to
develop and utilize the natural resources on a sustainable basis [1]. Indeed, disasters
have been known to hit hard as seen from the floods of 2010–2011 in Pakistan and
Australia, the sludge flow in Hungary in 2010, and the landslide in Brazil in 2011,

© Springer International Publishing AG 2018
J. Awange, GNSS Environmental Sensing, Environmental
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events which had environmental catastrophe. Disaster trends reveal that the most
vulnerable and hardest hit are normally the poorest people, most of who live in
developing countries. With tropical climate and unstable land forms, coupled with
high population density, poverty, illiteracy and lack of infrastructure development,
developing countries are more vulnerable to suffer from the damaging potential of
such disasters [1]. For example, the year 2004 was witness to one of the greatest
tragedies of humankind, the great tsunami that wiped out civilization in many parts
of south-east Asia. Thousands were rendered homeless, and many lost their loved
ones.

Though it is almost impossible to completely neutralize the damage due to these
disasters, it is, however possible to [1];

1. minimize the potential risks by developing disaster early warning strategies,
2. prepare developmental plans to provide resilience to such disasters,
3. mobilize resources including communication and tele-medicinal services and,
4. to help in rehabilitation and post-disaster reconstruction.

Disasters, e.g., earthquakes, tsunamis and storm events are of short duration and
require a fixed amount of consequence management. Others, e.g., outbreak of conta-
gious diseases (e.g., bird flu and Ebola) and wild fires are more complex and unfold
in a non-linear fashion over an extended period necessitating ongoing and adaptive
consequence management [4]. Management plans should be put in place comprising
three phases, which would address the issues related to mitigation, preparedness,
response and recovery. The preparedness activities such as prediction and risk zone
identification are taken up long before the event occurs; the prevention activities
such as early warning/forecasting, monitoring and preparation of contingency plans
are then taken up just before or during the event; and finally the response/mitigation
phase where activities are undertaken just after the event which include damage
assessment and relief management [5].

With regard to response, the concepts documented by Terhorst et al. [4, and ref-
erence therein] are level of preparedness, response times, sustaining the response
and coordinating the response. Due to the fact that time is critical and the three pri-
mary challenges in the race against time are uncertainty, complexity and variability,
Terhorst et al. [4] have proposed a sensor web (see Sect. 17.1.2 for discussion on
geosensors) that can enhance the tempo of disaster response in context of vegetation
fires.

To support these efforts, relevant information needed to undertake risk appraisal
including vulnerability analysis of the terrain, prediction, warning, and prevention of
a disastrous event need to be identified [1]. Disastermanagementmeasures also entail
examination of the probability of occurrence and the consequences, understanding
of the total processes in relation to the cause and effect, identification of preventive
measures and implementation of rescue strategies [1].

Food security is dependent on social, economic as well as climatic factors. Cli-
matic extremes, particularly droughts and floods, affect the state of food security in
Africa [6–9]. Climatic extremes are normal occurrences and their impacts on society
vary with respect to vulnerability and the success or failure of coping mechanisms
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at both the household and national level. Absence of adaptation measures to climate
variability results in negative impacts on food security, health, and ultimately, life.

The role pinpoint accuracy of positioning plays in the disaster discussed above
may seem inconsequential at a first glance, but the truth is that GNSS and GIS
are becoming more and more important - not just in the wake of disaster, when,
for instance, relief efforts might call for quicker generated maps of flooded areas,
for helicopters to navigate through thick smoke, or for the exact location of people
buried alive - but in planning and preparatory phases of emergency management [2].
To support disaster management programs, GNSS could be used to provide support
in pre-disaster preparedness programmes, in disaster response and monitoring activ-
ities, and post-disaster reconstruction, specifically in the provision of location-based
information. Video cameras fitted with GNSS interface for instance could help in
documenting the occurrences and locations of fire, insects, drought, flood, hail, and
frost [10].

An example of the application of GNSS was during 11th March 2011 Tohoku-oki
earthquake in Japan where a prototype GPS-based warning system, the NASA GPS
Real-TimeEarthquake andTsunamiGREATAlert,1 was operating in testmode.Once
operational, systems such as GREAT should save on the time needed to recognize
what has occurred, thus supporting quicker warnings that can save lives [3]. Other
activities that could be supported by GNSS are [1];

• identification of hazard zones,
• risk assessment,
• creation of awareness at various levels,
• evolving systems for monitoring, prediction and warning,
• designing long-term preventivemeasures (structural and non-structural) and short-
term protective measures and preparedness,

• early intervention measures,
• education, training, public information,
• transfer of technology, and
• research on improved technology and disaster management.

17.1.2 GNSS in Support of Geosensor Networks

A geosensor network is a distributed ad-hoc wireless network of sensor-enabled
miniature computing platforms (a sensor network) that monitors phenomena in geo-
graphic space [11, 12], and in which the geospatial content of the information
collected, aggregated, analyzed and monitored is of fundamental importance [13].
Similar to the animal telemetry discussed in Sect. 19.2, geosensor networks consists
of thousands of sensors (also called nodes, and maybe fixed or mobile) that moni-
tor and process data, and are also capable of communicating to each other, and to

1See e.g., http://www.gdgps.net/products/great-alert.html.

http://www.gdgps.net/products/great-alert.html
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transfer data to a central station via wireless communication, hence power consump-
tion becomes a crucial issue [14]. Since these thousands of sensors are randomly
deployed, GNSS plays a crucial role in providing their locations, to which the mon-
itored environmental parameters (e.g., temperature and humidity) can be related.

Their environmental applications include the monitoring of drinking water qual-
ity [15], disasters (earthquakes, forest fires, volcanic eruptions, oil spill, movement
of glaciers, deformations in wells and bridges, flood detection and prevention)
[14, 16], wildlife habitat monitoring, watershed management, environmental pol-
lution monitoring, deep sea explorations, to monitoring food safety, e.g., in South
Africa and precision agriculture for large vineyards (e.g., in Southern Australia)
[17]. They also offer the advantage of real-time environmental monitoring such as
the progress of oil spill as was witnessed in the gulf of Mexico or real-time detection
of toxic gas plumes in open public spaces [17].

The advantage of the GNSS technique is that they are unaffected by the actual
impact since they are in space and in supporting the emerging geosensor environ-
mental monitoring, particularly in disaster management, they contribute towards a
shift from post-event, estimation based, historic data analysis to real-time, sensor-
rich event detection and monitoring [17]. They are therefore useful in monitoring
environmental disasters discussed in the coming sections and compliment ground
based geodetic methods. In this regard, the main advantage of RTGPS data dis-
cussed in Sect. 5.4.3 would be the improved temporal resolution in observations of
natural processes achieved through high-rate information. Real-time GPS (RTGPS)
will likely demonstrate an impact similar to that of other high-rate geophysical
observations (e.g., from seismological and meteorological networks) for monitor-
ing and understanding earthquakes, seismic wave propagation, volcanic eruptions,
magmatic intrusions, movements of ice, landslides, and structure and dynamics of
the atmosphere [3].

The rest of this Chapter is organized as follows; In Sect. 17.2, the disasters related
to the changing sea levels are addressed, while Sect. 17.3 presents Tsunami early
warning systems. Section17.4 presents land subsidence and slides, Sect. 17.5 looks
at the earthquakes, andSect. 17.6 treats the issue of floods. TheChapter then considers
droughts in Sect. 17.7, disease outbreak in Sect. 17.8, before concluding in Sect. 17.9.

17.2 Changing Sea Levels

Sea levels have been known to change for a variety of reasons, with the changes
varying in temporal and spatial scales, see e.g., [18]. In time scales, some changes
occur rapidly, e.g., sea level change due to the effects of tsunami, while others take
long. Spatially, the changes can be local or global. The average sea level about which
these changes occur is generally known as themean sea level [19]. Global warming,
fuelled by the increase in greenhouse effect discussed in Chap. 11 is thought to be
having an impact on the sea level rise around the world. This is in part due to themelt-
ing of the polar ice on the one hand, and the increase in water temperatures causing
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expansion on the other hand. Today, one of the highest priorities is to understand and
to reliably anticipate changes in the mean sea level and flood risks, particularly those
that maybe due to global climate change [19]. In order to predict future changes of
mean sea level, Pugh [19] suggests that it is necessary to have a full understanding of
all the factors that influence sea levels at the coast and that the first step in realizing
this is to measure the sea level over along period of time to provide a baseline data
upon which scientific discussions could be made.

Measuring sea level entails the determination of the vertical height between the
average surface of the sea and a fixed datum level (see Sect. 5.6.1), where the datum
chosen depends on the application [19]. Some of the most commonly used datums
such as tide gauge benchmark, chart datum, land survey datum (mean sea level),
geocentric coordinates and geoid (Fig. 5.18, p. 88) are discussed in [19]. As was
stated in Sect. 9.3.1, the GOCE (Gravity field and steady-state Ocean Circulation
Explorer) satellite mission (Fig. 9.8 on p. 160) collected data that will significantly
improve the accuracy of the static geoid, e.g., [20], and in so doing contribute to
improved monitoring of changes in sea level. Methods of measuring sea levels are
listed by Pugh [19] as:

1. Direct measurements by following the moving sea surface, e.g., using tide poles
and float gauges. According to Pugh [19], for offshore, where there are no fixed
structures, GNSS receivers have been placed on floating loosely moored buoys
thatmeasure sea levels to accuracies of few centimeters after averaging over along
period of time to remove the effect of waves.

2. Use of fixed sensors (e.g., acoustic tide gauge and pressure measuring systems).
3. Use of satellite altimetry discussed in Sect. 9.4.

Precise measurements from GNSS combined with other methods are crucial in mon-
itoring changing sea levels and provide early warning in case of evacuation. Since
changes in sea level average about 1–3mm per annum, any vertical motion of the
crust must be monitored at this level of accuracy, and within short time spans of three
to five years [21]. GNSS could also contribute indirectly to monitor changes in sea
level through cryospheric measurements as discussed in Sect. 11.4.4.

17.2.1 Impacts of Rise in Sea Level

For sea level changes, climate models used to study the effects of atmospheric green-
house gases predict an overall increase in the global temperature during the current
century to be in the range of 1–3.5 ◦C [22]. Though sea level rise could also be
attributed to salinity changes, see e.g., [23], increase in magnitude in temperature to
the level predicted by [22] could easily lead to rapidmelting of ice sheets and glaciers
that could lead to a sea-level change that departs dramatically from the assumption of
a uniform redistribution ofmeltwater [24]. For instance, Bamber et al. [25] reassessed
the potential of sea level rise resulting from a collapse of theWest Antarctic ice sheet
and obtained a value for the global, eustatic (changes due to addition or removal of
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water mass) sea level rise contribution of about 3.3m, with important regional vari-
ations. The maximum increase was found to be concentrated along the Pacific and
Atlantic seaboard of the United States, where the value was about 25% greater than
the global mean, even for the case of a partial collapse [25]. Although the eustatic
sea-level rise contribution for West Antarctic ice sheet collapse is uncertain (e.g.,
IPCC estimates 5m), Mitrovica et al. [24] show that, whatever the value, sea level
changes at some coastal sites will be significantly higher or lower than the predicted
eustatic value.

Temperature rise due to global change in climate will have several effects, notably
the global rise in sea level, an undesirable scenario given that a large fraction of the
Earth’s total population resides close to the sea. Catastrophic impacts on agriculture,
tourism, industries, etc., of 1m global rise in sea level have already been pointed out,
e.g., by [26] who note that low lying regions that slope gently such as Florida and
Indonesia with 15% of the world’s coastline or regions lying in the flood plains of
large rivers such as Rhine, Nile, etc., are all in great risk, should the sea level rise by
the predicted amount.

Titus et al. [27] estimated that in the United States, a global sea level rise by a
similar magnitude would suffice to drown 20–85% of the coastal wetlands resulting
in an encroachment of up to 7,000 square miles (about 18,130km2), an area the size
of Massachusetts. The foregoing discussion therefore clearly indicates the necessity
of monitoring of the changes in sea/lake levels in order to provide early warnings
and enable formulation of policies that will provide remedial measures.

Although Warrick et al. [22] report that tide gauge data show the sea level to
be already rising at a rate between 1.0 and 2.5mm/yr averaged over the past cen-
tury, understanding and characterizing the sources of the rise of sea level remains a
problem. The two prominent source of rise in sea level are;

1. mass redistribution (fromAntarctica, Greenland, andGlaciers and small ice caps),
and

2. thermal expansion and salinity variation.

In both sources, as already pointed out, global warming contributes to the rise in sea
level by melting of the ice and glaciers that find their way into the ocean during mass
redistribution. In the latter case, global warming causes the warming and expansion
of the water during thermal expansion. Existing methods for determining secular rise
in sea level are based on the tide gauge approach, which as already mentioned has
its own limitations. For rise in sea level therefore, it is vital for one to;

• characterize the sources of global rise in order to clearly distinguish between the
thermal and mass redistribution contributions, and

• to relate the rise in sea level to global warming.

These can be done using remote sensing satellites discussed in Chap. 9, which are
specifically designed to provide solutions to problems related to global warming and
the changes in sea/lake levels.
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17.2.2 Tide Gauge Monitoring

The traditionalmeans ofmonitoring sea and lake levels has been based on tide gauges,
which are normally sensitive to water level changes. Tide gauge records collected
over long periods indicate a rise in global sea level of 10–30cm over the past century
(cf. 10–25cm from [22] above), with a large discrepancies in the rates of change
of sea level indicated by different tide gauges, or groups of tide gauges spanning
particular regions [21]. These differences are considered to be largely caused by
vertical land motion resulting from phenomena such as glacial rebound, subsurface
fluid withdrawal and sediment consolidation [21].

In order to monitor absolute sea level changes, it is important to link the GNSS-
measured heights and the those obtained from precise levelling to the relative mea-
surements of the tide gauge.2 GNSS are used to georeference these tide gauges.

17.2.3 GNSS Monitoring

GNSS estimation of absolute and relative sea level changes: Due to their capability
to provide three-dimensional coordinates {φ,λ, h}, GNSS satellites play a crucial
role in:

1. the actual determination of the sea level changes by determining the phase center
of the GNSS-equipped buoy receivers, and also through GNSS altimetry, see,
e.g., [28, 29] discussed in Sect. 9.4, and

2. the realization of the reference frame upon which the tide gauges are referred.

For GNSS-equipped buoys capable of measuring dual frequency carrier-phases L1
and L2, their positions {φ,λ, h} relative to a fixed reference GNSS receiver can be
computed as a function of time. The h component can be used to provide a time-series
measurement of sea level. If the buoy is horizontally constrained and measurements
are made at appropriate frequency, the mean sea level, the sea level change due
to tides, and the wave amplitudes and frequencies can be determined to cm-level
accuracy using GNSS [30].

Using kinematic positioning approach (see Sect. 5.4.2), Kelecy et al. [31] demon-
strated the applicability of GNSS by using two GPS-equipped buoys to collect data
at two locations on two different days. Three-dimensional positions of the buoys
were then computed using precise carrier-phase measurements relative to a GNSS
reference station that was fixed 15km away. From the derived positions, the height
component h corrected for tilt and vertical displacement were then used to compute
two mean sea level measurements at the buoy locations to 6cm-level accuracy when
compared to altimetry readings. Kelecy et al. [31] thus succeeded in demonstrat-
ing that accurate GNSS buoy measurements could successfully be used to detect

2http://www.ga.gov.au/scientific-topics/positioning-navigation/geodesy/pacific-sea-level-
monitoring-project.

http://www.ga.gov.au/scientific-topics/positioning-navigation/geodesy/pacific-sea-level-monitoring-project
http://www.ga.gov.au/scientific-topics/positioning-navigation/geodesy/pacific-sea-level-monitoring-project
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changes in sea levels. They point out that such measurements could find use in com-
plimenting altimetric data, e.g., in calibration of altimetric measurements, see e.g.,
[32–34], extending altimetric results to smaller scales by using an array of GNSS
buoys for local studies, and enhancing the temporal resolution of altimetric data to
resolve local uncertainties between satellite passes. Other application areas include
measurement of absolute sea level, of temporal variations in sea level, and of sea
level gradients (dominantly the geoid), while specific applications would include
ocean altimetric calibration, monitoring of sea level in remote regions, and regional
experiments requiring spatial and temporal resolution higher than that available from
altimetric data [31].

The variations of vertical crustal velocities at CORS sites (e.g., Fig. 5.12 on p.
81) near tide gauge stations may also be used to determine the “absolute” sea level
changewith respect to the International Terrestrial Reference Frame,what previously
was impossible to conduct before the proliferation of CORS in coastal areas [35]. In
the realization of the reference frame upon which the tide gauges should be referred,
measurements of vertical crustal movement together with tide gauges in a global
geocentric reference system has been shown, e.g., by Snay et al. [36] to have the
potential of estimating absolute sea level. Denoting S(p) as the rate of relative sea
level change at a point p measured by a tide gauge and U (q) the vertical velocity
at a point q in the ITRF2000 system, Snay et al. [36] indicate that the absolute sea
level is given by

S(p) +U (q) = ξ + ε, (17.1)

where ξ is the estimated absolute sea level rate for a sample of sites and ε the differ-
ence between the estimated values and the observations (i.e., the error vector). It is
clear from the equation above that GNSS satellites will play a significant role in the
determination of each ITRF2000 velocity U (q) for each station using CORS obser-
vations (Sect. 5.5). The quantity S(p) +U (q) provides an estimate of the absolute
sea level rate at p, denoted A(p), when the distance between p and q (see Fig. 17.1) is
small [36]. In addition to provision of the velocity observations, GNSS contribute to
monitoring absolute sea level changes through a regular re-survey of local networks
of benchmarks and reference marks [21].

GNSS remote sensing techniques discussed in Sects. 9.3.3, 9.4, and 10.1 further
provide means by which GNSS could be useful in measuring changes in sea level.
As an example, Lake Victoria (Sect. 14.3.1.2) water levels for the period 1993 to
2006 are plotted for both TOPEX/Poseidon derived heights and tide gauge data
in Fig. 17.2. The figure indicates a close relationship between the two data sets.
Crétaux et al. [37] compares water levels of Lake Victoria from the Jinja tide gauge
and those from Jason-1 altimetry satellite and obtains a coefficient of correlation
value of 0.99 with a standard deviation of 2.7cm for the period 2004–2007. This
supports the fact that satellite altimetry provides useful information on changes in
sea level, and further shows the significant contribution of GNSS to satellite altimetry
used for monitoring changes in water levels. Indeed, by averaging the few-hundred
thousand measurements collected by the satellite in the time it takes to cover the
global oceans (i.e., 10 days for TOPEX/Poseidon), global mean sea level can be
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Tide gauge 
measures S(p)

GNSS measures 
velocity U(q)

Absolute sea level 
determined from 
S(p)+U(q)

Fig. 17.1 GNSS absolute sea level monitoring

Fig. 17.2 A comparison of water gauge readings at Jinja station in Uganda (near Lake Victoria’s
outlet, see Fig. 14.8) and water Levels from Topex/Poseidon and Jason-1 altimetry satellites. The
figure shows a close match between the tide gauge and satellite altimetry data (cf. Fig. 14.10 on p.
290 obtained from GRACE)

determined with a precision of several millimeters [19]. Such information is vital for
mitigation of disasters related to sea level changes. Detailed satellite altimetry study
on East African lakes (e.g., Fig. 17.2) are given e.g., in [37, 38].
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Fig. 17.3 A schematic illustration of the possible application of GNSS to tsunami monitoring

17.3 Tsunami Early Warning System

Boxing day, the 26th of 2004 will be remembered as the day tsunami caused havoc in
Asia and Africa killing more than 280,000 people3 and destroying properties worth
millions of dollars. In order to understand the cause of tsunami and how it could
possibly be monitored using GNSS, use is made of Fig. 17.3. Tsunami is a series of
waves created when a body of water such as ocean is rapidly displaced. Causes often
range from land earthquakes, under ocean earthquakes, volcanic eruptions, under
water explosions among others. In Fig. 17.3 for example, plate A is seen to move
towards the right and as it does, it collides with plate B thereby causing under ocean
earthquake with the epicenter at the point of collision as indicated in the figure.
The effect of the earthquake immediately displaces the water mass causing rapid
moving waves that rises to up to 30m high [39]. As this approaches land, the rapid
speed enables the waves to penetrate deep into land causing massive destruction as
witnessed by the 11th March 2011 tsunami at Tohoku-Oki in Japan. Monitoring the
onset of Tsunami enables early warning system that could at least minimize the cost
of lives.

Tsunami warning has particular requirements for calculating accurate earthquake
magnitude, propagation direction, and vertical and horizontal motion of the seafloor,
with the goal of rapidly recognizingwhen a tsunami event is occurring and improving

3See e.g.,http://www.bom.gov.au/tsunami/about/atws.shtml.

http://www.bom.gov.au/tsunami/about/atws.shtml
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predictions of where the wave will rise on near and distant coasts [3]. GNSS satellites
are proving to be the key to such early warning systems in light of the fact that
displacements at GNSS sites are useful in constraining a fault slip model, which
predicts motion of the seafloor [3].

In the GITEWS (German Indonesian Tsunami Early Warning System),4 which
went into operation on 11th of November 2008 [39] with the ownership now in the
hands of Indonesia, GNSS plays a leading role in key monitoring areas as demon-
strated in Fig. 17.3. The indicators of this system are GNSS (GPS) instruments,
seismometers, tide gauges and GPS-buoys, as well as, ocean bottom pressure sen-
sors. The augmentation of all these sensors ensures a rapid locating and analysis of
the tsunami information to inform warning decisions.

Tide gauge sensors: Tide gauges are used to measure changes in sea level and
therefore indicate exceptionally rapid rise in sea level, which signals unusual event.
To enhance the tide gauges, the GITEWS project has equipped them with GNSS
receivers that enable them to measure vertical and horizontal land displacements in
addition to sea levels. Measurement of GNSS velocities provide an indication of the
direction of horizontal displacement. The actual vertical and horizontal displacement
are deduced from the GNSS positional time-series measurements. Any unusual dis-
placement can serve to indicate an oncoming tsunami. During the catastrophic earth-
quake of 2004, a horizontal and vertical displacement of several decimeters to meters
was evident even at a distance of some hundred kilometers from the earthquake. The
direction of this resulting shift gives reference to the mechanism of the earthquake
break and thus to the possible tsunami potential and the expected hazard [39]. This
information is transmitted towards the communication satellite, which relays it to
the control station in Indonesia.

GNSS Buoys: These help to relay information received from the underwater pres-
sure sensors, which detect the effect of the tsunami. Besides relaying the information,
the incorporated GNSS antenna can act as a measuring device for sea motion (hori-
zontal motion) and sea level (heights). The buoys therefore provide an independent
indicator of the onset of a tsunami. For the GITEWS, the buoys also detect tsunami
waves, which with speeds of up to 800km/h and wavelengths of 200km in the open
sea, and through proper filtering, achieve cm-level accuracy detection of rise in the
sea level thus also an early detection of a tsunami wave [39].

Land based GNSS: These are combined with seismometers to provide location-
based mapping of the groundmotion. Horizontal and vertical displacements together
with velocities are delivered by GNSS. All these, plus ground motion from the
seismometers are relayed to the communication satellites and further transmitted to
the control center in Indonesia where warning decisions are made.

GNSSaltimetry: Lowflying satellites such asGRACEare able tomeasure reflected
signals from GNSS satellites (see Sect. 10.1). They therefore would measure signals
that hit the sea surface and are reflected to the low flying satellites. This helps in
determining the sea levels and further provide more information on tsunami indica-
tors. Besides, the GNSS satellites also help in positioning these low flying satellites

4See http://www.gtz.de/en/21020.htm.

http://www.gtz.de/en/21020.htm
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in space. Studies have been initiated to test the feasibility of this concept, see e.g.,
Helm et al. [40].

An example of a tsunami early warning system that was in test mode during the
Tohoku-Oki earthquake and tsunami of 11th March 2011 was the GREAT (GPS
real-time Earthquake and Tsunami) Alert, see e.g., [3]. The GREAT Alert Project is
a NASA-sponsored, multi-agency collaborative effort to develop an advanced Earth-
quake and Tsunami alert system that uses real-time GNSS discussed in Sect. 5.4.3)
to enable more accurate and timely assessment of the magnitude and mechanism of
large earthquakes, as well as the magnitude and direction of resulting tsunamis.5

Another example is the Australian Tsunami Warning System (ATWS), which is
a national effort involving the Australian Bureau of Meteorology (Bureau), Geo-
science Australia (GA) and Emergency Management Australia (EMA) to provide a
comprehensive tsunami warning system capable of delivering timely and effective
tsunami warnings to the Australian population, and also support international efforts
to establish an IndianOcean tsunamiwarning system and contribute to the facilitation
of tsunami warnings for the South West Pacific.6

17.4 Land Subsidence and Landslides

Land-surface subsidence due to overextraction of groundwater has long been recog-
nized as a potential problem in many areas that have undergone extensive groundwa-
ter development [41]. This is particularly significant in expanding metropolitan areas
in arid and semi-arid areas as witnessed in most parts of Australia and Iran. Surface
subsidence has been observed worldwide in areas where withdrawal exceeds natural
recharge thereby depleting the volume of the stored water. This has been evidenced
in cities such as Mexico where subsidence of land has reached almost 9m, Bangkok
(Thailand), Shangai, Tanjin, Xi’an (China), Osaka, Tokyo (Japan), and Las Vegas
(USA) [42]. In 1991, the USNational Research Council placed the annual costs from
flooding and structural damage caused by land subsidence within the United States
alone at over $125 million [41].

GNSS and other geodetic techniques, e.g., levelling and Interferometric Synthetic
Aperture Radar (InSAR) have been widely used to detect the temporal and spatial
pattern of surface deformation due to land subsidence. Of these methods, InSAR
provides a unique tool for detecting and monitoring deformation over regions of
ongoing groundwater development with the advantage of having wide spatial cover-
age (10,000km2), fine spatial resolution (100m2), and high accuracy (∼1cm), and
as such, offers new capabilities to measure surface deformation caused by aquifer
discharge and recharge at an unprecedented level of detail never before possible with
techniques like GNSS and levelling [41]. For this reason, Motagh et al. [41] demon-
strate in their study how spatially dense InSAR results complement sparse geodetic

5http://www.gdgps.net/products/great-alert.html. Accessed on 21/9/2011.
6http://www.bom.gov.au/tsunami/about/atws.shtml.

http://www.gdgps.net/products/great-alert.html
http://www.bom.gov.au/tsunami/about/atws.shtml
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Fig. 17.4 Generalized geologic map of the Mashhad region based on the published 1:2,500,000-
scale geological map from National Iranian Oil Company (NIOC), and the map of major active
faults in Iran from International Institute of Earthquake Engineering and Seismology (IIEES). The
map is overlaid on a shaded-relief topographic image generated from the 3-arcsecond Shuttle Radar
Topography Mission (SRTM) data. The inset shows the location of the figure within Iran. Source
Motagh et al. [41]

measurements from GNSS and levelling, and thereby contributing to a better under-
standing of land subsidence associated with water extraction in the Mashhad area,
northeast Iran (Fig. 17.4).

Example 17.1 (GNSS monitoring of subsidence in Mashhad [41]).

The Valley of Mashhad is a northwest-southeast (NW-SE) trending valley in north-
east Iran and is bounded to the south by the Binalud Mountains and to the north
by the Hezar-Masjed Mountains, see Fig. 17.4 [41]. The basin encompasses the city
of Mashhad, a provincial capital inhabited by over 2 million people and visited
annually by millions of tourists [41]. Mashhad extends over an area of more than
200km2 across the basin, is the second largest city in Iran, and is one of the fastest
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Fig. 17.5 An example of surface fissures in Mashhad Valley caused probably by excessive ground-
water withdrawal and associated aquifer-system compaction. The fissure is located northwest of
Mashhad City and to the east of the Tous. A GNSS station is marked by a triangle in Fig. 17.4 near
the city of Tous. Source Motagh et al. [41]

growing metropolitan areas in Iran [41]. Water supply for the region mainly comes
from groundwater, which is used for domestic, industrial and agricultural activities.
However, substantial exploitation of this groundwater due to population growth,
tourism and development, coupled with deficient natural recharge in recent decades,
has resulted in severe depletionof the underground aquifer, leading to regional decline
of water-table levels, lack of access to fresh water, and development of earth fissures
and local sinking in many areas of the valley, see Fig. 17.5 [41]. From 2005 to 2006,
a GNSS CORS station (refer to Sect. 5.5 for CORS) near the city of Tous provided
continuous recordings that showed significant subsidence of approximately 22cm at
the station, e.g., Fig. 17.6 [41].

End of Example 17.1.

Landslide monitoring can be undertaken in two ways [43] (i) analyzing and com-
paring various spatial maps, e.g., topographic maps, aerial photographs, cadastral
maps, and digital elevation maps, which represent instantaneous views of an unsta-
ble site on various dates, and (ii) carrying out in-situ measurements of the surface
displacements by combining a space and time resolution adapted to the evolution
speeds of the phenomena. In the context of the first approach, GNSS plays a pivotal
role in map production (see, e.g., Figs. 8.2 and 8.3 in Chap.8) that would aid in the
analysis. With respect to the second approach, for example, GNSS has been applied
to the case of monitoring the Vallcebre landslide in the Eastern Pyrenees, Spain
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Fig. 17.6 A plot of GNSS vertical components (in cm) for the Tous GPS station (triangle in
Fig. 17.4) with least-squares linear trend (slope ∼22cm yr.1) overlain. Source Motagh et al. [41]

[44]. This landslide had been periodically monitored since 1987 with terrestrial pho-
togrammetry and total stations. The area of movement extended over 0.8km2 and
showed displacements as large as 1.6m during the period 1996–1997. Application
of RTK discussed in Sect. 5.4.6 allowed greater coverage and productivity with sim-
ilar accuracies (12 to 16mm in the horizontal plane, and 18 to 24mm in elevation)
to classical surveying methods [44]. A general accuracy of GNSS monitoring of
landslide is presented, e.g., in [43].

17.5 Earthquakes

The outer layer of the Earth is made up of large pieces known as tectonic plates
which are inmotion.When these plates collide, as indicate in Fig. 17.3, an earthquake
occurs. Other factors that can lead to earthquakes include fault raptures or forces such
as stress and strain. But most causes result from plate collision as they try to move
past one another. There is also a tendency of earthquakes to occur in “gaps” that are
in places along an earthquake belt where strong earthquake had not previously been
observed [1]. Earthquake risk assessment involves identification of seismic zones
through collection of geological/structural, geophysical (primarily seismological)
and geomorphological data and mapping of known seismic phenomena in the region
(mainly epicenters with magnitudes) [1]. Kamik and Algermissen [45] have pointed
out that knowledge of trends in time or in space helps in defining the source regions
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of future shocks, while Jayaraman et al. [1] point out that accurate mapping of
geomorphological features adjoining lineaments reveal active movement or recent
tectonic activities along faults.

GNSS satellites are emerging as a powerful geodetic tools formonitoring (geolog-
ical) changes over time, which is the key for understanding the long-term geodynam-
ical phenomena. They have been particularly useful in measuring the more complex
deformation patterns across plate boundaries, where large and regional scale strain
builds up, plate movements, and slips along faults, pre-seismic, co-seismic and post-
seismic distortions [1, 46–48]. Indeed the GNSS through CORS (see Sect. 5.5) now
enable detection of ground motion at the mm to cm-level accuracy before, during
and after earthquakes [49], and have found use in seismological applications, see
e.g., Larson [50].

Hammond et al. [3] point out that rapid detection and accurate characterization of
earthquake related events can make a crucial difference during the minutes to hours
that follow an earthquake event as was the case following the catastrophic 2004
Sumatra and 11th March 2011 Tohoku-oki earthquakes and tsunamis. In both of
these events, the initial seismic notification of earthquake magnitude was available
in minutes but was more than an order of magnitude smaller than the true event
size, an uncertainty that can be addressed by GNSS in the rapid estimation of large
earthquakemagnitudes [3]. A review of the application of GNSS to geodynamics and
earthquake studies is presented, e.g., in Segall and Davis [51]. Jia [49] documents
three stages upon which measurements for the earthquake can be collected. These
are pre-seismic, co-seismic and post-seismic defined as follows [49]:

Pre-seismic. These are measurements taken before the earthquake and normally
serve as an early warning system of potential danger, especially when two plates
indicate a possibility of collision (e.g., Fig. 17.3).

Co-seismic. These aremeasurements that provide direct information on the occur-
rence during an earthquake and are useful for providing data for estimating the like-
lihood of future earthquakes through, e.g., further investigations of fault slip models
and of other seismic features of the earthquake.

Post-seismic monitoring entails using GNSS receivers to obtain time-series of
location and plate movements long after the earthquake has occurred. Such post-
seismic deformation information from all available GNSS sites in the earthquake
region can help scientists analyze likely elastic, poroelastic and viscoelastic defor-
mation, and plastic flow of the Earth’s crust in the earthquake region, giving a better
understanding of crustal relocation and redistribution after an earthquake.

By continuously samplingmovements of permanent knownGNSS locations, e.g.,
within a CORS network in a seismic area, accurate position differences between the
stations (e.g., Fig. 5.12 on p. 81) can be established to an accuracy of a fewmillimeters
in the horizontal and a centimeter in the vertical. These CORS networks (Sect. 5.5)
are normally fitted with telemetry that relays the data to control stations for rapid
processing (e.g., Fig. 17.3). The results are analyzed and used as monitoring data for
possible future earthquakes. RTGPS presented in Sect. 5.4.3 are suggested by Ham-
mond et al. [3] to be useful in earthquake monitoring. Its integration with seismic
time-series are expected to enhance seismic source monitoring through monitoring
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earthquake events occurring over very wide range of time scales. Its inclusion to
extend measurements beyond typical seismic frequencies is essential to understand-
ing the complete spectrum of fault slip behaviours associated with the earthquake
cycle [3]. In what follows, two examples on the application of GNSS to monitor
earthquakes is presented based on the works of Jia [49] and GEONET in Japan.

Example 17.2 (Sumatra-Andaman earthquake-Jia [49]).

Jia [49] assesses the Sumatra-Andaman earthquake by analyzing data frommore than
250 GNSS (GPS) sites distributed through Australia, Malaysia, Thailand, Indonesia,
the Philippines, China, India and theMaldives (Fig. 17.7). Co-seismic displacements
from two combined seven-days’ solutions, one before and one after the earthquake
are computed. The displacements of the sites are calculated as the difference between
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Fig. 17.7 Displacement field for the earthquake region determined by GPS. The red star represents
the epicentre, and the blue lines show plate and fault boundaries. The displacements vary from 3 to
6m in the Andaman and Nicobar Islands, indicated by the blue arrowswhile the black arrows show
displacements at sites in Thailand, Malaysia and Sumatra. Almost 28cm displacement was detected
at the GNSS site PHUK (Phuket Island, southern Thailand near northern Malaysia), decreasing
gradually towards the north and south. Displacements reduced to 2cm at the NTUS site (Singapore)
and 3cm at the CHMI site (northern Thailand). Deformation of around 10mmwas detected at large
distances, indicated by brown arrows. Deformations from these sites, except for sites south-east
from the epicentre, were also generally towards the epicentre or the great Sumatra fault, even though
they were relatively small compared with their error ellipses. Source Jia [49]
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Fig. 17.8 Co-seismic deformation before and after the earthquake at the GNSS site ARAU (Perlis,
northern Malaysia). A displacement 15cm in the east and 3cm in the north was detected. Source
Jia [49]
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Fig. 17.9 The progression of rapture at a GNSS site ARAU (Perlis, northern Malaysia) during the
earthquake, which occurred at about 0:59 on 26 December 2004. Measurements were taken every
30s for a period of 30min before and after the earthquake. Two minutes after the earthquake waves
hit the site, a deformation of about 10cm was detected. Source Jia [49]

the two solutions and the results presented in Fig. 17.8 for the co-seismic deforma-
tion at the GNSS site ARAU (Perlis, northern Malaysia) where a displacements of
15cm in the east and 3cm in the north is reported. The results of Jia [49] indicate
that the displacement detected by GNSS varies with location. Looking at the vari-
ation in GNSS coordinates computed by Jia [49] from stations near the earthquake
every 30s over 30-min periods before and after the earthquake (0:59, 26 December
2004) in Fig. 17.9, the progression of the rapture is noticed. Figure17.9 indicates the
deformation of 10cm at a GNSS site of ARAU. In this particular case, Jia [49] point
out that deformation was detected when the surface waves began to hit the site two
minutes after the earthquake; four minutes later, positions at the site were relatively
stable again.
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Fig. 17.10 Post-seismic deformation at a GNSS site LGKW (Langkawi Island, northernMalaysia).
Source Jia [49]

Using a long-term GNSS time-series after the earthquake, Jia [49] then examined
the post-seismic deformation process in Fig. 17.10 and showed that the deformation
at the GNSS site LGKW (Langkawi Island, Malaysia) declined continuously over
time after the earthquake. An eastward deformation of more than 6cm during the
80-day period after the earthquake is determined.

An example of such long-term GNSS time-series analysis in the work of Jia [49]
shows that the Australian and Indian plates move towards Sumatra-Andaman at a
rate of 5cm and 4cm per year, respectively (see Fig. 17.7) [49]. Jia [49] concludes
that earthquake progressions of co-seismic type enable scientists to better understand
the fault rupture process and that such studies could benefit tsunami early warning
systems, such as the Australia TsunamiWarning System,7 by allowing more reliable
assessments of the likelihood of tsunami events to be made. For post seismic analy-
sis, Jia [49] states that deformation information from all available GNSS sites in the
earthquake region can help scientists analyze likely elastic, poroelastic and viscoelas-
tic deformation, and plastic flow of the Earth’s crust in the earthquake region, giving
a better understanding of crustal relocation and redistribution after an earthquake.

End of Example 17.2.

In post-seismic activities, GNSS are also useful in monitoring deformation in
structures such as dams. Other structures that could be monitored for deformation
include buildings, bridges, etc. This could be done by installing GNSS equipments
at strategic locations on these features and comparing the locations reading before
and after the seismic activity. In built environment, Hammond et al. [52] state that
through high-sample rate GNSS data, e.g., from RTGPS discussed in Sect. 5.4.3, the
motion of large buildings and bridges in an inertial reference frame can be realized.

7http://www.bom.gov.au/tsunami/about/atws.shtml.

http://www.bom.gov.au/tsunami/about/atws.shtml
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Fig. 17.11 Horizontal
displacement observed in the
Tokai region due to crustal
movements during the period
of 27 March 2001 to 7
February 2004 with
reference to the GPS station
in Oogata, Niigata
Prefecture(950241). Source
(http://www.gsi.go.jp/
ENGLISH/page_e30068.
html)

Example 17.3 (GNSS monitoring of the Tokai crustal movement).

In Japan, GEONET (see Fig. 5.14, p. 85) has been used tomonitor crustal activities by
analyzing daily solutions of GNSS stations (e.g., Fig. 5.12 on p. 81) coordinates [53].
For example, when an extraordinary data are detected, or a big earthquake or vol-
canic eruption occurs, emergency analysis is performed to get the solutions every 3h
[53]. This enables the determination of displacement rates and strain rates through-
out Japan [54]. Matsuzaka [53] points to the fact that the more than 1200 GEONET
CORS stations provide data that are used in various disaster relatedmeetings and geo-
physical model estimation of crustal activities, and thus reflect the decision making
process to copewith disasters, as well as, scientific researches. GEONET is also quite
useful in earthquake studies, precisely detecting co-seismic, post-seismic, and inter-
seismic deformation signals, with these observations used to infer physical processes
at the earthquake sources [54]. GEONET operates by having its stations, which are
well distributed throughout the country relay real-time data by a dedicated line to the
control and analysis center at the Geospatial Information Authority of Japan (GSI)
in Tsukuba (Ibaraki Prefecture), thereby enabling a real-time monitoring of crustal
movements.

The Tokai crustal movement has been monitored through such analysis (see, e.g.,
Fig. 17.11). Figure17.11 shows the data of horizontal displacement observed in the
Tokai region due to crustal movements during the period of 27 March 2001 to 7
February 2004 with reference to the GPS station in Oogata, Niigata Prefecture.8

From the Tokai region to Nagoya, an area of displacement in the south-east direction
is identified thus further indicating the possibility of using GNSS as a possible key
to understanding a mechanism of the Tokai crustal movement.9

8http://www.gsi.go.jp/ENGLISH/page_e30068.html.
9http://www.gsi.go.jp/ENGLISH/page_e30068.html.

http://www.gsi.go.jp/ENGLISH/page_e30068.html
http://www.gsi.go.jp/ENGLISH/page_e30068.html
http://www.gsi.go.jp/ENGLISH/page_e30068.html
http://www.gsi.go.jp/ENGLISH/page_e30068.html
http://www.gsi.go.jp/ENGLISH/page_e30068.html
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Slow slip events on plate boundaries as demonstrated above have been found
from GNSS data, thus providing an important constraint on the mechanism of fault-
ing [54]. Sagiya [54], however, pointed to the fact that there had been no success
in detecting pre-seismic deformation but highlights the fact that GEONET enabled
a good linkage between monitoring and modelling studies, opening a possibility of
practical data assimilation. He suggests that for further contribution to earthquake
studies, it is necessary to continue GEONET with high traceability on the details in
observation and analysis [54].

End of Example 17.3.

17.6 Floods

In most countries that experiences frequent natural disasters, e.g., floods, droughts,
earthquakes, forest fires, snow, and typhoons; floods could arguably be the most
serious due to its recurrence. Almost every year, for example, Pakistan experiences
severe floods caused by monsoon rains that cause considerable economic loss and
serious damage to property. Another country that is perennially prone to floods is
China, where the frequency of occurrence is higher than the world average, with
the historical records showing more than 1000 floods [55]. Jeyaseelan [5] support
the argument that floods are among the most devastating natural hazards in the
world, claiming more lives and causing more property damage than any other natural
phenomena, and as such is one of the greatest challenges to weather prediction.

A flood can be defined as any relatively high water flow that overtops a natural or
artificial banks in any portion of a river or stream. When such a bank is overtopped,
water spreads over the flood plain and generally becomes a hazard to society [5].
Jeyaseelan [5] classifies floods into:

• river floods formed from winter and spring rains, coupled with snow melt and
torrential rains from decaying tropical storms and monsoons,

• coastal floods generated by winds from intense off-shore storms and tsunamis,
• urban floods, as urbanization increases runoff two to six times what would occur
on natural terrain, and

• flash floods that can occur within minutes or hours of excessive rainfall or a dam
or levee failure, or a sudden release of water.

For planning and undertaking of various management measures related to floods,
information on watershed characteristics and river configuration and its behaviour to
effectively utilize the same to understand flood situation is essential. To this extend,
GNSS satellites could play a crucial role in providing information that could support
precipitation forecast and warning (see Chap.9), inundation mapping and damage
assessment, and flood plain management, see, e.g., [1].
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17.6.1 Flood Forecasting and Warning

Hydrologic models play a major role in assessing and forecasting flood risks.
They require several types of data as input, e.g., land use, soil type, soil moisture,
stream/river base flow, rainfall amount/intensity, snow pack characterization, digital
elevation model (DEM) data, and static data (e.g., drainage basin size) [5]. Model
predictions of potential flood extent can help emergency managers develop contin-
gency plans well in advance of an actual event to help facilitate a more efficient and
effective response [5]. In light of the above, GNSS could play a useful role of gener-
ating DEM (see Fig. 8.3 on p. 132). It could also find use in generating the drainage
basin size through a similar approach to that used in obtaining the area of Jack Finney
Lake discussed in Sect. 8.2.4 on p. 133. For example, GNSS was used to aid devel-
opment of DEM of a flood prone area in Andhra Pradesh State that supported the
assessment of spatial inundation at different water levels in the river [1]. When the
satellite derived land cover/use and ancillary ground-based socio-economic data was
draped over the DEM, flood vulnerability was assessed to provide location specific
flood warnings [1].

As was discussed in Chap.9, GNSS meteorology promises to be a real boost to
atmospheric studieswith expected improvements onweather forecasting and climatic
change monitoring, which directly impact on our day to day lives. One such area is in
the monitoring of flash floods. Flash floods are the floods that comes instantaneously
following heavy rains. Factors that lead to flash flood producing rains are summa-
rized in Fig. 17.12. In India for example, deforestation, extension of agricultural

Moisture in 
Environment

Storm Intensity of 
rainfall

Antecedent soil 
moisture

Terrain steepness

Rural or urban 
areas

FLASH FLOOD

Fig. 17.12 Factors causing flash flood
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Fig. 17.13 An example of flash flood monitoring using GNSS-derived IPWV

activities in vulnerable areas coupled with increased soil erosion and degradation of
catchment areas have been mentioned as factors that have led to frequent flash floods
through reduction in natural storage capacity [1]. In [56], the possible use of IPWV
(see Sect. 9.2.2) for flash flood prediction is proposed, while [57] have outlined the
potential of water vapour for meteorological forecasting.

Let us consider Fig. 17.1310 as an example where GNSS-meteorology could have
assisted in flash flood forecasting and warning. In the figure, the amount of integrated
water vapour in the atmosphere is related to the rainfall and used to monitor flash
flood in Hawaii (see the left bottom corner of the figure). One observes that as it
was raining, if the Integrated Precipitate Water Vapour (IPWV) increased, more rain
followed. By monitoring the intensity of water vapour, therefore, one can be able to
predict the occurrence of flash flood. Station PGF1 and others were monitored and
an increase noted after day 307. Shortly before day 308, the scientist reported the
possibility of flash flood and indeed it occurred. Station PGF1 was washed away.11

17.6.2 Mapping of Flood Events and Damage Assessment

During the preparedness period, flood disaster survey is necessary in order to provide
information such as damage assessment of previous floods needed to generate risk
zone maps that are used during the flood prevention stage. Jeyaseelan [5] groups
flood risk zone maps into two categories (i) a detailed mapping approach, that is
required for the production of hazard assessment useful in updating, and sometimes

10Source: Paroscientific Inc., http://www.paroscientific.com.
11More on information can be found by visiting http://www.paroscientific.com.

http://www.paroscientific.com
http://www.paroscientific.com
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generating risk maps that contribute to the hazard and vulnerability aspects of flood-
ing, and (ii) a larger scale approach that explores the general flood situation within
a river catchment or coastal belt, with the aim of identifying areas that have greatest
risk. In the first category, GNSS could be used to map location of features, e.g., water
tanks or perimeters of areas of potential danger such as contaminated dams, while in
the second case, they could be used in conjunction with remote sensing methods to
map inundated areas at large spatial coverage. In mapping flood events and damaged
areas, GNSS could also be used to provide both horizontal and vertical controls as
exemplified, e.g., in [58], where a constrained adjustment of a static GNSS survey
(e.g., Sects. 5.4.2 and 6.2.5) was performed to set basic horizontal and vertical con-
trols for a flood control project near Guayama on the south coast of Puerto Rico.
In this example, precise differential carrier-phase were applied and the end prod-
uct was to obtain hydrographic and topographic data of project features to generate
topographical maps (e.g., Fig. 8.2 on p. 131) for flood control.

During floods, timely and detailed situation reports are required by the authorities
to locate and identify the affected areas, and to implement corresponding damage
mitigation. It is essential that the location-based information be as accurate and timely
as possible, in order to address emergency situations (e.g., in dealing with diversion
of flood water, evacuation, rescue, resettlement, water pollution, health hazards, and
handling the interruption of utilities) [5]. After the floods, follows the reconstruction
of damaged or destroyed properties, where accurate information on the locations and
the extent of the damaged properties is required. In both scenarios, during and after
floods, location-based data and perimeter/area information could rapidly be provided
by GNSS to assist in remedial measures.

Further, GNSS in conjunction with remote sensing satellite andGeographic Infor-
mation System (GIS) could be integrated to provide a unified system of monitoring
and evaluating flood disasters. For example, Zhanga et al. [55] discusses an airplane-
satellite-ground system that arose from a research program on flood monitoring
promoted by the Chinese government, which integrates remote sensing, GNSS, data
transmission, and image processing. Another example is in Brahmaputra river basin
in India, where GNSS was used to provide information on flooded areas and damage
to croplands, roads and rail-tracks [1].

17.6.3 Flood Plain Management

GNSS satellites together with remote sensing satellites could also be useful in iden-
tifying flood-prone river basins, assessment of expected risk levels, and selection
of suitable land and water management measures to support management of flood
plains. The application of these satellites is illustrated by Jayaraman et al. [1] who
state that analyzing multidate satellite data can lead to flood risk zone maps, which
are essential in regulating the use of flood plains in a planned manner. For exam-
ple, in India, a satellite-derived input was used to develop an integrated river basin
development plan for major river basins, which was used to identify and monitor
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erosion-prone areas along river banks for the purpose of protecting land and habitat
[1]. Maps prepared from remotely sensed data showing drainage congested areas
could be used effectively to avoid flooding [1]. In these cases, GNSS data could
provide location-based information for georeferencing of remote sensing images.

As an example, GNSS was used in conjunction with remote sensing satellites in
flood management to map flood affected areas as demonstrated in the work of [59]
who develop a method of wetland mapping and flood event monitoring based on a
satellite multi-sensor data combination. Jayaraman et al. [1] state that because of
the clear difference in the spectral signatures, it is quite possible to map areas under
standing water, areas from where flood water had receded, submerged standing crop
areas, sand casting of agricultural lands, breaches in the embankments, marooned
villages and towns, etc., and that using multi-date satellite imageries enables the
extent of damage due to crop loss, and the destruction of infra-structural facilities to
be assessed. GNSS provide georeferencing of these remote sensing satellites.

Crétaux et al. [59] employed a series of airborne GNSS (GPS) measurements
to map horizontal areas covered by open water, aquatic vegetation, vegetation on
dry land and then detect the limit zone between each type of terrain, data which
allowed the estimation of threshold values of the surface reflectance in different
bands of frequency of the MODIS sensor that were used to characterize the land
surface. Besides applying GNSS satellites for mapping purposes, they could be used
to calibrate altimetry satellite (e.g., Fig. 9.10 on p. 165). For instance, GNSS data
obtained during a field campaign carried out in Summer 2006 was used to calibrate
the ICESat (Ice, Cloud, and land Elevation Satellite, e.g., Fig. 9.11 on p. 167)-derived
topography on few points of control on the Goyder Lagoon [59].

17.6.4 GNSS Monitoring of ENSO and IOD

The term “El Niño” originally applied to an annual weak warm ocean current that
ran southward along the coast of Peru and Ecuador about Christmas time (hence
Niño, Spanish for “the boy Christ-child”) and only subsequently became associated
with the unusually large warming that occur every few years and change the local
and regional ecology [60]. The coastal warming, however, is often associated with
a much more extensive anomalous ocean warming to the International Date Line
(IDL), and it is this Pacific basin-wide phenomenon that forms the link with the
anomalous global climate patterns [60]. The atmospheric component tied to El Niño
is termed the “Southern Oscillation” forming El Niño-Southern Oscillation (ENSO),
i.e., the phenomenon where the atmosphere and ocean collaborate together [61].
El Niño then corresponds to the warm phase of ENSO, while the opposite “La Niña”
(“the girl” in Spanish) phase consists of a basin-wide cooling of the tropical Pacific
and thus the cold phase of ENSO [60].

Satellite altimetry can play a crucial role in monitoring ENSO by observing the
behaviour of the sea surface height (SSH). Through the observation of SSH (see
Sect. 9.4), the 1997 – 1998 ENSO event, which was probably the biggest in recorded
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Fig. 17.14 1997–1998
ENSO monitored using
TOPEX/Poseidon satellite.
The white-red areas indicate
unusual pattern of heat
storage. Source http://en.
wikipedia.org/wiki/File:
1997_El_Nino_TOPEX.jpg

history, and whose socio-economic impacts were felt in most places around the
world could be monitored. Figure17.14 shows the image of the Pacific Ocean pro-
ducedusingSSHmeasurements takenbyTOPEX/Poseidon satellite,where the image
shows SSH relative to normal ocean conditions on Dec. 1, 1997.12 In this image, the
white and red areas indicate unusual patterns of heat storage; in the white areas, the
sea surface is between 14 and 32cm (6 to 13 in.) above normal while in the red areas,
it is about 10cm (4 in.) above normal. The green areas indicate normal conditions,
while purple (the western Pacific) means at least 18cm (7 in.) below normal sea
level.13

The IOD(IndianOceanDipole) is anocean-atmosphere interactionover the Indian
Ocean, with alternative positive and negative sea surface height [38]. During positive
events, anomalous cool (warm) waters appear in the eastern (western) Indian Ocean,
associated with large-scale circulation changes that bring anomalous dry conditions
to Indonesia and Australia, while East Africa experiences heavy rainfall [62]. By
monitoring changes in stored water using GRACE (Sect. 9.3.3) and computing the
correlation between these changes with ENSO-measured southern oscillation index
(SOI) and the IOD-measured dipole mode index (DMI) as illustrated in Figs. 14.3,
14.4, 14.5 and 14.6 on pp. 283–286, it is possible to relate the effect of climate
variability on water resources, see e.g., [38, 62, 63].

Garcia et al. [62] define SOI as being a measure of ENSO, which is based on the
pressure difference between Tahiti and Darwin as provided by the Australian Bureau
of Meteorology, while the DMI, a measure of IOD is estimated as the difference
between thewestern and South-eastern tropical IndianOcean sea surface temperature
(SST) indices.

12http://en.wikipedia.org/wiki/File:1997_El_Nino_TOPEX.jpg.
13http://en.wikipedia.org/wiki/File:1997_El_Nino_TOPEX.jpg.

http://en.wikipedia.org/wiki/File:1997_El_Nino_TOPEX.jpg
http://en.wikipedia.org/wiki/File:1997_El_Nino_TOPEX.jpg
http://en.wikipedia.org/wiki/File:1997_El_Nino_TOPEX.jpg
http://en.wikipedia.org/wiki/File:1997_El_Nino_TOPEX.jpg
http://en.wikipedia.org/wiki/File:1997_El_Nino_TOPEX.jpg
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17.7 Droughts

Droughts are defined by WMO (World Meteorological Organization) through clas-
sification as a basis of [5] (i) rainfall, (ii) combinations of rainfall with temperature,
humidity and or evaporation, (iii) soil moisture and crop parameter, (iv) climatic
indices and estimates of evapotranspiration, and finally (v) the general definitions
and statements. Through such a classification, drought can be grouped under hydro-
logical drought, agricultural drought, and meteorological drought, whose sequence
of impacts is shown in Fig. 17.15. Its impacts (direct or indirect) include, e.g., [5]
reduced crop, rangeland, and forest productivity; increased fire hazard; reducedwater
levels; increased livestock and wildlife mortality rates; and damage to wildlife and
fish habitat. Droughts occurrences are subject to extremeweather and climate similar
to floods. As opposed to floods however, drought, which is a slow and progressive
extreme climatic event last longer, and has been the least anticipated extreme inmany
regions. Drought is the single most important weather-related natural disaster often
aggravated by human action since it affects very large areas for months and years

Fig. 17.15 Sequence of hydrological, agricultural, andmeteorological drought impacts as presented
by Jeyaseelan [5]
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and thus has a serious impact on regional food production, life expectancy for entire
populations and economic performance of large regions or several countries [5]. As
a result, its impacts are more adverse than those of floods because of the inadequacy
of existing coping mechanisms. Although drought is a natural, recurring phenom-
enon which cannot be controlled, prediction of its frequency, see e.g., [7, and the
references therein], severity and probability, e.g., Awange et al., [64] is essential for
users such as top level policy makers at the national and international organizations,
researchers, middle level policy makers at the state, province and local levels con-
sultants, relief agencies and local producers including farmers, suppliers, traders and
water managers interested in reliable and accurate drought and flood information for
effective planning and management [5].

In the absence of such information, food security is threatened as exemplified in
the 1999–2001 drought that affected most parts of Kenya, including some areas that
normally receive high rainfall. At its peak, 4.5 million people in Kenya lost their
livelihoods and ability to cope, and were subsequently entirely dependent on relief
food provided jointly by the government and donors [65]. In 2011, drought affected
Somalia, Ethiopia, and Northern Kenya. Adger et al. [66] discussed adaptation to
climate change related phenomena in developing countries, Awange et al., [64] pro-
posed the concept of living with drought while Barrett [8] described food assistance
programs. The impacts of such extremes (in the context of climate change) on Lake
Victoria Basin (LVB) has been assessed, e.g., in Phoon et al. [67]. On an average,
statistics indicate that severe drought occurs once every five years in most of the
tropical countries, though often they occur on successive years causing untold mis-
ery to human life and livestock [1]. For Lake Victoria basin, Awange et al. [7, 68]
obtained a cycle of 5 to 8 years. With Brazil just coming out of a severe drought
that has affected many areas of the country in 2015, Awange et al., [64] concluded
that the probabilities of extreme droughts are 1 in 9 over northern Brazil, and 1 in
12 over southern Brazil, respectively. In general, no evidence of significant trend is
detected in drought frequency, intensity, and duration over the last 11 decades at all
four time-scales.

Tomanage effects of drought, therefore,measures should be taken,which involves
both short term that includes, e.g., early warning, monitoring and assessment of
droughts; and long-term strategies aimed at droughts mitigation measures through
proper irrigation scheduling, soil and water conservation, and cropping pattern opti-
mization [1]. Jeyaseelan [5] states that monitoring and assessment of drought using
remote sensing and GIS dependent on the factors that cause drought, and the factors
of drought impact.

17.7.1 Early Warning of Drought

The first step in realizing a drought early warning system is to have a preparedness
program, where drought-prone areas are identified well in advance, and drought-
intensity and cycle predicted, e.g., [7]. Prediction is based on monitored parameters,
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e.g., rainfall anomalies, crop conditions, weather, and vegetation. Jayaraman [1] list
factors that can provide early indication of possible droughts as upper air winds, the
development of hot low-pressure areas, ENSO phenomena, sea surface temperature,
snow cover, cloud patterns, wind velocity and direction, and atmospheric temperature
and humidity profiles.

GNSS-meteorology presented in Sect. 9.2 could be useful in providing temper-
ature, pressure, and humidity profiles, see e.g., [69]. Section11.4.3.2 discussed the
possibility of using GNSS remote sensing techniques to monitor regional and global
warming. Using the Australian example, Khandu et al. [70] showed how this tech-
nique, which has emerged over the past decade could prove to be an important tool
for measuring global changes in tropopause’s temperatures and heights, a valuable
capacity given the tropopause’s sensitivity to temperature variations. GNSS could
also be useful in georeferencing satellite images that generate vegetation index, data
that are useful in providing spatial information on drought-prone areas.

17.7.2 Monitoring and Assessment

Monitoring and assessment of droughts are required for taking corrective measures
at appropriate times in order to minimize the reduction in agricultural productivity
in drought-prone areas, and also to provide objective information on the prevalence,
severity level and persistence of drought conditions in a time-effectivemanner, which
will be helpful to the resource managers in optimally allocating scarce resources to
where and when they are most needed [1].

Normalized difference vegetation index (NDVI) has traditionally been used for
vegetation cover modelling [71], and is a good summary overview of the prevailing
plant water stress as a function of the prevailing weather conditions [72]. It measures
the amount of radiation absorbed by plants, where this radiation is directly related
to evapotranspiration, hence relating NDVI to rainfall. This relationship is already
being exploited by the Famine Early Warning Systems Network (FEWS NET) to
monitor crops and range lands in semi arid sub-Saharan Africa. In East Africa, there
is a good correlation between NDVI and seasonal rainfall patterns [73], suggesting
its possible use as a drought metric. In a recent study, Omute et al. [74] indicated
that NDVI as a measure of vegetation vigour responded variably to precipitation
and its deficiency. Its sensitive to vegetation stress enables drought conditions to
be continuously monitored on a real-time basis, often helping the decision makers
initiate strategies for recovery by changing cropping patterns and practices [1]. With
Recently increased data availability from remote sensing (rainfall, vegetation condi-
tion index VCI, terrestrial water storage TWS), reanalysis (soil moisture and TWS),
and land surface models (soil moisture), Agutu et al., [6] employed the products to
characterise EA droughts between 1983 and 2013 in terms of severity, duration, and
spatial extent. They further assessed capability of the products to capture agricul-
tural drought impacts using maize and wheat production data. In Ndehedehe et al.,
[75], the utility of standardised indicators (standardised precipitation index (SPI),
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standardised runoff index (SRI), standardised soil moisture index (SSI), and mul-
tivariate standardised drought index (MSDI)) and Gravity Recovery and Climate
Experiment (GRACE) derived terrestrial water storage were employed to assess
hydrological drought characteristics over the basin.

Remote sensing techniques that provide NDVI can be integrated with GIS and
GNSS to effectively forecast andmonitor drought where remote sensingwill indicate
areas of consistently healthy and vigorous vegetation, as well as stressed vegetation,
whileGNSSwill provide location-based information thatwill enable these vegetation
to be located, and play the role of georeferencing these remotely sensed satellite
images.

The use of GRACE satellites discussed in Sect. 9.3 to provide spatial and tem-
poral changes in terrestrial water storage, which could be used to monitor drought
is emerging. For example, Chen et al. [76] used GRACE satellites to measures a
significant decrease in terrestrial water storage (TWS) in the central Amazon basin
in the summer of 2005, relative to the average of the 5 other summer periods in the
GRACE era. Their results demonstrated the unique potential of GRACE satellites
to remotely sense large-scale severe droughts and flooding events, and in evaluating
advanced climate and land surface models. In Awange et al., [77], GRACE satellites
have been employed to monitor hydrological drought over the greater horn of Africa,
a region having hydrometeorological data deficiency.

17.7.3 Combating Drought

Jayaraman et al. [1] indicate that while the construction of large reservoirs to ensure
irrigation and drinking water contributed to a large extent towards mitigation of
droughts in different countries, the poor and inefficient management of land and
water resources in respective command areas have resulted in massive land degra-
dation like salinity/alkalinity, waterlogging, etc., and thus causing serious concern
to the conventional model of drought mitigation. In Chap.16, ways in which GNSS
satellites could be helpful in land management was presented. GNSS could also be
useful in monitoring the large reservoirs. Finally, in Awange et al., [64], the concept
of living with drought is emphasized.

17.8 Vector-Borne Diseases and Outbreak

Major epidemics of virulent disease haveoccurredwith surprising frequency through-
out human history, e.g., the numerous appearance of bubonic plaque in Europe in
the late Middle Ages, the pandemic spread of influenza in the United States in 1918-
19, and HIV-AIDS in our time [2]. Discovering and understanding the life cycle
of a disease calls for painstaking research, literally years of trial and error, and for
many biologists, GNSS and GIS could not have come at an opportune time [2]. In



17.8 Vector-Borne Diseases and Outbreak 381

general, where temporal and spatial information is required, GNSS techniques could
be integrated with remote sensing and GIS to enhance optimality and provide use-
ful information applicable, e.g., in monitoring emerging infectious diseases and to
studies of global change effects on vector-borne diseases, see e.g., [78]. For exam-
ple, an integration of GNSS with GIS, satellite imagery, and spatial statistics tools
have been used to analyze and integrate the spatial component in epidemiology of
vector-borne disease into research, surveillance, and control programs based on a
landscape ecology approach [78].

Defining landscape ecology as dealingwith themosaic structure of landscapes and
ecosystems by considering the spatial heterogeneity of biotic and abiotic components
as the underlying mechanism which determines the structure of ecosystems, Uriel
[78] describes how the integration of GNSS with the tools above, and the landscape
ecology-epidemiology approach could be applicable to vector-borne diseases. They
support their argument by presenting their work on malaria in Israel and tsetse flies
in Kenya, and Lyme disease, LaCrosse encephalitis, and eastern equine encephalitis
in the north-central United States as examples for application of the tools to research
and disease surveillance [78].

On their part, Bonner et al. [79] consider the combination of GNSS and GIS
geocoding in epidemiologic research, while Jayaraman et al. [1] indicate the possi-
ble application of remote sensing satellite to risk assessment from crop pest/diseases
by using the temporal and spatial distribution of desert vegetation and rainfall derived
from NOAA data to identify potential locust breeding grounds. Once these locations
have been identified, GNSS could help by providing the actual coordinates of these
positions.

Example 17.4 (Leishmaniasis research [2]).

Leishmaniasis is one of the infectious diseases causing significant health problems
in Asia, Africa, India, North America, Latin America, and Europe, and is caused
by a parasitic protozoan, which in turn can infect several hosts (i.e., an organism
that harbors a parasite) and vectors (i.e., means of transmission, e.g., mosquitoes for
malaria), making it difficult to control [2]. Researchers in Texas studied the relation-
ship between the wood rats, which are the mammalian hosts for Leishmania, and the
sandflies that act as vectors transmitting the disease fromone host to another. To assist
in their studies, the researchers employed GNSS (DGPS discussed in Sect. 5.4.4.1)
to record the locations of the traps used to catch the rats, and also the locations of the
Sand fly trapping stations used to catch and monitor the vector. GNSS also plays a
subsidiary role of mapping roads and water features that are not found on a map, e.g.,
[2]. These information gathered from GNSS are integrated with other information
in a GIS system through map overlaying to generate the information (maps) relating
the trapping sites and the rats themselves, see e.g., [2, p. 46].

End of Example 17.4.
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17.9 Concluding Remarks

What has been presented in this Chapter is by no means exhaustive on areas upon
which GNSS satellites could contribute to management of disasters such as the
2011 landslide disaster in Brazil, where more than 1,000 people died and thousands
displaced. It should be emphasized that nomethod can provide a full proofmonitoring
of a disaster. What is discussed in this Chapter are simply ways by which GNSS
could contribute, albeit marginally, to monitoring disasters, which could lead to
early warning and mitigation measures being taken. GNSS could also contribute
towards preparedness measures and also during post-disaster periods as discussed in
various sections of the Chapter. In general, GNSS complement other remote sensing
satellites and where possibly, should be used in conjunction with those satellites to
optimize the productivity of drought management.
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Chapter 18
Environmental Pollution

People blame their environment. There is only one person to
blame – and only one – themselves.

Robert Collier

18.1 The Concept of Pollution and Applications of GNSS

There exist various definitions to the word pollution depending on one’s jurisdiction
and the laws of a particular country. Springer [1, see references therein] looks at the
meaningful concept of defining pollution in international lawby posing the questions:
“what are you talking about when you are talking about pollution?What is pollution?
How would you define it if you are going to remove the concept of damage from
it?” These questions are not easily answerable and as Springer [1] acknowledges,
the term pollution is a word whose precise meaning in law, particularly international
law, is not easily discerned [1]. It has been used in a wide variety of contexts, from
international conventions to pessimistic speeches about the state of the environment,
to describe different levels and kinds ofman-induced changes in the naturalworld [1].

Within a particular context, pollution assumes a meaning, either explicitly stated
or implicitly developed, which may bear little resemblance to its usage elsewhere.
Springer [1] discusses the basic conceptual categories within which pollution has
been approached in the past such as; pollution as an alteration of existing environ-
ment, pollution as a right to territorial sovereignty, pollution as a damage (to man
and his property, and the environment), pollution as interference with other uses of
environment, and pollution as exceeding assimilative capacity of environment.

Within this concept of environmental pollution, whether on land, water, or air,
GNSS satellites could play an important role of providing maps indicating the loca-
tions of the point sources of the pollutants, and the spatial changes of areas impacted
by the pollutants. It could also be useful in providing boundaries for sampling data
for the purpose of pollutionmonitoring, e.g., air pollutionmonitoring that is irregular
and cannot be represented by regular grids, see e.g., [2]. GNSS could also be used to

© Springer International Publishing AG 2018
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support actions needed to be undertaken in order to curtail human exposure to chem-
ical pollution within the framework of geosensor network monitoring discussed in
Sect. 17.1.2. These includes:

(a) The monitoring of exposure of people and the environment to chemical pollu-
tants. Here, GNSS could be used to provide location-based data indicating the
physical location of sources of harmful chemical pollutants and the location of
the households affected. Its distance-based data could be useful in knowing the
measure of how far or close a chemical pollutant is.

(b) Institution of community-based education programmes to discuss the delete-
rious effects of industrial and agricultural pollutants on the environment and
human health. This could be achieved through knowledge of point sources of
the industrial and agricultural pollution, which could be derived from GNSS
location-based data.

18.2 Water Pollution

That fresh water has played key roles in agriculture, industries, and municipalities,
among others is highlighted for instance by [3, p. 314]. Whereas most of the world’s
fresh water lakes carry natural substances and nutrients, today, in addition to these
natural materials, pollutants, e.g., chemicals and excess eroded soil also find their
way into the lakes, e.g., [4].

Oceans, home to salt water marine, also face pollution from human-induced activ-
ities as witnessed by the BP oil leak at the Gulf of Mexico in 2010. There is need,
therefore, to ensure that this vital source of life suffers minimum pollution as pos-
sible. Mackenzie [3, p. 314] defines water pollution as any physical or chemical
change in water from both natural and anthropogenic sources that adversely affects
the organisms living in it. Water resources undergoes pollution from both point and
non-point sources discussed next.

18.2.1 Point and Non-point Sources

Points sources are, e.g., factory outlet pipes and sewage treatment plant outlets whose
positions can be accuratelymapped usingGNSS receivers. Surface pollutants include
those produced from factories and industries, and agricultural activities. During rainy
seasons, storm water carries with it chemicals from fertilizers and pesticides from
farms, together with other nutrients from the neighbouring towns. These materials
are either swept into water bodies (rivers, dams, boreholes, etc.) through surface
runoffs or percolate into the ground to reach groundwater flows, and finally into
the rivers. The rivers eventually pour their contents into the lakes and oceans. The
consequence of sewage contamination of water quality include outbreak of human
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Fig. 18.1 Mobile hand-held
GNSS

diseases and eutrophication problem,which result in the proliferation of algal blooms
and undesirable aquatic macrophytes, e.g., water hyacinth, see e.g., [4]. In some
countries such as Kenya, towns empty their sewage and other industrial effluent into
the lakes. GNSS could be useful in mapping the locations and perimeters of these
sources of sewage pollution, what could simply be achieved using a low cost hand-
held GNSS receiver (Fig. 18.11) in autonomous mode (see Sect. 5.4.1). This data can
then be placed in a GIS system to inform decisions by the stakeholders.

An example of the effect of toxic chemical poisoning of water and its subsequent
repercussion on human health was illustrated by the mercury poisoning ofMinamata
Bay in Japan [3, p. 324]. Around 1950s, mercury was discharged from a chemical
plant located on a river flowing into the bay. The traces of this mercury found them-
selves in fish and were eventually consumed by people leading to the Mad Hatter’s
disease, a disease that affects the nervous system. Mackenzie [3, p. 324] report that
older Japanese living around the bay today still exhibit evidence of the disease that
has killed a number of people.

Another example of water pollution is presented by the case of Kisumu (Kenya)
where pit latrines (Fig. 18.2) are in the same locality with boreholes supplying
groundwater (Fig. 18.3) thus contaminating the water. GNSS could be useful in pro-
viding the locations and perimeters/areas data of these features (pit latrines and
boreholes), which could be mapped in a GIS system to support waste management
and policy formulations.

Non-point sources are those that are difficult to identify, e.g., pollution from trans-
portation sector andwastes fromminingoperations, agricultural activities, andwastes
carried by street runoffs and drainage. From the atmosphere, precipitation containing
chemical such as sulfur and nitrogen oxides also contaminate water sources. Owing
to their dispersive nature, non-point sources are difficult to control and also to map.

For Lake Victoria (East Africa), studies indicate that the high phosphorous and
nitrogen loads choking it are attributed to several non-point sources. Themost impor-
tant of these are agriculture, livestock, domestic and industrial effluents. Most of
these activities use large amounts of synthetic compounds including fertilizers and
pesticides, see e.g., [6]. Although animal manure and domestic wastes contribute

1Source: c©1995–2010 Esri. http://www.esri.com/technology-topics/mobile-gis/graphics/geoxt-
web-lg.jpg.

http://www.esri.com/technology-topics/mobile-gis/graphics/geoxt-web-lg.jpg
http://www.esri.com/technology-topics/mobile-gis/graphics/geoxt-web-lg.jpg
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Fig. 18.2 Pit latrine (dotted blue) plotted on a Map of Nyalenda (Kisumu, Kenya). GNSS could
be useful in providing the perimeter/area covered by these pit latrines in addition to their actual
locations. Source Department of Planning, MCK (Municipality of Kisumu, Kenya) and Regional
Center for Mapping of Resources for Development (2006) in Opande [5]

about 3000 tons and 132 tons of the total, respectively, their nitrogen inputs are esti-
mated at over 40,000 tons per year [7, p. 106]. This represents more than three times
the amount contributed by synthetic fertilizers. GNSS could be useful in providing
sampling boundaries for measuring the contributions of these pollutants, see e.g., [2].

18.2.2 Eutrophication of the Lakes

Mackenzie [3, p. 318] defines eutrophication as the process of being fed too well.
Eutrophication leads towater quality deterioration, taste and odour problems, oxygen
depletion, reduced transparency, decline of fisheries, possible fish kills, clogging of
waterways and toxic effects on animals and human beings. The phenomenon is a
typical result of nutrient imbalances at several levels. The source of nutrients include
agricultural activities, which produce nutrient rich runoffs resulting from the leaching
of fertilizers and manure, garbage dumps, sewage, and industrial effluents. Odada
et al. [8] listed three causes of eutrophication as:

(a) Enhanced effluent discharge.
(b) Runoff and storm water.
(c) Enhanced discharge of solids.
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Fig. 18.3 Well-water point locations (dotted red) plotted on a Map of Nyalenda (Kisumu, Kenya).
GNSS could be useful in providing the positions of these wells. Source Department of Planning,
MCK and Regional Center for Mapping of Resources for Development (2006) in Opande [5]

The first two are the most important causes of eutrophication. Sources of effluent
discharge could be mapped using hand-held GNSS receivers (Fig. 18.1). In the US,
the Clean Water Act 1972 focused on eliminating point source pollutants through
regulating discharges from such point-sources. This was achieved by setting effluent
limits by which business were required to adhere. By the 1980s, better control of
point-source posed a minor threat to public waters and focus shifted to storm water
management. The San Francisco Public Utilities Commission (SFPUC) in its attempt
to reduce storm water pollution mapped the city’s storm drain using a hand-held
GNSS-based data collection device (e.g., Fig. 18.1) that captured the drain’s precise
locations and recorded digital notes on their conditions creating a GIS database [9].

18.3 Air Pollution

18.3.1 Background

As stated in Chap. 1, environmental monitoring is concerned with monitoring the
Earth’s surface as well as the atmosphere. The Earth’s atmosphere is known to be
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sensitive to global warming, ozone layer depletion, and air pollution. Air pollution is
the emitting of harmful substances into the air that are detrimental to the environment.
These substances could include, e.g., harmful poisonous gases, volcanic eruptions,
e.g., the Indonesian eruption of 2010, greenhouse gases such as CO2 that contribute
to global warming, just to list but a few. Perhaps, the most crucial, is the emission of
greenhouse gases from transport sector. In both developed and developing nations,
urban air pollution is increasingly being recognized as a major public health and
environmental issue. In most developing countries, however, air quality monitoring
is not routinely conducted and in some urban areas, such information does not even
exist, though signs of deteriorating air quality and health problems related to air
pollution are visible [10]. In Chap.11, the possible contribution of GNSS satellites
to global warming monitoring was discussed. In the next section, the possible con-
tributions of GNSS satellites to monitor local pollution are presented. The benefits
of local monitoring is that it supports environmental quality conservation.

At a local level, onemajor air pollutant is the transport sector that emits CO2 gases
to the atmosphere. Example of possible use of GNSS to monitor transport related
pollution is presented inSect. 18.3.2.Other source include industrial pollutantswhose
exact locations can readily be mapped using a hand-held GNSS receivers. These
GNSS-based location data could then be integrated with other information such as
the emission level per location in a GIS system to give a real-time air pollution
monitoring capability.

For non-point sources, GNSS could play a role of mapping atmospheric quality
parameters by being integrated with other devices in a geosensor network (e.g.,
Sect. 17.1.2), e.g., gas sensors, cell phones, and laptops in a mobile device such as
that discussed, e.g., in Schreiner et al. [11]. In the work of Schreiner et al. [11], GNSS
provided location-based data in terms of longitude, latitude, and altitude at points
where the sensor recorded the pollution level. Both the sensor and GNSS transmitted
their measured data to a laptop, which processed the information and relayed it to
a mobile phone for remedial actions to be taken. In this example, GPS Map 196
receiver type was used.

18.3.2 Pollution from Transportation Sector

Increased traffic volumes (see e.g., Fig. 18.4, right) in major towns such as Beijing,
New York, etc., has potential for affecting ambient air. In most developing nations,
such as Kenya, most of the vehicles are of the old generation (e.g., Fig. 18.4, left)
and cannot sustainably run on unleaded fuel, as the conditions generated during
combustion contribute to a rapid erosion of the valve seats, resulting in loss of engine
performance through poor valve sealing.

The high lead content combinedwith the low combustion efficiency of the old type
of engines lead to the emission of high volumes of exhaust gasses, which contain
semi-combusted fuels combined with worn out engine parts and waste oils [12],
hence high concentration of particulate matter in the air. From their study of air
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Fig. 18.4 Vehicle congestion and exhaust pollution

pollution in Beijing, Yang et al. [13] found that the relative particulate mass and
the elemental concentrations of crustal and pollutant elements in the air particulate
matter collected over the urban area was higher than rural areas.

The possible role that could be played byGNSS in supportingmonitoring of trans-
portation related emission and noise pollution is exemplified in the study of Taylor
et al. [14] who discusses the Transportation System Center (TSC) developed at the
University of South Australia based on the integration of GIS and GNSS systems. In
this system, GIS played the role of data management, i.e., data entry and integration,
data analysis and display, while GNSS had the role of determining the locations of
both static observations and dynamic recordings of the vehicle positions over time.
The GIS-GNSS system is further integrated with an engine management system
of the vehicle to provide time-tagged data on GNSS position and speed, distance
traveled, acceleration, fuel consumption, engine performance, and air pollution on a
second-by-second basis [14].

Suchdata is vital not only for air pollutionmonitoringbut also for energy conserva-
tion through monitoring of engine performance and fuel consumption. Acceleration
data are useful inmonitoring noise pollution level coming from the engine. An essen-
tial component of transportation that contributes to large fuel consumption and higher
emission of greenhouse CO2 gases is traffic congestion. In this GIS-GNSS system
of [14], GNSS played a role of monitoring traffic congestion by measuring some
component of total delay time, e.g., stopped time and acceleration noise (indicated
by speed variation depending on the road condition). GNSS could also be useful in
providing speed data, see e.g., [15, 16]. Further, congestion can be identified by the
presence of queues, and as such, the knowledge of the incidence of queueing in any
congestion monitoring system is essential [14]. As already stated, GNSS could help
in measuring the proportion of stopped time (PST), which indicate the amount of
time spent in queues during a journey [14].
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18.4 Land Pollution

18.4.1 Solid Waste Collection and Management

Natural resources on the fringes of urban areas always suffer severe depletion and
degradation as urban centers create demand for goods and services thus exerting
tremendous pressure on fragile ecosystems. The high rate of urbanization therefore
rapidly increases the pressure on these ecosystems. The increasing population and
economic growth of cities associated with urbanization create externalities due to
the demand for resources and waste disposal [17].

Solid waste includes refuse from households, non-hazardous solid waste from
industrial, commercial and institutional establishments (including hospitals and other
health care facilities), market wastes, yard wastes and street sweepings. Solid Waste
Management (SWM)encompasses the functions of storage, collection, transfer, treat-
ment, recycling, resource recovery and disposal. Its first goal is to protect the health of
the population. Other goals include promotion of environmental quality and sustain-
ability, support of economic productivity and employment generation. Achievement
of SWM goals requires sustainable systems, which are adapted to and carried out
by the municipalities and their local partners including the communities within their
jurisdictions.

In many cities of developing countries, private or public systems of SWM are
inadequate, only able to achieve collection rates of between 30 and 50%. The uncol-
lected wastes are often disposed off in ways detrimental to the environment such
as open burning, burying, or dumping in rivers [18]. This problem is further com-
pounded in low income areaswhere the authorities normally prioritize SWM lowly as
compared to water supply, electricity, roads, drains, and sanitary services [19]. SWM
is a major responsibility of local governments in developing countries consuming
between 20 and 50% of their total budgets [20]. It is a complex supply driven task,
which depends as much upon organization and cooperation between households,
communities, private enterprizes, and government authorities, as it does upon the
selection and application of appropriate technical solutions for collection, transfer,
recycling and disposal [21]. It should therefore, be approached from the perspective
of the entire cycle of material use with a broad scope encompassing planning and
management, waste generation and waste handling processes [19].

18.4.2 GNSS Support of Solid Waste Management

The functioning of solid waste management systems is influenced by the waste han-
dling patterns and underlying attitudes of the urban population who are the waste
generators; these factors are themselves, conditioned by the people’s social and cul-
tural context [19]. Fast growing low-income residential communities often comprise
of a considerable social, religious and ethnic diversity, which strongly influences the
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waste characteristics and socio-economic patterns thereby influencing the choice of
SWM techniques to be applied.

In urban areas, the physical characteristics of a settlement such as the road condi-
tions, topography, waste characteristics, etc., need to be considered when selecting
and/or designing waste collection and transportation procedures and equipment. Use
ofGNSS andGIS technology could be valuable in visualizing this physical character-
istic to improve on collection efficiency. More importantly, GNSS and GIS could be
vital tools for urban planners in that they could enable them harmonize solid waste
management and other services such as water, electricity, access roads, physical
planning, and sanitation, all of which are associated with inadequate service delivery
within a municipality. This technology would help in getting the exact location and
properties of the containers, understanding the attributes of the infrastructure, and
routing of the secondary collection vehicles.

At the level of natural systems, the interaction betweenwaste handling procedures
and public health conditions is influenced by climatic conditions such as seasonal
weather variations and other ecological factors, e.g., the nature of animals reared
within the homestead. In practical terms, climate determines the frequency by which
waste collection points must be serviced in order to limit negative environmental
consequences. The contribution of GNSS to weather and climate monitoring are
presented in Chaps. 9 and 11.

The management methods and techniques employed in SWM should pay more
attention to integrated approaches based on adequate information systems, e.g., GIS
among other tools. With regard to operational planning and appropriate management
methods, the approach should include among others, data collection techniques,
analysis of waste composition, projecting waste amounts, scenario techniques and
formulation of equipment specifications [22], all of which could be supported by
GNSS as discussed above (Fig. 18.5).

18.4.3 Solid Waste from Transportation Sector

Although pollution from industry, agrochemical factories and farmlands have been
well documented (see, e.g., Sect. 18.2), the contribution of the transportation sector
to the pollution of environment in terms of solid waste also deserve to be mentioned.
Contribution of pollution from the vehicles takes the form of;

• litter generated at the termini and along the roads (e.g., Fig. 18.6),
• vehicle repair, service and maintenance yards and garages commonly known in
Kenya as “Jua Kali” (i.e., open garages indicated by Figs. 18.7 and 18.8),

• exhaust fumes and oil spills on to the roads, which are washed into thewater source
(Figs. 18.9 and 18.10).

A hand-held GNSS receiver (e.g., Fig. 18.1) could be useful in providing locations of
these sources, which could then be mapped and integrated with other data in a GIS
to develop a real-time monitoring of system for decision makers in municipalities.
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Fig. 18.5 Informal waste dumping locations (dotted red) plotted on Map of Nyalenda (Kisumu,
Kenya). GNSS could be useful in providing these locations. Source Opande [5]

Pa

Fig. 18.6 Waste accumulation at bus termini in Kisumu (Kenya)

Sc

Fig. 18.7 Wastes from vehicle repair known as Jua Kali in Kisumu (Kenya)
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Fig. 18.8 The spray painting process and wastes in Kisumu (Kenya)

Fig. 18.9 Oil spills in Kisumu (Kenya)

Fig. 18.10 Petrol station operations and the Caltex petrol depot at the Lake side in Kisumu (Kenya)

Car Washing: In East Africa, an increasingly popular practice at the beaches of
Lake Victoria today is the car washing (Fig. 18.11) whose history stretches back to
the late 1950s. The beach records very high turn over of vehicles of different classes
that are washed at the Lake every day, see e.g., [4, 23]. Casual observations reveal
that the shore waters are now dirtier and greasier. The waste oils from these vehicles,
and dirt accumulated in transit are all washed into the Lake. Some of the vehicles
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Fig. 18.11 Washing of heavy petroleum vehicle in Lake Victoria in Kisumu (Kenya)

Fig. 18.12 Environmental impacts of washing of heavy petroleum vehicles in Lake Victoria in
Kisumu (Kenya). A hand-held GNSS could provide the location, perimeter, and area information
of such impacted areas. This information could then be incorporated into a GIS system to support
habitat conservation and management

have leaking systems hence the oils or the fuels drip into the Lake while they are
being washed causing further problems.

As can be seen in Fig. 18.12, the shores are no longer supporting the original
vegetation or other small life forms, due to the conscious removal by the car washers
or possibly due to the decrease in the oxygen levels in the water occasioned by the
oil covering the water surface. In Fig. 18.12, the floral and faunal composition has
also changed as can be detected by the lack of shells at the car washing area. There
has been a change in the trophic relations at the car washing area, which affects the
entire Lake. It should be pointed out that Kichinjio beech in Kisumu (Kenya) is one
of the breeding sites for some fish species and other aquatic life forms within the
lake, a characteristic that is fast disappearing. The disturbance accompanied by oils
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in the water could have adversely affected them. A hand-held GNSS receiver could
play a vital role in providing locations, perimeters, and areas of such car washing
impacted areas for the purposes of habitat conservation and management.

18.4.4 Acid Mine Deposit Sites

Sulfide minerals occurring naturally are common minor constituents of the Earth’s
crust but occur in large quantities in some metallic ore deposits (e.g., Cu, Pb, Zn, Ni,
U, Fe), phosphate ores, coal seams, oil shales and mineral sands [24, p. 29]. When
not exposed to oxygen, sulphide are harmless. However, when exposed to oxygen
through, e.g., mining, excavation, waste rock dams, etc., they become oxidized to
produce sulphuric acid and high concentration of heavy metals such as Cu and Zn,
see e.g., [25, p. 33]. Lottermoser [24, p. 29] point to the fact that the mineral pyrite
(FeS2) tend to be the most common sulphide mineral present whose weathering at
mine sites cause the largest, and most testing, environmental problem facing the
industry today - the acid mine drainage (AMD).

AMDgeneration can lead to the contamination of surface and groundwater result-
ing into expensive treatment. Johnson et al. [26] indicate that the cost of remediating
impacts of AMD in Canada for example was in excess of $3 billion. In Australia, the
environmental impact of AMD is most significant in the abandoned mines, e.g., Rum
Jungle (NT), Mt Lyell (Tas) and Mt. Morgan (Qld) [25, p. 34]. The problem with
AMD is that where it enters streams, there is a drop in pH leading to the disappear-
ance of aquatic ecosystems and backside plant communities, soil contamination, the
degradation of the food chain and contaminated groundwater [24, p. 69] and [27].
According to Lottermoser [24, p. 29], long-term exposure to contaminants in farmed
food products may have the possibility of increasing health problems for humans.
The extent to which extreme conditions of AMD develop depends on [25]:

• Water availability for oxidation and transportation.
• Oxygen availability.
• Physical characteristic of materials.
• Temperature, ferrous/ferric iron equilibrium, and microbial activity.

An effective approach for handling AMD entails managing of one of the factors
above. Encapsulations of acid generatingmaterials to prevent water leaching through
the sulfidic materials and to limit oxygen contact with it are the two most important
principles to apply [25]. The two steps above can only be applied once the materials
on the mine sites, which have acid generating potential, have been identified [25].

GNSS could be useful in providing the locations of the materials once they have
been identified and also in mapping sample sites for which tests such as net acid
generation (NAG) are to be undertaken. These location-based data could support
managementmeasures by showing decisionmakers the exact placeswhere the factors
listed above have been implemented. A hand-held GNSS receiver would suffice for
such a case.
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18.5 Concluding Remarks

This chapter has outlined some examples of areas where GNSS could support pollu-
tion monitoring. The materials presented in this chapter are by no means exhaustive
but a motivation for further research on how the application of GNSS and its integra-
tion with other technologies could contribute to enhancing pollution monitoring and
management. This was shown, e.g., in the case of monitoring air pollution and storm
water pollution where it was integrated with gas sensors and GIS respectively. It was
also shown that GNSS will play a crucial role in transport pollution related monitor-
ing through measurements, e.g., of stoppage time, and provision of location-based
data.
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Chapter 19
Animals and Vegetation Protection
and Conservation

During the past 35 years, new technologies have been developed
for remotely tracking and studying free ranging animals [1], and
advances in technology continue to increase opportunities for
incorporating tracking and biotelemetry to study animal
behaviour and ecology. Perhaps the most revolutionary advance
in obtaining animal locations is the use of GNSS.

Tomkiewicz et al. [2]

19.1 Introductory Remarks

This chapter presents ways in which the emerging GNSS methods could be useful in
supporting management and conservation efforts of animals and vegetation. Ways
in which animals and vegetation impact on the environment, and vice versa, i.e.,
the ways in which the environment impact, through human-induced anthropogenic
activities, on the animals and vegetation are considered. Specific emphasis on how
GNSS could support these efforts through monitoring, thereby enabling remedial
measures to be undertaken are presented.

Section19.2 introduces the concept of GNSS-based animal telemetry, which is
an emerging powerful technology for wildlife studies that provides continuous, high
accurate positional (time-series) data on animal locations, information which when
combined with other data, such as very high frequency (VHF) radio tracking and/or
remote sensing data (e.g., from MODIS - Moderate-resolution Imaging Spectro-
radiometer) could lead to improved understanding of animal ecology, movement,
foraging, and impact on the environment among other benefits. In overall, these
benefits will enhance conservation measures.

The section starts by presenting the benefits (i.e., usefulness in conservation
and monitoring of the endangered species) and background of animal tracking
in Sect. 19.2.1, which highlights the advantages of GNSS-based animal telemetry
approach over the conventional methods (e.g., VHF). Section19.2.2 then looks at
the observation and data management aspects, i.e., how the huge amount of data
acquired can be managed. Finally, Sect. 19.2.3 concludes by presenting examples of

© Springer International Publishing AG 2018
J. Awange, GNSS Environmental Sensing, Environmental
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real application areas where GNSS-based wildlife telemetry have been used. The
materials presented in this section are largely adopted from the contributions of a
theme issue “Challenges and opportunities of using GPS-based location data in
animal ecology”, which was held at Edmund Mach Foundation, Viote del Monte
Bondone, Trento, Italy, in September 2008, see e.g., [3, and the contributions therein].

Section19.3 then moves away from the animal world, to the plant kingdom and
explores means by which GNSS could support management and conservation of
vegetation. Vegetation itself comprises wide varieties of plant species, some of which
are rear species such as those found in Australia. In this section, however, only
forests and wetlands are discussed. The GNSS methods, nonetheless, are not limited
to forests and wetlands, but could be useful to any other species of vegetation being
monitored for conservation purposes. In Chap. 10 the possibility of using GNSS-R
to remotely sense vegetation through the reflected signals was presented.

19.2 GNSS Animal Telemetry

19.2.1 Benefits and background

19.2.1.1 Benefits

Studying animal motion provides ecologist with the necessary location-based data
for linking the animals (observed) to their environment (place or location, which they
could impact or could inversely impact on them). This link opens the possibility of
monitoring and studying how an individual animal interacts with its environment.
This could lead to improved knowledge, for instance, on how an animal forages
(i.e., what it likes and does not like), and how this impacts on the environment (see
the example of giraffe in Fig. 19.3 on p. 410). This knowledge could in turn pro-
vide information to policy and decision makers on conservation measures required.
Cagnacci et al. [3] discusses how knowing where animals go can help scientists in
their search for understanding key concepts of ecology, e.g., resource use, home
range and dispersal, and population dynamics. They postulate that intense sampling
of movement, coupled with detailed information on habitat features at a variety of
scales could enable the representation of animal’s cognitive map of its environment
and the intimate relationship between behaviour and fitness, data which when used
over a long period of time could enhancemonitoring of the impacts of climate change
on animal distribution and behaviour [3, 4].

Hebblewhite and Haydon [4, Table1] provide a nice and detailed summary of the
potential advantages and disadvantages of a combined GNSS and Argos technology
for supporting animal ecology and conservation issues such as resource selection
and corridor mapping, behaviour, migration, home range, demographic studies (e.g.,
survival reproduction), movement ecology, human-wildlife conflicts, and climate
change. Advantages are listed byHebblewhite andHaydon [4, see references therein]
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as improvements to habitat modelling conservation (e,g., identification of habitat cor-
ridors for trans-boundary conservation of Africa elephants, see e.g., [5, Chap. 8, p.
64]), mechanism of migrations (e.g., evidencing the main hypothesis for migration at
scales and across system that had previously been unthinkable without GNSS tech-
nology), basic ecology and conservation of wide ranging species (e.g., advancement
of basic ecology such as where animals forage, movement and distribution), con-
servation impacts (e.g., GNSS maps of wolf (Canis lupus), telemetry locations that
clearly showed a dramatic avoidance of human activities), and projecting impacts
of climate change (e.g., the effect of climate change on the predicted distribution of
polar bears (Ursus maritimus) in the next 50 years).

The shortcoming of a GNSS-based animal telemetry are listed as costs, small
sample size and poor population level inferences, overemphasis on the importance
of fine-scale data, removing the need of actual human observation, and difficulty in
relating fine-scale movements and coarse-scale evaluation of resource and behav-
iour [4]. It should be pointed out, however, that with the full realization of GNSS
satellite constellation, e.g., with most of the satellites discussed in Chap. 2 now oper-
ational, receivers are being manufactured that integrate the full spectrum of GNSS
lowering the cost. This has an added advantage for GNSS-based animal telemetry
in terms of positional accuracy, which is now an order lower than the 15m that has
been achievable so far (see e.g., Fig. 5.7 on p. 69).

19.2.1.2 Background

As early as 1960, the Craighead brothers realized the vast potentials inherent in
locating animals within their environment without physically coming into contact
with them when they radio-collared the first grizzly bears and elk as part of their
ground breaking studies in Yellowstone National Park [4, 6, 7]. GNSS-based radio
telemetry, therefore, could be traced back to the work of these scientists [4]. Since
the pioneering work of the Craigheads, a fully functional GNSS tracking systems for
wildlife,which is coupledwith data transmission technologies has givenbirth to a new
era of animal tracking as evidenced in literature that document numerous examples of
successful studies using GNSS positioning, see, e.g., [2, and the references therein].

Conventional animal location tracking methods include, e.g., VHF-based teleme-
try, camera trapping, landscaping genetics, and Argos among others. GNSS-based
telemetry provides systematic, highly accurate and relatively unbiased data com-
pared to these conventional approaches, and enables the correction of bias in the
GNSS fix-rate previously ignored in the VHF-based telemetry [4]. Though GNSS-
based telemetry has the above mentioned advantages over the conventional meth-
ods, a combination with these methods, e.g., GNSS-Argos could offer significant
improvements as opposed to a stand-alone approach. Hebblewhite and Haydon [4],
for instance, report on the alleviation of substantial amount of time required to manu-
ally obtain location-based information brought about by theGPS-Argos combination.
The positive outcome of this is the elimination of human bias that could be incurred
frommanual observation and significant saving of the resources that could have been
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allocated for such manual observations [4]. It should also be noted that lessons and
experiences learnt from the conventional approaches enhanced the advancement of
GNSS-based approach.

This has resulted in a great potential of monitoring the impacts of domestic and
wild animals on their habitats. This has come about due to the realization that these
animals alter the biological equilibriums of their habitat as they roam about either to
graze, look for water, or rest. In Fig. 19.3, for example, the impacts of giraffe on the
vegetation of Ruma National park in Kenya can be seen. Such important alteration
require an understanding of the impact of animals on their habitat.

One of the main objectives of ethologists and experts in landscape planning is to
understand the factors influencing the movements, and therefore the distribution of
animals over the land. The acquisition of this information is the only way animal
populations, both wild and domestic, will be able to be managed in order to sat-
isfy both the conservationist and the productive aims [8]. GNSS technology is fast
becoming the preferred means of gathering of information related to animal move-
ments and spatial distribution. GNSS data can be used to address animal ecology
questions (e.g., resource selection, animal movement, and foraging behaviour) from
a completely new perspective, i.e., closer to the animal point of view [9].

19.2.2 Observation and Data Management Techniques

As opposed to traditional positioning procedures performed with the privilege of
undertaking mission planning (e.g., Sect. 5.3) that enhances the achieved accuracies,
animal tracking completely takes the GNSS receiver to the world of uncertainty as it
becomes subject to the animal’s mercy. The animal dictates where it goes based on
factors such as food availability thereby seeing the receiver traverse terrains, some
of which maybe hostile and others which may illicit blockage of the GNSS signals,
especially when the animal moves under trees or inside forests. Two main features
of the receiver that immediately comes to play are its size, i.e., depending on the
animal to be tracked, and the durability of the receiver, i.e., how long is the animal
to be observed?

The positional aspect of GNSS-based telemetry is presented, e.g., by Tomkiewicz
et al. [2] who provide a chronological advancement of the animal based collar
receivers. Just like the normal GNSS receivers used for positioning discussed in
Chap.5, a collar-based GNSS receiver also requires a period of initialization also
known as initial fix. This is the period, which the receiver obtains its initial position
when it is switched on by determining the satellites in view. At the period of infancy
of GPS technology, receivers could take more than 30min to determine their initial
positions. Modernization of the receiver technology and increased availability of
satellites, however, has reduced this period to less than a second. The maturity of
the GNSS system now ensures availability of wide range of satellites. Receivers are
now also being manufactured that can track multiple satellites from different GNSS
constellations (see Chap. 2).
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The basic operational principle involves a collar GNSS receiver that is tied
around the animal’s neck. The receiver measures positional pseudoranges and satel-
lite ephemeris data (see Sect. 3) and stores them, while at the same time transmits
the data to the control center. Besides size and durability, power consumption is also
a major factor. In order to lower power consumption, the receiver can be set such
that it measures only the pseudorange data and later uses precise ephemeris (see
Sects. 3.4.1 and 5.4.2), in what is termed as ‘rapid fix technology’ by Tomkiewicz
et al. [2]. Tomkiewicz et al. [2] presents two types of rapid fix (i) the quick fix
pseudorange (QFP) and (ii) snapshot depending on whether land animals or marine
animals are being monitored. Technological advances have now seen the emergence
of smaller low voltage (3.0 Vdc) and low current that allow tracking of smaller mam-
mal species and birds [2]. For animal collar receiver, this initial fix time is of great
importance as marine animals, for example, surfaces for a shorter period of time,
thus requiring a quick fix. The need to conserve receiver power consumption also
dictates the operation as some receivers are turned on and off, thus also calling for
quick fix.

In the QFP designed for marine mammals, a standard GNSS receiver that can
collect data to 5 s of an animal surfacing is used, where pseudoranges are collected
for post-processing and at the same time stored for later downloading if the receiver
is recovered [2]. The snapshot receivers are specifically designed to digitize GNSS
downlink signals in less than a second and either stores the digitized data in raw form
thereby incurring huge files and low power consumption or extracts and calculates
the pseudoranges thereby reducing the file sizes that are manageable (comparable to
QFP) but using more power [2].

Due to the fact that GNSS-based radiotelemetry data are integrated with other
forms of data (e.g., from remote sensing), a proper data management system is
required. For instance, a micro-power data acquisition controller (MDAC) is used
to manage the entire operation to achieve a functional system [2]. Urbano et al. [9]
provide an evaluation of the requirement of a good management of GNSS-based
animal tracking data and stress the need for a dedicated data management tool and
expertise. They propose an example of such a spatial database model and how it
operates in Fig. 19.1. In the next three subsections, examples of application areas;
conservation of biodiversity, migratory/endangered species, and the mapping of the
attacking Australian bears are presented.

19.2.3 Applications

The use of GNSS-collar receivers to study the positions of animals is a common
technique for studies on wild animal habitats (such as those of deer, bears, and
wolves) [8]. Barbari et al. [8] provides an example on how GNSS is combined
with GIS and used to track animal locations in the various grazing areas at the
Animal Research Center of the University of Kentucky. In their study, 15 cows were
individually equipped with GNSS collar receivers programmed to record positions
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Fig. 19.1 A general representation of a possible standard database data model for core wildlife
GNSS (GPS) data by Urbano et al. [9]. When the GNSS device provides coordinates of a location at
a specified time, they are uploaded in the database in a table (GPS_raw_data). A device is associated
to an animal for a defined time range (table animal_GPS_device, connected to the tables animal
and GPS_device with foreign keys, represented by solid arrows in the figure). According to the
acquisition time, GNSS-based locations are therefore assigned to a specific animal (i.e. the animal
wearing the device in that particularmoment) using the information of the table animal_GPS_device.
Thus, the spatial table animal_location is filled (dashed arrow) with the identifier of the individual,
its position (as a spatial object), the acquisition time and the identifier of the GNSS device. Source
Urbano et al. [9]

every 5min in order to monitor their movements within the grazing area at regular
time lags. The collected data were later downloaded into a GIS system and analyzed
according to landscape features that were considered. Their results indicated the
usefulness of GNSS in gathering location information with increased accuracy.

19.2.3.1 Conservation of Biodiversity

In terms of conservation, Hebblewhite and Haydon [4] argue that it is the location-
based information (i.e., where the animals move) as opposed to the mechanism
of motion that have made substantial contribution to conservation. They present
an example based on the Canadian Rockies’ wolf that traveled over 100,000km2

area in Alberta, British Columbia, Montana, Idaho, and Washington in 1993 [4].
Argos collar was used and the results were reported to have given inspiration to the
Yellowstone and Yukon conservation initiatives [4, 10]. Another example presented
in [4] is the case where GNSS data from a pronghorn antelope in Wyoming revealed
the movement corridors that were threatened by oil and gas development in a narrow
migration pinch-point [4, 11].
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The last example above indicate how GNSS-based animal telemetry supported
one of the aims of conservation, i.e., identification of the type, nature, and extent of
the main factors affecting the animals in order for intervention measures to be under-
taken. Another aim of conservation is that of identifying human impacts on habitats.
This, too, could benefit from GNSS-based animal telemetry in that it would yield
habitat spatial data, whichwhen combinedwith external data (e.g., from remote sens-
ing) on the attributes of these habitats, such as human activities, could help identify
human impacts on these animals and their environment. Examples are given, e.g.,
by [4, see reference therein] on how spatial data contributed to the understanding of
the effect of energy development on Mule dear (Odocoileus hemionus) and Caribou
(Rangifer tarandus caribou). Other examples include identification of habitat corri-
dors for trans-boundary conservation of African elephants, see also [5, p. 64], and in
understanding the impacts of human recreation on wide-ranging carnivores [4].

The examples above show how humans have impacted on the habitats, yet the
reverse can also be said, i.e., the animals’ impacts on habitats. As an example, let
us consider the Rothschild (Giraffa camelopardalis rothschildi) species of giraffes
that were relocated from Soi Ranch in the Rift Valley of Kenya to two national parks
in the late 1970s and early 1980s in order to conserve the giraffes, which were then
threatened by the spread of human settlements [12]. Twenty-seven (27; five males
and 22 females) of these Rothschild giraffes were relocated to Ruma National Park
(NP) that was established in 1966 and gazetted as Lambwe Valley Game Reserve in
Kenya (Fig. 19.2), and 17 were relocated to Lake Nakuru NP.

A survey conducted in 2002 at Ruma NP to determine both the giraffe population
and the impact of their introduction on the park’s other animal species, on park’s flora,
and on human habitat found that the giraffes’ population was approximately 75, and
their presence had impacted onboth the environment and the human communities that
surround the park [12]. Here too, GNSS-based animal telemetry could provide useful
information that could be used to study the impacts of giraffes on the environment,
and could save resources incurred from undertaking a manual observation as was
done in [12]. If these giraffes were collared with GNSS receivers, for example, it
would be possible to relate their positions to the habitats as indicated in Fig. 19.3.
These spatial information could then be integrated with the attributes of the Park’s in
a GIS system to enhance management and the study of the impacts of these giraffes
on that habitat that are also home to other species.

19.2.3.2 Monitoring Migratory and Endangered Species

Animals migrate to “follow food” and also for reproduction purposes among other
reasons. For instance, herbivorous animals will tend to go to areas with greener
pastures and water, and as they go, so follows the carnivores who hope to benefit.
The Wildebeest migration of East Africa, for example, where millions of animals
move across the Serengeti and Mara plains (e.g., about 800km round trip during the
migration) in search of food and water, and having to cross the jaws of the waiting
crocodiles and other carnivores, has turned out to be one of theworld’s great wonders.
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Fig. 19.2 In 1983, 27 Rothschild giraffes (Giraffa camelopardalis rothschildi) were translocated
from Kenya’s Rift Valley to Ruma National Park (NP) as a conservation measure

Position A

Position B

Position C

Fig. 19.3 Monitoring the impact of giraffe on habitat at Ruma National Park, Kenya. From the
figure, it is noticeable that the giraffes have left the shrub vegetation dilapidated. GNSS could
provide the perimeters of such impacted environments, besides providing location-based data for
the animal’s movement
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Fig. 19.4 In Kenya, roan antelope (Hippotragus equinus) are found only in Ruma National Park.
Their survival, however, is threatened by poaching and drought. GNSS could be used to provide
location-based information on areas frequented by the roan antelope to inform conservation and
protective measures

In LakeVictoria in East Africa, fishing birds such as gulls, terns, pelicans, kingfishers
and cormorants are abundant in the river mouths of Sondu-Miriu, Kuja-Migori, Yala
and Nzoia. Rocky beaches with clear sandy waters host plenty of cormorants, little
egrets and African fish eagles. This can be attributed to the fact that the visibility
allows the birds to capture prey with little effort.

Studying animal migration provides various examples where a combination of
remotely sensed resource availability data together with GNSS movement (location-
based data) have yielded definitive ecological insights [13]. For instance, Hebble-
white and Haydon [4] indicate that by combining GNSS data on migratory move-
ments with spatially matched resources available from remote sensing data such as
MODIS1 for terrestrial and aquatic forage resources, clear evidence has been gen-
erated for the main hypothesis for migration at scales and across systems that had
previously been unthinkable without GNSS technology [4, see reference therein].

Besides monitoring of migratory species, GNSS-based animal telemetry could
also be useful in monitoring endangered species. Let us consider an example of the
roan antelope (Hippotragus equinus) at Ruma National Park (NP). The decision to
make Ruma a national park was driven by the urgent need to conserve the roan
antelope, locally known as “Omoro” (Fig. 19.4).

Roan antelopes are not endangered in the strict classification of endangered
species, rather, they are classified as a low-risk, conservation-dependent species
by the International Union for the Conservation of Nature and Natural Resources

1Moderate-resolution Imaging Spectroradiometer.
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Position A

Position B Position C

Position D

Position E

Fig. 19.5 An example of how aGNSS receiver could be used to provide location-based information
that could assist in monitoring of the endangered roan species at Ruma National Park, Kenya

(IUCN) or World Conservation Union [14]. They range across sub-Saharan central
Africa from Guinea to Ethiopia, and south across Angola to South Africa.

In Kenya, roan antelope are only found in Ruma NP, where habitat factors could
potentially enable them to thrive. However, poaching and drought have caused their
population to dwindle in recent years. In 1994, research scientists from the Kenya
Wildlife Society found only 34, and the census of September 1999 put the number
at 25, see e.g., Awange et al. [12, Table1].

Figure19.5 demonstrates how a GNSS-based animal telemetry could be useful in
monitoring the roan antelope as it moves from locations A, B, C, D, E, and finally
back to A. Assuming these locations have known varying habitat characteristics,
if these are coupled with the location-based data, conservationist could be able to
study the behaviour of the roan antelope with regard to these habitats and thus take
conservation measures. Examples of success of GNSS-based animal telemetry in
monitoring endangered species are given, e.g., in [15], where environmental models
for critical habitat identification was developed using data from 250 GNSS-radio
collared endangeredwoodlandCaribou (Rangifer tarandus caribou) across the entire
boreal forest of Canada [4].

In Lake Victoria region (Kenya), which is habitat to 34 endemic waterfowl and
migratory species, conservation activities have included direct protection of bird
types and habitat. The location of these habitats can be mapped using a hand-held
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Location A Location B

Fig. 19.6 An example of possible use of hand-held GNSS receivers (e.g., Fig. 18.1 on p. 389) to
provide location-based information on areas frequented by migratory birds

GNSS as illustrated in Fig. 19.6. Protected habitats include Important Bird Areas
(IBAs) such asLakeNyamboyo andUsenge.RiverYala andSondu-Miriu are home to
some of the candidate species for conservation such as the papyrus gonolek (Luniarus
mufumbiri), the papyrus yellow warbler (Chloropeta gracilirostris) and the Mada-
gascar Squaco heron (Ardea idea). Plovers, sandpipers and stilts dominate the water
edge community on sandy beaches along the Lake shores. Those dependent on emer-
gent vegetation include herons, storks, cranes and passerines (warblers and weavers).

19.2.3.3 Indirect Mapping of the Attacking Australian Drop Bears

In the preceding sections, we have treated the direct application of GNSS in animal
telemetry, i.e., tagging the animal in question and monitoring its spatial and temporal
evolutions. Whereas this is possible for animals that tend to forage in the open areas
favouring the use of GNSS, the technique suffers when used for those animals that
tend to stay in areas that do not favour GNSS. This is the case for the Australian
drop bears (Thylarctos plummetus), predatory carnivals that resemble the Koala’s
(Phascolarctos cinereus). Unlike the Koalas, which stays on trees for food or rest,
drop bears stay on trees to gain advantage upon which they can jump on their prey
once they are within reach (see Fig. 19.7). Drop bears inhabit the densely forested
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Fig. 19.7 Drop bear a in its habitat and b attacking prey. Source Janssen [16]

Fig. 19.8 Distribution of drop bears in Australia, quantified by the National Drop Bear Index
(NDBI). Janssen [16]

regions of the Great Dividing Range in South-eastern Australia and are also reported
to be in south-east South Australia, Mount Lofty Ranges and Kangaroo Island.2 The
distribution of drop bear over Australia is shown in Fig. 19.8.

Although monitoring of the drop bears is essential for their conservation and to
minimize human attacks, use of GNSS as discussed in the preceding sections is
compounded by signal loss due to the long time spend by the animals on trees on
the one hand, and severe damage and loss of the GNSS receiver during attacks on

2https://australianmuseum.net.au/drop-bear.

https://australianmuseum.net.au/drop-bear
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Fig. 19.9 a Example of two GNSS tracks ending with a drop bear attack (denoted by red stars),
and b summary of all drop bear attacks observed. Janssen [16]

their prey in addition to the animals rubbing their backs on the trees [16]. Janssen
[16] proposed an indirect method of mapping these drop bears by tagging the prey
instead. Using research assistants composed of international students tagged with
GNSS receivers, a study was undertaken in the northern part of Morton National
Park (about 120km south-west of Sydney, Australia) over a period of a week from
the 1st of April 2012, see [16].

The results of Janssen [16] (see Fig. 19.9) indicated that the attacks appeared in
distinct cluster areas inhabited by the drop bears. ThisGNSSfindingswere vindicated
by an independent research that examined the kill sites and scats in the study area
a month before and after the use of GNSS. Janssen [16]’s indirect use of GNSS to
track drop bears provides a method that is useful not only for mapping of the location
and size of the drop bear populations but also of other rare and endangered animals
that cannot be directly tagged.

19.3 Vegetation

Environmental monitoring of the extent and quality of vegetation plays a crucial role
of indicating land condition. By monitoring the changes in vegetation colour, often
as a results of stress, environmental impacts such as those arising from the exposure
of plants to pollutants (e.g., air, acid rains, heavy metal contamination of the soil),
insect infestation and disease can be deciphered [17]. Besides the stresses above,
increase in population growth of urban cities lead to vegetation destruction to pave
way to settlement or infrastructure. In this scenario, forests are cleared to provide
timber for building and fuelwood. As a result, topsoil erosion and sedimentation
are enhanced leading to increased suspended solid loads in the rivers that feed the
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lakes. Monitoring of vegetation, therefore, provides information on the impacts on
the environment as a result of human-induced activities or natural causes.

Remote sensing satellite provide means for detecting vegetation changes through
monitoring of the changing vegetation colour, which occurs as a result of the stress
stated above. This is achieved through monitoring of vegetation greeness/vigour
quantified through the normalizeddifference vegetation index (NDVI) ofTucker [18].
Through integration with remote sensing satellites, GNSS provides location-based
data and controls for vegetation mapping (e.g., Fig. 16.3 on p. 337). GNSS could also
find use in monitoring of rangelands, and can also be indirectly used with altimetry
satellites such as ICESat-2 (see Sect. 9.4.2) and GNSS-R (see Sect. 10.2) to map
vegetation.

James et al. [19] defines rangelands as grasslands, shrublands, andopenwoodlands
managed as natural ecosystems that are traditionally used by grazing animals. In this
context, GNSS could be used in digital cameras to provide observations on amount
and locations of poisonous, invading, or noxious plants; and threatened or endangered
species [19]. The next two subsections examine forests and wetlands as examples of
GNSS-based vegetation monitoring.

19.3.1 Forests

Detailed and timely information on forests are required for traditional forest man-
agement, forest certification, and in monitoring forest health and biodiversity on the
one hand, while on the other hand, there is an increasing need of having the informa-
tion delivered at a lower cost [17]. Population increase has also put pressure on the
available resources, e.g., land leading to increase in deforestation (e.g., Fig. 19.10).

Whereas remote sensing satellites detect damage on trees by monitoring colour
changes from the leaves, which are indicative of the related stress, Holopainen
et al. [17] discuss the role of GNSS as that of enhancing field work to achieve
the required efficiency of acquiring spatial forest resource information at a lower
cost.

GNSS applications to forest management span almost two decades. For example,
Sirait et al. [20] pointed out that effective forest management requires balancing con-
servation and local economic-development objectives and demonstrated the capabil-
ity of mapping customary land use systems using GNSS and GIS methods among
other techniques. The derived maps by Sirait et al. [20] were then used in forest pro-
tection and resource management, with the limitations being accuracy of the base
maps, ability of social scientists and map makers to accurately capture the complex
relationships of traditional resource-management systems on maps, and the political
will of the parties involved for recognizing different forms of land rights [20]. Part
of the forest protection is in managing forest fires and vegetation health, an area
where GIS has found wide use thanks to the capability of GNSS satellites to provide
accurate positions. For example, GNSS has been in use at the Ventura County Sher-
iff’s Office since the early 1990s to map wildfire perimeters [5]. James et al. [19]
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Fig. 19.10 Deforestation of the once densely forested Gwasi hills in Kisumu (Kenya) to pave way
for farming. GNSS could be useful in providing the perimeter of the deforested region

point to the use of video cameras with GNSS interface to document occurrences and
locations.

RavenEnvironmental Services [21] indicate the possibility of integratingGISwith
GPS to produce maps that describe both the property and any underlying inventory
data such as timber inventory for forest management units, the location and type of
unique plant communities or any other type of special-use zone. From such maps,
areas, lengths, distances to other features, and many other useful measures can also
be calculated. The resulting underlying data associated with any management unit
can then be exported as an Excel file, and used to periodically update a written
management plan [21].

Integration of GNSS and GIS is exemplified in the work of Brondizio et al. [22]
who produces a georeferenced map of land cover and land use for an area of the
Amazon estuary inhabited by three populations of caboclos with distinct patterns of
land use. The maps produced by Brondizio et al. [22] permitted measurements and
differentiation of land uses and change detection between small areas of managed
floodplain forests and unmanaged forests, and between three distinct age/growth
classes of secondary succession following deforestation. Brondizio et al. [22] sug-
gested means of balancing between use and conservation in Amazonian floodplain
and estuarine areas, and the effectiveness of monitoring these types of land cover
from satellite platforms (e.g., GNSS).

ICESat-2 will contribute to mapping of forest productivity by tracking the growth
of individual forest stands, observations of tree phenology, forest diseases, and pest
outbreaks through associated changes in canopy structures, and themapping of forest
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Fig. 19.11 Application of ICESat or ICESat-2 to measure tree heights as presented by [24]

Fig. 19.12 Global estimates of mean canopy heights derived from ICESat as presented by [23].
The capability of retrieving tree height with ICESat-2 will contribute to the large-scale biomass
assessments

heights and above ground biomass at a scale that approaches one that is appropriate
for forest carbon management, which would enable the global ecosystem commu-
nity to further constrain the sources and sinks of carbon at regional to continental
scales [23]. An illustration of ICESat-2’s capability to map forest productivity is
presented by [24], e.g., Fig. 19.11 that shows a clear ground return that is spread by
the slope of the ground, the top of the canopy, and returns from within the canopy
that are indicative of structure within the crown. Abdalati et al. [23] then provide a
global estimate of mean canopy heights derived from ICESat in Fig. 19.12.
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19.3.2 Wetlands

TheRamsar International Convention onWetlands of 1971 advocates for thewise use
ofwetlands bynational actions and international co-operation as ameans of achieving
sustainable development throughout the world. Article 3.1 of the convention states
that contracting parties shall formulate and implement their planning so as to promote
the conservation of the wetlands, and as far as possible, the wise use of the wetlands
in their territory.

Wetlands play a pivotal environmental role of providing sanctuary to biodiversity,
store flood water, and improve water quality. It provides habitat for fish and wildlife,
supporting a rich biodiversity that include many endangered and threatened species,
see e.g., [14, 25]. Conservation of wetlands is necessary as they have the ability
to sequester carbon and also tend to shift to net sources of greenhouse gases when
perturbed by land use change such as drainage for agriculture or forestry. In this way,
they help in preventing global warming, a consequence of climate change and its
ecological effects on the environment. They have an inherent capacity for storage of
carbon.

Ozesmi and Bauer [25] suggest the need for inventory and monitoring of wet-
lands and their adjacent uplands to assist in its conservation and management. Such
inventory and monitoring can be achieved using remote sensing techniques, see
e.g., [25–28]. Optical sensors that have been applied to wetlands include; Landsat
Multi-spectral Scanner (MSS), Landsat Thematic Mapper (TM), SPOT (Système
Probatoire d’Observation de la Terre)), NOAA AVHRR (Advanced Very High Res-
olution Radiometer), and radar system (JERS-1, ERS-1 and RADARSAT). Landsat
MSS (bands 4 (0.5–0.6m), 5 (0.6–0.7m), 6 (0.7–0.8m) and 7 (0.8–1.1m) provide
data that are useful in discriminating large vegetation wetlands [25]. Jensen et al. [29]
indicate its possible use in change detection through multi-temporal analysis. Land-
sat TM (particularly band 5; 1.55–1.75m) is useful in identification of wetlands and
other land covers types, see, e.g., [30] and change [31]. In practice, a window of 9
pixels would be required to consistently identify an object [25]. Band 5 has the capa-
bility to discriminate between vegetation and soil moisture levels. Jensen et al. [29]
add that the separability between wetlands types could be achieved using this band.

SPOT panchromatic (PAN) images have been used to provide reference data for
registration and calibration purposes [32, 33], while [34] applied European Remote
Sensing (ERS-1) synthetic aperture radar (SAR) to monitor the presence or absence
of water in wetlands in south western Florida, USA. A combination of optical and
radar sensors, where the two complement one another, is presented in the work of
Townsend andWalsh [35] who combine Landsat TM and SAR to detect flooding in a
forested wetland on the lower Roanoke River floodplain in North Carolina. Another
sensor that has been used for wetland studies is the Indian Remote Sensing (IRS)
satellite whose four bands are similar to those of Landsat TM (see, e.g., [36]).
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Spectral reflections of wetlands provide the possibility of separating various types
of wetland vegetation. Classification techniques used for wetlands include visual
interpretation, unsupervised or clustering, and supervised. The importance of visual
analysis in reconnaissance mapping of wetlands is demonstrated by Johnson and
Wichern [37]. Unsupervised classification involve grouping together of pixels of
similar spectral values, having the advantage of preserving spatial resolution of the
images, see e.g., [29]. Supervised classification adopts statistical techniques such as
the maximum likelihood. A hybrid system adopts a mixture of the two systems.

Vegetation indices find use in highlighting wetlands during classification methods
above. Normalized Difference Vegetation Index (NDVI) and Transformed Vegeta-
tion Index (TVI) are some of the techniques used to enhance image identification. In
addition, radar information is useful in wetland studies due to its capability to distin-
guish between flooded and non flooded areas. In all the remote sensing applications
above, GNSS could be useful in georeferencing remotely sensed satellite data, pro-
viding orientation for aerial photographs, and providing sampled location-based and
perimeter/area data. Furthermore, its application for sensing vegetation through the
reflected signals (GNSS-R) is promising to enhance vegetation sensing (see Chap.
10).

19.4 Concluding Remarks

The chapter has outlined important functions of GNSS in support of animal and
vegetation monitoring for conservation purposes. GNSS has brought with it a new
horizon where animal conservation managers can make informed decisions based
of simplified presentations (graphics and analysis) at no additional or sophisticated
analysis [4]. Its challenges have also been presented and its role to support forest
and wetlands also discussed. As already mentioned in Sect. 19.2.1.1, advantages of
obtaining animal positions using GNSS tracking systems are its capability to record
huge amounts of highly accurate animal locations with minimal work by the oper-
ators, thus allowing reduced sampling intervals, and increased accuracy and perfor-
mance when compared with VHF radio-tracking systems [9]. The system also has
the capability to position both on the surface of the Earth and in the air, are highly
accurate and repeatable compared with ground-based conventional VHF triangula-
tion techniques and VHF tracking from aircraft or Argos satellite Doppler-based
positioning, offers the capability of 24-h coverage with position updates available in
rapid succession (one location update per second is typical), the all weather position-
ing capability when other approaches can be restricted, and the additional accurate
time stamping of a position that is delivered besides the actual positions, see [2, and
the references therein].



References 421

References

1. Fuller MR,Millspaugh JJ, Church KE, Kenward RE (2005)Wildlife radio telemetry. In: Braun
CE (ed) Techniques for wildlife investigations and management, 6th edn. TheWildlife Society,
Bethesda, pp 377–417

2. TomkiewiczSM,FullerMR,Kie JG,BatesKK(2010)Global positioning systemandassociated
technologies in animal behaviour and ecological research. Philos Trans R Soc B 365:2163–
2176. doi:10.1098/rstb.2010.0090

3. Cagnacci F, Boitani L, Powell PA, Boyce MS (eds) (2010) Challenges and opportunities of
using GPS-based location data in animal ecology. Philos Trans R Soc B 365:2155. doi:10.
1098/rstb.2010.0098

4. Hebblewhite M, Haydon DT (2010) Distinguishing technology from biology: a critical review
of the use of GPS telemetry data in ecology. Philos Trans R Soc B 365:2303–2312. doi:10.
1098/rstb.2010.0087

5. Steede-Terry K (2000) Integrating GIS and the global positioning system. ESRI Press, Cali-
fornia

6. Craighead FC (1982) Track of the grizzly. Random House, New York
7. Craighead JJ, Sumner JS, Mitchell JA (1995) The grizzly bears of Yellowstone: their ecology

in the Yellowstone ecosystem. Island Press, New York
8. Barbari M, Conti L, Koostra BK, Masi G, Sorbetti Guerri F, Workman SR (2006) The use

of global positioning and geographical information systems in the management of extensive
cattle grazing. Biosyst Eng 95(2):271–280. doi:10.1016/j.biosystemseng.2006.06.012

9. Urbano F, Cagnacci F, Clement C, Dettki H, Cameron A, Neteler M (2010) Wildlife tracking
data management: a new vision. Philos Trans R Soc B 365:2177–2185. doi:10.1098/rstb.2010.
0081

10. Chester CC (2006) Landscape vision and the Yellowstone to Yukon conservation initiative. In:
Chester CC (ed) Conservation across borders: biodiversity in an interdependent world. Island
Press, Washington, pp 134–157

11. Berger J (2004) The last mile: how to sustain long-distance migration in mammals. Conserv
Biol 18:320–331. doi:10.1111/j.1523-1739.2004.00548.x

12. Awange JL, Aseto O, Ong’ang’a O (2004) A case study on the impact of Giraffes in Ruma
National Park in Kenya. J Wildl Rehabil 27:16–21

13. Hebblewhite M (2009) Linking wildlife populations with ecosystem change: state-of-the-
art satellite ecology for national-park science. ParkScience 26(1). http://www.nature.nps.gov/
ParkScience/index.cfm?ArticleID=280. Accessed 25 Sept 2011

14. Awange JL, Ong’ang’a O (2006) Lake Victoria-ecology resource of the Lake Basines and
environment. Springer, Berlin

15. Environment Canada (2008) Scientifi c Review for the Identifi cation of Critical Habitat for
Woodland Caribou (Rangifer tarandus caribou), Boreal Population, in Canada. August 2008.
Ottawa: Environment Canada. 72 pp. plus 180 pp Appendices

16. Janssen V (2012) Indirect tracking of drop bears using GNSS technology. Aust Geogr
43(4):445–452. doi:10.1080/00049182.2012.731307

17. Holopainen M, Leino O, Kämäri H, Talvitie M (2006) Drought damage in the park forests of
the city of Helsinki. Urban For Urban Green 4:75–83. doi:10.1016/j.ufug.2005.11.002

18. TuckerCJ (1979)Red and photographic infrared linear combinations formonitoring vegetation.
Remote Sens Environ 8(2):127–150. doi:10.1016/0034-4257(79)90013-0

19. James LF, Young JA, Sanders K (2003) A new approach to monitoring rangelands. Arid Land
Res Manag 17:319–328. doi:10.1080/15324980390225467

20. Sirait M, Prasodjo S, Podger N, Flavelle A, Fox J (1994) Mapping customary land in East
Kalimantan, Indonesia: a tool for forest management. Ambio 23(7):411–417

21. Raven Environmental Services (2008) Mapping and GIS/GPS Technology Services. http://
www.ravenenvironmental.com/mapping.aspx. Accessed 06 Mar 2008

22. Brondizio ES, Moran EF, Mausel P, Wu Y (1994) Land use change in the Amazon estuary:
patterns of caboclo settlement and landscape management. Hum Ecol 22(3):249–278

http://dx.doi.org/10.1098/rstb.2010.0090
http://dx.doi.org/10.1098/rstb.2010.0098
http://dx.doi.org/10.1098/rstb.2010.0098
http://dx.doi.org/10.1098/rstb.2010.0087
http://dx.doi.org/10.1098/rstb.2010.0087
http://dx.doi.org/10.1016/j.biosystemseng.2006.06.012
http://dx.doi.org/10.1098/rstb.2010.0081
http://dx.doi.org/10.1098/rstb.2010.0081
http://dx.doi.org/10.1111/j.1523-1739.2004.00548.x
http://www.nature.nps.gov/ParkScience/index.cfm?ArticleID=280
http://www.nature.nps.gov/ParkScience/index.cfm?ArticleID=280
http://dx.doi.org/10.1080/00049182.2012.731307
http://dx.doi.org/10.1016/j.ufug.2005.11.002
http://dx.doi.org/10.1016/0034-4257(79)90013-0
http://dx.doi.org/10.1080/15324980390225467
http://www.ravenenvironmental.com/mapping.aspx
http://www.ravenenvironmental.com/mapping.aspx


422 19 Animals and Vegetation Protection and Conservation

23. Abdalati W, Zwally HJ, Bindschadler B, Csatho B, Farrell SL, Fricker HA, Harding D, Kwok
R, Lefsky M, Markus T, Marshak A, Neumann T, Palm S, Schutz B, Smith B, Spinhirne J,
Webb C (2010) The ICESat-2 laser altimetry mission. Proc IEEE 98(5):735–751. doi:10.1109/
JPROC.2009.2034765

24. Harding DJ, Carabajal CC (2005) ICESat waveform measurements of within-footprint topo-
graphic relief and vegetation vertical structure. Geophys Res Lett 32:L21S10. doi:10.1029/
2005GL023471

25. Ozesmi SL, Bauer ME (2002) Satellite remote sensing of wetlands. Wetl Ecol Manag
10(5):381–402. doi:10.1023/A:1020908432489

26. Emerton L, Kekulandala LDCB (2003) Assessment of the economic value of Muthurajawela
wetland. Occasional papers of IUCN Sri Lanka, vol 4 (2003)

27. Jonson RM, Barson MM (1993) Remote sensing of Australian wetlands: an evaluation of
Landsat TM for inventory and classification. Aust J Mar Fresh Water Resour 44:235–252

28. Brooks RP, Wardrop DH, Cole CA (2006) Inventorying and monitoring wetland condition and
restoration on a watershed basin with examples from Spring Creek Watershed, Pennsylvania.
USA. Environ Manag 38(4):673–687. doi:10.1007/s00267-004-0389-y

29. Jensen JR, Christensen EJ, Sharitz R (1984) Nontidal wetlandmapping in South Carolina using
airborne multi-spectral scanner data. Remote Sens Environ 16:1–12

30. Han M, Sun Y, Xu S (2007) Characteristics and driving factors of marsh changes in Zhalong
wetland of China. Environ Monit Assess 127:363–381. doi:10.1007/s10661-006-9286-6

31. Munyati C (2000) Wetland change detection on the Kafue Flats, Zambia, by classification of
a multitemporal remote sensing image data set. Int J Remote Sens 21(9):1787–1806. doi:10.
1080/014311600209742

32. Welch R, Remillard M, Doran RF (1995) GIS database development for South Florida’s
National Parks and Preserves. Photogramm Eng Remote Sens 61:1371–1381

33. Ausseil AE, Dymond JR, Shephard JD (2007) Rapid mapping and prioritisation of wetland
sites in the Manawatu-Wanganui region, New Zealand. Environ Manag 39:316–325. doi:10.
1007/s00267-005-0223-1

34. Kasischke ES, Bourgeau-Chavez LL (1997) Monitoring South Florida wetlands using ERS-1
SAR imagery. Photogramm Eng Remote Sens 63:281–291

35. Townsend PA, Walsh SJ (1998) Modelling floodplain inundation using an integrated GIS
with radar and optical remote sensing. Geomorphology 21(3–4):295–312. doi:10.1016/S0169-
555X(97)00069-X

36. Chopra R, Verma VK, Sharma PK (2001) Mapping, monitoring and conservation of Harike
wetland ecosystem, Punjab India through remote sensing. Int J Remote Sens 22:89–98. doi:10.
1080/014311601750038866

37. Johnson R, Wichern D (2007) Applied multivariate statistical analysis, 6th edn. Prentice Hall,
Upper Saddle River

http://dx.doi.org/10.1109/JPROC.2009.2034765
http://dx.doi.org/10.1109/JPROC.2009.2034765
http://dx.doi.org/10.1029/2005GL023471
http://dx.doi.org/10.1029/2005GL023471
http://dx.doi.org/10.1023/A:1020908432489
http://dx.doi.org/10.1007/s00267-004-0389-y
http://dx.doi.org/10.1007/s10661-006-9286-6
http://dx.doi.org/10.1080/014311600209742
http://dx.doi.org/10.1080/014311600209742
http://dx.doi.org/10.1007/s00267-005-0223-1
http://dx.doi.org/10.1007/s00267-005-0223-1
http://dx.doi.org/10.1016/S0169-555X(97)00069-X
http://dx.doi.org/10.1016/S0169-555X(97)00069-X
http://dx.doi.org/10.1080/014311601750038866
http://dx.doi.org/10.1080/014311601750038866


Chapter 20
Unmanned Aircraft Vehicles

A lots is happening lately on the subject of drone applications in
agriculture and precision farming. From the ability to image,
recreate and analyze individual leaves on a corn plant from 120
meters height, to getting information on the water-holding
capacity of soils to variable-rate water applications,
agricultural practices are changing due to drones delivering
agricultural intelligence for both armers and agricultural
consultants.

Frank Veroustraete [1]

20.1 Introductory Remarks

In recent decades, Unmanned Aircraft Vehicles (UAVs) became a popular house-
hold name that caught attentions over the world. With its continued development, its
advantages are increasingly outstanding whether for military or civilian use. Com-
pared to the manned aircrafts, UAVs are cheap, efficient, convenient, reduce casualty
rates in the modern war and achieve complex goals when combined with other
equipments (e.g., sensors, scanners) in the civil fields. Therefore, many countries,
especially the developed countries, are already engaged in the research and devel-
opment of UAVs. This chapter systematically introduces UAVs from perspectives
of terminology and definitions, historical background, basics of unmanned aerial
systems, GNSS in supporting UAVs, environment applications of UAVs, and finally
discusses its future challenges.1

1Invited chapter from Hu Kexiang of Curtin University, Australia.
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20.2 Background to UAVs

20.2.1 Terminology and Definitions

In literature and in practice, different terms have been used to describe unmanned
aircrafts. Basically, three terms are used: Unmanned Aircraft Vehicles (UAVs) or
Unmanned Aerial System (UAS), Drones, and Remotely Piloted Aircrafts (RPAs)
or Remotely Piloted Vehicles (RPVs).

UAVs or UAS

Unmanned Aircraft Vehicles, also called Unmanned Aerial Vehicles (UAVs), is ‘an
aircraft piloted by remote control or onboard computers’ or ‘an aircraft without
a human pilot aboard, flight can be remotely controlled or fully or intermittently
autonomously controlled by onboard computers’ (see [2] for more details). United
States Department of Defence (U.S.DoD) [3] describes UAVs as: ‘powered, aerial
vehicles that donot carry a humanoperator, use aerodynamic forces to provide vehicle
lift, can fly autonomously or be piloted remotely, can be expendable or recoverable,
and can carry a lethal or nonlethal payload.’ However, it does not include ballistic
or semi-ballistic vehicles, cruise missiles, and artillery projectiles.

Unmanned Aerial System (UAS) is probably a less familiar term for the general
public, which actually is an entire system of achieving operations of UAVs, there-
fore, UAVs are only a subset of UAS. The United Kingdom (UK) government [4]
gives its official definition as ‘a system, consisting of the unmanned aircrafts and all
equipments (e.g., camera, GPS and software), data links and ground control stations’.

Drone

Drone might be a better well-known term among people compared to abbreviations
such as UAVs or UAS. In English, drone originally stands for a male bee, its first
use can be traced back to the 1930s, the inventions of ‘Fairy Queen’ (1931), ‘Queen
Bee’ (1935), named by US Navy [5]. After that, the term ‘drone’ started to be used
to describe pilotless aircrafts in relation to military context, especially for those
aircrafts with weapons carriage capabilities. However, as time passed by, the term
‘drone’ slowly became a common word that designated any category of unmanned
aircrafts in civil or in military. For now, ‘drone’ has exactly the same meaning as
‘UAV’, the only difference being that ‘UAV’ ismore often used in official documents,
including legislation, while drone is not used in any kind of legislation [6].

RPAs and RPVs

Although, ‘UAV’ and ‘drone’ already define the termunmanned aircraft, it sometimes
still causes confusion to the general public, especially when one refers to the word
‘unmanned’. Actually, some of UAVs are more or less human controlled, remotely.
Therefore, pilots are physically necessary if it requires to be remotely controlled.
The existence of pilots is the term ‘Remotely Piloted Aircrafts (RPAs)’ or ‘Remotely
Piloted Vehicles (RPVs)’. Hence, RPAs are only subset of UAVs and drones. Similar
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to UAS, when RPAs combine with pilots, ground control station, data links and
any other associated manpower systems and equipments, it forms Remotely Piloted
Aircraft System (RPAS). Compared to the terms ‘UAVs’ and ‘drones’, ‘RPAs’ is less
often used outside of Europe [6].

20.2.2 Historical Background of the UAV Development

Unmanned Aircraft Vehicles (UAVs) were designed for military purposes in early
development, although, its definition was not so clear as now, and simply interpreted
as ‘aircrafts without pilots on board or flying bombs’ [7]. In 1849, the first conceptual
UAV was recorded as balloons used by the Austrians, to attack city of Venice by
carrying bombs [8]. However, they are barely considered as drones due to the fact
that their flight could not be controlled. In 1883, Douglas Archibald, from England
measured wind speed by putting an anemometer on line of a kite. Four years later,
he tried to equip cameras on kites, which could be considered as one of the world’s
first reconnaissance UAVs used in combat [9].

In the beginning of the 20th century, aerial torpedoes and flying bombs were mil-
itary conceptions that most countries wanted to achieve during World War I (1914–
1918). These conceptions were not achieved until gyroscopes (flying stabilization
devices) and radio techniques were applied to build UAVs. In 1917, Hewitt-Sperry
Automatic Airplane (see Fig. 20.1), the first aircraft that demonstrated UAVs, was
created by Elmer Sperry and Peter Cooper Hewitt of United States and successfully
passed the test flight in Japan [7]. This product could fly to pre-set destination and
drop bombs or dive to the target, which is the prototype of today’s cruise missiles.
However, due to the limitation of techniques, the requirement of target-hit accuracy
could not be satisfied at that moment. The following inventions, ‘Kettering Bug’ and
‘CurtissSperry Aerial Torpedo’, made by the U.S. Army Air Force and Lawrence
Sperry, respectively, could not be deployed and developed due to the fact that World
War I ended before it [6, 9]. On the other hand, these aerial torpedoes or missiles
could only be regarded as ‘autonomously, pre-set flying bombs’ according to the def-
inition of UAVs inmodern era. They did not have features of expendable, recoverable
and remotely control.

Technically speaking, the world’s first UAV that fits modern definition should be
the ‘DH.82B Queen Bee (see Fig. 20.2a)’ [10], manufactured by the British, with the
first test flight manned in 1935. It was an advanced version of ‘De Havilland Tiger
Moth’ as target trainer aircraft. A total of 412 were built to serve Royal Air Force
from 1933 to 1943. In 1937, a short time beforeWorldWar II (1939–1945), Reginald
Denny, an Englishman built a series of UAVs called RP1, 2, 3, 4 and successfully
drew the attention of the US Army with his ‘Radioplane Company’. After that, the
RP4 was converted to ‘Radioplane QQ-2’ (target drones, see Fig. 20.2b), which was
the first large-scale production of UAVs, around 15,000 were manufactured during
WorldWar II [6, 7, 9]. AfterWorldWar II, the role of UAVs was not confined to drop
bombs or be target drones. During Vietnam War (1955–1975), ‘MQM-57 Falconers
(see Fig. 20.2c)’, the first unmanned reconnaissance aircrafts were made and used in



426 20 Unmanned Aircraft Vehicles

Fig. 20.1 Hewitt-SperryAutomatic Airplane, prototype of today’s cruisemissiles. The first demon-
stration of the model of UAV, was created and passed the flight test in 1917

Fig. 20.2 Background of UAV development. a De Havilland DH-82B Queen Bee; b Radioplane
QQ-2; cMQM-57 Falconer; dMQ-1B Predator unmanned aircraft; e RQ-4 Global Hawk, f Helios
made by NASA

1955. Until 1970s, 1,455 falconers were built for serving the U.S. Army and NATO
(North Atlantic Treaty Organization) [11, 12]. Meanwhile, UAVs were also looking
for direction of other applications, like weapons delivery platform, surveillance, and
cargo transport. However, due to the limitation of techniques, most of researches in
these applications failed [13]. Since then, UAVs became less attractive due to the fact
that they could not show the outstanding advantages as expected in military forces
and battlefields.
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The low ebb of UAVs kept continuing until 1982, when reconnaissance, jamming
and decoys drones were used against the Syrian air defence system in the Bekaa
Valley by Israel. It proved the potential values of UAVs in real-time combat [9].
On the other hand, due to the end of cold war (1947–1991), most countries faced
problems of military budget and member cuts, which forced them to seek cheaper
ways of achieving strategic goals in battlefield. Therefore, the development of the
UAVs climaxed in the 1990s.

After the Gulf War (1990–1991), over 30 countries forged ahead with their own
UAVs. Representative models include, e.g., Scout, Pioneer and Searcher by Israel,
Hunter and Outrider by the US, Mart by France, Brevel by German, CL-289 by
Canada, Phoenix byUK, and so on. In 1993, prolonged flight became amain research
point of reconnaissance drones in most countries, representative products include
Predator (see Fig. 20.2d), Global Hawk (see Fig. 20.2e), Dark Star by the US, Heron,
Hermes by Israel, Eagle by the French, etc. By the end of the 20th century, small
fixed-wing, multi-rotor UAVs had features that were cheap, flexible, convenient to
use and easy to combine with other military equipments, gradually becoming the
first choice for most countries.

In regards to civilian applications, its history also began around 1990s. The most
famous projectwas the 9-yearERAST (EnvironmentalResearchAircrafts andSensor
Technology) ran by NASA (National Aeronautics and Space Administration). It
included diverse development of techniques of UAVs, such as high elevation flight
up to 30,000m, engine improvement, sensor improvement, etc. The aircrafts that
came out of this project were used in the fields of environmental measurement,
including Helios (see Fig. 20.2f), Proteus, Altus, Pathfiner and so on [14]. At the
start of the 21st century, civil use of UAVs became common and more often as we
shall see in Sect. 20.5.

20.3 Basics of Unmanned Aerial System (UAS)

Unmanned Aerial System (UAS) basically consists of three parts, (i) the unmanned
aircraft, (ii) the ground control station and (iii) data link. In addition, technology
requirements and applications, features of payloads, launch and recovery equipments,
and ground support equipments are also necessary.

20.3.1 Unmanned Aircrafts

Unmanned aircraft is the basic component of UAS that carries payloads, data and
communication terminals, remote flight control system, etc. Since the rise of UAVs
in 1990s, various drones came out with different configurations for serving different
goals. They can be generally classified based on two principles: the classification of
flight platforms and the classification of aircraft size and weight [6].
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20.3.1.1 Classification Based on Flight Platforms

According to different flight platforms,UAVs can be divided into types of fixed-wing,
rotary-wing, flapping-wing drones and blimps [15]. Also, there could be a hybrid
UAV that contain multi-features above, but currently, the most common UAVs are
fixed-wing and rotary-wing.

Fixed-wing UAV

Fixed-wing UAV refers to the unmanned aircraft by the power plant to produce the
thrust or pull, by the fixed wing of the fuselage to produce lift, flying in the air. It has
advantages of fast, wide flight range, long endurance and simple structure, which is
usually used in surveying of large areas. However, most of the fixed-wing aircrafts
require long runways for landing and lifting, only some very small size fixed-wing
aircrafts can lift by simply ‘throwing out’. In addition, its lifting and landing requires
good weather conditions.

One of the examples is the ‘Trimble Gatewing X100’ (see Fig. 20.3a) that was
designed for mapping and surveying purposes by ‘Trimble’ company in Belgium.
It is capable of having maximum 45min flight with a cruising speed of 80km/h in
good weather and 65km/h in bad weather conditions (in light and rain). Maximum
flight altitude reaches 2500 m, flight range at 53km, basic land space requirement is
150m× 30m. In addition, this aircraft carries 3D laser scanner, which makes it able
to capture digital surface models and orthophoto mosaics in either visible light or
composite infrared, resolution can be at 3.3–25cm, depending on range of altitude
(100–750m) [16].

Rotary-wing UAV

Rotary-wing UAV, also called rotor aircraft, refers to the aircrafts that have vertical
take-off and landing capabilities. Usually, it has different setups with a minimum of
one rotor (helicopter), 3 rotors (tricopter), 4 rotors (quadcopter), 6 rotors (hexacopter)
aswell as 8 rotors (octocopter), the blades can be evenmore depending on the purpose
of use and requirement of operation accuracy [17]. Compared to fixed-wing UAV,
rotary-wing UAV has lower speeds, shorter flight ranges, limited endurance and
more complexity. However, it does not require a long runway to lift or land, which
allows operations happening in small, narrow areas. The capabilities of hovering and
flexible moveability could provide applications like small-area inspection, especially
when precision movement and visual on a single target is required for an extended
period of time. Meanwhile, a rotary-wing UAV is always the first choice of a learner,
cheap and easy to handle, that is why it is so widespread [18]. Besides, rotary-wing
UAVs are usually used to support search and rescue efforts. One typical example is
that FUAV Seraphi Drone (see Fig. 20.3b), that was used to evaluate landslides and
debris flow situations after China WenChuan earthquake in 2008 [19].

Flapping-wing UAV

Flapping-wing UAV, also named ornithopter, i.e., Greek ornithos ‘bird’ and pteron
‘wing’ (see Fig. 20.3c), refers to those aircrafts that fly by flapping their wings, like
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Fig. 20.3 Types of UAVs classified based on flight platform. a Trimble Gatewing X100; b FUAV
Seraphi drone; b A kind of flapping-wing UAV created by copying the wing anatomy of birds and
bats; d RC blimp; e Bell Eagle Eye

birds or insects. It has advantages of lowenergy consumption, hoveringflight, vertical
take-off and landing as well as high maneuverability. However, its fuselage is usually
very light and small, which can barely afford heavy payloads and cannot fly in bad
weather conditions. Therefore, most of design purposes for flapping-wing UAVs are
confined to reconnaissance in small areas [20, 21]. Also, due to the limitation of
technologies, the flight system of this kind of UAVs is not mature and stable, which
makes it less well-known and widely used compared to fixed-wing and rotary-wing
UAVs.

Blimp

AsFig. 20.3d shows, blimp is a kind of aircraft that ismade of balloon,which is lighter
than air. It has features of long endurance, low speeds and generally large in size.
The design purpose of unmanned blimps can be photography, surveillance, etc. [15].

Hybrid UAV

Hybrid UAV simply means that aircraft combines 2 or more types described above.
There are various types of hybrid UAVs under developments, the most common type
being the fixed-wing and rotary-wing such as Bell Eagle Eye shown in Fig. 20.3e. It
has both advantages of fixed-wing and vertical take-off and landing.

20.3.1.2 Classification Based on Size and Weight

As for drone’s size and weight, there are various classification rules, which change
based on different countries. Some of complex rules are even established on another
classification rule, e.g., Clarke [5] adds weight indicators to the flight platforms,
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Table 20.1 Classification of UAS platforms based upon characteristics such as size, flight
endurance, and capabilities [22]

Classes Description

MAV or NAV Micro Air Vehicle (MAV) or Nano Air Vehicle (NAV), usually refers to the
aircrafts with three dimensions smaller than 15 cm, which can easily be put
into backpacks. Those MAV or NAVs can only fly at a very low elevation
(< 300m), and endurance have no more than 30min.

VTOL VTOL refers to Vertical Take-Off and Landing, generally means rotary-wing
UAVs or hybrid UAVs, include rotary-wing features, those aircrafts operate at
varying altitudes depending on mission requirements as well as endurance.

LASE LASE stands for Low Altitude, Short-Endurance, refers to those UAVs with
wing span smaller than 3 m, endurance between 1 to 2 h, flight ranges only
few km.

LASE Close The advance on LASE, but have increased flight altitude up to 1500 m,
endurance for few hours and larger size than LASE.

LALE LALE means Low Altitude, Long Endurance, which has features of 5000m
operation altitude, and several kg payloads’ carrying capacity.

MALE Medium Altitude, Long Endurance, flight altitude and range increase to
9000m and hundreds of km, endurance can be many hours.

HALE High Altitude, Long Endurance, largest and with complex of the UAS,
capable of flying at 20,000 m or more, flight range extends to thousands of
km, endurance can be 30 h or more.

which defines large drone as weight lighter than 150kg for fixed-wing UAVs, but
100kg for rotary-wing UAVs. Therefore, it is hard to build a universal classification
rule for UAVs or UAS, due to the fact that they have totally different sizes, abilities,
operating systems andapplications. Someauthors, e.g.,Watts et al. [22] dividedUAVs
into 7 groups (see Table20.1) in a very general way. Organizations, e.g., U.S.DoD
[23], systematically established 5 groups of UAVs according to characteristics of
maximum gross take-off weight (MGTW, UAV with payloads), operating altitude
and air speed (see Table20.2). Also, there are many other classification methods,
which seem reasonable, such as the Indian UAS/RPV classifications and the Chinese
fixed-wing UAVs classifications. Details can be found in e.g., Gupta et al. (2013)
and Liping (2009) [15, 24].

20.3.2 Ground Control Station

Ground control station (GCS), in some literature is also called MPCS (Mission
Planning andControl Station). One traditional impression to general public, thatGCS
leaves, is like a hand controller, which only responses to the flight of UAVs. However,
its functions are far more complex than a hand controller. Usually, depending on
mission levels or requirements, GCS could be a simple computer, or several devices
in a suitcase (see, e.g., Fig. 20.4a), or a large shelter with giant computers and other
electrical equipments (see, e.g., Fig. 20.4b).
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Table 20.2 UAVs classification according to the U.S. Department of Defense (DoD). Note: (i) *
AGL, Above Ground Level; (ii) #MSL,Mean Sea Level; (iii) If the UAS has even one characteristic
of the next level, it is classified in that level; (iv) 1 lbs = 0.45kg, 1 ft = 0.30m and 1 knots =
1.85km/h.) [23]

Groups MGTW (lbs) Operating altitude (ft) Airspeed (knots) Size

Group 1 0–20 <1,200 AGL* <100 Small

Group 2 21–55 <3500 AGL <250 Medium

Group 3 <1320 <18,000 MSL# <250 Large

Group 4 >1320 <18,000 MSL Any speed Larger

Group 5 >1320 >18,000 MSL Any speed Largest

Fig. 20.4 a An example of transportable UAV ground control station; b An example of large
Ground Control Station (GCS), the MQ-9 Reaper UAV GCS

Basically, it includes functions of the remote control of the unmanned aircraft,
real-time data display, as the exchange platform of data relay and transmission,
receiving commands from support headquarter, UAV payloads control, etc., which
is a very important part among the UAS.

20.3.3 Data Link

Both UAVs and GCS have setups of sensors, antennas and other devices that receive
microwave, which is used to keep communication between UAVs, GCS as well as
the GPS satellites. This communication is called data link system and is mainly
responsible for controlling, tracking, locating and data transmitting of UAVs, which
is a key subsystem in UAS. The links can be of two types; uplink and downlink, also
called two-way communication. The function of uplink is for controlling the flight of
UAVs, and downlink for sending the telemetry and video images from the payloads
(e.g., cameras, laser sensors or radars) [25, 26].

There are two types of data link systems depending on flight control range, which
is Line of Sight (LOS) and Beyond Line of Sight (BLOS), respectively. The LOS
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is a case where UAVs and GCS have direct communication of uplink and downlink
without the involvement ofGPS satellites.On the contrary, BLOS is a communication
system that uses geostationary satellites as relay, with the advantages of further
communicationdistance thanLOS (LOScommunicationdistanceonlyup to200–250
km, while BLOS could be thousands kilometers) [25], which plays a very important
role in UAVs with features of high altitude and long endurance flight.

20.3.4 Payload, Launch and Recovery Equipment
and Ground Support Equipment

Payload is the fundamental reason of existence of UAVs, which could be any equip-
ments that the mission requires, e.g., camera, laser, sensor, radar, relay (commu-
nications, navigation signals), cargo, weapon, etc. Generally, it would not exceed
10–20% of gross weight [27].

Launch and recovery equipment is usually used for fixed-wing UAVs due to
the limitation of terrain, there will not be always a long-run way to lift and land.
Therefore, a launcher (see, e.g., Fig. 20.5) that contains a small launch track and
a catapult will be necessary equipment in most time. Although, some small-scale
UAVs could simply be launched by ‘throwing out’. The rotary-wing UAVs or blimps
usually do not need launch equipments due to the fact that they have vertical take-off
and landing abilities, only the large-scale UAVs of this two types need a take-off and
landing platform if the terrain is too sharp. As for recovery, the nets and parachutes
are most common equipments for fixed-wing UAVs. Nets are easily used to capture
multiple small air vehicles in small spaces, while the parachutes are mainly used for
point recoveries [9].

Finally, ground support equipment becomes more and more important in modern
era. Especially for those long endurance missions and UAS with mobility, which
need plenty of maintenance equipments, supplies of spare parts, fuel backup, trans-
portation vehicles for GCS, UAVs, antenna, etc.

20.4 GNSS in Supporting UAVs

20.4.1 Precise Hovering of Rotary-Wing UAVs

For rotary-wingUAVs, hover is themost outstanding feature it has.However, it is hard
to keep vehicles stable through operations of manual control. Hence, the UAS needs
a fixed set of coordinate from GPS, which makes it hover accurately on the position
of preset height and horizon. By continuously comparing the refreshed coordinates
of real-time position and preset, the control unit on UAVswill adjust themotor power
to perform a precise hover. Nevertheless, since the refresh rate of coordinates from
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Fig. 20.5 An example of large UAV launcher

GPS is slow for some low cost UAVs, the height is usually measured by using a
barometer (most used on cheap, small UAVs) or ultrasonic sensor (less used, usually
applies on very low altitude or indoor UAVs) instead of GPS to prevent the loss of
height.

20.4.2 Automatic Return System and Autonomous Fly System

The automatic return system allows UAVs to automatically return to the point where
it took off in an emergency situations such as signal loss from the controller or low
battery level. In the process of return, it requires the preset take off coordinates of
which are compared to the current real-time location from GPS. The autonomous
fly system has exactly the same work theory as automatic return system. The only
difference is the existence of two manually preset coordinates, one start point and
one destination point. After setting down, the UAVs could fly by itself without any
controls.

20.4.3 Object Avoidance Program

With rising of civilian UAVs, the frequency of using drones also increased quickly.
Hence to prevent some dangerous situations happening, many laws already restrict
airspace, e.g., near airports. The function of object avoidance program could keep
UAVs only flying in areas legally permitted. The theory of this program is based on
the pre-set database of local map and real-time location from GPS. By continuously
comparing the current coordinates of UAV and coordinates on database of local map,
UAVs would be able to ‘know’ where they are, so that they can avoid the areas that
are not permitted.
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20.4.4 GPS to Geo-Located Images Captured by UAVs

High resolution of airborne images now are frequently used in aspects of land detec-
tions to generate maps of a whole city, such as mosaic imagery [28]. When sensors
on UAVs capture images, the UAVs positions, elevations, distances between sensors
to ground, and angle of cameras might keep changing, causing distortions and incon-
sistencies due to the fact that images are captured in different areas. The GPS can
offer the real-time coordinates of UAVs, distances to ground, in order to combine
with other sensor data sets to recover and adjust the pose of cameras so that all images
will have correct and consistent geo-referenced coordinate systems.

20.5 Environment Application of UAVs

20.5.1 Agriculture Monitoring

Precision agriculture, crop management that uses GPS and other big data is an effi-
cient way to solve food crises [1]. In many developing countries, the technique of
monitoring crop growth is still limited to ‘walking in field’ due to the high cost of
modern technology [29]. As a result, crops are usually damaged by pests or diseases
before the farmers can react. However, the rising use of drones brings the possibility
to popularize the precision farming. For example, in vegetation health assessments
and growth/coverage monitoring using NDVI [1, 30, 31], healthy plants reflect both
green and infrared wavelengths of light. Using NDVI (Eq. 20.1) therefore, we could
be able to tell if the corps or other plants are stressed from pest, nutrient, or water
pressures.

NDV I = N I R − V I S

N I R + V I S
. (20.1)

In Eq.20.1, NIR is the near-infrared light and VIS is the visible red light. To
capture the images of fields, the drone, which carries multi-spectral sensor, just
needs to hover above the study area with specific altitude and to capture photos (see,
e.g., Fig. 20.6b).

Veroustraete [1] provides five applications of drones to agriculture; mid-season
crop health monitoring, irrigation equipment monitoring, mid-field weed identifica-
tion, variable-rate fertility, and cattle herd monitoring. In assessing mid-season crop
health, the traditional method involved actual field visitations, an approach that is
limited in spatial coverage and temporal resolutions. The use of drone-based NDVI,
however, offers the advantages of covering more surface areas in a much shorter
time, capturing data that cannot be seen by human eyes, thereby removing much of
human errors associated with the traditional inventory work [1].
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Fig. 20.6 a Normalized difference vegetative index (NDVI), comparison of healthy plant and
unhealthy plant. The more closer the NDVI value to 1, the more healthier the plant. b An example
of normalized difference vegetative index (NDVI) image of crops’ health monitoring on farm
land (Source http://www.qlddrones.com.au/services/agriculture-drone-services/ndvi-crop-health-
imaging/)

Drones are also useful in mid-season inspections of the nozzles and sprinklers
on irrigation equipment, what is traditionally laborious especially for large growers
with many fields that are widely spread, and when the crops reach certain heights.
Moreover, drone-based NDVI data and post flight images could be used to generate
weedmaps that could help farmers and their agronomist to differentiate areas heavily
infested with weeds from healthy growing areas [1]. Such differentiation lead to
NDVI maps that could be used to regulate the amount of fertilizers, pesticides,
etc. Thirdly, drone-based NDVI maps have been used to direct in-season fertilizer
applications on corn and other crops using drone-generated variable-rate application
(VRA) of fertilizers, see, e.g., [1]. On cattle herd monitoring, drones provide the
capability for monitoring the herds from overhead tracking the quantity and activity
of the animals, thereby being useful for night operations where human eyes are
limited [1].

Other applications of drone to support agricultural activities have been reported,
e.g., Leila et al. [32] who used high high-resolution multi-spectral images captured
by drone to estimate soil moisture in large fields. Also, drones-based 2D and 3D
digital models are used to quantify gully and bad land erosion in a large area [33].
Basically, drones-based products could save time, money, achieve real-timemonitor-
ing and satisfy multiple requirements of precision farming. Although, it might need
to consider atmospheric impacts such as temperature and humidity when capturing
images, it has no time and space constraints compared to ‘walking in the fields’ or
using satellites remote sensing images.

http://www.qlddrones.com.au/services/agriculture-drone-services/ndvi-crop-health-imaging/
http://www.qlddrones.com.au/services/agriculture-drone-services/ndvi-crop-health-imaging/
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Fig. 20.7 a Study area of Super-Sauze landslide captured by drones b Digital modeling of Super-
Sauze landslide resulting from drone images [34]

20.5.2 DEM Models for Disaster Management
and Reconstruction

DEM (digital elevation model) is now a popular title, which is a kind of short-, close-
range photogrammetry application. LiDAR (Light Detection and Ranging) sensor
on the drone, consisting of a laser, a scanner, and a specialized GPS receiver are used
to collect and provide data for Digital Surface Models (DSM) and Digital Elevation
Models (DEM) [29], which could be applied in many disaster areas that humans can
hardly reach. For example, The Super-Sauze landslide (see Fig. 20.7) is located on
the north-facing slope of the Barcelonnette Basin (Southern French Alps). It is about
850m long and located at an altitude of 1700–2100m with an average slope of 25
degrees [34], which makes human monitoring or measuring almost impossible and
dangerous. Therefore, high resolution, geo-referenced image monitoring by drone
becomes a safe, quick and efficient alternative choice to assess this large landslide
area. In Fig. 20.7a, drones was used to captured multiple high-resolution images
from different distances (ground to drone) and angles for the whole study area,
which generated Fig. 20.7b DSM (digital surface model) of the whole landslide. The
DSM is then used to analysis and estimate the stability of landslide and identify
dangerous areas.

Another example is the stability monitoring of coastal cliffs [35]. In this example,
drones are used to keep continuouslymonitoring the surface of coastal cliff for several
months to generate a DEM of cliff face with time series. Most of cliffs are high and
steep that humans can hardly reach. Drones however can acquire the images without
space constraints and give a close view of fractures on surface of cliff. Therefore,
by analysing the direction, angle, number and length of fractures statistically, it
is possible to assess the situation and predict the stability of cliff in future. Other
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Fig. 20.8 a Digital Map of statue of Christ the Redeemer in Rio de Janeiro b Face reconstruction
from 3D point cloud data obtained from drones [39]

disasters monitoring and assessing applications include, e.g., flood assessment [36],
storm monitoring [37], forest fire monitoring [38], etc.

Besides, digital 3D point cloud modeling is another technique that could also
be applied in many other fields, such as architecture, e.g., the statue of Christ the
Redeemer in Rio de Janeiro (Fig. 20.8a) has been reconstructed using 3D point cloud
technique (see Fig. 20.8a) [39]. It is very challenging to acquire the data of the statue
by humans considering bad weather conditions and huge size of the statue leading
to difficulties in measuring and safety issues during the measuring process. Drones
therefore, become a very ideal solution for reconstructing the statue, where thousands
of pictures can be captured around the statue in a very short time. The data, after being
processed, could create a large and accurate point cloud and a textured mesh to help
in the reconstruction of the statue (see Fig. 20.8b).With respect to archeology, human
touches and operations usually risk damaging the relics. Building the 3D point cloud
from the data acquired by drone is therefore necessary, especially for large relics,
e.g., the Neptune Temple in the archaeological area of Paestum is reconstructed
from 3D point cloud data [40]. In addition, to generate DEM or 3D point cloud, high
overlaps (60–80%) and low altitude flights of drones are usually required to obtain
enough coverage area (see, e.g., Fig. 20.9), e.g., a longitudinal overlap of 70% and
a transversal overlap of 60% is necessary. Drones, which fly at 50m altitude could
thus be useful.

20.5.3 Classification, Change Detection and Tracing

By simply changing the types of sensor on drones, it could also achieve many other
applications of environment monitoring. For example, high resolution of RGB cam-
era can be applied to land use classification by using maximum likelihood classifica-
tion algorithms [41, 42]. Also, by combining near-infrared sensor and RGB camera
together, monitoring of construction areas is possible, which could be applied in
studies, e.g., urban city sprawl [43], using time series images captured by drones
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Fig. 20.9 Three different overlap methods while drone captures images for 3D digital model and
DEM: amanualmode and image acquisitionwith a scheduled interval,b low-cost navigation system
with irregular image overlap; c automated flying and acquisition with a high quality navigation
system [40]

Fig. 20.10 An image captured by thermal sensor to detect human activates

to detect city changes over years. Other change detection also include deforestation
[44], soil erosion [33], etc. Although, these techniques are not very mature currently,
they have advantages of being cheaper, having higher resolution, easier to use, and
less constraint by space and time, compared to using satellite images. Advanced
hyper-spectral sensor offers a broader spectrum, which could even characterize more
objects such as temperature of oceans (inspections of El Niño), humans (for security
issues), surface rocks (geology investigations), smoke (fire managements), etc. In
addition, thermal sensor could enhance the visibility of objects in a dark environ-
ment by utilizing the infrared radiation. This could be used to trace animal, e.g.,
Fortuna et al. [45] indicated that low cost UAVs that carries thermal sensors could
be used to inspect sharks’ activities at coastal to avoid conflicts between them and
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human. Human activities, e.g., Fig. 20.10 shows a clear view of human activities at
night, this applications can also be used in searching and rescuing following disasters
[19, 46].

20.6 Future Challenges of UAVs

20.6.1 Technology Aspect

Although, UAVs seem to show great potentials to future market, there is still a long
distance from drones replacing manned aircrafts. In aspect of UAS itself, there are
three important challenges.

1. Sensor technology: This is a key part of the completion of unmanned aerial
vehicles take off, landing, the implementation of tasks and return to the field.
To achieve precise control, currently, technology requires radar, hyperspectral
sensors, pressure sensors and so on, which is not the capability of small and
micro unmanned aircrafts vehicles (MUAVs). In future, the sensor technology is
going to be smaller, more accurate, and more functional.

2. Navigation technology: Provides the position, speed and flight attitude of the
reference coordinate system to the UAV, and guides the UAV to fly according
to the designated route, which is equivalent to the pilot in the man-machine
system. GPS/INS(inertial navigation system) is the most commonly used system,
but it has shortcoming of weak GPS signal, low accuracy, which usually cause
crashes and accidents. The future development ofUAVrequires obstacles to avoid,
high-precision, high reliability and high anti-jamming performance. Therefore,
the combination of ‘inertial + multi-sensor + GPS + photoelectric navigation
system’ will be the future development direction.

3. Engine technology: Various uses of UAVs on the power plant requirements are
different, but all need small size, low cost, reliable engines. UAV is currently
widely used in the power unit for the piston engine, but the piston is only suitable
for low-speed low-altitude small UAV. Low-altitude unmanned helicopter gener-
ally use turboshaft engine while high-altitude long-range large unmanned aerial
vehicles generally use turbofan engine (weight around tons). Multi-rotor drones
generally use the battery-driven motor, take off the quality of less than 100g,
endurance is less than one hour. In future, turbines are expected to replace the
piston as the main power of UAV models, solar energy, hydrogen, and other new
energy motors are also possible for small unmanned aerial vehicles to provide
more lasting viability.

4. Data links technology: Data link transmission system is an important technology
of UAV, responsible for the completion of the UAV remote control, telemetry,
tracking and positioning and sensor transmission. The development of modern
data link technology will be toward high-speed, broadband, confidential, anti-
jamming direction, and UAV practical ability will be more and more strong.
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5. Artificial intelligence technology: Currently, the level of autonomous for UAV is
very low, due to the fact artificial intelligence technology is far frommature, such
as avoid technology, objects recognition system, intelligent decision and planning
system, etc. However, with the advance technology in future, these functions will
be expected to apply on most of UAV.

20.6.2 Legal Issue

With rising civilian drones use, the privacy and ethical concerns become issues that
people going to worry about. Mostly, these issues include the purpose which drones
are used, as well as the extent and type of personal information that drones may
capture, the type of operator, the context and location of the drones, and the type of
technology equipments they carry. These issues have to be considered and regulated,
if not, UAVs might become serious threats (causing accidents, criminal events) to
general public, especially for small drones [47].

In 2007, Federal Aviation Administration (FAA) of U.S banned UAVs usage due
to lack of regulations, which was quite a strike for drone market, considering over
70% percent of usage comes from the US. It was not open until 2015 when the US
Federal Aviation Administration lifted the full ban on flying drones, by announcing
the long-awaited management plans of UAVs. The new rules are mainly designed
for small drones with weight under 25kg, set the limitations of flight time, speed and
carrying restrictions. Details include only flying during the day, and the whole flight
processmust bemaintained in the operator’s line of sight, the flight height of notmore

Table 20.3 Regulations for UAS use in several countries [40]

Country Laws and regulations

Australia CASA (Civil Aviation Safety Authority) Circular, 2002

Belgium Certification Specification, Rev. 00, 24.01.07

Canada Approach to the Classification of Unmanned Aircraft, 19.10.10

Denmark Regulations on unmanned aircraft now weighing more than 25kg, Edition 3,
09.01.04

France Decree concerning the design of civil aircraft fly without anyone on board,
August 2010

Great Britain CAP 722, 06.04.10u. Joint Doctrin 2/11, 30.3.11

Norway Operation of unmanned aircraft in Norway, 29.06.09

Sweden Flying with UAVs in airspace involving civil aviation activity, 25.03.03

Switzerland Verordnung des UVEK über Luftfahrtzeuge besonderer Kategorien, 01.04.11

Czech Czech aviation regulation L2 - Rules of the air, 25.08.11

USA UAS Certification Status, 18.08.08; Fact Sheet- UAS, 15.7.10 and
NJO7210.766, 28.3.11, 8.2.12 and FAA Bill
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than 150m and the speed should not exceed 160km, etc. Besides, drones should be
at least eight kilometers away from aman-driven airplane airport, and operators must
be older than 17years old, and need to obtain the FAA UAV operator qualification
certificate. On the other hand, due to the different environment conditions, UAV
types, payloads, technology levels, different countries have their own regulations of
civil use of drones, see Table20.3. In future, a strong, clear, highly articulated and
well-understood regulatory regime need to be established to prevent the illegal use
of UAVs.

20.7 Concluding Remarks

UAV technology is a mechanical, aerodynamic, electronics, communications, soft-
ware, highly integrated multi-disciplinary technology. In the past few decades, the
huge application values and strong market demands for the UAV have been rapidly
developed, which brings benefits to most fields, e.g., geophysics, meteorology,
oceanography, public safety, and especially in agriculture where the European Union
opened for certified drone equipped agricultural service providers [1]. Future devel-
opments of drone technology include the direction of becoming smaller, lighter, more
efficient, accurate, and cheaper. Also, it would be expected that drones will gradually
replace the use of manned aircrafts. However, the privacy and ethical issues need to
be seriously considered to avoid illegal and unsafe use of UAVs.
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