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Abstract Medical care and machine learning are associated together in the current
era. For example, machine learning (ML) techniques support the medical diagnosis
process/decision making on large scale of diseases. Advanced data mining tech-
niques in diseases information processing context become essential. The present
study covered several aspects of large scale knowledge mining for medical and
diseases investigation. A genome-wide association study was reported including the
interactions and relationships for the Alzheimer disease (AD). In addition, bioin-
formatics pipeline techniques were implied for matching genetic variations.
Moreover, a novel ML approaches to construct a framework for large scale
gene-gene interactions were addressed. Particle swam optimization (PSO) based
cancer cytology is another discussed pivotal field. An assembly ML Random forest
algorithm was mentioned as it was carried out to classify the features that are
responsible for Bacterial vaginosis (BV) in vagina microbiome. Karhunen-Loeve
transformation assures features finding from various level of ChIP-seq genome
dataset. In the current work, some significant comparisons were conducted based on
several ML techniques used for diagnosis medical datasets.
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1 Introduction

Biological processing is considered the imperative part of the world computing.
Thus, biological research has a great impact in data arrangement, analysis and
measurement due to its robust mechanical and automated techniques. Mining
techniques are significant for retrieving meaningful information from the biological
data. It is a dynamic and systematic demonstration. However, more powerful
methods, algorithms, software and integrated tools are required for the biological
processing. Machine learning is one of the key methods for handling biological
datasets and very large DNA (Deoxyribonucleic acid) sequences [1–4]. Computers
and other digital systems assist large biological data processing, thus the discovery
and development of new systems is essential with the rapid growth of large bio-
logical dataset. New research and computations are generating huge volume of
datasets in each and every moment. Moreover traditional approaches are unable to
manage very large biological data with accurate and fast computations. Conse-
quently, biological mining techniques which are hybrid mechanisms with computer
science, physics, chemistry, biology, mathematics, statistics, genetic engineering,
molecular biology and biochemistry; become indispensable. Furthermore, sets of
evolutionary computing algorithms can govern the large biological dataset pro-
cessing [5–10]. These techniques achieve faster biological data processing with
accuracy and perfections. Moreover, cloud computing, data sciences and bioin-
formatics are examples for popular new fields for assisting biological data pro-
cessing. Furthermore, due to the massive amount of the biological information, big
data in biological processing become a common phenomenon in current industry
and laboratories. Organizing and arranging information from these big dataset is a
challenging issue as well as a key factor in knowledge mining. Statistical and
mathematical illustrations are supportive for retrieving meaningful and hidden
information. Data mining techniques are equally important for information exaction
[11–15].

In the age of wireless communications and faster digitization, very large bio
centric information have been growing in exponential manner due to the rising of
faster processing on microarray datasets. Moreover, DNA sequencing, RNA
(Ribonucleic acid) synthesis, protein-protein interactions are also some prime fac-
tors that increase the datasets volume. Big data analysis techniques support these
datasets to obtain meaningful information from the human and animal dataset. The
growth of the data volume in the recent era is significantly huge compared to few
years back. Recent growth is so rapid, which is almost twenty times more than three
years back collections as reported in Fig. 1. The primary assessments are done for
12 years as 2000–2015.

In Fig. 1, the X-axis and Y-axis illustrated the years, and the datasets outcome
for each year; respectively. All the four lines are merged due to the similarities
among the datasets collections. There are very less changes from 2009 to 2015,
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but there are sudden changes from 2011 to 2015. Currently, these changes are
automated and reached the apex points without return [17–29]. One of the pivotal
reasons behind the large biological datasets is the diversity of human, animal and
plant life. Despite the variations, the biological details interrelated with the uni-
versal sets of living organs.

The main contribution of the current work is to highlight the machine learning
role in the large scale medical data mining. Innovative data mining techniques in
diseases information processing was addressed due to the excessive data generation
in the medical experiments and very big scopes in human centric diseases. In
addition, consecutive tissue networks have been discussed to identify the AD
existence in the tissue. The PSO role to assess the infected parts of cells was
addressed. The current work included also extensive discussion related to the sta-
tistical epitasis networks for checking gene-gene interactions for obesity. Further-
more, the concept and applications of big data in health informatics was included.

The chapter is organized as follows. Background study is demonstrated at
Sect. 2 with delineating the AD related associations including the gray matter
functionalities of this disease as well as introducing cancer based computational
analysis. Big data and its impacts on health informatics are narrated in Sect. 3. In
Sect. 4, the machine learning techniques based supervised learning analysis is
addressed. Web semantics is demonstrated in Sect. 5, while the HIV-1 computa-
tional classifications, as well as the findings of obesity under gene-gene interaction,
Microbial communities, and Bacterial Vaginosis, are addressed in Sect. 6. Finally,
the conclusion is given in Sect. 7.

Fig. 1 Various datasets growth from 2000 to 2012 [16]
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2 Background

General mining can be groped in several ways; however most popular mining
processes can be categorized as predictive -or descriptive-data mining as reported in
Table 1. Image processing, signal processing, business data processing, DNA
sequencing or protein interactions are easily manageable using one of these tech-
niques. Predictive data mining techniques are used frequently to get faster and
accurate data. Most of the predictive techniques are based on statistical processing
as well as mathematical analysis. There are lots of mathematical models and
techniques that are under predictive models. Irrespective of areas and subjects,
predictive data mining approaches are imperative to obtain exact information from
lots of datasets. Moreover, simulations and other computing are also easily
adjustable by predictive mining. It enables ML approaches to learn and train
datasets based on the historical data demonstrations and computing. These analysis
and synthesis bridge biological mining from present to upcoming future.

There are set of predictive approaches which are frequently used in the digital
era, such as the neural networks, principal component analysis, independent
component analysis, particle swarm intelligence, self-organization map, regres-
sions, support vector machine (SVM), classification and regression tree (CART),
decision tree (DT), deep neural networks (DNN), discriminate analysis (DA),
Bayesian Network (BN), Boosting (BT) and Random Forest (RF). In addition,
several experiments have been crowned using various methods of bioinformatics
related to identification of gene factors behind enormous devastating diseases.
Nonetheless, all the previous works transpire only a low segment of gene-gene

Table 1 Sources of data mining

Predictive biological analysis Descriptive biological analysis

The primary goal is to separate the large
dataset into small groups

This process generates set of rules for
controlling whole dataset

Set of statistical analysis support to get the
exact meaning of the desired items

There are set of descriptive analysis that
indirectly used the predictive mining
algorithms. As for example Smith waterman
and Needleman Wanch algorithms were
applied to find the sequences under predictive
environments

All features associated in the training datasets
are equally important for all data levels

Group of training data clustering is used to
handle the large volume of biological
datasets. Popular clustering processes are
frequently using to get the meaningful ideas

Training and testing features determine the
overall outcomes of the experiments

Features are collected in a group rather being
individual

In each experiment, there must get some
outcomes. If outcomes have probabilities
greater than 70% it is said to be acceptable

Experimental outcomes are determined by
group results. Sometimes single results are
not measured due to the excessive volumes of
datasets exist in a group
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interaction or difference due to DNA sequence switch, which is liable for rapidly
increasing rate of demolishing disease like Alzheimer’s. The AD is one kind of
neurological disturbance, which occurs due to damages of brain cells. Though
Alzheimer’s diseases start lightly, it widens rapidly causing short time memory loss
and cognitional degeneration. Long term process of this disease leads to dementia,
which is responsible for enormous damage of human brain’s usual activities [30].
Various algorithms belong to bioinformatics can be applied to identify the principal
genetic codes behind some crucial diseases like Alzheimer. Various studies
regarding AD have been illustrated that almost 70% damage is associated with
genetics for this diseases [31–33]. Even one of the significant gene APOE (Apo
lipoprotein E), which is the principal cholesterol server to human brain is engaged
with the genes accused of spreading AD.

Basically, developed NetWAS which is one of the ML based algorithms is
considered to recognize the symphony among the associated genes. Furthermore,
the Network Interface Miner for Mutagenic Interactions (NIMMI) combines
protein-protein interaction data and GWAS data for better and reliable performance
[34]. So, a new ML approach for tissue-specific internal reaction to override the
previous findings from the method GWAS was implemented. Specific tissue fea-
tures that may play prime role for determining the root cause for every devastating
disease, such as the AD and can overcome various critical challenges were reported
in [35]. Thus, the source code and overall findings of this work can simplify the
way to develop approaches of various methods for best outcome and better
efficiency.

Several studies were conducted related to the genetics computing for grey matter
density in Alzheimer’s disease, where the AD has no exact known cure [36–38]. In
[37], a full concentration on bioinformatics approach to the genetic analysis of grey
matter density to result in deceased outset of the AD was provided. Various kinds of
ML were carried out by assembling them together for better execution than pre-
vious works. Full concentration on gene factors movement and internal reaction
behind them along with functional genomics data for entrancing biological rela-
tionship was specified. Considering all the undiscovered facts, this study is based
on genome wide association study (GWAS) and applied on the datasets which
belong to the AD Neuroimaging Initiative (ADNI) using grey matter density
methods implemented process. A new method was implemented to cope with
polymorphisms and their regression to make an obstacle for rapidly growing AD.
Functional magnetic resonance imaging (fMRI) methods on approximately 818
peoples as well as 733 genetic data categories for experiment were applied. After
that both fMRI and GWAS has been embedded successfully to enhance the pos-
sibility of bringing to pass voxel-wise genome-wide association studies (vGWAS)
for managing better opportunity to generate various mapping based problems. In
the first stage, the Quantitative Multifactor Dimensionality Reduction (QMDR)
process was engaged to classify the total number of genes along with SNPs, which
can overcome the requirement of the first stage till execution. Basically, the QMDR
helps to detect non-linear SNP–SNP interactions [39]. In the second phase,
bioinformatics approach was applied on genes enrolled in the first phase to diminish
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the number of genes factors as in [40]. Furthermore, gene factor evolution using
microarray proves the complication of breast cancer disease. A lot of methods have
been proposed by various researchers and scientists to identify the main culprit
factors behind this devastating disease.

The most liable genes for this heinous disease are BRCA1 and BRCA2 [41].
Various recent studies represent several microarray resolution to get a better way to
identify the sub graphs for the cure of breast cancer [42]. From the perspective of
clinical science, one of the heterogeneous diseases is breast cancers which obstacle
for improving the diagnosis of tumors classifications clinically [43]. Currently,
multi-gene lists and single sample predictor models provide better performance to
reduce the multidimensional complexity level of this disease. The incapability of
some established model to deal with high dimensional data limits the opportunity of
gaining desired result, however various new studies contributing a great role
to compete with this mysterious disease. A new iterative powerful strategy for
computably biased subtypes and enhancing class prediction while using
METABRIC dataset were performed.

Typically, the traditional methods help largely for clinical decision making
creating various discoveries. The PAM50 methods are used for assigning the
molecular subtypes based on various gene expressions. Other various methods are
also correlated to clinical diagnosis [44, 45]. All the methods work on low
dimensional datasets as well as individual sets of data.

From bioinformatics, the ensemble learning with various algorithms results in a
great extent. Actually the main advantage of ensemble learning is it can easily
comprehend decreased over fitting as well as improvise performance of classifi-
cation. There’s a lots of ensemble approaches among which select-bagging and
select-boosting are the main approaches to work efficiently and in a faster way.
Although, the iterative approach was used alone or along with CM1 score then the
outcome was quite disappointed, whereas the iterative approach with combination
of an ensemble learning mechanism provides faster and efficient performance than
others [46]. Besides, practically this work’s improvised methods titled iterative
method with CM1 score and ensemble learning approach represents a great effec-
tively for foretelling more accurate and exact sample subtypes in the METABRIC
breast cancer dataset.

Generally, several cancer diseases are identified by the human cell which is
primarily affected [47–49]. Meanwhile, next-generation sequencing and microar-
rays already have disclosed enormous number of genomic features like DNA copy
number alterations (CNA), mRNA expression (EXPR), microRNA expression
(MIRNA), and DNA somatic mutations (MUT). Therefore, lots of exploration for a
particular type of this genomic data produces various types of prediction
biomarkers in cancer. Various predictive biomarkers have mentioned for research
basis on various number of biological components simply, such as genomic, pro-
teomic, metabolomics, pathological, imaging and psychological features. Thus, the
genomic biological features have been used in a great extent although here National
Cancer Institute and the National Human Genome Research Institute plays the main
role [49].
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In [49], a Cox proportional hazard model was proposed for feature selection
algorithm. In addition, the constraint PSO process was also interpreted based on
biological behavior. Completing various iterations using bootstrap beta coefficients
have been detected going through the log-likelihood (NFS and CPSO) or a
penalized maximum likelihood function. The used CPSO was basically associated
with biological behavior of flock. Therefore, these particles belong to the swarm of
particles representing the positions and velocity. This CPSO randomly set the
positions vectors and velocity together. The velocities and positions are updated
automatically updated analyzing their performance and types of elements. The
authors have used 4 types of datasets which are online based associated with almost
100 types of elements including EXPR, MIRNA, CNA, and MUT in the TCGA
assortment while accession. The CPSO was used to evaluate basis components of
the sophisticated dataset using its ability to produce various user defined elements
that is used as the basic survival model.

The network feature selection model is also used to detect protein-protein
interaction network for evaluation of feature selection. Therefore, it is also used for
producing poly-cancer biomarkers. This NFS established best performance, while
the datasets were more complicated and sophisticated to deal with. It evaluated any
kinds of data and represented the desired result [50] and also successfully explored
the complicated data with noticeable success rate. This algorithm performed the
best efficient process of finding the basic features for detecting cancer disease.
Using similar algorithms all the models were evaluated and were compared using
the concordance index (c-index) for obtaining the better performance.

This work differentiated the predictive level of various features genomic for
characterize genomic related data. The integration process of enormous genomic
datasets produced higher class models of datasets which are more powerful than
that from single survival data simply like mRNA. From the source of genomic data,
the mRNA gene reproduced stronger highly preserved models for integration of
cancer genes data sets.

From the preceding studies, it is clear that the collected data from various
scientific experiments or movements are massive which require efficient data
management, analyze, providing, manipulating to reach in a goal [51]. Thus, big
data analytics become essential to handle such huge data amount.

3 Big Data Computing

Big data computing is an overgrowing technique for mining multidimensional data
from scientific discovery along with various large-scale structures [52]. Big data
analysis system is designed in such a way that it can identify any meaningful data
from a vast crowd of data. Big data technologies are currently gaining the oppor-
tunities in medical science, bioinformatics, health informatics, computer science,
management system and lots of fields. Various recent articles have been reported
statistical information for the big data computing benefits in several applications
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such as mobile devices, tablet computers, internet of things, and cloud computing
[53, 54]. The most significant fields are scientific exploration, health care, gover-
nance, financial and business management analysis, web analytics, internet of
things along with mobile health informatics, and bioinformatics. Compared to big
data computing, service-oriented technologies, such as cloud computing is also
capable of storing data, analyzing and manipulating large size of data but some-
times it becomes challenging working with cloud computing, that time big data
computing is must. The overall architecture of big data was demonstrated in Fig. 2.

Figure 2 illustrated the big data computing along with closer innovation or
discussion on architecture, technologies, tools, mobile technologies, health tech-
nologies and many more paradigms working behind big data computing. Typically,
big data technologies have been used widely medical science and health-care
informatics research. A huge numbers of data sets have been gathered and gener-
ated using various bioinformatics approach for the sake of research in the fields of
medical science [56, 57]. In order to compete with this increasing amount of
dataset, algorithms of informatics science to explore the hidden discoveries from
them were performed. In spite of all this there’s a lots of obstacle with big data
among which store, search, analysis, processing, sharing, viewing, discovering
knowledge from those data though exploring knowledge from these type of big data
has become burning question for the scientists and researchers of last decades [58].

Traditionally, there are various types of sources for genomics and proteomics
information. Each and every source has its own styles, mythology though most of
source use ontology like genome ontology. Precision medicine asserts the entire
requirement needed to acquire the best clinical outcome. Therefore, precision of
medical data refers to analyze, to interpret and to integrate the increasing number of
unequal sources [59]. The benefits of machine learning, supervised learning, and
data mining were used to replace the current traditional use of various algorithms.
Informatics approaches for analyzing, integrating, and detaching the medicine
legibility for better performance of current medical science were introduced in [59].

Fig. 2 Overview architecture of big data computing [55]
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The authors differentiated between the traditional strategies and next generation
informatics approaches to evaluate data of medical science for making a pathway to
cope with any kind of diseases and explore new drugs analyzing the output pro-
duced using various modern informatics approaches.

Consequently, for going towards the goal of precise, medicine and healthcare in
the current systems require bioinformatics approaches along with developed
accurate storing capability for information regarding genomic data. Additionally,
more emphasizes are compulsory to characterize genetic factors for accurate
assessment for developing the health outcomes [60]. Health informatics is associ-
ated with health care technologies to develop more reliable health care system. Its
basic elements are basically engaged with information science, computer science,
social science, behavioral science, management science, and others [61]. Actually,
health informatics is involved with the resources, devices, storages, backups with
other computers, clinical guidelines, and information/communication system [62,
63]. For gaining knowledge from this vast amount of data, health informatics will
require a potential limitless process to cope with this kind of data. The most
challenging consequence working with vast data is investigating this data in a
reliable manner. The main use of health informatics is to develop various bioin-
formatics process to illustrate vast medical data in an easy way. In addition, the
health informatics cooperates with the population data which is executed in a
particular subfield [64]. A big velocity for big data is happen when new update of
current population’s health care system is providing to data center in a great speed
by means of health sensor or mobile devices [65].

The basis goal of health informatics is to provide answer of any patient’s fre-
quently asked question regarding health issue in a constant possible time via mobile
devices, internet services, and tablet computers. Furthermore, mobile health mon-
itors refers the use of improved modern technologies like mobile device, computers
for monitoring health issue and providing alarm for risky situations [66]. Presently,
the mobile health has risen as sub-segment of eHealth, use of information tech-
nologies like mobile phones, tablets, communications technologies, and patients
monitoring [67]. It monitors the symptoms, signs of various diseases via mobile
phone technologies [68, 69]. Sometimes this issue becomes challenging to tackle
the big data problems. The spreading of mobile health technologies spectrum is
shown in Fig. 3 [70].

Fig. 3 The overall mobile
health technologies
process [70]

Large Scale Medical Data Mining for Accurate Diagnosis … 165



Such biomedical big data is considered the most challenging task for the active
researchers and it indicates investigating, analyzing, storing data, visualizing in
lower dimension of higher data. It generally extracts desired value from data [71,
72]. Therefore, big data requires a set of new techniques with new forms of inte-
gration to form better performance [73]. Recently, parallel computing which was
proposed by Google has created a wide vision of working with big data. Cloud
computing is also an approach of dealing with biological big data because of its
ability to develop system ability, and to speed up the system. Cloud computing also
diminishes system requirements. Biomedical research indicates analyzing the bio-
logical data in molecular or macromolecular stages. Next generation sequencing
technologies and big data techniques in bioinformatics assist to access into
biomedical research data sets. The Hadoop and MapReduce technologies are
playing a great role recent years for dealing with the vast amount of data. Big data
has great significant efforts in clinical informatics. Clinical informatics refers to
health care technologies in medical science along with all kinds of health related
issues. Overall there’s a lot of use of big data in various fields like clinical science,
biomedical research, and imaging informatics. By the sake of various ML algo-
rithms, all the liable gene factors or symptoms as well as risk factors can be
determined. Clinical and practically observed data actually helps to accomplish
precautionary steps for type 2 diabetes [74–82].

4 A Supervised Learning Process to Validate Online
Disease Reports

All the bioinformatics algorithms that determine the main risk gene factors or gene
variations behind each and every disease of medical science must require a large
number of data to manipulate. For this situation, the pathogen distribution model is
widely used for its high predictive ability of any factors. It also demonstrates largely
to create diseases maps depending on each disease’s variation and liable gene
factors. Production of data for these methods comes from online health based data
system such as Genbank. One of the major problem of online data base is all the
data may not be valid and there is no such method for validation of dynamically
providing online based data. Depending on environmental and socio-economic
condition the occurrence possibility of each disease in a particular position is
defined by the location of disease occurrence.

4.1 Targeted Learning in Healthcare Research

From the beginning of availability of big data electronic health care technologies
and claims data sets are arising in a great extent for answering the drug safety
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measures all over the world. The ever-growing rate of these current technologies
towards investigational data sets such as genomic information, laboratory results,
and radiologic images [83]. These big data sets in health care technologies are
increasing day by day and the questions are widening. Compared to this trend the
new approaches are not improved enough to get rid of this trend. The old parametric
modeling approaches are inadequate for analyzing the coefficients of the big data
source. Therefore, the illustration of these coefficients is largely depends on various
covariant. All the traditional approaches feel obstacle for the higher dimensionality
of big data. They can’t convert this higher dimension to its lower one [84]. Real-
izing this context, big data problems can be solved using a new approach namely
targeted learning (TL).

Targeted learning (TL) is a current approach for dealing with big data problems
which is implemented using semi parametric approach along with supervised
machine learning mechanisms. This approach targets on higher dimensional data
and helps previewing lower dimension of higher dimensional data. The specific
focus of targeted learning algorithms is to minimize the bias of any targeted
parameter and make it simple to reach in a discovery point. Basically the targeted
learning (TL) algorithm is the combination of two bioinformatics approaches which
are Super learning (SL) and targeted minimum loss- based estimation (TMLE).
Actually, the TMLE is applied on data which is analyzed by Super learning
(SL) before. First, the big clinical data is manufactured by SL, after that TMLE is
used. Because of this combination the targeted learning (TL) approach outputs
sound findings analyzing big health data. Nowadays, the TL is basically applied in a
wide range of spheres like genomics, precision medicine, health policy, and drug
safety. Therefore, this paper illustrated the significant contribution because of the
combination of two bioinformatics approach named Super learning (SL) and tar-
geted minimum loss- based estimation (TMLE).

4.2 Lumping Versus Splitting for Mining
in Precision Medicine

In recent years, the rise of data severe biology, advancement in molecular biology
and technological biology along with the way the health care is delivered to the
patient of current world paves the biologists working on these new diseases to find a
particular cure using precision medicine models [85]. Medical science is utilizing
the advantage of modern improvised data mining methodologies in various aspects
of detection of liable DNA codes or gene factors for better outcome of devastating
diseases which are invented recently. It is one of the most challenges for medical
science finding prevention or cure from such kinds of recent invented diseases.
Consequently, thousands of people die because of not finding the exact gene factors
or DNA codes working behind the disease. With the renovation of bioinformatics, a
new movement has been seen in medical science because of getting the related

Large Scale Medical Data Mining for Accurate Diagnosis … 167



genes factor corresponding to each and every disease [86]. Therefore, nowhere the
data mining is needed for precision medicine. The capability of representing each
and every disease’s risk for treatment purpose is one of the correlating factors for
precision medicine. This achieved a great measure from the last era for ongoing
technology improvement. A lot of current powerful approaches rely on unilabiate
and linear evaluations that can be easily avoid the structure of complicated criterion
[87, 88]. One of the successful example for the precision medicine model is to drug
development involving the drug Crizotinib, a vanquisher for the MET and ALK
kinases which started the practical improvement with a widen number of population
in a great extent.

Several studies tried to prove that using accurate types of data mining and
making working portion for each disease will be fruitful for the scientists and
researchers determining subtype graphs in low cost along with less time con-
sumption. With the determination of subtypes for various diseases, a great oppor-
tunity can be found to keep compete with the increasing rate and approaches of
development of diseases along with accurate liable factors of that particular disease
and also if this happens then it will be start of a new era from the perspective of
medical science. Using enough specific small groups and perfect small types of data
can improve the precision medicine models. Thus, the biological data mining
process has a great effect in biological large data to play a sensitive role in finding
responsible culprit accurately. It also can be used for many clinical and practical
contexts to ensure better treatment for the patients and also for exploring reason
behind recent invented diseases along with devastating diseases like diabetes or
cancer.

5 Mining Drug-Drug Interactions on Semantic
Web Technology

Drug-drug attraction has the most priority for showing its tremendous effect on
patients [89–93]. A sufficient knowledge should be mandatory for prescribing or
taking the medicine for both the clinical association and patients. The new
improved process regarding investigation of various diseases risk factor for patients
should be broadening to decline the death rate for such diseases. In order to improve
genetic tests for finding the suspicion of various diseases, DDI-induced ADEs is
required to diminish the risk of prescribing harmful medication [93]. Providing
information investigating the DDIs data is full of challenge for medical science.
However, using improved informatics approach can easily easy to beat the
challenge.

A vast number of new drugs have been invented using various bioinformatics
still processing. One of the main significant discoveries is taxon related drugs.
Paclitaxel and docetaxel are considered the best performance giving anticancer
taxon related drugs though they have lots of bad side effects [94]. In clinical
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statistics, singular machinery to protest cancer gene for diminishing growth rate
makes the Texans related drugs differ from the other related drugs. Besides it is
considered most hopeful treatment of cancer disease over worldwide [95, 96].

6 Machine Learning Based Health
Problems Manipulation

The HIV (human immunodeficiency virus) is one of the deadly disease from the last
three or four decades. The prevention process for the HIV can be improved either
scanning the responsible mutants or scanning the resistive capabilities of resistive
drugs [97]. Several expert groups have been working on both genotypic and phe-
notypic consequence of genes for HIV although genotypic is faster and cheaper
than phenotypic. In [98], protease and reverse transcriptase cross-resistance infor-
mation for improved drug resistance prediction by means of multi-label classifi-
cation were introduced. Therefore, 2 protease sequence and 715 reverse
transcriptase sequences along with specific genotypic and phenotypic data have
been manipulated using various ML techniques including binary relevance classi-
fiers, classifier chains, and ensembles of classifier chains. Multi-level classification
models along with cross-counteraction intelligence were applied to portend the two
of the best resistive drug classes used for antiretroviral therapy for the disease
HIV-1. The two basic drugs are named as protease inhibitors (PIs) and
non-nucleoside reverse transcriptase inhibitors (NNRTIs). Completing overall
process the authors have successfully achieve a stage that is quite predicted to be
accurate compared to other investigation till today.

Another health problem that obstacle the individuals is the obesity. Recently,
obesity becomes a common problem for almost everyone both in developed and
developing countries as well [99, 100]. Recent studies have proven the necessity of
epistasis or gene-gene interactions for explaining the harmful factor of overweight
and obesity. Various network-based models play a great role to explain the basis
reason. It is also challenging for the researchers to analyze the data pairwise. The
network based algorithms play a great tribute as it has the ability continuing
pairwise operation. A network based approach was implemented in [100] which is
called statistical epistasis network (SEN) to classify the SNP-SNP interaction in
every gene associated with obesity or overweight. The interactions which exceed a
specific terminate point build the SEN network. This study represented a traditional
properties for identification of genetic interaction from genome based arrays and
also invention of various nodes of biological substances to diminish the obesity
problem specifying the accurate gene responsible for overweight or obesity
problems.

Bacterial vaginosis which is known as vagina microbiomes consists of various
types of biological bacteria although all of them a few are quite dangerous for
human body [101]. In [102], a relationship between bacterial viagnosis and a
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microbial community was extracted. For microbial community, the subsets of every
community are justified with various bioinformatics algorithms. For classification
and identification of relationship between bacterial vaginosis and microbial com-
munities the logistic regression (LR) and random forests (RF) have been used. The
authors successfully represented the relationships between BV and MC by adding
some features to machine learning methods of bioinformatics. The ML achieved
great accuracy to determine similar patterns; therefore it can be used to detect the
similar patterns of bacterial vaginosis and microbial community.

From the preceding survey, it is established that big data mining has a significant
role in clinical medicine for prediction of disease development, guidance of rational
use of drugs, medical management, and evidence-based medicine as well as disease
risk assessment, and clinical decision support. Big data is generated everywhere
during monitoring, and medical healthcare and imaging processes as well as from
social media applications [102–114]. Machine learning proved its efficiency in
predicting and classifying several disease, however big data mining techniques
including Dempster–Shafer theory, rough set theory [115], fuzzy theory, artificial
neural network [116], cloud theory, inductive learning theory, genetic algorithm,
decision tree, Bayesian network, pattern recognition, statistical analysis, and
high-performance computing can be studied in future work.

7 Conclusion

Health informatics ensures faster and accurate medical data and symptoms pro-
cessing. There are several analysis that support information mining from large
volume of raw data. Drug design, big data analyses, diabetes factors predictions,
cancer gene analyses, machine learning based scoring system, semantic web syn-
thesis, Epigenetic internal functionalities, type-1 HIV intersections, computational
obesity simulations and Microbial Communities and Bacterial picture are some
areas that are sketched. Each and every area is the key filed that control the better
life of human being. Adverse Event Report System (AERS) can be applied to assess
the drugs-drugs interactions that help for perfect drug design simulation. For recent
adverse disease, the HIV (human immunodeficiency virus) datasets are also verified
by binary relevance classier, which dynamically categorized the infected data.

Computational mining and simulations help to get new dimensions in these
sectors. Accurate measurements are vital for better health. Now-a-days, robots are
frequently used to complete the critical operations of the human body. Moreover,
lots of devices are employed to control the exact amount of chemicals during drug
design, disease identifications, pathological interactions for HIV monitoring and
organic chemical reactions. Subsequently, large data mining approaches for sci-
entific measurement are essential for ever.
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