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Preface

Collecting, processing, and analyzing data have become important branches of com-
puter science. Many areas of our existence generate a wealth of information that must
be stored in a structured manner and processed appropriately in order to gain the
knowledge from the inside. Databases have become a ubiquitous way of collecting and
storing data. They are used to hold data describing many areas of human life and
activity, and as a consequence, they are also present in almost every IT system. Today’s
databases have to face the problem of data proliferation and growing variety. More
efficient methods for data processing are needed more than ever. New areas of interests
that deliver data require innovative algorithms for data analysis.

Beyond Databases, Architectures and Structures (BDAS) is a series of conferences
located in Central Europe and very important for this geographic region. The conference
intends to give the state of the art of the research that satisfies the needs of modern,
widely understood database systems, architectures, models, structures, and algorithms
focused on processing various types of data. The aim of the conference is to reflect the
most recent developments of databases and allied techniques used for solving problems
in a variety of areas related to database systems, or even go one step forward— beyond
the horizon of existing databases, architectures, and data structures.

The 13th International BDAS Scientific Conference (BDAS 2017), held in Ustroń,
Poland, fromMay 30 to June 2, 2017, was a continuation of the highly successful BDAS
conference series started in 2005. For many years BDAS has been attracting hundreds or
even thousands of researchers and professionals working in the field of databases.
Among attendees of our conference were scientists and representatives of IT companies.
Several editions of BDAS were supported by our commercial, world-renowned partners,
developing solutions for the database domain, such as IBM, Microsoft, Sybase, Oracle,
and others. BDAS annual meetings have become an arena for exchanging information
on the widely understood database systems and data-processing algorithms.

BDAS 2017 was the 13th edition of the conference, organized under the technical
co-sponsorship of the IEEE Poland Section. We also continued our successful coop-
eration with Springer, which resulted in the publication of this book. The conference
attracted more than a hundred participants from 15 countries, who made this conference
a successful and memorable event. There were three keynote talks and one tutorial
given by leading scientists: Prof. Jens Allmer from the Department of Molecular
Biology and Genetics, Izmir Institute of Technology, Urla, Izmir, gave an excellent
keynote talk entitled “Database Integration Facilitating the Merging of MicorRNA and
Gene Regulatory Pathways in ALS.” Prof. Dirk Labudde from the Bioinformatics
group Mittweida (bigM) and Forensic Science Investigation Lab (FoSIL), University of
Applied Sciences, Mittweida, Germany, honored us with a presentation entitled “3D
Crime Scene and Disaster Site Reconstruction using Open Source Software.” Dr.
Dominik Szczerba from Future Processing, Gliwice, Poland, gave a talk on “Com-
putational Physiology.” Prof. Jean-Charles Lamirel from SYNALP team, LORIA,



Vandœuvre-lès-Nancy, France, prepared a tutorial on “Text Mining in the Big Data
Context: Existing Approaches and Challenges.” The keynote speeches, tutorials, and
plenary sessions allowed participants to gain insight into new areas of data analysis and
data processing.

BDAS is focused on all aspects of databases. It is intended to have a broad scope,
including different kinds of data acquisition, processing, and storing, and this book
reflects fairly well the large span of research presented at BDAS 2017. This volume
consists of 44 carefully selected papers that are assigned to seven thematic groups:

– Big data and cloud computing
– Artificial intelligence, data mining, and knowledge discovery
– Architectures, structures, and algorithms for efficient data processing
– Text mining, natural language processing, ontologies, and Semantic Web
– Bioinformatics and biological data analysis
– Industrial applications
– Data mining tools, optimization, and compression

The first group, containing four papers, is devoted to big data and cloud computing.
Papers in this group discuss hot topics of stream processing with MapReduce, a
tensor-based approach to temporal features modeling with application in big data,
querying XML documents with SparkSQL, and automatic scaling computing infras-
tructure of the cloud. The second group contains six papers devoted to various methods
used in data mining, knowledge discovery, and knowledge representation. Papers
assembled in this group show a wide spectrum of applications of various exploration
techniques, including decision rules, knowledge-based systems, clustering and classi-
fication algorithms, and rough sets, to solve many real-world problems.

The third group contains nine papers devoted to various database architectures and
models, data structures, and algorithms used for efficient data processing. Papers in this
group discuss the effectiveness of query execution, performance, and consistency of
various database systems, including relational and NoSQL databases, indexing struc-
tures, sorting algorithms, and distributed data processing. The fourth group consists of
nine papers devoted to natural language processing, text mining, ontologies, and the
Semantic Web. These papers discuss problems of building recommendation systems
with the use ontologies, extending expressiveness of knowledge description, ontology
reuse for fast prototyping of new concepts, processing natural language instructions by
robots, data integration in NLP, authorship attribution for texts, plagiarism detection,
and RDF validation.

The research devoted to bioinformatics and biological data analysis is presented in
six papers gathered in the fifth group. The papers cover problems connected with gene
expression and chromatography but also medical diagnosing as well as face and
emotion recognition. The sixth group includes four papers describing various appli-
cations of data mining — especially in coal mining and automotive industries. The last
group includes six papers presenting various data-mining tools, performance opti-
mization techniques, and a compression algorithm.

We hope that the broad scope of topics related to databases covered in this pro-
ceedings volume will help the reader to understand that databases have become an
important element of nearly every branch of computer science.
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We would like to thank all Program Committee members and additional reviewers
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Abstract. Works in the field of data warehousing (DW) do not address
Stream Processing (SP) integration in order to provide results fresh-
ness (i.e. results that include information that is not yet stored into the
DW) and at the same time to relax the DW processing load. Previous
research works focus mainly on parallelization, for instance: adding more
hardware resources; parallelizing operators, queries, and storage. A very
known and studied approach is to use Map-Reduce to scale horizon-
tally in order to achieve more storage and processing performance. In
many contexts, high-rate data needs to be processed in small time win-
dows without storing results (e.g. for near real-time monitoring), in other
cases, the objective is to relax the data warehouse usage (e.g. keeping
results updated for web-pages reload). In both cases, stream processing
solutions can be set to work together with the data warehouse (Map-
Reduce or not) to keep results available on the fly avoiding high query
execution times, and, this way leaving the DW servers more available to
process other heavy tasks (e.g. data mining).

In this work, we propose the integration of Stream Processing and
Map-Reduce (MRSP) for better query and DW performance. This app-
roach allows to relax the data warehouse load, and, by consequence
reducing the network usage. This mechanism integrates into Map-Reduce
scalability mechanisms and uses the Map-Reduce nodes to process
Stream queries.

Results show/compare performance gains on the DW side and the
quality of experience (QoE) when executing queries and loading data.

Keywords: Complex event processing · Stream processing · Extraction
transformation and load · Distributed system · Data warehouse · Big
data · Small data · Map-Reduce

1 Introduction

In this paper, we investigate the problem of integrating stream processing with
data warehousing systems oriented to Map-Reduce processing, with the objec-
tive to offer scalability, query and load performance, relax the data warehouse
storage and load, and at the same time dealing efficiently with high-rate data.
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 3–15, 2017.
DOI: 10.1007/978-3-319-58274-0 1
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Consequently, our approach reduces the network usage, by minimizing query
access to the data warehouse. Query Data Warehouse access is performed the
first time a query is registered/submitted, second+ times query results are kept
for update as new data arrives.

Map-Reduce approaches are designed to scale the storage, process capacity
and assure fault tolerance mechanisms. However, the Map and Reduce processing
architecture for high fault tolerance, data redundancy, materialization mecha-
nisms (resulting in excessive network usage), impairs query execution perfor-
mance.

Complex Event Processing (CEP) applications deal mostly with high-right
data volume processing (big-data) based on a window. However, CEP engines
do not store any data. Although, they are extremely efficient processing queries
and keeping updated results as new data arrives.

In this paper, we propose a solution to enable CEP systems integration with
Map-Reduce based approaches. At the same time, the CEP approach should
be able to load-(re)balance and support automated elasticity as happens with
the Map-Reduce approach. Our proposed system is built to adapt itself when
overloaded nodes appear due to an increase of data or increase of simultaneous
queries. The approach allows isolating the query execution from the DW.

When a new query is registered, it is assigned to a pool of nodes (which
can include the Map and Reduce nodes), choosing the one with Least Work
Remaining (LWR). The first result is obtained using the Map-Reduce DW sys-
tem. Once new data arrives, before storing, it is sent to a layer running on top
of the Map-Reduce architecture, which will replicate data across the CEP nodes
and process the registered queries in order to update the results. After the queries
result updated, the data is stored in the Map-Reduce DW architecture. Thus,
instead of storing data and then process query results (traditional approach),
with our approach, MRSP, we first process the queries and then store the data,
this way relaxing the data warehouse load.

Based on the proposed approach, only for the first time, query results need to
use the Map-Reduce processing architecture, after that point, queries are keep
updated as new data arrives. This method improves, the data warehouse storage
system performance, availability, network usage, and saves processing resources
(hardware and software).

This solution shows promising results when applied to systems monitoring
(e.g. fraud detection) and for keeping heavy load websites updated in real-time
(i.e. avoiding constant access to the data warehouse to retrieve updated results).
In the following sections, we provide the description of the approach and exper-
imental demonstration.

2 Related Work

In this section, we analyze related works in the field of stream processing inte-
gration with Map-Reduce approaches, for query performance and DW load
relaxation.
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Most current distributed stream processing systems, including Yahoo!’s S4
[26], Twitter’s Storm [24], and streaming databases [4–6], are based on a record-
at-a-time processing model, where nodes receive each record, update internal
state, and send out new records in response. This model raises several challenges
in a large-scale cloud environment, especially regarding query performance due
to high amounts of data to be analyzed.

Academic related work on stream processing such as Aurora, Borealis, Tele-
graph, and STREAM [2,4–6], provide a SQL interface and achieve fault recovery
through replication (an active or passive standby for each node [4,14]), and on
top of all they focus on more theoretical aspects of the paradigm.

In addition, researchers have also focused on issues like load distribution [1],
load-balancing [29] and fault-tolerance [4] in stream processing systems. Stream
processing systems typically provide support for instantiating real-time data
analysis applications that consume high-rate data streams. However, such sys-
tems are not meant to analyze large volumes of stored data and often rely on
data warehouses and other ad-hoc mechanisms for analyzing stored data, and
such analysis is often the source of the analytic model used by stream processing
operators.

The industry activity [1] has primarily focused on commercialization and
wide availability of this novel data processing paradigm, most stream process-
ing frameworks, such as, S4, Storm, and Flume [13,24,26], focuses on recovery
from failures (e.g., by keeping all state in a replicated database) and consistency
across nodes. Several recent research systems have looked at on-line processing
in clusters, map-reduce Online [15] is a streaming Hadoop run-time, but can-
not compose multiple map-reduce steps into a query or reduce tasks. iMR [17]
is an in-situ map-reduce engine for log processing, but does not support more
general computation graphs and can lose data on failure. CBP [16] and Comet
[12] provide “bulk incremental processing” by running map-reduce jobs on new
data every few minutes to update state in a distributed file system. However,
they incur the high overhead of replicated on-disk storage. Naiad [18] runs com-
putations incrementally but does not yet have a cluster implementation or a
discussion of fault tolerance. Percolator [22] performs incremental computations
using triggers, but does not offer consistency guarantees across nodes or high-
level operators like map and join.

D-Streams [31] mechanism is conceptually similar to recovery techniques in
map-reduce, GFS, and RAMCloud [9,20,27], which all leverage (re)partitioning
for small timescales stream processing. D-Streams, re-computes lost data instead
of having to replicate all data, avoiding the network and storage cost of replication.

The map-reduce programming model [9] has gained significant acclaim for
its ease-of-use and scalability. It offers a parallelization framework that depends
on a run-time component for scheduling and managing parallel tasks [28] and a
distributed file system that is responsible for providing parallel access to different
blocks of the stored data [11,28]. The success of the programming model has
resulted in the development of an open source implementation of its run-time
called Hadoop [28] and the Hadoop distributed file system [27]. A number of



6 P. Martins et al.

efforts are also focused on developing languages that help the specification of
map-reduce jobs [19]. Recent research efforts have also focused on adapting map-
reduce for a database like operations using a map-reduce-merge framework [30].
Another effort focuses on implementing well-known machine learning algorithms
for the map-reduce programming model [21]. Although map-reduce has also
received a lot of criticism for ignoring a lot of research on task parallelization
and data modeling conducted by database researchers [10], it continues to be
the new preferred platform for developing large-scale analytic on static data.

Data analysis systems have evolved from monolithic data warehouses [23] of
the past to the modern day real-time data analysis systems [1]. The nature of
the task has changed from offline to online and therefore new sets of challenges
have been posed to the research community. Modern day data analysis systems
should not only scale with the volume of stored data but also scale with the rate
at which live data arrives. In addition to that, modern frameworks must be able
to provide processing capabilities to deal with both structured and unstructured
data. Another recent framework created for high-volumes of data and high-
performance is Spark [3] which focuses on adding an in-memory layer before
the fiscal data materialized storage to provide more performance. However, this
approach still focuses on storing and then querying data.

3 Architecture

In this section, we describe the most relevant aspects regarding the integration
of Stream-Processing and Map-Reduce. Moreover, we also discuss how MRSP
scales, and (re)balances registered queries for performance.

Fig. 1. Global architecture

Figure 1, shows the MRSP global proposed architecture. On top marked by
(1), we have the CEP layer, part of the proposed system, (2) represents the
Hadoop Map-Reduce. The MRSP (1) is composed by:
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– “Performance Monitor” - this module is responsible for monitoring the per-
formance of each query and the respective nodes. If performance is under the
desired threshold, queries are (re)scheduled to other node using a least-work-
remaining (LWR) algorithm. If the measure does not solve the performance
problem a new node is requested to the admin. This algorithm is described in
more detail bellow.

– “DFS Data Manager” - ensures the correct data insertion into (2) and data
replication for all registered queries.

– “Query Scheduler” - together with the “performance monitor” module (based
on its alarms), this module is responsible for (re)scheduling the registered
queries across the available nodes (LWR algorithm).

– “SP process” - this module manages the running registered queries. It must
assure the on-time start of each query (i.e. accordingly with its running fre-
quency) and output results.

Fig. 2. Data store Fig. 3. Processing new queries

Every time new data arrives to be stored, the entire MRSP and MR data
distribution process are transparent to the user. Figure 2, shows in (3) the data
to be stored and the steps inside the framework to replicate and store it into the
(2) and at the same time the necessary replication to keep the stream processing
queries results updated. In (3.1) the information is submitted, the “DFS Data
manager” in (3.3) it sends the data into the Map-Reduce architecture (2) and at
the same time it replicates the data into the “SP process” module (3.2) which
is processing and keeping the stream queries results updated. This operation is
performed automatically in all Stream Processing nodes simultaneously as data
is submitted. The user does not need to deal with the information distribution
across neither the MRSP (1) or the MR (2).

The first time a query is submitted the result from (2) needs to be merged
with (1), all the remaining times the same query is executed the result is kept
for update, thus no need to create more load in (2) - accessing it to compute
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and fetch the new/same result. Figure 3, shows a new query being submitted
(4), then in (4.1) the “Query Scheduler” assigns the LWR node to register the
query and in (4.2) the query is set to run in the “SP process” module. Because
it is the first time this query is executed, there is no known result from the
DW to be updated and outputted, so the “SP process” request the query to
be executed at the DW (4.3) and waits until the result is returned back to the
“SP process” (4.4). Based on the result from the DW the query is processed and
results updated (merged with new information) if necessary to be outputted
(4.5). Note that, the first time a query is submitted the execution time depends
on the DW performance. Remaining times, second+, results performance are
assured by the MRSP proposed module.

For instance: A new tuple arrives for table T. The query we want to update is
T join S join V join ... As the query is registered in the framework and executed
for the first time all relevant information regarding the join condition is kept
on the stream-processing engine side (memory/disk depending on the available
space), in the form of column organization, as new data arrives to be stored, the
stream-processing engine keeps not only the registered queries updated but also
the data information, this way, there is no need to go back to the stored data
warehouse tables and repeat a full-table-scan to recreate the join information.
This process was implemented step-by-step, only for the tested queries.

Fig. 4. Processing existent queries Fig. 5. Stream processing process

Second time (and more, second+) times the same query is executed, it does
not need to access the DW (2) since the result is already known. If new data
arrives, it will be replicated to the query processor module to keep results con-
stantly updated. Figure 4, shows the (5.2) and (5.3), where no access to the DW
(2) is required to output the query result. This way relaxing the DW access.

Each data “SP process” is formed by three main modules, Fig. 5 (1.4), the
data queue (1.4.1) used to detect overload situations by (1.1). If this queue
increases above a certain configured limit size, it means that the node is over
capacity and queries/load needs to be re-balanced. The module (1.4.2) is used
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to request the first-time result of a query, and finally, the (1.4.3) keeps results
updated as new data arrives.

Note that, the Performance Monitor (1.1) module monitors both the data
queue size from (1.4) nodes and the executing performance time for the queries (the
desired query execution time is configured by the user, and applied to all queries,
future version will allow independently desired execution times for each query).

Fig. 6. Query load balance and scheduling algorithm

Figure 6 depicts the query scheduling algorithm. Each query has a counter
associated, representing the number of times a query was (re)scheduled.

– If the query was (re)scheduled zero times (meaning it is a new query), then the
scheduler will find the best node to register it, and the “number of scheduled
times” is set to two (2 because the query was placed in the best fitting node
(i.e. LWR algorithm), if it becomes overloaded (i.e. the queue starts increasing
above a threshold) it will go directly into a new node ...

– ... Then the “number of scheduled times” of the previous last registered query
is set to one. Because the “Query scheduler” already chooses the best node
to register the query (i.e. the one with least load) and it did not become
overloaded;

– Now, if the “Performance monitor”, detects an overload situation in a node, it
sends the last submitted query in that node (by order of registration) to the
scheduler to be resubmitted into a better node, and the parameter “number
of scheduled times” is increased to 2 (it was set to one after a new query was
inserted, or already to 2);

– At the third (“number of scheduled times” = 2) (re)schedule of a query, it is
put into a ready-node if available. If the ready node is not available or it gets
overloaded, then the load shedding and admin alert algorithm will deal with
the problem.



10 P. Martins et al.

Every time a query is relocated because of an overload situation, that query
is not removed from the overloaded node until the newly selected node (the one
with most available resources) is providing results from an equal data window.
Upon results provided, the scheduler decides in which node to leave the query
running. For that, the system scheduler analyses the throughput of both nodes
and removes the query from the node with less throughput. This process avoids
work loss due to relocation.

4 Experimental Results

In this section we present experimental results comparing the performance
improvements when inserting new data, performing queries for the first and sec-
ond+ times (i.e. second+, meaning the second and other/plus execution times),
and, inserting data while performing queries performance. Our tests aim to prove
that the MRSP performance improvements allow not only to optimize query exe-
cution but at the same time to relax the DW load, leaving it free to perform
other tasks (e.g. indexation, data replication, data transformations).

We used a setup with 10 physical machines, each equipped with 16 GB of
RAM, Intel core I3, 3.3 Ghz, 1TB of disk space, running Linux Ubuntu 14 LTS.
Note that, no virtual nodes were used.

As software, for the Map-Reduce approach, we used Hadoop with Hive. For
the MRSP, we used Hadoop with Hive, plus a modified version of Esper [8] (i.e.
complex event processing engine), which integrates on top of Hadoop-Hive, for
efficient data and query information exchange.

Each test was performed 6 times, the worst and best times were discarded
and remaining results were used to make an average. All performance times are
shown in seconds, and load speed in MB per second.

To benchmark the different scenarios, we used TPC-H schema [7], data, and
queries, with a scale factor of 1TB total. We use Hadoop with Hive [25], modified
to support the integration of the proposed MRSP. For the high-rate scenario we
used the same relational schema, in order to support the same results from the
tested queries. The selected queries to be tested were Q2, Q3, Q5, Q8, Q21 from
TPC-H. This choice was made based on their implementation complexity and
integration complexity with our prototype framework.

4.1 Data Load with and Without MRSP

In order to compare loading performance, we load 1TB of information into 10
nodes. We compare Hadoop-Hive (Map-Reduce approach) with the proposed
MRSP solution.

Figure 7 shows, the average performance of all nodes in MB/s for both
approaches over the time. When using only the Hadoop-Hive Map-Reduce the
global average load time was 35 min. When using the proposed approach it takes
43 min. Despite the difference between both systems, performance times are not
very distant from each other, the MRSP is slower due to the added layer on



Integrating Map-Reduce and Stream-Processing for Efficiency (MRSP) 11

Fig. 7. Comparing data load perfor-
mance, MR vs. MRSP

Fig. 8. 1st time query execution

top of MR to replicate all data into the stream processing module. This mod-
ule requires all data that arrives at the system to pass trough it so that it can
process and keep all registered queries results updated.

We conclude that load performance involving huge amounts of data is slightly
affected when using the proposed solution (MRSP). However, given the high data
volume, the performance difference is not very significant.

4.2 Query Performance in MR and MRSP (First-Time Run)

Query execution time represents the most important performance part of every
data storage system. In this section, we test query performance (in seconds)
when executing a new query, submitted for the first time.

Figure 8 shows, a comparison between the MR and the MRSP when executing
a new query for the first time. In the figure, we can see that for the first execution,
both systems take almost the same time to finish. This leads us to conclude that,
in MRSP the extra processing layer added on top of the MR, does not affect
query performance.

4.3 Query Performance in MR and MRSP (Second+ Time Run)

Query execution in all systems runs faster second+ times. This happens because
many of the queried information stays in memory (i.e. operating system, internal
database engine, disk caches, and so on). In this section, we compare second+
query execution on MR, where the query is performed over all stored data, and
in MRSP, where the query result is updated based only the new ingress data.

Figure 9 shows, the query performance improvement when executing for the
second+ time. Both MR and MRSP improve their performance speed, with
special attention to MRSP, where in just some seconds the results are outputted.
We conclude that MRSP is able to improve query performance very significantly
while at the same time relaxing resources of the DW to process other tasks.
MRSP is able to fast process the query results because it does not need to query
all 1TB of stored data, as happens in MR. Results are kept in memory or disk
and updated as new data arrives (i.e. the same way as Stream Processing engines
work).
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Fig. 9. 2nd time+ query execution Fig. 10. Query performance while
loading new data

4.4 Query Performance While Inserting New Data in MR and
MRSP

In high-rate demanding scenarios, at the same time queries are executing, also
new data is arriving to be treated and stored. This leads to an extra DW load,
consequently a performance degradation. In this section, we demonstrate, for
both MR and MRSP, the impact on queries execution (i.e. executing second+
times) when at the same time loading and storing new data to be queried.

Figure 10 shows, MR query performance in seconds, while at the same time
loading data. When comparing MR results from Fig. 10 with 9, we notice that
in Fig. 9 there is a slight increase on the query execution time. This is due to
the extra tasks being performed simultaneously while loading data (i.e. load,
indexation, replication of new data). The proposed solution, MRSP, every time
new data arrives, the registered query results are immediately updated, and then
data is stored. Although, we detect a time performance increase in MRSP while
loading data. In this scenario, MRSP still shows a very big performance increase
face to MR. MRSP performance decrease (i.e. execution time increase) is due
to the extra necessary memory and processing to keep results updated by the
stream processing engine.

With this results, we prove that MRSP allows not only to significantly opti-
mize query results but also to relax the DW nodes to perform other data main-
tenance operations such as transformation, indexation, replication, and so on.

5 Conclusions and Future Work

In this work, we research a solution for almost-real-time query performance on
MR systems. Our main approach consists on querying data before storing it,
for that we integrate a stream processing engine on top of the MR architec-
ture. On the other hand, traditional database engines approaches and also MR
approaches, first focus on storing data, and then on queering it. Our proposed
solution, MRSP, demonstrates huge performance gains, especially when execut-
ing queries for the second+ times, and on top of all, it allows to reduce the MR
data warehouse nodes load.
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Future work includes improvements to the MRSP prototype to support a
wider diversity of queries. Another direction for the future work would be to
include in MRSP query replication. In case one of the nodes computing/updating
the result fails, other node takes over. More important future work, not address in
this work, is the automatic query rewrite and adaptation to Hive Query Language
(HQL) and at the same time to the stream processing engine.
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Abstract. In this paper we propose a simple tensor-based approach
to temporal features modeling that is applicable as means for logistic
regression (LR) enhancement. We evaluate experimentally the perfor-
mance of an LR system based on the proposed model in the Click-
Through Rate (CTR) estimation scenario involving processing of very
large multi-attribute data streams. We compare our approach to the
existing approaches to temporal features modeling from the perspec-
tive of the Real-Time Bidding (RTB) CTR estimation scenario. On the
basis of an extensive experimental evaluation, we demonstrate that the
proposed approach enables achieving an improvement of the quality of
CTR estimation. We show this improvement in a Big Data application
scenario of the Web user feedback prediction realized within an RTB
Demand-Side Platform.

Keywords: Big data · Multidimensional data modeling · Context-aware
recommendation · Data extraction · Data mining · Logistic regression ·
Click-through rate estimation · WWW · Real-Time Bidding

1 Introduction

Web content utility maximization is one of the main paradigms of the so-called
Adaptive Web [3]. Many researchers agree that Click-Through Rate (CTR) esti-
mation is important for maximization of Web content utility and that machine
learning plays a central role in computing the expected utility of a candidate
content item to a Web user. The click prediction – widely referred to as CTR
estimation – is an interesting and important data mining application scenario,
especially when realized on the Web scale [4,9,16]. Real-Time Bidding (RTB)
belongs to the best examples of widely-used Big Data technologies [15]. As con-
firmed by many authors, the research on RTB algorithms involves facing many
challenges that are typical for Big Data. In particular, RTB algorithms must be
capable to process heterogeneous and very sparse multi-attribute data streams
having the volume order of terabytes rather than gigabytes [4]. Moreover, to be
applicable in a real-world environment, an RTB optimization algorithm must be
able to provide its results in tens of milliseconds [15].

c© Springer International Publishing AG 2017
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Digital advertising is a rapidly growing industry already worth billions of dol-
lars. RTB is one of the leading sectors of the digital advertising industry. In this
paper, we contribute to the intensively investigated area of research on machine
learning algorithms optimizing RTB-based dynamic allocation of ads. The pro-
posed solution faces the challenges imposed by the RTB protocol requirements
and, at the same time, introduces the temporal feature engineering based on the
tensor model what has not been investigated yet.

Some of the tensor-based approaches to data modeling have already been
identified as addressing the Big Data challenges [5,10]. Although the area of the
research on tensor-based Big Data modeling has emerged quite recently [5], the
results achieved so far, indicate that, at least in online advertising application
scenarios, tensor-based approaches are able to outperform many alternative ones,
including those based on the matrix factorization and deep learning [16,21].

2 Related Work

As far as Big Data application scenarios are concerned, it is widely agreed that
Logistic Regression (LR) is the state-of-the-art CTR estimation method [4,16,
23]. For this reason, the scope of the research presented in this paper is limited
to feature modeling applicable to a data mining system based on LR.

In the context of the RTB Demand Side Platform (DSP) optimization sce-
nario, it is important to make the CTR estimation algorithm highly contextual
and capable to exploit various data augmentations [16,22]. In the relevant papers
these two requirements are sometimes integrated into the single, more general
requirement. Specifically, recommender systems deployed to perform CTR esti-
mation are required to model the heterogeneous data attributes explicitly from
multiple alternative and complementary ‘aspects’ [16]. The idea of such ‘multi-
aspect’ data modeling is familiar to researchers working on tensor-based data
representation methods [2,13]. The need for ‘multi-aspect’ data modeling has
been recognized by the authors of tensor-based RTB CTR estimation systems
[16] and by the authors of advanced classification systems theoretically-grounded
on the rough set theory [12]. All these types of data mining systems perform
some type of ‘multi-aspect’ data modeling by using combinations of multiple
‘interacting’ features [4,16].

There are a few approaches to building feature conjunctions that have been
presented in the literature on RTB CTR estimation [4,9,16,21]. Some of the
papers involve the explicit use of the cartesian product or the tensor product in
the models’ definitions [4,16].

It is worth recalling that the tensor space is a space formed over a carte-
sian product of the constituent vector spaces. In the context of an algebraic
feature representation, it is a straightforward and widely-followed assumption to
represent features in their vector spaces and to map the feature values to the
dimensions of these spaces [8,14,18,20]. Although not all the authors of such
feature conjunctions models explicitly refer to the tensor product as the means
for building the algebraic representations of feature conjunctions, such a tensor-
based definition is a direct consequence of the assumption that the constituent
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features are represented by vector spaces. On the other hand, the authors of
many papers presenting tensor-based models of the data sets elements having the
form of the properties’ conjunctions, explicitly refer to the tensor product as the
means for building algebraic multi-feature data representations [8,14,16,18,20].

To the best of our knowledge, there are no publications presenting multi-
linear temporal feature models designed for CTR estimation systems based on
LR. Although temporal features are included in the overall feature sets of the
models proposed by the authors of the leading CTR estimation algorithms based
on LR [4,9,16,21], none of these models is both tensor-based and used for multi-
linear representation of temporal features. In consequence, none of these models
involves the use of feature conjunctions of different arity [4,9,16]. Moreover, the
impact of an application of temporal features (with or without their conjunc-
tions) on the quality of CTR estimation has not been presented in any of the
above-recalled papers. Therefore, we believe that the research results presented
herein are not only practically useful, but may also be regarded as original and
interesting theoretical contribution to the field of the research on feature models
for CTR estimation systems.

3 Tensor-Based Feature Modeling

Tensor-based data modeling is a broad topic – typically investigated from the
perspective of various approaches to tensor-based data processing [5,11,20]. It
has to be stressed that the scope of the tensor-based modeling that is represented
by the model proposed in this paper is relatively narrow – it is limited to (i) the
‘feature addressing’ scheme based on the tensor product of the feature-indexing
standard basis vectors and (ii) the use of a simple multi-tensor network. In such
a simplified form, a tensor-based model of additional features (herein referred
to as metafeatures) is equivalent to the state-of-the-art feature models defined
with the use of the cartesian product that are presented in the literature on CTR
estimation based on LR [4,16]. It also has the most distinctive property of any
tensor-based data representation, which is the ability to represent data in its
natural form in which vector space dimensions represent feature values, rather
than data/training examples [14,20]. Thanks to this property, any combination
of the features may be mapped on its dedicated tensor entry. Moreover, the use of
the multi-tensor hierarchy network (presented in Sect. 3.2) provides simple means
for the mapping between a conjunction features’ subset and the corresponding
tensor network node; the arity of the conjunction tuple maps to the level of the
tensor network – the level including the tensors of the order equal to the arity
of the conjunction tuple.

3.1 Tensor-Based Multidimensional Data Modeling

Let us use the notation in which A,B, . . . denote sets, A,B, . . . denote ten-
sors and a, b, . . . denote scalars. The tensor-based feature model represents the
multi-attribute data describing the given user feedback event (in the case of the



Tensor-Based Modeling of Temporal Features for Big Data CTR Estimation 19

application scenario presented in this paper – the event representing a user click
on a given ad in result of a given impression). This data have the form of a set of
logs E , in which each of the log entries is defined as a tuple of multiple features.
We model this set as an n-order tensor:

T = [ti1,...,in ]m1×···×mn
,

defined in a tensor space I1 ⊗ · · · ⊗ In, where each Ii, 1 ≤ i ≤ n indicates
a standard basis [14] of dimension |Ii| = mi used to index elements of the
domain Fi – the domain of feature i. The entries of tensor ti1,...,in represent
the outcome of the investigated event – formally described using the function
ψ : F1 × · · · × Fn → R. In the case of RTB CTR prediction task, the events’
outcomes are usually described by means of the binary-valued function ψ : F1 ×
· · · × Fn → {0, 1} defining non-click and click events, respectively.

Since the input data form a sparse (incomplete) multidimensional structure,
the tensor T is usually stored in the form of n-tuples, for which a given tuple γ
is modeled as:

γ = (wγ , fγ
1 , . . . , fγ

n ),

where fγ
i ∈ Fi are the feature values defining the tuple γ and wγ = ψ(fγ

1 , . . . , fγ
n )

denotes its weight.

3.2 Multi-Tensor Hierarchy Network

In this paper we used the model, referred to as Multi-Tensor Hierarchy Network
(MTHN), enabling the representation of correlations observed in any subset
of the feature set. In contrast to other approaches (e.g., [16]), we do not use
any heuristic method for feature grouping which is necessary when simplifying
the model, e.g., to the single third-order tensor. The proposed model provides
the averaging framework enabling to represent the means within a network of
tensors, which is used for combinatorial exploration of all the possible subsets
of the features.

Let [n] = {1, 2, . . . , n} denotes the set enumerating features describing the
investigated event. For each subset S = {p1, . . . , pk} ⊂ [n] we construct the
tensor T(S) by averaging the data throughout all non-missing (i.e., known)
values in the respective (n − k)-dimensional ‘sub-tensor’ of the input n-order
tensor T. The fibres (one-dimensional fragments of a tensor, obtained by fixing
all indices but one) and slices (two-dimensional fragments of a tensor, each being
obtained by fixing all indices but two) are the examples of such sub-tensors that
are most commonly referenced in the literature [11,13].

Formally, for each subset S = {p1, . . . , pk} of [n], where 0 ≤ k < n,
such that R = [n] \ S = {r1, . . . , rn−k}, we construct tensor T(S) =
[t(S)j1,...,jk ]mp1×···×mpk

in such a way that, for a given combination of feature
values in S, we have:

t(S)j1,...,jk =
1
z

mr1∑

ir1=1

. . .

mrn−k∑

irn−k
=1

j1∑

ip1=j1

. . .

jk∑

ipk=jk

ti1,...,in (1)
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if z > 0, where z is a number of all known (i.e., non-missing) values in a sub-
tensor of tensor T defined by fixing ip1 , . . . , ipk

to feature values indices j1, . . . , jk.
The value t(S)j1,...,jk may be equivalently seen as the weight wφ of the ‘shortened’
tuple φ = (wφ, fφ

p1
, . . . , fφ

pk
). Note that in the case of RTB CTR modeling, value

wφ is just the CTR observed over all the events for which the features p1, . . . , pk

have their values equal to j1, . . . , jk.
Tensors T(S) form the hierarchical network of 2n tensor structures of orders

from the set {0, . . . , n} – called Multi-Tensor Hierarchy Network – corresponding
to all possible subsets of the set of n investigated features. In particular, the
model consist of:

– level 0 of MTHN – containing one node which is the tensor of order 0 T(∅) –
the scalar representing the weight value averaged over all known events (the
averaged CTR in RTB CTR estimation application scenario),

– for k ∈ {1, . . . , n − 1}: level k of MTHN – containing
(
n
k

)
k-order tensors

T({p1, . . . , pk}) representing the averages over events with k features with
fixed values,

– level n of MTHN – containing one node – n-order tensor T([n]) = T storing
the weights of input n-tuples.

Two nodes T(S) and T(S ′) of MTHN are connected if and only if they belong
to neighboring levels (‖S |−| S ′‖ = 1) and the set of features modeled by one of
them is a subset of features modeled by the other (|S ∩ S ′| = |S| or |S ∩ S ′| =
|S ′|) – in other words – one of them may be obtained from the other by averaging
over a single tensor mode.

The example of hierarchy of tensors T(S) for set S ⊂ [3] = {1, 2, 3} corre-
sponding to features ‘hour’, ‘weekday’ and ‘advertiser’, respectively, is illustrated
in Fig. 1.

4 Modeling Temporal Features Using MTHN

Although in this paper we investigate temporal features modeling, the MTHN
metamodel presented in Sect. 3 may be used to represent data tuples defined on
the basis of any feature sets, not only temporal ones. To illustrate the modeling of
temporal features performed in accordance with the approach proposed herein,
let us present just one of many possible MTHN metamodel use cases. In Fig. 1
an order-three MTHN-based model is presented that exemplifies the case of the
MTHN-based model built to represent average CTR values that reflect jointly
the content of the advertisers set (five advertisers for the 2nd season of the
iPinYou dataset) and two temporal features sets – the set consisted of the one-
hour long nychthemeron (day and night) time slots (twenty four hours of the day)
and the set of seven weekdays. This case is one of the cases that we evaluated
experimentally in Sect. 6.

To build the MTHN metamodel visualization presented in Fig. 1, we used
the set S = [3] = {1, 2, 3} to enumerate three features as follows: index 1 was
used to represent 24 one-hour long nychthemeron time-slots, index 2 was used
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Fig. 1. Visualization of a MTHN-based representation of the average CTR values in
the case of the 2nd season of the iPinYou dataset, with the advertisers set and two
temporal features sets consisted of the one-hour time slots set and the weekdays set.

to represent 7 weekdays, and index 3 was used to represent 5 advertisers of
the iPinYou dataset Season 2 [23]. The Fig. 1 presents MTHN consisting of
4 levels enumerated from bottom to top. In particular, level 0 is just tensor
T(∅). Level 1 contains tensors T({1}),T({2}),T({3}) (presented from left to
right) representing features values corresponding to hours, weekdays and adver-
tisers, respectively. Level 2 contains tensors T({1, 2}),T({1, 3}),T({2, 3}) rep-
resenting feature conjunctions of arity 2 of the form ‘hour× weekday’, ‘hour
× advertiser’, and ‘weekday × advertiser’ respectively. Finally, level 3 contains
the tensor T([n]) representing the feature conjunctions of arity 3 of the form
‘hour ×weekday × advertiser’.

In Fig. 1 the darkness of each box – representing a given entry of the given
tensor (in cases of some of the MTHN nodes, being a special case of a tensor: a
vector or a scalar) – illustrates the average CTR value observed for the feature
conjunction corresponding to this entry (the darker the box the higher the CTR
value). It should be stressed that such a visualization is just a demonstration of
an example of MTHN data structure application. In particular, the visualized
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CTR values should not be confused with values of LR feature weights. On the
other hand, in the particular case of average CTR values visualization, a MTHN
data structure of the proposed kind may be regarded as an novel ‘analytics
tool’ supporting a researcher in his/her analysis of different average CTR values
– observed contextually for different sets of features used for the tensor-based
‘segmentation’ of the features.

5 Evaluation Methodology

The main goal of the experimentation reported in this paper was to evaluate the
impact of the selected cases of an application of MTHN-based temporal feature
models on the RTB CTR estimation quality.

The analysis presented herein is based on extensive offline experiments involv-
ing the use of the iPinYou dataset and selected CTR estimation quality mea-
sures. We have assumed that the ultimate goal of our experimentation reported
herein is to present experimentally confirmed findings that are straightforwardly
applicable to RTB CTR estimation systems based on the LR framework.

5.1 Measures

Most of the authors of papers on RTB CTR methods presenting results of offline
experiments use the Area Underneath the ROC curve (AuROC) metric [4,16,
21,23], regarding it as enabling one to directly evaluate the systems’ ability to
distinguish between accurate and inaccurate predictions [7].

Nonetheless, AuROC, despite being useful for heavy-tailed recommendation
or link prediction systems [6,17,19], may not provide a full insight into the
RTB CTR estimation problem. Taking into account both the popularity and the
limitations of AuROC, complementary to the presentation of our AuROC results,
we show the Average Precision (AP) results (equivalent to the area underneath
the precision-recall curve). While both metrics measure true positive rate, AP
emphasizes precision while AuROC emphasizes false positive rate [6,17]. Such
a difference of how the true negatives are treated is especially evident when
the number of negative observations (non-clicks) is significantly higher than the
positive ones (clicks).

As realized by some authors [22,23], in the context of the RTB, the quality
of CTR estimation should be measured in a way that reflects the real-world
requirement of the system’s ability to preserve a high Key Performance Index
value under the time constraints of the given campaign execution. In terms of
precision and recall measures, a useful RTB optimization cannot severely reduce
the bidding frequency. This means that the increase of precision should not lead
to a severe reduction of recall. Under such conditions, the CTR estimation results
presented as ‘summarized’ curves – such as AuROC and AP – are not considered
as sufficiently informative for a real-world DSP.

Following the above-stated observation, in the analysis of experiments pre-
sented in Sect. 6 we additionally analyze the results from the perspective of the
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CTR estimation system’s ability of achieving different trade-offs between preci-
sion (i.e., CTR) and recall.

5.2 Dataset

To evaluate the proposed model we used the first publicly available large-scale
RTB dataset released by iPinYou Information Technologies Co., Ltd [23]. The
dataset contains impression, click, and conversion logs collected from several
campaigns of different advertisers during various days and is divided into a
training set and a test set. Each record contains five types of information: (i)
temporal features (timestamp of the bid request), (ii) user features (iPinYou ID,
browser user-agent, IP address, etc.), (iii) ad features (creative ID, advertiser ID,
landing page, etc.), (iv) publisher features (domain, URL, ad slot ID, size, visi-
bility, etc.), and (v) other features regarding the RTB auction (bid ID, bidding
price, winning price, etc.).

In this paper we partition the dataset in two different ways:

(a) by timestamps, in the same manner as described in [16,23],
(b) randomly, using the same training ratios (tr) as in (a) (i.e., tr ≈ 0.7897 for

season 2 and tr ≈ 0.6667 for season 3).

The major dataset statistics are shown in Table 1. More detailed information on
the dataset may be found in [16,23].

Table 1. Dataset statistics (using the partitioning by timestamps).

Season Dataset Impressions Number of feature values Clicks CTR (%)

2 Training set 12, 190, 438 801,890 8,838 0.073

Test set 2, 521, 627 543,711 1,873 0.074

3 Training set 3, 147, 801 589,872 2,700 0.086

Test set 1, 579, 071 482,208 1,135 0.072

6 Experiments

We trained the CTR estimator to predict the probability of the user click on a
given ad impression using information extraction from raw user feedback data.
As suggested in [23], in each of the tested variants the following pre-processing
was performed:

– The timestamps were generalized into the corresponding weekday and hour
value.

– The OS and browser names were extracted from the user-agent field.
– The floor prices were quantized into the buckets of 0, [1, 10], [11, 50], [51, 100]

and [101,+∞).
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Table 2. CTR estimation performance in terms of AuROC and AP (%); the best
results in each row are highlighted by bold font setting.

Dataset
partitioning

iPinYou
dataset
season

day+hour MTHN(domain) MTHN(advertiser)

AuROC AP AuROC AP AuROC AP

By
timestamp

2 90.67 15.580 90.67 15.591 90.54 16.243

3 75.23 0.312 76.52 0.328 76.01 0.317

Random 2 86.19 11.671 86.52 11.781 85.84 11.922

3 78.91 0.530 79.22 0.555 78.66 0.531

We evaluated two variants based on the proposed tensor-based feature mod-
eling metamodel:

– MTHN(domain) – reflecting two temporal features sets consisted of weekdays
and hours, and the content of the domains set (the set of Web domains offering
ad impressions),

– MTHN(advertiser) – reflecting two temporal features sets consisted of week-
days and hours, and the content of the advertisers set.

The state-of-the-art algorithm based on the basic temporal feature modeling
proposed in [23] (referred to as day+hour) was chosen as a baseline.

To learn the LR model parameters, we used the Stochastic Gradient Descent
(SGD) algorithm. The initial parameters (i.e., weights corresponding to the
binary feature values) were set to 0. The learning rate in all the experiments was
set to 0.01. The tolerance for the stopping criterion was set to 0.0001. Specifically,
the learning was stopped when the logistic loss value change observed between
two consecutive iterations reached the specified tolerance-defining threshold
value. The training examples were randomly shuffled after each iteration so as
not to introduce a bias into the optimization results [1].

The CTR estimation performance results concerning both dataset partition-
ing scenarios – the timestamp-based one and the random one – are presented in
Tables 2 and 3. In the case of the random approach, the mean values from 10
experiments are shown for all the presented measures. Table 2 demonstrates the
performance comparison provided by means of AuROC and AP measures. The
standard error of each presented mean is less than 0.1% and 0.02% for AuROC
and AP correspondingly.

Table 3 presents the CTR estimation system’s ability of achieving different
trade-offs between precision (i.e., CTR) and recall. Specifically, CTR values for
recall equal to 1/8 and 1/4 were evaluated. Finally, Fig. 2 presents the precision
vs recall curve (i.e., all CTR values) for iPinYou Dataset Season 2.
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Table 3. CTR estimation performance in terms of P(R= 1/8) and P(R= 1/4) (%); the
best results in each row are highlighted by bold font setting.

Dataset
partitioning

iPinYou
Dataset
season

day+hour MTHN(domain) MTHN(advertiser)

P(R = 1/8) P(R= 1/4) P(R= 1/8) P(R= 1/4) P(R= 1/8) P(R= 1/4)

By
timestamp

2 33.62 29.46 38.91 31.73 34.41 32.37

3 0.58 0.39 0.54 0.44 0.52 0.42

Random 2 33.16 23.11 33.74 24.05 31.58 23.16

3 1.01 0.68 1.08 0.73 1.03 0.72

Fig. 2. PvR curve for Season 2 partitioned by timestamps.

7 Conclusions

On the basis of the extensive experimental evaluation (presented in Sect. 6), we
have demonstrated that the proposed tensor-based model of temporal features
enables to improve the quality of CTR estimation. We have shown this improve-
ment in a Big Data application scenario of the Web user feedback prediction
(corresponding to the task typically realized within an RTB DSP). In partic-
ular, we have shown that, in the investigated scenario, one may improve the
quality of CTR estimation by using a simple, order-three MTHN-based models
combining two temporal features sets – the set consisted of the one-hour long
nychthemeron (‘day and night’) time slots (i.e., ‘hours’) and the set of week-
days (‘days of the week’) – with the set of domains and, equivalently, with the
set of advertisers. The high-performance results of the approach applying the
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MTHN(domain) variant indicate the potential of context-aware modeling – in
this case based on the features that describe the Web publishers.

The improvement beyond the state-of-the-art algorithm based on LR (pro-
posed in [23]) was achieved despite the referenced algorithm already involved
the use of a basic (not tensor-based) temporal feature model. Additionally, our
result was achieved despite the relative simplicity of the tensor-based model.
The simplified form of a tensor-based feature representation model presented in
this paper does not provide the properties that are widely-regarded as the key
source of the practical value of tensor-based data representations. In particu-
lar, being used merely as a training data representation structure, the model
itself provides no means for tensor-based feature similarity modeling nor tensor
decomposition [11,13] – the techniques that naturally constitute the area of the
future research on advancing the model. Moreover, although the use of a multi-
tensor hierarchy (see Sect. 3.2) enables performing a sophisticated tensor data
centering (which is known as a crucial for effective multilinear data processing
[2]), such an application of the model proposed herein is out of the scope of this
paper, as well.

Nevertheless, the progress beyond the quality of the state-of-the-art CTR
estimation method that has been presented in Sect. 6 indicates that the proposed
tensor-based temporal feature model is likely to be worth incorporation into
many RTB CTR estimation systems based on LR.
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Abstract. In this contribution, we present our approach to querying
XML document that is stored in a distributed system. The main goal
of this paper is to describe how to use Spark SQL framework to imple-
ment a subset of expressions from XPath query language. Five different
methods of our approach are introduced and compared, and by this, we
also demonstrate the actual state of query optimization on Spark SQL
platform. It may be taken as the next contribution of our paper. A sub-
set of expressions from XPath query language (supported by the imple-
mented methods) contains all XPath axes except the axes of attribute
and namespace while predicates are not implemented in our prototype.
We present our implemented system, data, measurements, tests, and
results. The evaluated results support our belief that our method sig-
nificantly decreases data transfers in the distributed system that occur
during the query evaluation.

Keywords: Spark · SQL · XML · XPath · Big data

1 Introduction

Currently, XML is a very popular language for its platform independent way of
storing data. The XPath query language is one of many possibilities to formulate
queries over data stored in XML documents. Having big data stored in XML
documents, the problem is how to retrieve data efficiently, i.e., how to implement
the XPath query language for big data.

In this paper, we investigate the case in which a single unit of data, usually
a file, can be processed by in-memory processing methods. This limitation is
often met, because it is currently possible to use computers that have 128 GB
operating memory.

The main topic of this paper is to describe how to use Apache Spark SQL
framework to implement a subset of expressions from XPath query language
under conditions described above. Apache Spark is a fast evolving engine for
in-memory big data processing that powers several modules. One of the modules
is Spark SQL. It works with structured data using SQL-like query language
or domain-specific language of DataFrame. We investigate its possibilities and
potential limitations.
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 28–41, 2017.
DOI: 10.1007/978-3-319-58274-0 3
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XML documents can be processed by XSL technologies including XSLT,
XPath, and XQuery. We choose XPath technology, as we worked with it suc-
cessfully before [7,11]. We map XML data into the relational tables, and we map
XPath queries to the SQL queries.

The paper is organized as follows. In Sect. 2, we present work related to our
investigations. Concretely, we start with Spark SQL in Sect. 3.1. We explain why
we need to transform XML documents into relational tables in Sect. 3.2.

Section 3.3 is dedicated to the investigated methods.
Our approach to query process analysis and the architecture of our system

are given in Sect. 3. In Sect. 4, we describe the data we use and measurements
we made, and we evaluate the results obtained. Finally, in Sect. 5, we draw
conclusions and discuss possible future work.

2 Related Work

In this section, we evaluate work related to our paper. We focus on three inher-
ently related topics: XML-to-relation mapping, Storing XML data in NoSQL
databases and distributed evaluation of XPath and XQuery queries.

Starting with strategies for mapping XML to relations, various ways have
been proposed in works such as [1,3].

On the other hand, the paper [10] introduces mapping methods that preserve
XML node order.

In this work, several indexing methods are described, and comparisons of
creating, updating, and reading cases are given.

Paper [8] introduces mapping of XML data to quasi-relational model. The
authors propose a simple, yet efficient algorithm that translates XML data into
structure savable in relational columns. Stored data can be queried by SQL
syntax based language - SQLxD.

The following papers describe mapping into various NoSQL database sys-
tems. Specifically, the paper [9] introduces XML format mapping into a key-value
store. Three possible ways of mapping are compared, however, query evaluation
was not investigated. The paper [4] describes a distributed query engine used
in Amazon Cloud. Three possible index strategies are introduced, and a subset
of XPath and XQuery is implemented. However, the aim of the present work is
to scale queries over a big set of XML documents. It does not investigate paral-
lel processing of a single document. The implemented subset of XPath includes
fewer operators than our solution.

Finally, distributed evaluation of XPath and XQuery language over a single
document is investigated in [2]. The query engine introduced in this work can
compute XML queries including only a small subset of XPath axis identifiers.
Some of the papers published in recent years use MR framework for efficient
XML query processing. The MRQueryLanguage is introduced in [6]. The query
language is designed for querying distributed data, but it brings a new syntax dif-
ferent from known XML query languages like XPath and XQuery. HadoopXML
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[5] is a suite enabling parallel processing of XPath queries. Queries are eval-
uated via twig join algorithm. Unfortunately, the XPath subset (that can be
evaluated in HadoopXML) includes only root-to-leaf axis identities: child, and
descendant or descendant-or-self. Evaluation of all XPath axes using MR frame-
work is described in [11]. Authors focus on mapping complete XPath axes set to
a bash of MR queries. The results are satisfying, but evaluation of some axes is
highly inefficient.

3 Our Approach

First, we describe the Spark technology that we used. We focus both on the Spark
core and on the SparkSQL framework. Then, we introduce the architecture of
our system. In this part, we show how to map the XML data in data processable
by SparkSQL, how to store it, how to translate the XPath queries and evaluate
them, and how to reconstruct the results back to XML.

Finally, we describe our original approach to XPath query translation. We
introduce five different methods that can be used for processing XPath queries
using SparkSQL. In the last part of this section, we evaluated the methods and
compared them.

3.1 Used Technology - Spark

Apache Spark is a multipurpose cluster computing system for a large-scale data
processing. Spark is an open source engine originally developed by UC Berkley
AMPLab and later adopted by Apache Software Foundation in 2010. Spark
provides fast in-memory computing, and its ecosystem consists of higher-level
combinable tools including Spark Streaming, Dataframes and SQL, as well as
MLlib for machine learning, and GraphX for graph processing. The core engine
of Spark provides scheduling, distributing, and monitoring of applications across
the computing cluster. Spark is implemented in Scala that runs on Java Virtual
Machine. API of Spark and its tools are available in Scala, Java, Python and R.

The Programming of distributed operations is based on RDD (abbr. Resilient
Distributed Dataset). It is a Spark’s main abstraction. It is a collection of objects
that can be processed in parallel.

In our work, we use the SparkSQL module. This module enables to query
RDDs using SQL-like syntax, so even programmers not familiar with Spark API
can query data in parallel using Spark. However, SparkSQL implements only a
subset of SQL language, which brings severe limitations.

3.2 Transformation of XML Document to Data Frames

The main programming abstraction of SparkSQL is DataFrame. This is a dis-
tributed collection that is similar to the concept of relational table. The tree
structure of XML document is an ordered data model based upon the order of
each element within the XML document. We mainly focus on the selection of
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nodes, and we want to be able to reconstruct selected nodes back to the valid and
ordered XML. Accordingly, we are not interested in insertion or deletion of nodes.
The transformation of XML document must be able to transform data from an
unordered relational model back to the XML document. Hence, we decided to
follow the paper [10], since it shows that XML ordered data model can indeed
be efficiently supported by a relational database system. This is accomplished
by encoding the data order as a data value. There are three methods for trans-
formation of XML documents in tables [1] global order encoding, local order
encoding, and Dewey order encoding.

From the three encodings mentioned above, the Dewey order encoding will be
used here, since it is the universal solution, and the information stored in Dewey
path is sufficient. Compared with the global encoding, it can be a bit slower
(depending upon the comparison of the paths). Dewey path implicitly contains
information about the node’s ancestor nodes and also about its position among
the siblings. Thus, Dewey encoding is the best option for our purposes.

The process of transformation begins with a numbering of elements and
text nodes. Based on the pre-order traversal of the XML tree, a Dewey path
is assigned to each node.

In the second phase of the transformation, the Dewey paths are recomputed
to preserve the document order information, and it also makes the paths com-
parable as String . Now, each part (parts are separated by dots) of Dewey paths
has the same length. The number of zeros in its prefix depends upon the number
of digits of the highest value of Dewey path part among all Dewey paths. This is
also helpful in SQL ORDER BY operation. Additionally, during the first phase,
i.e. during the numbering phase, the paths to the certain nodes built from the
names of nodes are created and assigned to each stored node.

A file containing serialized, transformed XML document is stored on a disk.
When we query the document, it has to be loaded into memory and serialized back
to Data Frame. We use Spark core to create RDD of XML nodes. Each row is read
and split to the Node object. Node object is then passed to RDD. DataFrame may
be created directly from RDD, but it is necessary to define a schema of a table. We
created a class Node, and by reflection, the schema defined through Node class was
applied on the RDD. Finally, a DataFrame was created from the RDD.

We experimented with datasets shown in Table 1. See Sects. 3.3 and 4 for
results.

Table 1. Size comparison of generated tables

XML file Text file Number of rows

books.xml 1.1 kB 1.4 kB 60

nasa.xml 25.1 MB 45.8 MB 791 922

proteins.xml 716.9 MB 2.3 GB 37 260 927

To make it easier for the reader to follow the discussion, let us show a sample
of an XML file translated into a (relational) table.
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+--------------+------+----+--------------------+

| dewey|pathId|type| value|

+--------------+------+----+--------------------+

| 00.01| 0| 1| bookstore|

| 00.01.01| 1| 1| book|

| 00.01.01.01| 2| 1| title|

|00.01.01.01.01| 3| 3| XQuery Kick Start|

| ...| ...| ...| ...|

+--------------+------+----+--------------------+

Fig. 1. Nodes’ table of transformed XML

Optionally, an additional table containing the pathId and Path columns may
be generated. It may be helpful for a particular query evaluation, but in principle,
the table in Fig. 1 is enough. The column type contains the node type according
to the W3C classification.

3.3 XPath Queries Evaluation

In this section, we describe our approach to processing of XPath queries. We have
an XPath query and that, subsequently, must be translated into the SQL query
that can be evaluated in the SQL module of Spark. According to the description
given above, we developed two applications. The first one is an XML processor:
it transforms an XML document into a relational table, and we introduced it in
the previous section. The second one is a driver program for Spark: it processes
an XPath query (using SQL query or via Spark SQL API), and it applies it on
DataFrame built from the transformed XML document. The result of the driver
program operation is the final table of nodes; it may be further processed.

Fig. 2. Local cooperation of applications

Figure 2 shows how the applications locally cooperate to return XPath query
result. The transformed XML document is stored as a text file. Both the text
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file and the XPath query are used as parameters of a driver program that is
then running on Spark. The result of evaluation of a XPath query by the driver
program is a JSON file stored in HDFS.

We implemented a simple XPath parser that parses XPath queries that were
inputted as parameters of the driver program. A support for abbreviated forms
of some XPath steps was added to the parser. In this prototype application, the
abbreviated forms of child axis as / and descendant as // are allowed. Further,
the wildcard * is an alias for any element node, which may be used in the queries
that are parsed by a parser.

The whole query is split to the separated XPath steps, and the abbreviated
forms are resolved. Then, all steps are evaluated step by step according to the
desired axis. The step by step evaluation is implemented by an indirect recur-
sive algorithm. It means that every next step is dependent upon the result of
the previously evaluated step. This parser is working just with axes that were
mentioned above and does not support predicates.

In following paragraphs, we describe five translation methods we investigated:

– Pure SQL method
– Join-based SQL method
– SQL query via DataFrame API
– Left semi join method
– Broadcasted lookup collection.

First, we introduce a native, trivial method, and then it will be improved in
the next subsections. The next two methods of use apply the SQL queries to
evaluate XPath queries. The other methods use a domain specific language of
Spark SQL API.

Pure SQL Method. In the early familiarization with the Spark SQL module,
we tried to directly translate an XPath query to the SQL query. For a faster
local testing, we were working with a small table of nodes containing 60 rows.
In all our tests, we performed translations of simple XPath queries that covered
all XPath axes.

The generated SQL query starts with a selection of an auxiliary node that
represents a parent of the root node. It is an alternative to a document statement
doc(‘‘xmlFile.xml’’) in XPath. Then, the inputted XPath query is translated
step by step. After the translation of the last step, one more selection and fil-
tration are needed. It completes the result of query by selecting all descendant
or self nodes of previously selected nodes. It is because the XPath steps traverse
through the nodes, so by the last extra step, their content is appended.

Let us show a basic example to illustrate our approach and to support better
understanding of following improvements. The example implements an XPath
expression //book/author/:

SELECT p2.dewey, p2.pathId, p2.type, p2.value FROM nodes p2,
(SELECT p1.dewey, p1.pathId, p1.type, p1.value FROM nodes p1,
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(SELECT p0.dewey, p0.pathId, p0.type, p0.value FROM nodes p0,
(SELECT ’0’ as dewey) n0

WHERE p0.type=1 AND n0.dewey <= p0.dewey
AND p0.value=’book’
AND isPrefix(n0.dewey, p0.dewey) ) n1

WHERE p1.type=1 AND n1.dewey < p1.dewey
AND p1.value=’author’
AND isChild(n1.dewey, p1.dewey) ) n2

WHERE n2.dewey <= p2.dewey AND isPrefix(n2.dewey, p2.dewey)

We start with the parent of document root, i.e., doc(‘‘xmlFile.xml’’) – label
n0, followed by its descendant nodes named book, etc. Functions isChild and
isPrefix are based on Dewey encoding string, and their meaning is obvious.

Using our small testing file, it was relatively fast to compute a result; however,
when we started with processing larger table of nodes (containing 791922 rows),
problems with performance occurred.

After we examined an execution plan, we found out that for this naive
method, it was actually the Cartesian product followed by filtration that was
executed. It was the bottleneck of this method.

Remember that details of the following improvements can be found in [7].
We cannot discuss the problem fully given the limited space.

Join-Based SQL. In this case, the best solution is to avoid Cartesian product
and apply an SQL JOIN clause instead. Hence, the JOIN ON conditions were
defined to join results of a single XPath step. The idea is to select nodes that
are candidates for the next context node, then combine them with the current
context node and, based upon the relation, filtrate suitable nodes from joined
pairs by using user defined functions. Note that the context node is a set of
nodes returned by executing one step of XPath query. We use this term in the
next sections.

By analyzing Spark’s execution plans, we finally decided for RIGHT JOIN
(LEFT JOIN is also acceptable, but it depends upon the order in which XPaths
steps are joined). Although the type of JOIN was defined, Spark has generated
Cartesian product in some cases because joins conditions were not strong enough.
The conditions were based on non-equality of Dewey paths, and the user defined
functions were used in a filter condition. To solve this, the join condition had
to be enhanced, so instead of filtering based on a user defined function, we
add required UDF into the join condition. For the sake of completeness, let us
add that a JOIN, whose condition is based only upon the user defined function
(that requires arguments both from left and right tables), invokes the Cartesian
product: all pairs must be processed by UDF.

After the changes were done, the performance was admittedly better than
the performance of the Cartesian product using method.

We compare the two previously discussed methods in Table 2.
As we can see, the usage of OUTER JOIN and the proper definition of JOIN

conditions have a crucial impact upon the performance. After twenty minutes
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Table 2. Performance of translated queries - Cartesian product versus Right JOIN

Table Method Query Time [s]

1 Books Cart. prod //book/author 9.790

2 Books RIGHT JOIN //book/author 8.372

3 Nasa Cart. prod //author/suffix 1200*

4 Nasa RIGHT JOIN //author/suffix 232.695

of computing, we were forced to cancel the third measurement marked with
asterisk. We realized that Cartesian product in Spark is really slow.

SQL Query via DataFrame API. So far, we have worked only with pure
SQL queries. However, DataFrame contains its own API that may be used to
obtain the same results as by using SQL queries. We rewrote the previous SQL
query that used RIGHT JOIN by calling a certain combination of functions from
API. Using API, we changed the order of processed axes, so instead of RIGHT
JOIN, the LEFT JOIN was applied.

Since we know that SQL and DataFrame shared the same optimization
pipeline, the physical plans vary in small details - depending upon the imple-
mentation - and they actually do the same work. Broadcast Nested Loop Join
is realized in Spark for OUTER JOINs. It compares the sizes of tables to be
joined, and it broadcasts the smaller one across the workers. As it was expected,
the durations of the computations of SQL and DataFrame are almost the same,
since the optimizer generates the same physical plan.

Alternative Methods Without Joins. After the previous findings, we
decided to restrict the usage of JOIN in further experiments. Several alterna-
tives - such as nested queries, SQL IN operator or SQL UNION statement - had
been tested, but the results were not satisfiable.

Instead, we decided to avoid joins altogether. To simplify the previous meth-
ods, we wanted to select those nodes of some XPath step that are in desired
relation with at least one node from the nodes of previously evaluated XPath
step. For this purpose, the best option is to use IN operator.

We wrote a user defined function Parent() that cuts the last part of inputted
Dewey path, and since Dewey path contains information about all ancestors,
this function returns the Dewey path of its parent node. This is the valid SQL
query and both - the query and the nested query - are executable, though, as it
turned out, Spark does not think the same.

Unfortunately, Spark SQL is not able to execute nested SELECT follow-
ing the WHERE clause. Using Spark SQL API is not applicable either: Spark
evaluates it in a different way - as expected.

Left Semi Join. As mentioned above, the IN clause may be used just with a
joined table. We realized that Spark SQL provides LEFT SEMI JOIN - and it
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turned out to be more effective than all of our previous attempts. First, let us
explain how LEFT SEMI JOIN works.

“Semi” means that the result contains just rows returned from one table. In
case of LEFT SEMI JOIN, just the rows from the left table are returned. LEFT
SEMI JOIN is based upon the existence of records in the right table. It means
that if there is a record in the right table that fulfills the JOIN ON condition,
just this one record from the left table is returned.

Using this method, we implemented a translation of XPath steps for parent,
child, ancestor, ancestor-and-self, descendant, and descendant-or-self axes. Other
axes have to be implemented in a different manner, a one that does not use LEFT
SEMI JOIN, but it uses, for example, user defined functions (UDF). It is because
the implemented axes are based on prefixes.

Table 3 compares the computation times using SQL and DataFrame.

Table 3. SQL versus DataFrame

Table Method Query Time [s]

1 Books DataFrame //book/author 8.313

2 Books SQL //book/author 8.372

3 Nasa DataFrame //author/suffix 231.989

4 Nasa SQL //author/suffix 232.695

5 Nasa DataFrame //suffix 219.012

6 Nasa SQL //suffix 217.818

Broadcasted Lookup Collection. Concerning the JOIN statement, in Spark
tutorials, it is recommended to set a table that is repeatedly used in joins as a
broadcast variable, and then join it. This table is often considered as a lookup
table.

Since when we know that it is impossible to work with two DataFrames at
the same time without joining them together, we had to find a way out of this
loophole.

We adapt the idea of lookup table, but since we had bad experience with
the joins, we wanted to avoid them. To do that, we create a collection from the
context node by applying collect action on the DataFrame.

First, the action collect creates a collection of Strings where each element is a
Dewey path. Then, we register a user defined function, and during the registra-
tion, the broadcast variable from the collection is created. The input parameter of
the user defined function is a Dewey path of a candidate for a member of the new
context nodes. The candidates for a new context node are all rows whose values
of column value fulfill the node test of XPath step. The called UDF (User Defined
Function) checks whether the relationship between inputted Dewey path and the
Dewey paths in the collection of the context node is as it is desired. If the UDF is
evaluated as true, the currently checked node will be a member of the next lookup



Evaluation of XPath Queries Over XML Documents 37

table. The advantage of this method is that each executor may have its own parti-
tions of input file in memory, and just lookup collections are collected to the driver
and then broadcasted among other executors.

The user defined functions used in this method are different from those that
are used in the Pure SQL discussed method in Sect. 3.3. We created UDF sep-
arately for each axis. The difference is that these functions, firstly, create a
broadcast variable and then, according to the axis specifier, they detect whether
the examined node belongs to the desired axis that was desired. Instead of two
input parameters, just one is required by UDFs in this method, given that they
use the broadcast variable.

Also, in this method, the evaluation starts with a selection of a parent node
of a root node, and then independent XPath steps are evaluated step by step.

By the evaluation of the last XPath step, the result nodes are obtained, but
still, their content is not text nodes or other descendant elements. So, the last
step of the evaluation is to get them in the required format.

Table 4 shows a comparison of the method using LEFT SEMI JOIN and the
method using lookup collections. Unlike the previous measurement in Sect. 3.3,
in this case, both methods do as a first step caching of partitions of processed
DataFrame into the memory.

Table 4. Performance of translated queries - LEFT SEMI JOIN versus Lookup col-
lection

Table Method Query Time [s]

1 Books Lookup col //book/author 2.442

2 Books LEFT SEMI JOIN //book/author 3.064

3 Nasa Lookup col //author/suffix 7.024

4 Nasa LEFT SEMI JOIN //author/suffix 9.492

5 Nasa Lookup col //suffix 5.856

6 Nasa LEFT SEMI JOIN //suffix 7.235

7 Protein Lookup col //formal 418.305

8 Protein LEFT SEMI JOIN //formal 423.819

9 Protein Lookup col //organism/formal 1088.489

10 Protein LEFT SEMI JOIN //organism/formal 3441.569

4 Experimental Results and Discussion

In Sect. 3, we provided several comparisons, and in this section, we summarize
measured times of different methods.

Local Mode. All experiments of local performance testing were run on a virtual
machine hosted on an Intel Core i3 350 M 2.27 GHz processor, with 8 GB DDR3
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RAM and 100 Mbps LAN network, and with installed Windows 8.1 Pro 64-bit
operating system. The virtual machine has allocated 2 CPU cores and 5 GB
RAM under the operating system Ubuntu 14.04 64-bit. All experiments were
run on Spark in version 1.5.2, for which 512 MB of memory has been allocated.
Information about tested tables containing transformed XML documents is in
Table 1. Table 5 summarizes tested queries and tested tables. All measured values
are summarized in Table 6. All the measurements in Table 6 were realized locally.

Table 5. Summarizing table of tested queries

Query XML file Text file Rows count

Books 2 //book/author 1.1 kB 1.4 kB 60

Nasa 1 //suffix 25.1 MB 45.8 MB 791 922

Nasa 2 //author/suffix 25.1 MB 45.8 MB 791 922

Protein 1 //formal 716.9 MB 2.3 GB 37 260 927

Protein 2 //organism/formal 716.9 MB 2.3 GB 37 260 927

Table 6. Performance of proposed methods in seconds

Method/Tab. Books 2 Nasa 1 Nasa 2 Protein 1 Protein 2

Cartesian 9,79 - 1200# - -

SQL JOIN 8,372 217,818 232,70 - -

DF JOIN 8,313 219,012 231,99 - -

SEMI JOIN 4,687 13,336 18,75 - -

SEMI JOIN* 3,064 7,235 9,49 423,819 3441,569

Broadcast coll. 2,442 5,856 7,02 418,305 1088,489

Note that some values were not measured in Table 6, because the computation
was very slow. The second SEMI JOIN marked with * is the caching using
method. The measuring of the value marked # was so slow that it had to be
interrupted. Measured values are shown graphically in Fig. 3.

It can be seen that the method using Cartesian product is really slow.
SQL RIGHT JOIN and DataFrame LEFT JOIN are use the same optimization
process, so given the same physical plan is generated, the computational time is
almost the same. In Fig. 3, one more thing is noteworthy: a positive impact of
caching. According to Table 6, the evaluation of XPath query //author/suffix

over the table Nasa is currently (with broadcast lookup collection method) more
than 150 times faster in comparison with the Cartesian product. Since our meth-
ods evaluate an XPath query step by step, the impact of the number of evaluated
steps can be seen in Fig. 3. This implies that more XPath steps mean longer com-
putation duration since there is no optimization used, so all steps are evaluated.
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Fig. 3. Performance of proposed methods

Cluster Mode. The experiment ran on a cluster of 4 virtual machines hosted
on four processors Intel Xeon 3.4 GHz (each 2 physical cores and 4 logical cores,
with enabled Hyper Threading), with 32 GB DDR2 RAM and 2× 1 Gbps LAN.
Each virtual machine has allocated 6 GB RAM (of which 4,8 GB were used
by Spark) and 2 CPU cores. Virtual machines were connected via 10 Gbps
VMXNet3 LAN and the installed operating system was Ubuntu 14.04.

Using a small input file, it is impossible to see the benefits of cluster compu-
tation: in some cases, the communication load took more time then the actual
computation. The cluster computation forced us to use the Hadoop Distributed
File System to make our text files visible for workers. On our cluster, we con-
tinued our test attempts with bigger files, since a sufficient amount of memory
was available for the worker nodes.

Comparison of Performance in Local and Cluster Mode. Comparison
of computation in local mode and in cluster mode brought expected results.
Admittedly, the computation on the cluster with enabled cluster mode was faster
in some cases. Table 7 shows time comparison of local and cluster mode. In these
experiments, it turned out that the fastest method is the one that uses nested
lookup collection.
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Table 7. Performance of cluster and local mode

Table Mode Query Time [s]

1 Nasa Local //author/suffix 7.024

2 Nasa Cluster //author/suffix 38.415

3 Protein Local //formal 418.305

4 Protein Cluster //formal 398.701

5 Protein Local //organism/formal 1088.489

6 Protein Cluster //organism/formal 957.729

Fig. 4. Performance of cluster and local mode

As we can see in Table 7, a processing of a smaller table can be faster when
it is done locally. The reason behind it are cluster overhead expenses such as
serialization and transporting data among other workers.

In Fig. 4, we can see the measured times from Table 7.

5 Conclusions and Future Work

We analyzed possibilities of applying XPath queries on XML-documents by using
framework Spark SQL. Additionally, we implemented, tested, and measured our
initial statements concerning querying process of XML documents using the
Spark SQL system - its advantages and disadvantages. We designed multiple
methods and compared their efficiency. Bases upon our experiments, we conclude
that the efficiency of some of the tested methods is limited. So, not all of the
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proposed methods can be used to query large data. We compared the method
efficiency in both Spark modes, i.e. in the local mode and in the cluster mode.

One of the biggest advantages of Spark is the broadcast variables method.
As our measurements show, the broadcast variables method is the fastest (and
by far, the best) method from all the methods we investigated.

In the future, we plan to experiment with larger files and with more powerful
clusters to evaluate scalability of our methods. We want focus on utilization
using various Spark tuning possibilities to optimize computational cost and time.
Finally, we plan to compare parallel XPath queries evaluation (using Spark) to
other framework for distributed computing.
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Abstract. One of the key benefits of moving an application to the cloud
is the ability to easy scale horizontally when the workload increases.
Many cloud providers offer a mechanism of auto scaling which dynam-
ically adjusts the number of virtual server instances, on which given
system is running, according to some basic resource-based metrics like
CPU utilization. In this work, we propose a model of auto scaling which is
based on timing statistics: a high order quantile and a mean value, which
are calculated from custom metrics, like execution time of a user request,
gathered on application level. Inputs to the model are user defined values
of those custom metrics. We developed software module that controls a
number of virtual server instances according to both auto scaling models
and conducted experiments that show our model based on custom met-
rics can perform better, while it uses less instances and still maintains
assumed time constraints.

Keywords: Cloud computing · Scalability · Auto scaling · Custom
metrics · Load balancing

1 Introduction

Modern information systems should support possibility of running in a cloud
environment. Thanks to capabilities offered by a cloud providers the desired effi-
ciency level of such system may be achieved by using, among others, infrastruc-
ture elements like: load balancers, virtual server instances and data storage
services. System workload can be then distributed among many computing
instances and their total number may vary over time, according to current needs.

Many cloud providers offer auto scaling mechanisms which allow to optimize
resource utilization with respect to substantial load. Most often the standard
auto scaling policy uses a statistics based on resource metrics, for example an
average CPU utilization of given virtual server. A user is obligated to arbitrary
define a lower and upper limit of CPU utilization, which indicates system under-
load and overload, respectively. This might be inconvenient, because user does
not necessarily know optimal values as they are not directly related to observed
system behavior. Moreover, when system workload changes between high and

c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 42–52, 2017.
DOI: 10.1007/978-3-319-58274-0 4



Metrics-based auto scaling module for Amazon Web Services cloud platform 43

low level in small amount of time, it could cause many instances to launch and
stop after a short while. This generates additional costs, because user often pays
for compute capacity by the hour.

In our approach, user defines custom auto scaling policy by providing intu-
itive timing metrics, as we assume it is easier to him to obtain proper values
than in case of CPU utilization. We suggest to use an execution time of the
most frequently used application features as a timing metric.

Utilizing this metric values we can calculate a high order quantile statistic to
detect that system is overloaded (what should result in scaling in) and a mean
value statistic to detect underload, respectively (what should result in scaling
out). A user may set an upper limit for the quintile and a lower limit for the
mean of execution time values.

In our work, we propose also an experimental method of obtaining limits
for CPU utilization in standard auto scaling policy, which are approximately
equivalent to those defined explicitly by a user in our approach. This allows us
to combine both auto scaling models.

The proposed solution should be better than the standard one by preserving
near-optimal number of running instances even for very unstable system load.
To be able to compare both models, we define a mean cost function as follows:

MeanCost =
1

Time

∫ Time

0

Number of instances(t)dt (1)

where Time denotes a total period of an experiment and Number of instances(t)
is a function describing number of running instances over time. The appropriate
software module was designed and developed for managing instances in Amazon
Web Services public cloud according to both auto scaling models. Using load
testing tool we conducted experiments using real-life application which show
that our solution is better than the standard one by giving lower values of the
mean cost defined in Eq. 1.

The problem of auto scaling was already considered in many approaches [10].
Some of them are proactive and utilize a prediction model e.g. [8] based on the
queue theory or [3,11] ARMA/ARIMA models. The other ones are reactive e.g.
[5]. All of them use a high-level (gathered on application level) or/and resources
level metrics. The method proposed in this paper is reactive and uses both
types of metrics, however resource level ones are used implicitly. In the proposed
method a user – in very simple comparing to the other methods and intuitive
manner – has to only set boundaries of application level metrics according to
Quality of Service (QoS) requirements.

The article is organized as follows. Sections 2 and 3 briefly describes the appli-
cation we used in our research. Section 4 provides some details about standard
auto scaling model in AWS cloud. In Sect. 5 the method of obtaining limits for
standard auto scaling model based on resource metrics utilizing our approach
was introduced. Next, in Sect. 6 a deep insight into our auto scaling model was
presented. In Sect. 7 we outline the workload generation process and we present
results of conducted experiments. Section 8 contains conclusions and summary.



44 D.R. Augustyn and L. Warchal

2 System Under Test

To check the auto scaling module described in this article we used measure-
ments from experiments conducted using existing production-ready system
called RepoEDM (Repository of Electronic Medical Documents). Its main goal is
to index, store, search and retrieve medical documents created according to HL7
CDA [7] specification. RepoEDM was designed with Service Oriented Architec-
ture (SOA) and Domain Driven Design (DDD) [6] principles in mind. Therefore
it is composed of several modules, each representing separated Bounded Context
[6] identified during system analysis. The system as a whole exposes its services
to clients via SOAP Web Services [4]. The data gathered by RepoEDM is stored
in relational database (Oracle or PostgreSQL).

Although RepoEDM consists of many modules it is deployed as a monolith
on application server.

3 Migrating to Cloud

Migrating existing applications to cloud infrastructure is currently a widely
observed trend. Increasing number of companies decide to move their systems to
external data centers in order to reduce the cost of ensuring system availability
and security. However it is a non-trivial task to move an existing application to
the cloud, therefore there were developed several migration strategies [1] which
may help. In case of RepoEDM moving to the cloud – Amazon Web Services1

in particular – required several changes in system architecture. In a data layer
PostgreSQL instance managed by Amazon RDS service2 was used. RepoEDM
modules were transformed into microservices, thus whole application became
a distributed system. Obviously, this required adding several supporting com-
ponents (also microservices) like service discovery, edge server etc. [2]. Each
microservice was containerized using Docker3 technology in order to simplify
deployment tasks [9].

Redesigned RepoEDM application was then deployed in AWS infrastruc-
ture using Amazon Elastic Compute Cloud4 (EC2) instances (Fig. 1). Clients
can reach web services endpoints by the Elastic Load Balancer5 (ELB). It is
a managed load balancer service provided by AWS. ELB distributes workload
between instances that are in service. The instances may return a valid response
on so-called health-check endpoint.

To enable monitoring system performance, RepoEDM measures execution
times of most common used services (web service calls) and reports them to

1 Amazon Web Services (2016) https://aws.amazon.com.
2 Amazon Relational Database Service (RDS) (2016) https://aws.amazon.com/rds.
3 Build, ship, run – Docker is the world’s leading software containerization platform

(2016) https://www.docker.com.
4 Amazon EC2 – Virtual Server Hosting (2016) https://aws.amazon.com/ec2.
5 Elastic Load Balancing (2016) https://aws.amazon.com/elasticloadbalancing.

https://aws.amazon.com
https://aws.amazon.com/rds
https://www.docker.com
https://aws.amazon.com/ec2
https://aws.amazon.com/elasticloadbalancing
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Graphite6 running on dedicated EC2 instance. This tool can then visualize values
of average or 0.9th quantile in real-time.

AWS provides many types of EC2 instances7 that differ in a number of CPUs
amount of memory and pricing. Machine denoted as m4.xlarge with 4 CPUs
and 16 GB memory was used as a baseline for RepoEDM, because it has sim-
ilar hardware specification to servers used in typical on-premise installations.
Machine with 2 CPUs and 8 GB of memory (m4.large) was used for running
Graphite.

Fig. 1. The architecture of the auto scaling infrastructure (Elastic Load Balancer +
four RepoEDM EC2 instances + Amazon RDS service) with the additional EC2
instance for Graphite service and SMAS/CMAS controller and the another one for
a Load UI agent.

4 Standard Auto Scaling Model

AWS public cloud offers auto scaling mechanism8 as a fully managed service.
Auto scaling policy controls collections of EC2 instances labeled as auto scaling
group.

Before we can define auto scaling group, first we create so-called lunch con-
figuration9 in which we choose AMI (Amazon Machine Image) and a machine
type (e.g. m4.xlarge). AMI is a disk image that will be used to create and run
new EC2 instance during the scaling in process.

6 Graphite (2016) https://graphiteapp.org.
7 Amazon EC2 Instance Types (2016) https://aws.amazon.com/ec2/instance-types.
8 Auto Scaling (2016) https://aws.amazon.com/autoscaling.
9 Launch Configurations (2016) http://docs.aws.amazon.com/autoscaling/latest/

userguide/LaunchConfiguration.htm.

https://graphiteapp.org
https://aws.amazon.com/ec2/instance-types
https://aws.amazon.com/autoscaling
http://docs.aws.amazon.com/autoscaling/latest/userguide/LaunchConfiguration.htm
http://docs.aws.amazon.com/autoscaling/latest/userguide/LaunchConfiguration.htm
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To create the auto scaling group we:

– use the defined launch configuration,
– select the existing ELB,
– set size parameters of an auto scaling group (min, max and desired number

of running EC2 instances).

Cloud infrastructure can make scaling decisions by means of some built–in
metrics. For instance we can use GroupCPUUtil – an average of CPU utilization
of all EC2 instances in a group. It is calculated during a time interval Ti with
1 min as the smallest possible resolution. If the condition GroupCPUUtil >
MaxCPUUtil is satisfied at least m times during last M tries, the scaling in is
launched. If the condition GroupCPUUtil < MinCPUUtil is satisfied at least
m times during last M tries, the scaling out is launched. Values of m and M
parameters are set by policy creator but commonly we have m > M/2.

The auto scaling model described above is available in AWS cloud out-of-
the-box. That being said, it is also possible to extend or modify it thanks to the
offered by this cloud provider APIs. In our software module we re-implemented
this standard model. CPU utilization statistics of auto scaling group are retrieved
directly from cloud monitoring service10 and scale in or out is done by invoking
proper AWS auto scaling API calls.

We also take into account the time of stabilizing a newly created EC2 instance
attached to the auto scaling group (denoted by Tunstable). It is the average time
between launching an instance and a moment when it returns valid response
from the heath-check endpoint. During this time the scaling is suspended.

5 The Method of Obtaining Limits for Scaling Policy
Applied in Standard Resource-Based Auto Scaling
Method

In standard auto scaling model a user is obligated to setup lower and upper
limit of some resource-based metric like CPU utilization. This could be diffi-
cult task but our approach gives possibility to assign those limits indirectly by
defining some timing-based constraints that are approximately equivalent to the
aforementioned resource-based ones. Moreover the latter can be then obtained
experimentally.

An experienced user, who works with any system on the day-to-day basis
can easily say when it performs well in terms of response time. Let us introduce
Tq acc as the highest accepted by the user value of Tq, where Tq is the qth high
order quantile of execution time of some critical business operation. At the same
time let us introduce MVacc as the lowest accepted value of mean execution
time (MV ) of the same operation. Obviously condition MVacc < Tq acc must
be satisfied. The above user defined boundaries of timing statistics Tq acc and
MVacc are used to obtain parameters for standard auto scaling method.

10 Amazon Cloud Watch (2016) http://docs.aws.amazon.com/AmazonCloudWatch/
latest/APIReference.

http://docs.aws.amazon.com/AmazonCloudWatch/latest/APIReference
http://docs.aws.amazon.com/AmazonCloudWatch/latest/APIReference
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We start with one-instance system and experimentally find an upper limit of
CPU utilization when the system becomes overloaded. This happen when the
following condition is satisfied:

|Tq − Tq acc| ≤ rTq acc (2)

where r is a value of the relative error. In a result we obtain MaxCPUUtil as
an upper limit for GroupCPUUtil that when exceeded launches scaling out.

Next, also with one-instance system we experimentally find a lower limit of
CPU utilization when the system becomes underloaded. This happen when the
following condition is satisfied:

|MV − MVacc| ≤ rMVacc. (3)

Hence we obtain MinCPUUtil as an lower limit for GroupCPUUtil that when
exceeded launches scaling in.

6 Auto Scaling Based on Custom Metrics

In this chapter we introduce a model of auto scaling based on custom metrics.
It is labeled as CMAS (Custom Metrics Auto Scaling) to distinguish it from
SMAS model (Standard Metrics Auto Scaling), which is based on a group CPU
utilization.

CMAS utilizes statistics defined on T – values of execution times of the
selected business operation. Values of Tq (the qth order quantile) are used to
decide whether to scale out and MV (mean value) to scale in, respectively.
T̂q, M̂V the estimators of T,MV are reset after each instance add/remove.

T̂q, M̂V work on measurements gathered during Ti interval. For both esti-
mators, confidence intervals are calculated for some confidence probability level
(p = 0.9). To obtain a confidence interval for Tq we use Maritz-Jarrett method
[12]. For MV we use the well-known method based on Central Limit Theorem.
This allows to use/ignore CMAS model when there is enough narrow/too wide
confidence interval for Tq or MV . It also allows to verify that estimators’ values
are significantly different from the constants Tq acc or MVacc at the assumed
confidence level.

Sequences of statistical confident values of T̂q, M̂V are obtained in subsequent
moments determined by Ti. If the condition T̂q > Tq acc is satisfied (distr. no 2
in Fig. 2) at least in m moments during last M moments, scaling out should be
launched. If the condition M̂V < MVaccis satisfied (distr. no 1 in Fig. 2) at least
m times during last M tries, scaling in should be launched.

Both CMAS and SMAS models were implemented in a dedicated software
module called CMAS/SMAS controller. It is running alongside with Graphite
monitoring tool on the same EC2 instance (Fig. 1).

CMAS model supplements SMAS one: the latter is used when the former
cannot work i.e. when the assumed confidence conditions for estimators T̂q, M̂V
are not satisfied, because there is a lack of elementary data about values of T
gathered in at least Ti intervals.
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Fig. 2. Two distributions of executing times (T ) for a not enough loaded system (f1)
and an overloaded one (f2). For the distribution no 1 the condition MV1 < MVacc

(and Tq 1 < Tq acc) may causes scaling out. For the distribution no 2 the condition
Tq 2 > Tq acc may causes scaling in.

7 Experimental Results

In conducted experiments RepoEDM (described in Sect. 2) was put under load
by running prepared test scenario that represents one of the key system capa-
bilities. It was developed and executed using a set of tools offered by SmartBear
company, which are dedicated to such tests. The load profile was fixed, i.e. num-
ber of Virtual Users (VUs) was constant during whole experiment and each VU
was running test scenario repeatedly with 1 s break between each two runs. To
eliminate negative impact of network latency in final results, agent generating
load was in the same network inside AWS cloud (Fig. 1).

In scaling policies we used m = 3 an M = 5 either for CMAS or SMAS.

7.1 Obtaining Parameters for CMAS Model

Described above fixed load profile was used for testing a one-instance RepoEDM
system in order to experimentally find an upper and lower limit of CPU
utilization.

Let us assume that user accepts Tq acc ≈ 4000 ms with q = 0.9. By varying
the number of VUs and assuming r = 5% it is possible to find the value of CPU
utilization of the instance which satisfies the condition |Tq − 4000 ms| ≤ 5%·
4000 ms (see Eq. 2). In this case it is 82 ± 8%, hence MaxCPUUtil = 82%.

Analogously, let us assume that user expects MVacc ≈ 700 ms. By varying
a number of VUs and assuming r = 5% it is possible to find the value of CPU
utilization of the instance which satisfies the condition |MV − 700 ms| ≤ 5% ·
700 ms (see Eq. 3). In this case it is 14 ± 4%, hence MinCPUUtil = 14%.

7.2 CMAS/SMAS Differences in Scaling Behavior

To reveal differences in CMAS/SMAS scaling behavior it is sufficient to analyze
results from a short 30-minute experiment with the above-mentioned fixed load
profile with 30 VUs.
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Fig. 3. A sample 30-minute test results for the system under fixed load: (a) group
CPU utilization in SMAS model which influences on a course of Number of Instances
in Fig. 3c (b) distribution of execution times based on T values gathered in 1 ÷ 6
intervals (dashed line shows too high value of quantile: Tq = 5850 > 4000 = Tq acc)
(c) Number of All Instances or Healthy ones handled by SMAS (d) distribution of
execution times for CMAS based on T values gathered in 20 ÷ 26 intervals (dashed
line shows very low value of quantile: Tq = 3400 < 4000 = Tq acc) (e) Number of All
Instances or Healthy ones handled by CMAS (f) distribution of execution times for
CMAS based on T values gathered in 10 ÷ 16 intervals (dashed line shows enough low
value of quantile: Tq = 3850 < 4000 = Tq acc).

The most characteristic distinctions that can be easily spot are shown in
Fig. 3:

– CMAS model can detect an overloading a little bit earlier than SMAS (com-
monly we noticed a 1 ÷ 2 min delays in enabling GroupCPUUtil by AWS
to SMAS). In the presented results CMAS launches an EC2 instance after
interval no 6 (Fig. 3e) and SMAS later i.e. after interval no 7 (Fig. 3c),
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– SMAS by using GroupCPUUtil detects an overloading and creates an addi-
tional EC2 instance while CMAS does not change the number of EC2
instances. In the presented result SMAS launches the unnecessary 3rd EC2
instance in interval no 16 (Fig. 3c).

The system was overloaded at the beginning of the test (Fig. 3b), therefore
both CMAS and SMAS take actions to turn back the system to a proper level of
efficiency (Fig. 3d, f). CMAS launches only one additional instance, which is far
enough. Launching yet another EC2 instance by SMAS is redundant and makes
an unnecessary cost (the condition based on the quantile is satisfied already for
only 2 running instances (Fig. 3d)).

7.3 Experimental Evaluation of CMAS/SMAS Models

To compare CMAS and SMAS we run 20 tests in a row, where each one consists of
a 30 min period of fixed load and a 20 min period of no load. From the results we
obtained MeanTq, which denotes mean value of T̂q in all sequences and is about
3710 ms for SMAS and about 3960 ms for CMAS, respectively. Both values are
lower than acceptable boundary set to 4000 ms. Using Student’s t-distribution
we checked that the difference between them is statistically significant (i.e. at
0.9 confidence level we rejected the null hypothesis that MeanTq for SMAS and
MeanTq for CMAS are equal).

According to Eq. 1 we also obtained MeanCost. It is about 2.3 for SMAS
and 1.42 for CMAS. This allows to state that for the used test profile CMAS
gives lower mean cost maintaining the user-defined conditions.

Beside the fixed load profile we also used a profile with variable load in order
to experimentally verify that equivalences between Tq acc and MaxCPUUtil
and between MVacc and MinCPUUtil are a little profile specific. In conducted
experiments we used profile which has base number of VUs = 5 running test
scenario for 10 s. Then number of VUs burst up to 5÷ 40 during 30 s. After that
time it comes back to 5 for next 10 s and so on. Results obtained using both
profiles, when compared, do not differ much (eg. MinCPUUtil value differ in
less than 7%, MaxCPUUtil value differ in less than 9%). But this weighs in
favor of the use of CMAS over SMAS, while CMAS is directly aligned to a user
expectation based on timing statistics and does not depend on a load profile.

8 Conclusions

In the paper we proposed the method of auto scaling based on times of executing
selected domain critical service. A user by assuming limit values for a qth quantile
and a mean value of execution time values may assign conditions for an accepted
level of system efficiency.

For the used load test profile we experimentally shown that usage of a model
based on such custom metrics gives lower cost than usage of a model based only
on standard resource metrics.
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We propose the method of obtaining parameters for standard auto scaling
model based of resource metrics using parameters of our model based on timing
metrics.

In future we plan to extend a set of load tests for more detail verification of
advantages of the proposed model and its implementation.

The future work may also concentrate on operating on a deeper granularity of
auto scaling. According to appearance of Application Load Balancer offered by
AWS we may scale not only at level of instances but also at level of microservices
that are run inside an instance. The architecture of RepoEDM system allows
applying such approach.
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Abstract. The Node of Knowledge (NOK) method is a method for
knowledge representation. It is used as a basis for development of for-
malism for textual knowledge representation (FNOK). Two versions of
formalization methods and, respectively, two Question Answering (QA)
systems are developed. The first system uses grammars; it is written
and implemented in Python. The second, improved system is based on
storing text in relational databases without losing semantics and it is
implemented in Oracle.

This paper presents the results of comparison of the two QA sys-
tems. The first system was tested using 42 sentences. It received 88
questions from users and provided answers. After improving the for-
malization method, the second system was tested with the same set of
sentences and questions. The paper presents the results of the testing,
the comparison of answers received from both systems and the analysis
of correctness of the answers received.

Keywords: NOK · Node of Knowledge · Relational database · Question
answering systems · Knowledge · Knowledge-based systems

1 Introduction

Classic information systems store data in relational databases. Unfortunately,
the use of relational databases is limited: they cannot store sentences expressed
in natural language; only data structured in a certain way (as requested by
the database scheme) can be stored. In addition, it is not possible to query
relational databases using questions expressed in natural language, but SQL
queries should be used for data access and extraction. Another problem is related
to performing changes within a relational database with the goal to add new
knowledge. Relational databases can store sentences only by using textual data
types, but knowledge stored that way cannot be used as a source for querying.
Relational databases allow data insert and data store only if they comply to
strictly defined rules. This leads toward the idea to store the sentence in a
relational database in parts, i.e. phrases or words.

The aim of our broad research is to develop a new system that will improve
the possibilities of relational database through two main capabilities: (1) to
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 55–66, 2017.
DOI: 10.1007/978-3-319-58274-0 5
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enable storing of sentences expressed in natural language (unstructured or semi-
structured text) and (2) to enable querying of relational databases using ques-
tions expressed in natural language and finding the answer within relational
databases.

Currently, business intelligence tools and additional systems such as OLAP
and data warehousing tools can improve reasoning on data used in an information
system, but the problem with semantics of natural language still exists. There are
many natural language processing methods and text processing tools developed,
but they do not offer a solution for storing text into relational databases without
loss of semantics. An example of real life application of an expert system using
queries submitted by the user using natural language is explained in [3].

For example, [6,9] describe researches that focus on design of queries in nat-
ural language i.e. they translate the request for data from a query into SQL
and the relational database can provide the required response, but the loss of
semantics still occurs.

Our research and development of a system that enables integration of texts,
dictionaries and relational databases is based on the NOK method. The Node of
Knowledge (NOK) method is one of the methods for knowledge representation.
It is simpler than other methods for graphic knowledge representation (it uses
less elements), more expressive (it enables knowledge representation on different
abstraction levels) and simpler to read (it enables reading of knowledge start-
ing from any node using links’ roles. These characteristics of the NOK method
ensure its simple implementation and broad applicability, and these were the
main reasons to choose NOK. Implementation of the NOK method into existing
information systems would enable development of a question answering (QA)
system that could communicate with users simply by questions and sentences
expressed in natural language.

The research of QA systems started in the 1960-ies [8]. Recent results in the
field have been reported since 1999 in a series of QA evaluations as part of the
Text Retrieval Conference (TREC) [2] with various success in the evaluation
of answers. Since most data of every company is usually stored in relational
databases, there is an increasing demand for automated reasoning of relational
databases in order to use information systems as decision support systems [7].

This paper presents a research of two Question Answering (QA) systems
based on two versions of formalization methods, i.e. two research ideas. The
first system is grammar-based, while the second system is based on relational
databases. Motivation for this research was to determine which system should
be used as a basis for further development of a QA system. The goal of the
research is to obtain objective evaluation result. During the evaluation process,
both systems were tested using 42 sentences and 88 questions expressed in nat-
ural language. The paper presents the results of the testing, the comparison
of answers received from both systems and the analysis of correctness of the
answers received.
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2 Background

The Node of Knowledge method enables notation of knowledge through identifi-
cation of semantic relationships between words and phrases within the sentence.
The role of each word in the sentence is interpreted with the help of wh-questions.
In addition to NOK, several formalisms have been developed: Diagram Node of
Knowledge (DNOK) - formalism for graphical representation [5,13,14], Formal-
ized Node of Knowledge (FNOK) - formalism for textual knowledge representa-
tion [4,12] and QFNOK - formalism for question representation.

Focus of the NOK is on research and analysis of natural human language.
NOK extracts words from a sentence and creates models of knowledge expressed
in the sentence. This way NOK enables an alternative storing of knowledge in a
way different from the language and script, i.e. the human mind. It defines the
structure of a network of knowledge contained in a textual form in any natural
language [14]. Basic concepts of the NOK method [13] are node, process node,
link and role. To explain these concepts, a simple example is used: Julia swims
fast on the pool (Fig. 1).

JuliaSwims Who?

How? Fast

OnWhere?
PoolWhere? TheArt?

Fig. 1. DNOK for the sentence Julia swims fast on the pool

DNOK for this sentence consists of five regular nodes: Julia, Fast, Pool, On
and The and the process node Swims. Nodes Julia, Fast and Pool are connected
to the process node Swims. In addition, the node Pool is connected to the node
The and node On. Questions that define the role are listed on each link between
nodes, and they are very important for storing and querying knowledge. For
example, the node Julia and the process node Swims are connected by a link
role Who?. If we ask Who swims?, the answer is Julia. FNOK for this sentence is:

swims(“who?” Julia, “how?” fast, “where?” pool(“where?” on, “art?” the))

Process node takes the primary position in the FNOK record, i.e. it is on
the top of the hierarchy. The rest of the nodes follow. In front of every node is a
question that marks semantic connection of the node and its ancestor node. For
example, the node pool is bellow process node swims, they are connected by the
role where? The node pool is above node the, their connection is defined by the
role art? (which marks article) and node on (which belongs to the preposition
word type and therefore uses the same role as its ancestor node).
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2.1 Grammar-Based System (GBS)

The basic Question Answering system based on the NOK framework is named
Question Answering NOK (QANOK) and it is described in detail in [12].
QANOK is a computer-based system whose primary function is to provide pre-
cise answers to questions set in natural language. For this purpose three algo-
rithms were developed [12]:

– an algorithm which translates text expressed knowledge in natural language
into FMTEK (Formalized Method for Text Expressed Knowledge) formalized
notation,

– an algorithm which translates a question in natural language into QFMTEK
(question FMTEK) formalized knowledge notation, and

– an algorithm which uses QFMTEK formalized question to find an answer
within FMTEK formalized knowledge.

This grammar-based system is implemented in Python. It consists of two
phrase structure grammars (PSG). One is used for the syntactic analysis of a
non-formalized sentence (a sentence that is expressed using human language),
while the other is used in the formalized notation of the same sentence by the
application of parts that were identified during syntactic analysis. This formal-
ized notation preserves the semantic relationships between words that were iden-
tified using wh-questions. The identification of possible semantic relationships
between words is preserved in the expanded MULTEXT-East lexicon.

The tests performed on the QANOK system showed that it can “understand”
simple sentences in English language and derive answers to the asked questions.
During the tests a lexicon composed of about a hundred chosen words was used.
The testing procedure consisted of several steps. Sentences in natural language
were described using regular grammar and equivalent regular expressions. Then
they were translated into their formal form (FNOK) using the syntax-controlled
translation into FNOK language. For each sentence one or more interrogative
sentences were formed. Each interrogative sentence was then transformed to the
QFNOK, using syntax-controlled translation. Unlike FNOK, QFNOK structure
uses variables in its expressions, but besides that, their structure is very simi-
lar. This similarity of FNOK and QFNOK structures simplifies the problem of
matching two expressions in the process of deriving the answer. Variables in the
QFNOK expression represent answers in the FNOK expressions.

The system was tested using 42 sentences in English (TENG – text in natural
English language). Based on these 42 TENG sentences, 88 questions were set
(QTENG – questions from a user in natural English language). For each sentence,
at least one question was set. Two question types were used - polar questions
and wh-questions. Polar questions require an answer in a form of Yes or No.
Wh-question is a question type that uses wh-words (who, whom, whose, what,
which, why, when, where, how etc.).

The analysis of answers has shown that the QA System and formalism for
storing knowledge will need some improvement. The problems recognized during
testing of the QANOK system are described in [12]. For example, for the question
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set in singular form (Who is on the beach? ), the answer can be in plural (Girls
are on the beach). Unfortunately, the QANOK system will not provide an answer
in this case.

To avoid these problems, authors of this paper developed a new system and
new algorithms for its operation. The new system based on relational databases
is briefly described in the following chapter.

2.2 The System Based on Relational Databases (RDBS)

Previous research [1] showed that concepts of the DNOK formalism can be trans-
lated into concepts of the entity relationship diagram. The whole NOK diagram
can then be translated into relational database. For this purpose, authors devel-
oped an algorithm that transforms textual expressed knowledge into relational
database.

On the basis of the MIRIS methodology [10,11] data models that describe a
system for transformation are designed. On that ground, the system for storing
knowledge (sentences expressed in natural human language) into relational data-
bases, without any loss of semantics, is developed. The system was implemented
using Oracle database.

The properties of relational databases ensure almost limitless usage of algo-
rithms for question answering. Enriched with wh-questions that explain links
between words, text stored into relational database (by following the prescribed
procedures for text and question formalism) is not affected with any loss of
semantics.

For this system authors developed improved algorithms for transformation
of text expressed knowledge into formalized text shaped to be stored into rela-
tional database. This system integrated monolingual dictionary which enables
to include different semantic relations, such as synonyms, homonyms etc.

3 Methodology

The grammar-based formalization method for text expressed knowledge was
tested in the process of question answering. For a set of questions, the sys-
tem tried to give a proper answer, according to the knowledge stored in the
knowledge database.

After improving the formalization method and developing the system based
on relational databases (RDBS), the same set of questions was used for the
same text expressed knowledge. The goal was to test the results, compare them
to answers received from the GBS system based on the first version of the for-
malization method and to compare and analyze the correctness of the answers
received.

The knowledge in the system was based on 42 sentences expressed textually.
Each system used its own method for storing the sentences formally. In the
process of receiving the answers, a set of 88 questions was used. An excerpt of the
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Table 1. An excerpt of the sentences

TENG FNOK (GBS) FNOK (RDBS)

The car drives. drives(“what?” the car) drives (“what?” car (“art?” the))

A boy stares. stares(“who?” a boy) stares (“who?” boy (“art?” a))

My car drives. drives(“what?” car(“whose?”
my))

drives (“what?” car (“whose?” my))

The red car drives. drives(“what?” the
car(“which?” red))

drives (“what?” car (“art?” the,
“which?” red))

A tall boy stares. stares(“what?” a boy(“which?”
tall))

stares (“who?” boy (“art?” a,
“which?” tall))

My incredibly tall
boy stares.

stares(“whose?” my “how?”
incredibly “who?”
boy(“which?” tall))

stares (“who?” boy (“whose?” my,
“which?” tall (“how?” incredibly)))

Table 2. An excerpt of the questions

QTENG QFNOK (GBS) QFNOK (RDBS)

Are girls on the
beach?

are ( girls, on the beach are ( girls, beach ( on, the))

Who is on the
beach?

is (“who?” X, & on the
beach

is (“who?” X, beach ( on, the))

Where are girls? are ( girls, & “where?” X are ( girls, “where?” X)

Who writes a
letter to a friend?

writes (“who?” X, a letter to

a friend

writes (“who?” X, letter ( a),

friend ( to, a))

What does
someone’s
electrical lamp do?

X ( lamp ( someone’s,

electrical)

X ((& does), (& do), lamp (

someone’s, electrical))

When does Tom
drive a car?

drive ( Tom, a car “when?” X drive ((& does), Tom, car (& a),
“when?” X)

sentences and questions for the Grammar-based system (GBS) and the System
based on relational databases (RDBS) is given in Tables 1 and 2 respectively.

The new version of the formalization method offers improvement in several
elements: a shift from linear to hierarchy method, articles, implementation of
rules for transformation of different data types and introduction of dictionary.
Examples are given in Tables 3 and 4.

A Shift from Linear to Hierarchy Method. The linear method used in the
first formalization method starts with the verb and continues with other words
in exact order they appear in the sentence. The new method also starts with
the verb, but then continues with words directly connected to the verb creating
hierarchy. Each word in the hierarchy is assigned to the object it refers to.

Articles. Instead of using articles attached to the word itself, the new formal-
ization method uses the object role “art?” for each article in the sentence.
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New Rules for Transformation of Different Data Types. New rules
for transformation of different word types from TENG into FNOK and from
QTENG into QFNOK are introduced. Rules for nouns, pronouns, adjectives,
numbers, adverbs, prepositions, articles and verbs (including different tenses)
are improved as well.

Dictionary. The new formalization method introduced dictionary in the process
of storing data. For each word used in the sentence, synonyms and related forms
are noted in the dictionary. For example, the verb drive is related to its forms
drives, drove and driven. This enables the system to provide an answer, although
a different form of word is used in the question.

Table 3. Changes introduced in FNOK

TENG FNOK (GBS) FNOK (RDBS)

Hierarchy

My incredibly tall
boy stares.

stares(“whose?” my “how?”
incredibly “who?”
boy(“which?” tall))

stares (“who?” boy (“whose?” my,
“which?” tall (“how?” incredibly)))

Articles

The red car drives. drives(“what?” the
car(“which?” red))

drives (“what?” car (“art?” the,
“which?” red))

New rules for transformation of different word types

The red car on the
road drives.

drives(“what?” the
car(“which?” red) “where?” on
“what?” the road)

drives (“what?” car (“art?” the,
“which?” red), “where?” road
(“where?” on, “art?” the))

I talk about the
solution with my
colleague.

talk(“who?” I, “where?” about
“what?” the solution “where?”
with “whose?” my colleague)

talk (“who?” I, “what?” solution
(“what?” about, “art?” the),
“who?” colleague (“who?” with,
“whose?” my))

Tom has two cars. has(“who?” Tom, “how many?”
two “what?” cars)

has (“who?” Tom, “what?” cars
(“how many?” two))

Table 4. Changes introduced in FNOK - Dictionary

TENG FNOK (GBS) FNOK (RDBS) DICT (RDBS)

Tom drives a car
today.

drives(“who?” Tom,
“what?” a car “when?”
today)

drives (“who?” Tom,
“what?” car (“art?” a),
“when?” today)

drive

This girl sings. sings(“who?”
girl(“which?” this))

sings (“who?” girl
(“which?” this))

sing

Improvements are introduced in the QFNOK formalism, as well. Each word
from QTENG now needs to become a node in QFNOK. Hierarchy in QFNOK
is implemented and obligatory symbol ) (closed parenthesis) is used as a mark
for returning to the higher level of hierarchy. The biggest change is shown in
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Table 5. Changes introduced in QFNOK

QTENG QFNOK (GBS) QFNOK (RDBS)

Are girls on the
beach?

are ( girls, on the beach are ( girls, beach ( on, the))

Who is on the
beach?

is (“who?” X, & on the
beach

is (“who?” X, beach ( on, the))

What does Julia
do to a friend?

X ( Julia & to a friend X ((& does), (& do), Julia, friend
( to, a))

What does Julia
do on the pool?

X ( Julia & on the pool X ((& does), (& do), Julia, pool
( on, the))

Where does Julia
swim?

swim ( Julia & “where?” X swim ((& does), Julia, “where?”
X)

How does Julia
swim?

swim ( Julia, “how?” X swim ((& does), Julia, “how?” X)

Table 5, for example for the question What does Julia do to a friend? : forms of
(& does) and (& do), and hierarchy friend ( to, a).

For both systems tested, TENG sentences and QTENG questions were the
same. Changes were introduced based on new rules for the new formalism in 29
FNOK records (12 minor changes and 17 major changes) and in every QFNOK
record. Minor changes refer to articles (the new system considers each article
a separate object) and changes of wh-questions used to determine roles (for
example, what is sometimes changed into which; what kind into what or which,
etc.). Major changes refer to hierarchy change or hierarchy introduction, and to
the new rules concerning numbers and prepositions.

4 Research Results

After applying the same set of questions to the same text expressed knowledge,
but by using two different methods for formalization of the text expressed knowl-
edge, the quality of the provided answers is analyzed. Each answer is estimated
for its completeness and correctness. Therefore, several types of answers are
recognized (Table 6).

Correct Answer. The answer provided by the system is correct.

Incorrect Answer. The answer provided by the system is not based on the
stored knowledge and the wrong set of words was used in the answer. For exam-
ple, for the question What does Tom do? The system offers an answer: has. This
answer cannot be accepted as correct. Another example: the system did not find
an answer, although it had to and it offers an answer I do not know.

Missing Answer. The system did not provide an answer, but the answer was
expected. For example, for the question What does a pencil do? the system will
offer an answer writes because it uses knowledge expressed in the TENG A pencil
writes. But, there is one more TENG that was supposed to be the origin for the
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answer: Student’s pencil writes. Therefore, one more answer writes should have
been offered.

Table 6. Answers received from the system

QTENG ANSWER TENG that contains the answer

Correct answer

Are girls on the
beach?

Yes Girls are on the beach.

Who is on the beach? girls Girls are on the beach.

Where are girls? on the beach Girls are on the beach.

What does Julia do to
a friend?

writes Julia writes a letter to a friend.

What glows? everything Everything glows.

someone’s lamp Someone’s lamp glows.

someone’s electrical lamp Someone’s electrical lamp glows.

Incorrect answer

Who is on the beach? I do not know Girls are on the beach.

Whose red car did he
drive on Monday?

I do not know He drove my red car on
Monday.

What does Tom do? has Tom has two cars.

Missing answer

What does a pencil
do?

writes A pencil writes.

Student’s pencil writes.

Semantically incomplete answer

To whom does Julia
write a letter?

friend Julia writes a letter to a friend.

Semantically correct, but grammatically incorrect answer

Whose car drives? my My car drives.

Semantically Incomplete Answer. The system answers the question partially
(incompletely), i.e. the system finds an isolated, partial answer, elicited from the
correct knowledge. Complete answer would be more native. For example, for the
question Who does Julia write a letter to?, based on knowledge expressed in
TENG Julia writes a letter to a friend, the system answers friend. This answer
is considered semantically incomplete and it would be more accurate to get an
answer a friend or even to a friend.

Semantically Correct, but Grammatically Incorrect Answer. The sys-
tem provided an answer based on the proper knowledge, but the answer does
not comply to Grammar rules. For example, for the question Whose car drives?
the system responds my. The complete and correct answer would be my car or
mine.

The analysis of answers received from both systems, according to previously
described categories, is shown in Table 7. Based on the 42 TENG sentences
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and 88 QTENG questions, 144 answers were offered (some questions had more
than one answer). The grammar-based QA system answered correctly to 118
out of 144 cases, while the QA system based on relational databases answered
correctly to 134 out of 144 cases. The first system offered 7 incorrect answers,
the second system offered 4. In the category: Semantically incomplete answer,
the first system did not provide any answer, while the second system provided
2. In the category: Semantically correct, but grammatically incorrect answer, the
first system offered one answer and the second offered 4. Although the answer
was expected, the first system did not provide it in 18 cases, while the second
system always provided an answer (but with different levels of correctness).

Table 7. Answer analysis

Answer category GBS RDBS

Correct answer 118 134

Incorrect answer 7 4

Semantically incomplete answer 0 2

Semantically correct, but grammatically incorrect answer 1 4

Missing answer 18 0

Total 144 144

Graphs in Fig. 2 show that the first system responded correctly in 82% of
cases, while for the second system correctness increased to 93%.

93%

3% 1%3% 0%

The system based on rela onal databases

Correct answer

Incorrect answer

Semantically incomplete
answer
Semantically correct, but
grammatically incorrect answer
Missing answer

82%

5%
0% 1%

12%

Grammar-based system

Fig. 2. Answer analysis for both QA systems

Comparison of individual answers received from both systems (Table 8)
showed that for 4 cases RDBS showed worse results than the first system (it
offered incorrect or semantically incomplete answer, while GBS offered correct
answer). In 119 cases both systems offered equally qualitative answers (some-
times correct, sometimes incorrect). In 21 cases the second system was better
(it offered correct or at least semantically correct, but grammatically incorrect
answer, while the first system offered incorrect answer).
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Table 8. The quality of new answers given by RDBS compared to GBS QA system

Answer quality Number of answers %

Worse 4 3%

The same 119 83%

Better 21 14%

5 Conclusion and Future Work

This paper presents a comparison of answers received from two QA systems
developed on different versions of formalization methods. The first system uses
grammars and it is written and implemented in Python. The system based on
relational databases is an improved system and it is based on storing text in
relational databases without the loss of semantics. It is implemented in Oracle.

The goal of this research was to evaluate both systems and to determine
which of them should be further developed. In the evaluation process, the first
QA system was tested using a set of 42 sentences and 88 questions. To achieve
better testing results, the formalization method needed to be improved. After its
improvement, the same testing procedure was performed by using the same set of
sentences and questions on the second QA system. The sum of 144 answers were
received from the system. They were classified in 5 categories: correct; incorrect;
semantically incomplete; semantically correct, but grammatically incorrect and
missing answer. The second system was compared to the first regarding the qual-
ity of each given answer (worse, the same, better). The second system offered
better answers in 14%. Therefore, it will serve as a ground for further research
and QA system development. QA system such as this one can be used for ques-
tioning of any text expressed knowledge, but also to receive answers based on
data already stored in relational databases. QA systems such as this will enable
fast access to any data stored within relational databases. For business companies
this knowledge is very important for the process of making business decisions.

The need for improvement still exists for the questions that did not receive the
answer, although the answer was expected. Also, further analysis is needed for
questions that received better answer when using the first formalization method
(for example, due to the changes in the structure of the formalization method,
the first system offered a correct answer to a certain question (a friend), while
the other system offered only one part of the answer (friend).

In our future research, special attention will be paid to sentences that express
passive and active form (for example: He drove his car on Monday. The car was
driven on Monday.)

It is necessary to improve the system for cases that require multiple passes
through hierarchy, for different Tenses (for example, questions that uses Present
Tense should deliver answers without Future or Past Tense). Answers that belong
to the category Semantically incomplete answers and to the category Semanti-
cally correct, but grammatically incorrect answers should be improved.
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Abstract. In this work the subject of the application of clustering as
a knowledge extraction method from real-world data is discussed. The
authors analyze the influence of different clustering parameters on the
efficiency of the knowledge mining process for rules/rules clusters. In the
course of the experiments, nine different objects similarity measures and
four clusters similarity measures have been examined in order to verify
their impact on the size of the created clusters and the size of their
representatives. The experiments have revealed that there is a strong
relationship between the parameters used in the clustering process and
future efficiency levels of the knowledge mined from such structures:
some parameters guarantee to produce shorter/longer representatives of
the created rules clusters as well as smaller/greater clusters’ sizes.

Keywords: Rule-based knowledge bases · Cluster analysis · Similarity
measures · Clusters visualization · Validity index

1 Introduction

An enormous interest in integrating database and knowledge-based system tech-
nologies to create an infrastructure for modern advanced applications results in
creating knowledge bases (KBs) - database systems extended with some kind of
knowledge, usually expressed in the form of rules1 - logical implications of the
“if condition1 & . . . & conditionn then conclusion” type [12].

An example of the rule from one of the KB (nursery) is as follows:

(health = priority) & (finance = inconv) & (parents = great_pret)
& (children = more) => (class = spec_prior[180]) 180

1 Rules have been extensively used in knowledge representation and reasoning. This
is very space efficient as only a relatively small number of facts needs to be stored in
the KB and the rest can be derived from the inference rules. Such a natural way of
knowledge representation makes the rules easily understood by people not involved
in the expert system building.

c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 67–78, 2017.
DOI: 10.1007/978-3-319-58274-0 6
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It means that if these 4 premises: (health=priority), (finance=inconv),
(parents=great pret), (children=more) are met at the same time in the
context of a given case, then the conclusion (class=spec prior) is considered
true (180 cases in the database confirm this rule).

KBs are constantly increasing in volume, thus the knowledge stored as a set
of rules is progressively getting more complex and when the rules are not orga-
nized into any structure, the system is inefficient. There is a growing research
interest in searching for methods that manage large sets of rules using the clus-
tering approach as well as joining and reducing the rules [8]. Numerous papers
on clustering techniques and their applications in engineering, medical, and bio-
logical areas have appeared in the pattern recognition literature during the past
decade [4]. The type of the data to cluster is very important. There are a lot of
different approaches to clustering (usually used for the same data type), how-
ever clustering the rules in a KBS is not so popular. In [9] the authors explore
a clustering algorithm based on the Hopfield neural net algorithm. The paper
presents a tool that can aid the maintainer in maintaining a KBS. A different
approach is presented in [15], where a type of neuro-symbolic rules (so called
neurules), integrating neurocomputing and production rules, is proposed. They
exhibit characteristics such as modularity, naturalness and ability to perform
interactive and integrated inferences and provide explanations for the reached
conclusions. The conversion process merges symbolic rules having the same con-
clusion into one or more neurules. In [6] the authors applied a clustering method
to cluster association rules on a numeric attribute and proposed an algorithm to
generate representative rules from the clusters. A large number of rules makes
them difficult for us to interpret their meaning. The paper [3] focuses on clus-
tering induction rules for large knowledge sets based on the k-means algorithm.
In [2] the author provides a new methodology for organizing and grouping the
association rules with the same consequent. It consists of finding metarules, rules
that express the associations between the discovered rules themselves. In [7] an
approach to rule clustering for the super-rule generation is presented. Authors
use the k-means clustering to cluster a huge number of rules to generate many
new super-rules, which then can be analyzed manually by a researcher. An other
approach for clustering association rules is presented in [10]. Clustered associ-
ation rules are helpful in reducing the large number of association rules that
are typically computed by existing algorithms, thereby rendering the clustered
rules much easier to interpret and visualize. A practical use of these clusters
is to perform segmentation on large customer-oriented databases. Yet another
approach to deal with large number of rules is presented in [16]. It describes
the application of two clustering algorithms (k-medoids and Partitioning About
Medoids (PAM)) for these rules, in order to identify sets of similar rules and to
understand the data better.

In our approach rules are divided into a number of groups based on similar
premises in order to improve the inference process efficiency - the process is
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called rules partition2 [13]. A user wants to get an answer from the system as
soon as possible, thus instead of searching within the whole set of rules (as it
happens in case of traditional inference processes), only the representatives of the
groups are compared with the set of facts and/or hypotheses to be proven. The
most relevant group of rules is selected and an extensive searching is performed
only within a given group. Given a set of rules, new knowledge may be derived
using a standard forward chaining inference process, which can be described as
follows: each cycle of deductions starts with matching the condition part of each
rule with known facts. If at least one rule matches the facts to have been asserted
into the rule base, it is activated.

The main goal of the article is to measure the influence of using different
clustering parameters (inter/intra cluster similarity measures, methods of cre-
ating the cluster’s representative etc.) on the efficiency of the structure of KB
based on rules clusters using the CluVis system (described in detail in Sect. 3).
To verify it, different similarity measures and methods of hierarchical clustering
have been implemented and used in the experiments.

The rest of the paper is organized as follows: Firstly, we mention all related
efforts in the field of rules clustering in Sect. 2, where the description of different
inter (like Jaccard, Goodall, Gower etc. - Sect. 2.1) and intra cluster similar-
ity measures (single linkage, complete linkage etc. - Sect. 2.2) is presented. In
Sect. 3, we identify two algorithms for visualization of hierarchical structures.
We describe our experimental setup, evaluation methodology and the results on
public data sets in Sect. 4.

2 Rules Clustering

Clustering is one of the oldest and most common methods of organizing data
sets. The goal of clustering is to maximize intra-cluster similarity and minimize
inter-cluster similarity, thus we are looking for a partition that groups similar
elements and separates different elements in the best possible way. During this
unsupervised process, similar objects (in accordance to a given similarity mea-
sure) are joined into groups so it often reduces the amount of data required to
be analyzed in order to extract knowledge from the examined data set. Several
methods of clustering have been proposed, each of them includes a variety of
different techniques. The authors have selected one of the most well-known algo-
rithms from a popular group of techniques called hierarchical clustering (which
can be considered as a very natural approach) and used it to organize several
KBs. The pseudocode of this algorithm - namely Classic AHC (agglomerative
hierarchical clustering) algorithm [4] - is presented as Pseudocode 1.

Pseudocode 1. Classic AHC Algorithm.
Input: stop condition sc, ungrouped set of objects s
Output: grouped tree-like structure of objects

2 The idea is new but it is based on the authors’ previous research, where the idea of
clustering rules was introduced.
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1. Place each object o from s into a separate cluster.
2. Build similarity matrix M that consists of every clusters pair similarity value.
3. Using M find the most similar pair of clusters and merge them into one.
4. Update M.
5. IF sc was met end the procedure.
6. ELSE REPEAT from step 3.
7. RETURN the resultant structure.

The main advantage of hierarchical clustering is that it does not impose any
special methods of describing the clusters similarity. This feature makes it ideal
for organizing sets of complex objects such as DNA, text files or rules. Moreover,
stop condition also is not arbitrary hence there are many possible ways to define
it. In this work clustering is stopped when given number of clusters is generated.

2.1 Intra-cluster Similarity Measures

Measuring a similarity or a distance between two data points is a core require-
ment for several data mining and knowledge discovery tasks that involve distance
computation. The notion of similarity or distance for categorical data is not as
straightforward as it is for continuous data. When both types of data are present,
the problem is much more complicated. It is necessary to find a measure which
deals with this issue. In some cases, similarity measures take into account the
frequency distribution of different attribute values in a given data set to define
a similarity between two categorical attribute values. In this paper, we study
a variety of similarity measures [13], presented in Table 1.

Table 1. Similarity measures for rules/clusters

Measure’s name s(rji, rki) = sjki

IOF if rji = rki then sjki = 1 else sjki =
1

1+log(f(rji))·log(f(rki))

OF if rji = rki then sjki = 1 else sjki =
1

1+log N
f(rji)

·log N
f(rki)

G1 if rji = rki then sjki = 1 −∑q∈Q p2(q) else 0
{Q ⊆ A : ∀q∈Qpi(x) ≤ pi(rji)}

G2 if rji = rki then sjki = 1 −∑q∈Q p2(q) else 0
{Q ⊆ A : ∀q∈Qpi(x) ≥ pi(rji)}

G3 if rji = rki then sjki = 1 − p2(rji ) else 0

G4 if rji = rki then sjki = p2(rji) else 0

Gower if ri is numeric sjki = 1 − |rji−rki|
range(ri)

if ri is categorical

and rji = rki then sjki = 1 else 0

Jaccard if rji = rki then sjki =
1
n

else 0, where n is number of

attributes considered

SMC if rji = rki then sjki = 1 else 0
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Notations. Having a set of attributes A and their values V , rules premises and
conclusions are built using pairs (ai, vi), where ai ∈ A, vi ∈ Va. A pair (ai, vi) is
called a descriptor. In a vector of such pairs, i-th position denotes the value of
the i-th attribute of a rule. It is important to note that most of the rules do not
consist of all attributes in A, thus constructed vectors (describing the rules) are
of different lengths. The frequency (f) of a given descriptor d is equal to 0 if d
is not included in any of the rules from a given knowledge base KB (if x /∈ KB

then f(x) = 0). The distribution of d will be defined as follows: p(x) = f(d)
N

for N denoting the number of rules in a given set. It can be also defined as
p2(d) = f(d)(f(d)−1)

N(N−1) . A data set might contain attributes that take several values
and attributes that take very few of them. A similarity measure might give more
importance to attributes with smaller sets of values, while partially ignoring the
others. It may also work the other way around. Almost all similarity measures
assign a similarity value between two rules r1 and r2 belonging to the set of rules
R as follows:

S(rj , rk) =
N∑

i=1

wis(rji, rki)

where si(rji, rki) is the per-attribute (for i-th attribute) similarity between two
values of descriptors of the rules rj and rk. The quantity wi denotes the weight
assigned to the attribute ai and usually wi = 1

d , for i = 1, . . . , d. The simplest
measure is SMC (Simple Matching Coefficient)3 - which calculates the number
of attributes that match in the two rules. The range of the per-attribute SMC
is {0; 1}, with a value of 0 occurring when there is no match, and a value of 1
occurring when the attribute values match. It treats all types of attributes in
the same way. This may cause problems in some cases (e.g. Centroid Linkage
as used in this work), as it tends to favour longer rules. Jaccard is similar to
SMC - it is however, more advanced. Rather than only counting the number
of attributes that have the same value for both compared rules, it also divides
the result by the number of attributes of both objects so longer rules are not
favoured any more.

Deriving from retrieval information systems, two measures could be also used
to check the similarity between rules (or clusters of rules). The inverse occur-
rence frequency (IOF ) measure assigns a lower similarity to mismatches on more
frequent values while the occurrence frequency (OF ) measure gives opposite
weighting for mismatches when compared to the IOF measure, i.e., mismatches
on less frequent values are assigned a lower similarity and mismatches on more
frequent values are assigned a higher similarity. In the experiments four mea-
sures (G1 −G4), which are variants of a measure that was proposed by Goodall
[5], have also been used. G1 attempts to normalize the similarity between two

3 If both compared objects have the same attribute and this attribute has the same
value for both objects then add 1 to a given similarity measure. If otherwise, do
nothing. To eliminate one of the problems of SMC, which favours the longest rules,
the authors also used Jaccards Index.
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rules (or clusters) by the probability that the similarity value could be observed
in a random sample of two points. This measure assigns a higher similarity to
a match if the value is infrequent than if the value is frequent. G1 and G3 assign
a higher similarity to a match when the attribute value is rare (f is low), while
G2 and G4 assign a higher similarity to a match when the attribute value is
frequent (f is high). Gower’s similarity coefficient is the most complex of the
all used inter-cluster similarity measures as it handles numeric attributes and
symbolic attributes differently. For ordinal and continuous variables it defines
the value of sjki as sjki = 1 − |rji−rki|

range(ri)
, where: range(ri) is the range of values

for the i-th variable. For continuous variables sjki ranges between 1, for iden-
tical values rji = rki and 0 for the two extreme values rmax − rmin. It is vital
to mention that some of the aforementioned inter-object similarity measures are
intended for categorical attributes only. In these cases, a similarity between the
numerical attributes of two rules is calculated in the same way as in Gower’s
measure.

2.2 Inter-cluster Similarity Measures

Different intercluster similarity measures will produce different results (hierar-
chies) in most cases. Therefore, it is important to use more than just one algo-
rithm parameters setting in the process of extracting knowledge from data. In
this paper the most popular inter-cluster similarity measures: Single Link (SL),
Complete Link (CoL), Average Link (AL) and Centroid Link (CL) [14] have
been used. They are well-known in the literature and will not be discussed in
detail here. In the authors’ previous research it was noticed that the method of
creating the representatives is of comparable importance to the clustering algo-
rithm and the similarity measures used in clustering. In this work, a centroid is
considered to be a cluster’s representative (described in Sect. 2.3) as it aims to
be the most average/centered rule. This is because defining this the geometrical
center of rule clusters is a non-trivial task.

2.3 Clusters Representation

It is very important for data to be presented in the most friendly way. Sole visu-
alization of clustering (described further in Sect. 3) is not enough, as it reduces
the whole pattern discovery process to examining an accumulation of shapes.
There are many methods of creating representatives. Their creation algorithm
has been presented as Pseudocode 2).

Pseudocode 2. Representative creation algorithm.
Input: cluster c, threshold t [%]
Output: cluster representative r

1. In the cluster attributes set A, find only those attributes that can be found
in t percent of objects, and put them in set A′

2. FOR EACH attribute a in A′
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3. IF a is symbolic, count its modal in c
4. IF a is numeric, count its average value in c
5. RETURN attribute-value pairs from A′ AS r

In this work, each cluster is described by its representative. A representative can
be simply described as an average rule. As can be seen, representatives created
this way consist only of those attributes which are considered most important for
the whole cluster (they are common enough). In this way, the examined group
is well described by the minimal number of variables4.

3 CluVis

An example of cluster’s (group of rules) representative, for one of the analyzed
KB (nursery), may looks like:

(housing=less_conv)&(social=nonprob)&(health=priority)&(form=foster)&

(parents=pretentious)&(has_nurs=improper)&(finance=convenient)=>

(class=spec_prior)

It contains 7 descriptors and covers 5 rules in a given KB (for 10 created clusters
and the following parameters: Gower’s similarity measure and the Average link
method).

The CluVis [17] is an application designed to group sets of rules generated
by the RSES [1] and visualize them using selected treemap methods [18,19]. It
is the first application capable of working on raw KBs as generated from the
RSES. It has been successfully used in previous research to group and visualize
medical knowledge bases generated from artificial data sets available on [11]
as well as one generated from real medical data [14]. Moreover, it aggregates
functionalities of both clustering and visualization software, making it a universal
tool for exploring KBs. Part of its UI, used to set clustering parameters, has
been shown on Fig. 1. Along with its main functionalities, described in more
detail in Sect. 2, the CluVis is capable of generating reports of grouping (to
txt or special xml files which can be opened in such applications as e.g. Libre
Calc) which contain detailed information about each obtained cluster and about
clustering in general (number of nodes, min/max/avg representative length). It
is also possible to save a generated visualization to png file or find the best
clustering (according to the implemented cluster validation indexes -MDI and
MDBI). The CluVis is an open source application written in C++11 using QT
graphic libraries. It is available in English and Polish and its source code can be
downloaded from https://github.com/Tomev/CluVis. It is constantly upgraded
by the authors.

It is possible that automatically created KBs (e.g. creating rules from dataset
using LEM2 algorithm) may contain some undesired rules (those which would

4 However the authors see the necesssity to analyze the meaning of methods for cre-
ating clusters’ representatives and their influence on the overall efficiency.

https://github.com/Tomev/CluVis
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Fig. 1. Sample treemap visualization.

never be activated or are simply redundant). It is essential to maintain the sim-
plicity of KBs, thus the CluV is is used to transform rules into an organized
one presented in the form of a responsive visualization. The whole process is
performed as follows. After loading KB into the application and selecting the
clustering parameters, grouping begins. Each rule from KB is transformed into
a vector of attribute-value pairs5. Then, using similarity a matrix, two the most
similar clusters are joined. During the merging of two smaller clusters, their rep-
resentative is calculated. Then the matrix is updated and the process is repeated
until the stop condition is met. The CluVis ends clustering after a given (as clus-
tering parameter) number of clusters is reached.

5 At this stage some data about sole attributes are also gathered (max. and min. of
numerical attributes, the number of times when a categorical attribute had a given
value), as they are used in some similarity measures.
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4 Experiments

In this section, an experimental evaluation of 9 similarity measures and 4 cluster-
ing methods on 7 different KBs is presented. All of them are originally available
at the UCI Machine Learning Repository [11]. From the original data, using
the LEM2 algorithm (in RSES software) decision rules have been generated.
The details about KBs are summarized in Table 2. Let us assume the follow-
ing labels for examined paramteres: (a) AttrN - is the attributes number, (b)
ObjN - objects number, (c) N - Nodes number (the number of nodes is the sum
of the number of rules and clusters), (d) U - Ungrouped objects, (e) BiggRepS -
Biggest representative size, (f) AvgRepSize - Average representative size, (g)
wAvgRepS - Weighted Average representative size (divided by AttrN), (h)
BiggCRepL - Biggest cluster representative length, CN - Clusters number, (i)
BiggCluS - Biggest cluster size, where representative’s size denotes number of
descriptors used to describe it.

At this point it is necessary to emphasize that the results in the tables are
the averages for all the test data sets, thus in some cases the standard deviation
is greater than the average value.

Table 2. Characteristics of examined KBs

Balance Diab Diabetes Breast Autos Audiology Arythmia

(a) 5 9 9 10 26 70 280

(b) 278 483 490 125 60 42 154

(c) 555± 9,0 937,3± 19,1 950,5± 19,6 239 112,1± 2,3 77,1± 3,0 295,5

(d) 7,5± 8,7 11,8± 13,8 13,6± 14,9 5,1± 3,4 3,6± 2,9 3,6± 2,9 5,8± 5,7

(e) 4± 0 5,4± 0,5 5,6± 0,7 9± 0 11,9± 1,9 67,0± 0,4 151,9± 4,6

(f) 3,5± 0,4 3,4± 0,8 3,3± 0,8 7,1± 1,1 8,6± 1,67 49,7± 1,2 133,4± 11,6

(g) 1,4± 0,2 2,9± 0,7 2,9± 0,7 1,4± 0,2 3,2± 0,6 1,5± 0,4 2,1± 0,2

(h) 4± 0 4,8± 0,6 4,9± 0,3 9±0 10,7± 0,5 66,8± 0,5 147,4± 1,5

(i) 180,2± 93,5 314,8± 137,2 335,2± 140,7 7,6± 32,8 38,3± 14,0 29,8± 7,8 111,5± 41,7

The performance of the different similarity measures has been evaluated in
the context of knowledge mining using information like: the number of rules
clusters, the number of ungrouped rules, the sizes of the biggest cluster (as well
as representative of it) and the representative most specific. More specific means
more detailed, containing a higher number of descriptors. The optimal structure
of KBs with rules clusters should contain well-separated groups of rules, and
the number of such groups should not be too high. Moreover, the number of
ungrouped rules should be minimal. Creating an optimal description of each
cluster (representative) is very important because they are further used to select
a proper group (and reject all the others) in the inference process, in order to
mine knowledge hidden in rules (by accepting the conclusion of the given rule as
a true fact). The results of the experiments verify the initial hypotheses about
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Table 3. Influence of inter-cluster similarity measures (AVG±SD(Me))

CN BiggCluS BiggRepL U BiggRepS AvgRepS

G1 16,6± 14,2 154,4± 148,2 35,6± 51,0 7,7± 10,1 36,3± 52,1 29,5± 45,3

(10,0) (86,0) (9,0) (5,0) (9,0) (6,4)

G2 16,6± 14,2 155,4± 147,6 35,4± 50,8 7,6± 10,1 36,2± 51,5 29,0± 45,1

(10,0) (98,5) (9,0) (5,0) (9,0) (6,7)

G3 16,6± 14,2 156,5± 147,5 35,3± 50,6 7,9± 10,1 36,6± 51,7 30,1± 45,2

(10,0) (114,5) (9,0) (5,5) (9,0) (7,4)

G4 16,6± 14,2 159,3± 145,2 35,4± 50,7 7,8± 10,0 36,6± 52,4 29,5± 45,1

(10,0) (111,5) (9,0) (5,0) (9,0) (6,6)

Go 16,6± 14,1 157,2± 147,4 35,7± 51,2 8,1± 9,9 36,4± 52,3 30,7± 47,1

(10,0) (86,0) (9,0) (5,5) (9,0) (6,7)

IOF 16,6± 14,2 157,9± 145,8 35,3± 50,6 8,0± 10,1 36,3± 51,7 29,8± 45,7

(10,0) (114,0) (9,0) (5,0) (9,0) (5,8)

OF 16,5± 14,3 157,7± 146,6 35,2± 50,4 7,7± 10,1 36,3± 51,5 28,7± 44,7

(10,0) (114,0) (9,0) (4,5) (9,0) (6,9)

SMC 16,4± 14,3 155,6± 143,6 35,4± 50,8 5,6± 6,7 36,3± 52,4 30,2± 45,6

(10,0) (88,5) (9,0) (4,0) (9,0) (6,7)

J 16,5± 14,2 145,2± 141,1 35,4± 50,7 5,2± 7,7 36,6± 52,8 30,5± 46,7

(10,0) (91,0) (9,0) (3,5) (9,0) (6,9)

Table 4. Influence of intra-cluster similarity measures

SL CL AL CoL

CN 16,5± 14,2 16,5± 14,1 16,6± 14,1 16,6± 14,1

U 12,1± 11,8 2,1± 3,1 4,5± 5,2 10,4± 10,9

BigCluS 213,5± 166,2 84,0± 89,8 157,2± 139,8 167,8± 142,6

BigRepL 35,4± 50,4 35,1± 50,6 35,4± 50,4 35,4± 50,5

BigRepS 36,0± 51,8 36,4± 51,5 36,5± 51,5 36,5± 52,2

AvgRepS 27,2± 44,2 31,4± 44,5 30,9± 46,3 29,4± 46,4

WAvgRepS 2,6± 1,0 1,8± 0,5 2,0± 0,7 2,4± 0,9

similarity measures and clustering methods. As can be seen in Tables 3 and 4 no
single measure is always superior or inferior. This is obvious since each KB to
have been analyzed has different characteristics (a different number of attributes
and/or rules) as well as a different type of attributes. The use of some measures
however guarantees to produce more general or more specific representatives
for the created rules clusters. There are some pairs of measures that exhibit
complementary performance, i.e., one performs well where the other performs
poorly and vice-versa.
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AL clustering is a compromise between the sensitivity of CL clustering to
outliers and the tendency of SL clustering to form long chains that do not cor-
respond to the intuitive notion of clusters as compact, spherical objects.

5 Summary

The article presents how the exploration of complex KBs can be applied based
on clustering and visualization of rules clusters. The article presents the appli-
cation of clustering as a knowledge extraction method from real-world data.
Clustering a large set of objects (rules in this case) is not enough when explor-
ing such an enormous amount of data in order to find some hidden knowledge
in it. The extraction of valuable knowledge from large data sets can be difficult
or even impossible. Modularization of KBs (by clustering) helps to manage the
domain knowledge stored in systems using the described method of knowledge
representation because it divides rules into groups of similar forms, context, etc.
The authors analyze an influence of different clustering parameters on the effi-
ciency of the knowledge mining process for rules/rules clusters. In the course of
the experiments, nine different similarity measures and four clustering measures
have been examined in order to verify their impact on the size of the created clus-
ters and the size of the representatives. The experiments have revealed that there
is a strong relationship between the parameters used in the clustering process
and future efficiency levels of the knowledge mined from such structures: some
parameters guarantee to produce shorter/longer representatives of the created
rules clusters as well as smaller/greater clusters’ sizes.

The authors propose to use clusters of rules and visualize them using treemap
algorithms and envisage that this two-phase way of rules representation allows
the domain experts to explore the knowledge hidden in these rules faster and
more efficiently than before. In the future, the authors plan to find alternative
ways of describing a rule cluster’s centroid and to extend the software’s function-
ality, especially in the context of parameters used in clustering and visualizing
procedures, as well as importing other types of data sources. It would be eas-
ier then to support human experts in their everyday work by using the created
software (CluVis) in cooperation with various expert systems.
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Abstract. The aim of the study was to apply rough set attribute reduc-
tion in a dispersed decision-making system. The system that was used
was proposed by the author in a previous work. In this system, a global
decision is taken based on the classifications that are by the base clas-
sifiers. In the process of decision-making, elements of conflict analysis
and negotiations have been applied. Reduction of the set of conditional
attributes in local decision tables was used in the paper. The aim of
the study was to analyze and compare the results that were obtained
after the reduction with the results that were obtained for the full set of
attributes.

Keywords: Decision-making system · Dispersed knowledge · Conflict
analysis · Attribute reduction

1 Introduction

The ability to generate decisions based on dispersed knowledge is an important
issue. By dispersed knowledge, we understand the knowledge that is stored in
the form of several decision tables. Many times, knowledge is stored in a dis-
persed form for various reasons. For example, when knowledge in the same field
is accumulated by separate units (hospitals, medical centers, banks) or when
knowledge is not available at the same time but rather at certain intervals, or
when the data is too large to store them and to process them in the form of a
single decision table. When knowledge is accumulated by separate units, it is dif-
ficult to require that the local decision tables have the same sets of attributes or
the same sets of objects. It is also difficult to require that these sets are disjoint.
Rather, a more general approach is needed. The problem that is considered in
this paper concerns the use of dispersed knowledge in the process of decision
making. The knowledge that is used is set in advance and does not meet the
assumptions about the separability or equality of the sets of attributes or the
sets of objects.

Many models and methods have been proposed for the issue of the multi-
ple model approach [4,5,9]. In a multiple classifier system, an ensemble is con-
structed that is based on base classifiers. The system designer has control over
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 79–88, 2017.
DOI: 10.1007/978-3-319-58274-0 7
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the form of the dispersed knowledge. In this approach, certain constraints regard-
ing the sets of attributes or sets of objects are adopted. Moreover, areas such as
distributed decision-making [16,19] and group decision making [1,2] deal with
this issue. In these approaches, in order to disperse knowledge, the horizontal or
vertical division of one decision table is used. This study presents a completely
different approach to the solution of the problem, due to the general assumptions
that are adopted and the methods that are used. In the system discussed in the
paper, an extension of Pawlak’s conflict model [7,8] was applied. The system was
proposed in the paper [11]. In the system, we describe the views of classifiers by
using probability vectors over the decision classes. Then, the process of combin-
ing classifiers in coalitions is implemented. Negotiation is used in the clustering
process. For every cluster, we find a kind of combined information. Finally, we
classify the given test object by voting among the clusters using the combined
information from each of the cluster.

The aim of the study was to use the reduction of the set of attributes in such a
system. Attribute reduction is very important in the processing of huge amounts
of data. This allows the computation time to be reduced, and sometimes can
improve the classification accuracy. In the paper, a reduction that is based on
the rough sets [6] was applied. Comparison of the results that were obtained with
the results that were obtained without the reduction was made and conclusions
were drawn.

2 A Dispersed Decision-Making System
with Negotiations-Basic Concepts

The issues related to decision-making that are based on dispersed knowledge have
been considered by the author for several years. Since the beginning, the author
has tried to solve these problems by analyzing conflicts and by the creation of
coalitions. The first approach assumed that the system has a static structure, i.e.
coalitions were created only once [10,21]. In the following approaches, a dynamic
structure has been applied. Due to the modification of the definition of the
relations given by Pawlak, different types of coalitions in the dynamic structure
were obtained. Firstly, disjoint clusters were created [13,15], then inseparable
clusters were used [12]. However, the most extensive process of conflict analysis
was applied in the approach with negotiations [11,14]. In this paper, this system
is used. The system is briefly described below.

We assume that the knowledge is available in a dispersed form, which means
in the form of several decision tables. Based on each local knowledge base, a clas-
sifier classifies the objects. Such a classifier is called a resource agent. A resource
agent ag in Ag = {ag1, . . . , agn} has access to resources that are represented
by a decision table Dag := (Uag, Aag, dag), where Uag is the universe; Aag is a
set of conditional attributes; V a

ag is a set of attribute a values and dag is a deci-
sion attribute. We want to designate homogeneous groups of resource agents.
When the agents agree on the classification of an object, then they should be
combined into one group. A two-step process of creating groups is used. At first,
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initial coalitions are created. For this purpose, for each agent agi ∈ Ag, the
classification is represented as a vector of the values [μ̄i,1(x), . . . , μ̄i,c(x)], where
c = card{V d}. This vector will be defined based on certain relevant objects.
That is, m1 objects from each decision class of the decision tables of the agents
that carry the greatest similarity to the test object. The value μ̄i,j(x) is defined
as follows:

μ̄i,j(x) =

∑
y∈Urel

agi
∩X

agi
vj

s(x, y)

card{Urel
agi ∩ Xagi

vj } , i ∈ {1, . . . , n}, j ∈ {1, . . . , c},

where Urel
agi is the subset of relevant objects selected from the decision table

Dagi of resource agent agi and Xagi
vj

is the decision class of the decision table of
resource agent agi and s(x, y) is the measure of the similarity between objects
x and y. Based on the vector of values defined above, a vector of the rank is
specified. The vector of the rank is defined as follows: rank 1 is assigned to
the values of the decision attribute that are taken with the maximum level of
certainty. Rank 2 is assigned to the next most certain decisions, etc. Proceeding
in this way for each resource agent agi, i ∈ {1, . . . , n}, the vector of the rank
[r̄i,1(x), . . . , r̄i,c(x)] will be defined. Relations between agents are defined on the
basis of which groups of agents are created. For this purpose, we define the
function φx

vj
for the test object x and each value of the decision attribute vj ∈ V d;

φx
vj

: Ag × Ag → {0, 1}

φx
vj

(agi, agk) =
{

0 if r̄i,j(x) = r̄k,j(x)
1 if r̄i,j(x) �= r̄k,j(x)

where agi, agk ∈ Ag. We also define the intensity of the conflict between agents
using a function of the distance between the agents. We define the distance
between agents ρx for the test object x: ρx : Ag × Ag → [0, 1],

ρx(agi, agk) =

∑
vj∈V d φx

vj
(agi, agk)

card{V d} ,where agi, agk ∈ Ag.

Definition 1. Let p be a real number that belongs to the interval [0, 0.5). We
say that agents agi, agk ∈ Ag are in a friendship relation due to the object x,
which is written R+(agi, agk), if and only if ρx(agi, agk) < 0.5 − p. Agents
agi, agk ∈ Ag are in a conflict relation due to the object x, which is written
R−(agi, agk), if and only if ρx(agi, agk) > 0.5 + p. Agents agi, agk ∈ Ag are
in a neutrality relation due to the object x, which is written R0(agi, agk), if and
only if 0.5 − p ≤ ρx(agi, agk) ≤ 0.5 + p.

By using the relations defined above, we can create groups of resource agents
that are not in a conflict relation. The initial cluster, due to the classification
of object x, is the maximum, due to the inclusion relation, subset of resource
agents X ⊆ Ag such that ∀agi,agk∈X R+(agi, agk).

Then the negotiation stage is implemented. At this stage, we reduce the
requirements for determining the compliance between agents. We assume that
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during the negotiation, agents put the greatest emphasis on the compatibility of
the ranks that were assigned to the decisions with the highest ranks. We define
the function φx

G for the test object x; φx
G : Ag × Ag → [0,∞)

φx
G(agi, agj) =

∑
vl∈Signi,j

|r̄i,l(x) − r̄j,l(x)|
card{Signi,j}

where agi, agj ∈ Ag and Signi,j ⊆ V d is the set of significant decision values for
the pair of agents agi, agj . In the set Signi,j , there are the values of the decision,
which the agent agi or agent agj gave the highest rank. During the negotiation
stage, the intensity of the conflict between the two groups of agents is determined
by using the generalized distance. The generalized distance between the agents
for the test object x is denoted by ρxG; ρxG : 2Ag × 2Ag → [0,∞),

ρxG(X,Y ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if card{X ∪ Y } ≤ 1

∑

ag,ag′∈X∪Y

φx
G(ag, ag′)

card{X ∪ Y } · (card{X ∪ Y } − 1)
else

where X,Y ⊆ Ag. The value of the function can be seen as the average difference
of the ranks that are assigned to significant decisions within the combined group
of agents consisting of the sets X and Y . For each agent ag that has not been
included in any initial clusters, the generalized distance value is determined for
this agent and all of the initial clusters with which the agent ag is not in a
conflict relation and for this agent and other agents without a coalition with
which the agent ag is not in a conflict relation. Then, the agent ag is included
in all of the initial clusters for which the generalized distance does not exceed a
certain threshold, which is set by the system’s user. Moreover, agents without a
coalition for which the value of the generalized distance function does not exceed
the threshold are combined into a new cluster. When this stage is finished, we
get the final form of the clusters.

Based on the decision tables from one cluster, common knowledge is gen-
erated. Based on this knowledge, the classification of the object is made. This
situation can be seen as the creation of a classifier that is based on the aggre-
gated knowledge. Therefore, for each cluster, a synthesis agent, asj , where j -
the number of cluster, is defined. Asx is a finite set of synthesis agents that are
defined for the clusters that are dynamically generated for test object x. By a
dispersed decision-making system with dynamically generated clusters, we mean

WSDdyn
Ag = 〈Ag, {Dag : ag ∈ Ag}, {Asx : x is a classified object},

{δx : x is a classified object}〉
where Ag is a finite set of resource agents; {Dag : ag ∈ Ag} is a set of the decision
tables of resource agents; Asx is the set of synthesis agents and δx : Asx → 2Ag

is an injective function that each synthesis agent assigns to a cluster.
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A method for defining an aggregated knowledge is described in detail in the
paper [11]. This method was called an approximated method of the aggregation
of decision tables. The method consists in the creation of new objects based
on the relevant objects from the tables of resource agents. In order to define
the relevant objects, parameter m2 is used. The new objects are created by
combining the relevant objects that have the same values for the attributes.
Based on the aggregated table of the synthesis agent, a vector of probabilities
is again determined, which is the result of the classification at the measurement
level. Then, some transformations are performed on these vectors (described
in the paper [11]) and the set of decisions is generated. In this set, there are
decisions which have the highest support among all of the agents. This set is
generated using the DBSCAN algorithm; a description of the method can be
found in the papers [11,12,15]. The DBSCAN algorithm was used to search for
the decisions that were closest to the decision with the greatest support among
the agents.

3 Reduction of a Set of Attributes

The reduction of a set of attributes that is used in this paper is based on the rough
set theory, which was proposed by Pawlak [6]. This reduction method is very
popular and widely used [3,18,20]. The two main definitions of this reduction
method are given below.

Definition 2. Let D = (U,A, d) be a decision table, x, y ∈ U be given objects
and B ⊆ A be a subset of conditional attributes. We say that objects x and y are
discernible by B if and only if there exists a ∈ B such that a(x) �= a(y).

Definition 3. Let D = (U,A, d) be a decision table. A set of attributes B ⊆ A
is called a reduct of decision table D if and only if:

1. for any objects x, y ∈ U if d(x) �= d(y) and x, y are discernible by A, then
they are also discernible by B,

2. B is the minimal set that satisfies condition 1.

The reduct of the decision table is a minimal subset of conditional attributes
that provides exactly the same possibility for the classification of objects to the
decision classes as the original set of conditional attributes. Sometimes in the
decision table not all attributes are required to classify objects to the decision
classes. In such cases, the reduction allows unnecessary attributes to be removed
by generating a subtable in which a set of attributes is limited to the reduct.

The aim of this study was to analyze the results that were obtained using
the reduction of a set of attributes in a dispersed decision-making system. In
this paper, for each local decision table, a reduct of the set of attributes was
generated and a subtable of the local table was defined. Then, these reduced
tables were used in a dispersed decision-making system.



84 M. Przyby�la-Kasperek

4 Description of the Experiments and a Comparison of
the Results

In the experimental part, at first, the reduction of the sets of conditional
attributes of the local knowledge bases was applied, and then the reduced knowl-
edge bases were used in a dispersed decision-making system that had negotia-
tions. The results obtained in this way were compared with the results obtained
for a dispersed system and full sets of the conditional attributes.

The author did not have access to dispersed data that are stored in the form
of a set of local knowledge bases and therefore some benchmark data that are
stored in a single decision table were used. The division into a set of decision
tables was made for the data that was used.

The data from the UCI repository were used in the experiments - Soybean
data set and Landsat Satellite data set. Both data sets are available in the UCI
repository in a form that is divided into a training set and a test set. Table 1
presents a numerical summary of the data sets.

Table 1. Data set summary

Data set # The training set # The test set # Conditional
attributes

# Decision
classes

Soybean 307 376 35 19

Landsat Satellite 4435 1000 36 6

For both sets of data, the training set, which was originally written in the
form of a single decision table, was dispersed, which means that it was divided
into a set of decision tables. A dispersed decision-making system with five differ-
ent versions (with 3, 5, 7, 9 and 11 decision tables) was considered. The following
designations are used:

– WSDdyn
Ag1 - 3 decision tables;

– WSDdyn
Ag2 - 5 decision tables;

– WSDdyn
Ag3 - 7 decision tables;

– WSDdyn
Ag4 - 9 decision tables;

– WSDdyn
Ag5 - 11 decision tables.

The division into a set of decision tables was made in the following way. The
author defined the number of conditional attributes in each of the local decision
tables. Then, the attributes from the original table were randomly assigned to
the local tables. As a result of this division, some local tables have common
conditional attributes. The universes of the local tables are the same as the
universe of the original table, but the identifiers of object are not stored in the
local tables.

The measures for determining the quality of the classifications were:
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– the estimator of classification error e in which an object is considered to be
properly classified if the decision class that is used for the object belonged to
the set of global decisions that were generated by the system;

– the estimator of classification ambiguity error eONE in which an object is
considered to be properly classified if only one correct value of the decision
was generated for this object;

– the average size of the global decisions sets dWSDdyn
Ag

that was generated for a
test set.

In the first stage of the experiments for each local decision tables, the reducts
of the set of conditional attributes were generated. For this purpose, the Rough
Set Exploration System (RSES [17]) program was used. The program was devel-
oped at the University of Warsaw, in Faculty of Mathematics, Informatics and
Mechanics, under the direction of Professor Andrzej Skowron. For both of the
analyzed data sets for each version of the dispersion (3, 5, 7, 9 and 11 decision
tables) and for each local decision table a set of reducts was generated sepa-
rately. For this purpose, the following settings of the RSES program were used:
Discernibility matrix settings - Full discernibility, Modulo decision; Method -
Exhaustive algorithm. Many reducts were generated for certain decision tables.
For example, for the Landsat Satellite data set and a dispersed system with
three local decision tables for one of the tables, 1,469 reducts were obtained
and for another table 710 reducts were obtained. If more than one reduct was
generated for a table, one reduct was randomly selected from the reducts that
had the smallest number of attributes. Table 2 shows the number of conditional
attributes that were deleted from the local decision tables by the reduction of
knowledge. In the table, the following designations were applied: #Ag - is the
number of the local decision tables (the number of agents) and Aagi - the set of
conditional attributes of the ith local table (of the ith agent). As can be seen for
the Landsat Satellite data set and the dispersed system with 7, 9 and 11 local

Table 2. The number of conditional attributes removed as a result of the reduction of
knowledge

Data set, #Ag Aag1 Aag2 Aag3 Aag4 Aag5 Aag6 Aag7 Aag8 Aag9 Aag10 Aag11

Soybean, 3 4 5 2 - - - - - - - -

Soybean, 5 4 0 0 1 0 - - - - - -

Soybean, 7 0 0 0 1 1 0 0 - - - -

Soybean, 9 0 0 0 0 0 1 1 0 0 - -

Soybean, 11 0 0 0 0 0 0 0 0 1 0 0

Landsat Satellite, 3 1 9 8 - - - - - - - -

Landsat Satellite, 5 0 0 1 0 0 - - - - - -

Landsat Satellite, 7 0 0 0 0 0 0 0 - - - -

Landsat Satellite, 9 0 0 0 0 0 0 0 0 0 - -

Landsat Satellite, 11 0 0 0 0 0 0 0 0 0 0 0
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decision tables, the reduction of the set of conditional attributes did not cause
any changes. Therefore, these systems will no longer be considered in the rest of
the paper.

In the second stage of experiments, for both sets of data and each version of
a dispersed system, an optimization of the system’s parameters was carried out
in accordance with the following test scenario.

In the first step, the optimal values of the parameters:

– m1 - parameter, which determines the number of relevant objects that are
selected from each decision class of the decision table and are then used in the
process of cluster generation;

– p - parameter, which occurs in the definition of friendship, conflict and neu-
trality relations;

– m2 - parameter of the approximated method of the aggregation of decision
tables;

were determined. This was done by performing tests for different parameter
values: p ∈ {0.05, 0.1, 0.15, 0.2} for both data sets; m1,m2 ∈ {1, . . . , 10} for
the Soybean data set and m1,m2 ∈ {1, . . . , 5} for the Landsat Satellite data
set. In order to determine the optimal values of these parameters, a dispersed
decision-making system with negotiations and a voting method instead of the
DBSCAN algorithm were used. Then, the minimum value of the parameters m1,
p and m2 for which the lowest value of the estimator of the classification error
was obtained were chosen. In the second step, parameters ε and MinPts of the
DBSCAN algorithm were optimized. For this purpose, the optimal parameter
values m1, p and m2, which had previously been set were used. Parameter ε
was optimized by performing a series of experiments with different values of
this parameter. Then, the values that indicate the greatest improvement in the
quality of classification were selected. The best results that were obtained for
the optimal values of the parameter p, m1, m2, MinPts and ε are presented
below.

The results of the experiments with both data sets and for the reduction of
the set of conditional attributes are presented in Table 3 (Results with reducts).
For comparison, Table 3 also contains the results for the same data sets and
dispersed systems but without the reduction of the set of conditional attributes
(Results without reducts). In the table, the following information is given: the
name of the dispersed decision-making system (System); the selected, optimal
parameter values (Parameters); the estimator of the classification error e; the
estimator of the classification ambiguity error eONE and the average size of the
global decisions sets dWSDdyn

Ag
.

When the results given in Table 3 are compared, it can be seen that only
in three cases were poorer results obtained after the reduction. Only for the
Soybean data set and the systems with three and five agents did the application
of reduction result in a deterioration in the accuracy of the classification. It can
be concluded that for the Soybean data set a situation in which a large number
of attributes is removed (as was the case for these systems) is unfavorable. For
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Table 3. Results of experiments

the other systems with 7, 9 and 11 agents, a much smaller number of attributes
were removed, and this reduction improved the quality of the classification. The
greatest improvement for the Soybean data set was observed for the system
with nine agents. This system, for the value dWSDdyn

Ag
≈ 1.5 when applying the

reduction produced a five times better result (e) than without the reduction. In
the case of the Landsat Satellite data set for both dispersed systems in which
the reduction of attributes brought some changes, a better classification accuracy
was obtained.

5 Summary

In this article, the reduction of sets of the attributes in a dispersed system with
negotiations was applied. In order to generate reducts, the RSES program was
used and a dispersed system with negotiations that was proposed by the author
in the paper [11] was applied. Two data sets: the Soybean data set and the
Landsat Satellite data set and five different versions of a dispersed system were
analyzed. Based on the presented results of the experiments, it can be concluded
that in most cases, the replacement of the sets of attributes by reducts results
in an improved of quality of classification.
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Abstract. The article presents the results of the optimization process of
classification for five selected data sets. These data sets contain the data
for the realization of the multiclass classification. The article presents
the results of initial classification, carried out by dozens of classifiers, as
well as the results after the process of adjusting parameters, this time
obtained for a set of selected classifiers. At the end of article, a summary
and the possibility of further work are provided.
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GCM · SMARTPHONE · URBAN · DIGITS

1 Introduction

Process of classification is very important part of data mining. For many years,
data mining is a huge area of data processing, where many research are carried
out as well as new implementation and development. The process of classification
is only a piece of that area and at the same time itself is also a large range of
knowledge, and increasingly growing. The main task of supervised classification
is to divide vectors of a data set, to independent class of data vectors. Generally,
classification can be divided through assigning vectors into two or more classes.
In this way there is a binary or multiclass classification, and hereby the corre-
sponding classifier, designed for the type of classification. The current study was
focused on the multiclass classification. Appropriate related work in this subject
can be found in Sect. 2.

To carry out the classification process five data sets were selected. All of them
are designed for the implementation of multiclass classification. Four of them are
available on the UCI Machine Learning Repository [2], while one data set is avail-
able on the BioInformatics Research Group (BIGS) [1]. More on this subjects
are in Sect. 3. Section 4 presents the initial study and the obtained results. The
aim of this research was the selection of the best classifiers. Then, for those
selected classifiers, appropriate study was conducted in the form of parameters
optimization. The results and the description of the individual parameters of
the classifiers is given in Sect. 5. Analysis of the results, conclusions, and the
possibilities of further work are contained in Sect. 6.

c© Springer International Publishing AG 2017
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Current research is a continuation of the research presented in [20,21], where
the attention was focused on dimensionality reduction, made through feature
selection, conducted by IWO algorithm [23,26,27]. There, the classification was
executed only by 1NN classifier. The present aim of research is to execute the
process of classification, by many classifiers and use different data sets. In the
future, it will form the basis, for extension not only of the process of dimension-
ality reduction, but also the possibility of proper comparative analysis of the
whole process of classification with different classifiers.

2 Related Work

For many years data mining [15,36] is intensively developed part of IT research.
One of the classical aspects of data mining is classification [4], executed on data
set. During the supervised classification process, every data vectors from data
set, is assigned to the one of the sets of collections result. If during this process,
classifier supposed to assign the vector, to one of two result sets, then it is binary
classification [12,35], otherwise the multiclass classification [6,22,25], sometimes
called multivariate or multinomial. To execute one of these classification type, it
is necessary to use suitable classifier and data set. Presented research is focused
on multiclass classification, and has been done on the data sets, where just such
a grouping into many subsets is adequate. Data vector is classified into one of
the result set, based on contained attributes.

There are a lots of various classifiers like SMO [28], LMT [34], Logit Boost
[13], Simple Logistic [34], Hoeffding Tree [16], IBk [5], J48, Naive Bayes [17] and
many more [3,36]. They are still developed to achieve a better accuracy [4,9,29,
30,33], higher speed and lower memory usage. The results of the classification
process can be evaluated and compared by several criteria [4,8,9,29,30]. The
suitable criteria is selected according to the nature of the classification purposes.

There are few studies on the performance of classification, such as statistical
comparisons of different classifiers over multiple data sets [11], ways of evaluating
and comparing classifiers [4,8,9,29,30], benchmarking state-of-the-art classifica-
tion algorithms for credit scoring [24], but the authors were unable to find one,
as presented in this article.

3 Data Sets

All data sets were selected intentionally for multiclass classification, as the result
of the assumption, that current research is focused on that kind of classification
only. Additionally, they are differ in the number of classes, the number of train-
ing and testing data vectors and different quantity of attributes in one vector
(Table 1). Special attention was made for choosing different quantity of attributes
in one vector, for different data set. In most cases have been chosen data sets,
with rather enough large quantity of attributes, to be able in the future, to con-
duct process of dimensionality reduction and to compare the obtained results.
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Table 1. The quantity of classes, data vectors and attributes in vector of the data sets.

Name of data set Quantity
of classes

Quantity of
training vectors

Quantity of
validation vectors

Attributes
quantity

PEMS 7 267 173 138 672

GCM 14 144 46 16 063

SMARTPHONE 12 7 767 3 162 561

URBAN 9 168 507 148

DIGITS 10 3 823 1 797 64

Four of the data sets, used in presented research are available on the UCI
Machine Learning Repository [2]. One of the dataset is from BioInformatics
Research Group [1].

The first selected data set is PEMS [2,10]. 440 daily records of data from
the California Department of Transportation - PEMS [http://pems.dot.ca.gov/].
The data describes the occupancy rate, between 0 and 1, of different car lanes
of San Francisco bay area freeways across time. The task on this dataset is
to classify each observed day as the correct day of the week, from Monday to
Sunday [2,10].

The second data set is GCM [1,31]. Global Cancer Map is used for multiclass
cancer diagnosis. This data set contains tumor gene expression signatures, with
14 common tumor types and expression levels of 16,063 genes and expressed
sequence tags, used to evaluate the accuracy of a multiclass classifier [31].

The third data set is SMARTPHONE [2,32]. Smartphone-based recogni-
tion of human activities and postural transitions data set, built from the record-
ings of 30 subjects, performing basic activities and postural transitions, while
carrying a waist-mounted smartphone, with embedded inertial sensors [www.
smartlab.ws]. The performed protocol of activities is composed of six basic activ-
ities and also included six postural transitions, that occurred between the static
postures [2,32]. The task on this dataset is to classify each activity into one
of 12.

The fourth data set is URBAN [2,18,19]. Urban land cover data set contains
training and testing data, for classifying a high resolution aerial image into 9
types of urban land cover (trees, grass, soil, concrete, asphalt, buildings, cars,
pools, shadows). Intended to assist sustainable urban planning efforts. Source of
this data: Brian Johnson; Institute for Global Environmental Strategies; 2108-11
Kamiyamaguchi, Hayama, Kanagawa, 240-0115 Japan [2,18,19].

The fifth data set is DIGITS [2]. Optical recognition of handwritten digits
data set, created using preprocessing programs made available by NIST [14], to
extract normalized bitmaps of handwritten digits from a preprinted form. From
a total of 43 people, 30 contributed to the training set and different 13 to the
test set. Source of this data: E. Alpaydin, C. Kaynak; Department of Computer
Engineering; Bogazici University, 80815 Istanbul Turkey [2].

http://pems.dot.ca.gov/
www.smartlab.ws
www.smartlab.ws
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4 Overview of the Classifiers, Description of Research

The process of classification was executed using the Weka software [3] (Waikato
Environment for Knowledge Analysis), as Java classes, each containing code that
implements one of the classifiers. These classes were used to create specialized
application, that allows in easy way to carry out the whole set of the research
experiments. This original software allows to multiple executions of classification
process in accordance with a predetermined set of classification parameters and
finally saving the obtained results in an appropriate form.

At the beginning, with the set of more than twenty, very popular classifiers,
the experiment was carried out, for all of the data sets, with default parameters.
The quality of classification was measured and specified with used of kappa
factor [7].

Table 2. Initial research/results - kappa factor.

Classifier / data set PEMS GCM SMARTPHONE URBAN DIGITS

Ada boost M1 0.1358 0.0748 0.1967 0.2090 0.1028

Bayes net – 0.3187 0.7558 0.7383 0.8912

Decision stump 0.1358 0.0748 0.1967 0.2090 0.1028

Filtered classifier 0.9122 0.4124 0.7307 0.6352 0.7279

Hoeffding Tree 0.7099 0.4810 0.7797 0.7431 0.8380

IBk 0.7096 0.4127 0.8388 0.6507 0.9771

Iterative classifier optimizer 0.9797 0.4591 0.8694 0.7435 0.8875

J48 0.9121 0.4800 0.7979 0.6232 0.8417

JRip 0.8649 0.2883 0.8079 0.5231 0.8547

K* – 0 – 0.6049 0.9592

LMT 0.8380 0.4353 0.9355 0.7459 0.9474

Logistic – – 0.9109 0.5178 0.9128

Logistic Base 0.8380 0.4353 0.9355 0.7459 0.9474

Logit Boost 0.9662 0.4602 0.8694 0.7550 0.8875

Multilayer perceptron – – 0.8687 0.7234 0.9616

Naive bayes 0.6966 0.4810 0.6997 0.7408 0.8825

Naive bayes multinomial 0.3340 – – – 0.8770

OneR 0.8244 0.1752 0.2720 0.4242 0.1448

PART 0.8445 0.3870 0.8304 0.6496 0.8837

Random tree 0.6621 0.2930 0.7682 0.5910 0.7762

Randomizable filtered classifier 0.5625 0.3159 0.6126 0.2457 0.7539

REP tree 0.7973 0.3183 0.8287 0.6511 0.8374

Simple logistic 0.8380 0.4353 0.9355 0.7459 0.9474

SMO 0.8918 0.5054 0.9444 0.7030 0.9610

Min 0.1358 0 0.1967 0.2090 0.1028

Max 0.9797 0.5054 0.9444 0.7550 0.9771

Average 0.7227 0.3449 0.7448 0.6052 0.7877
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kappa =
Po− Pe

1 − Pe

where: Po - the actual/measured accuracy [9,30] of the test classifier for a given
data set; Pe - random classifier accuracy for a given set of data.

The kappa factor is kind of improvement over the random classifier.
Results can be found in Table 2. The best obtained result for a given set of

data is bold marked and worth 3 points, the results very close to the best are
italics and worth 2 points and finally results close to the best are underlined and
worth 1 point. On this basis rating of classifiers was created and presented in
Table 3. For further study, the classifiers giving pre-best results for these data
sets were selected. These selected classifiers in Table 3 are marked in bold.

Lack of data in the tables means, that the process of classification was
aborted. Such a situation occurred after exceeding the maximum size of the
used memory, in this case 24 GB. It is about 100 times more than the largest
size of used data set (250 MB for PEMS).

Table 3. Initial research - final rating.

Classifier/data set PEMS GCM SMARTPHONE URBAN DIGITS Sum

SMO 2 3 3 1 2 11

Iterative classifier optimizer 3 1 1 2 0 7

LMT 1 1 2 2 1 7

Logistic Base 1 1 2 2 1 7

Logit Boost 2 1 1 3 0 7

Simple Logistic 1 1 2 2 1 7

Hoeffding Tree 0 2 0 2 0 4

IBk 0 0 0 1 3 4

J48 2 2 0 0 0 4

Multilayer perceptron – – 1 1 2 4

Naive bayes 0 2 0 2 0 4

Logistic – – 2 0 1 3

Filtered classifier 2 0 0 0 0 2

K* – 0 – 0 2 2

Bayes net – 0 0 1 0 1

JRip 1 0 0 0 0 1

PART 1 0 0 0 0 1

REP tree 0 0 0 1 0 1

Ada boost M1 0 0 0 0 0 0

Decision stump 0 0 0 0 0 0

Naive bayes multinomial 0 – – – 0 0

OneR 0 0 0 0 0 0

Random tree 0 0 0 0 0 0

Randomizable filtered classifier 0 0 0 0 0 0
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The summary of initial research (Table 3) shows the chosen classifiers, used
further in the proper research. From this set, the Multilayer Perceptron classifier
was removed. The reason is that for this classifier it wasn’t possible to carry out
the test for every data sets (for 2 of the data sets, the program exceeded the
maximum size of the used memory). As the presented results shows, the best
classification with default parameters gives SMO classifier.

5 Tests - Optimization of Classifiers

For a chosen classifiers the main research was executed. This time additionally
with the whole set of appropriate parameters, used for the classification algo-
rithm. True is that in total there are tens of thousands different tests and it
is not possible to present them all. That is why in this paper is shown only
final best obtained result. Finally, in Table 4 is presented comparison of kappa
factor, before optimization process (column D) and after this process (column
O), all together with parameters for which it was obtained. Column ‘%’ contains
percentage improvement of result, obtained during the optimization process -
improvement comparing to the result for the default parameters.

In Table 4 value ‘max’ is the highest value from appropriate column, except
classifier Logistic Base (for which there are no parameters optimization). In
similar way is calculated ‘average’ of these values.

Lack of parameter in Table 4 means that the result did not depend on it.
During parameters optimization the following parameters were tested for

specified classifiers: SMO [3] tested parameters:

– N – according to the value data are: 0 – normalize; 1 – standardize; 2 – neither
(with default value = 0). In our study were tested all 3 values.

– V – the number of folds for the internal cross-validation (with default
value =−1 – use training data). In our study were tested values − 1 and
10.

– C – the complexity constant C (with default value = 1). In our study were
tested values from C = 0.01 to C = 100.0.

– L – the tolerance parameter (with default value = 10−3). In our study were
tested values L = 10−6 to L = 1.0.

In our study were tested parameters C and L cross with parameters N and V.
Iterative classifier optimizer [3] tested parameters:

– A – if set, average estimate is used rather than one estimate from pooled
predictions (with default value = off). In the study were tested values on and
off.

– R – number of runs for cross-validation (with default value = 1). In the study
were tested values: 1, 2, 5, 10.

– metric – evaluation metric to optimize (with default value = RMSE). Avail-
able metrics: RMSE, Correct, Incorrect, Kappa, Total cost, Average cost,
KB relative, KB information, Correlation, Complexity 0, Complexity scheme,
Complexity improvement, MAE, RAE, RRSE, coverage, Region size, TP rate,
FP rate, Precision, Recall, F-measure, MCC, ROC area, PRC area.
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Table 4. Comparison of kappa factor before and after optimization process.

Classifier/
data set

PEMS GCM SMARTPHONE URBAN DIGITS

D O % D O % D O % D O % D O %

SMO 0.891 0.891 0 0.505 0.646 27.79 0.944 0.948 0.358 0.703 0.744 5.87 0.961 0.965 0.45
N=0, other
doesn’t
matter

N=2, L=0.1,
M=off

N=2, M=on,
V=10, C=20

N=0, V=-1,
M=on,
C=0.05

N=1, V=10,
M=on, C=0.1

Iterative
classifier
optimizer

0.98 0.986 0.691 0.459 0.623 35.69 0.869 0.934 7.427 0.743 0.808 8.708 0.887 0.952 7.247

P=95, I=50 P=85, I=100,
H=0.2, Z=1

P=90, I=50,
H=1, Z=2

P=90, I=100,
H=1, Z=3

P=85, I=100,
H=1, Z=1

LMT 0.838 0.899 7.225 0.435 0.527 21.18 0.935 0.939 0.437 0.746 0.741 -0.65 0.947 0.957 0.977
I=20,
W=0.01,
R=off

I=50 or 100,
W=0.0001

I=50, W=0,
R=off

I=10, W=0.01 [R=off, I =50,
W=0.01] or
[I=100,
W=0.001]

Logistic
Base

0.838 – – 0.435 – – 0.935 – – 0.746 – – 0.947 – –

Logit
Boost

0.966 0.986 2.10 0.460 0.646 40.32 0.869 0.934 7.43 0.755 0.813 7.67 0.887 0.952 7.25

various
parameter
values

P=90, I=100,
H=0.5, Z=10

P=95, I=100,
H=1, Z=2

P=85, I=50,
H=1, Z=3

P=85, I=100,
H=0.1 to 1,
Z=1 to 10

Simple
Logistic

0.838 0.899 7.23 0.435 0.507 16.38 0.935 0.933 -0.24 0.746 0.741 -0.65 0.947 0.951 0.392

I=20, W=0.01 I=20 to 100,
W=0.01

only worse only worse I=50, W=0.1

Hoeffding
Tree

0.71 0.71 0 0.481 0.481 0 0.78 0.785 0.717 0.743 0.743 0 0.838 0.838 0

at most the
same

at most the
same

L=2, S=1,
H=0.2, G=50

at most the
same

at most the
same

IBk 0.71 0.838 18.1 0.413 0.458 10.98 0.839 0.875 4.26 0.651 0.736 13.15 0.977 0.980 0.32
I=on, K=12 I=on or

F=on, K=11
I=on or
F=on, K=18

I=on, K=19 I=on, K=4

J48 0.912 0.946 3.70 0.48 0.505 5.14 0.798 0.834 4.58 0.623 0.690 10.77 0.842 0.856 1.698
[R=on, J=on,
N=10, M=1]
or
[R=on, S=on,
J=on, N=10,
M=1] or
[R=on,
J=on,
doN=on,
N=10, M=1]

[J=on, M=1
or 2]
or [S=on,
J=on,
M=1 or 2]

[R=on, M=1,
N=2] or
[R=on,
S=on, M=1,
N=2] or
[R=on,
doN=on,
M=1,
N=2]

R=on, J=on,
doN=on,
N=5,
M=10

S=on, M=1,
C=0.01 or
0.02

Naive
Bayes

0.697 0.94 34.8 0.481 0.481 0 0.7 0.783 11.96 0.741 0.764 3.18 0.883 0.893 1.12

D=on – K=on K=on K=on

Average 0.838 0.899 8.207 0.461 0.541 17.5 0.852 0.885 4.103 0.717 0.753 5.340 0.908 0.927 2.16

Max 0.98 0.986 34.83 0.505 0.646 40.33 0.944 0.948 11.96 0.755 0.813 13.15 0.977 0.980 7.247

In the study were tested values: RMSE, Correct, Incorrect, Kappa, Complex-
ity scheme, Complexity improvement, MAE, RAE, RRSE, Region size, TP rate,
FP rate, Precision, Recall, F-measure, MCC, ROC area, PRC area.

Options specific to used default classifier Logit Boost:

– P – percentage of weight mass to base training on (with default value = 100).
In the study were tested values: 95, 90, 85.

– H – shrinkage parameter (with default value = 1). In the study were tested
values: 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.

– Z – maximum threshold for responses (with default value = 3). In the study
were tested values: 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0.

– I – number of iterations (with default value = 10). In the study were tested
values 50 and 100.

In our study was tested parameter A cross with parameter R cross with
parameter metric. After that, for the parameter metric equal ‘Region size’, as
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giving the best result, series of tests were performed, with the parameters P, H,
Z, I, in a way of each parameter with every.

LMT [3] tested parameters:

– I – set fixed number of iterations for Logit Boost (instead of using cross-
validation as default setting). In our study were tested values I = 10, 20, 50
and 100.

– R – split on residuals instead of class values (with default value = off).
– M – set minimum number of instances at which a node can be split (default

value = 15). In our study were tested values M = 1, 2, 5, 10, 15, 20, 50 and
100.

– W – set beta for weight trimming for Logit Boost (default value = 0 – no
weight trimming). In our study were tested values W = 0, 0.00001, 0.0001,
0.001, 0.01, 0.1, 1.0, 10.0.

In our study was tested parameter I cross with parameter R cross with para-
meter M cross with parameter W.

Logistic Base [3] this classifier does not have any parameters. The obtained
result can be considered as reference values.

Logit Boost [3] tested parameters:

– P – percentage of weight mass to base training on (with default value = 100).
In the study were tested values: 100, 95, 90, 85, 80.

– H – shrinkage parameter (with default value = 1). In the study were tested
values from 0.1 to 10.

– Z – maximum threshold for responses (with default value = 3). In the study
were tested values 0.1 to 10.

– I – number of iterations (with default value = 10). In the study were tested
values 10, 20, 50, 100.

In our study was tested parameter P cross H cross Z cross I.
Simple Logistic [3] tested parameters:

– I – set fixed number of iterations for Logit Boost (with default value = 0 (off)).
In the study were tested values: 10, 20, 50, 100.

– S – use stopping criterion on training set (with default value = off – cross-
validation). In the study were tested values on and off.

– P – use error on probabilities (RMSE) instead of misclassification error for
stopping criterion (with default value = off). In the study were tested values
on and off.

– M – set maximum number of boosting iterations (with default value = 500).
In the study were tested values 1, 10, 100, 1000.

– W – set beta for weight trimming for Logit Boost (with default value = 0 –
no weight trimming). In the study were tested values 0, 0.001, 0.01, 0.1.

– A – the AIC is used to choose the best iteration (instead of cross-validation
or training error) (with default value = off). In the study were tested values
on and off.
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In our study were tested the parameters I, W, M, S, P, A in a way of each
parameter with every.

Hoeffding Tree [3] tested parameters:

– L – the leaf prediction strategy to use. 0 = majority class, 1 = Naive Bayes,
2 = Naive Bayes adaptive (with default value = 0). In the study were tested
values all 3 values.

– S – the splitting criterion to use 0 = Gini, 1 = Info gain (with default
value = 0). In the study were tested values: 0 and 1.

– H – threshold below which a split will be forced to break ties (with default
value = 0.05). In the study were tested values: 0.001, 0.002, 0.005, 0.01, 0.02,
0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10.

– G – grace period – the number of instances a leaf should observe between
split attempts (with default value = 200). In the study were tested values: 1,
2, 5, 10, 20, 50, 100, 200, 500, 1000, 2000, 5000, 10000.

In our study were tested parameter L cross with parameter S cross H cross G.
IBk [3] tested parameters:

– K – used in classification number of nearest neighbours (k) (with default
value = 1). In the study were tested values from 1 up to 20.

– I – weight neighbours by the inverse of their distance (used when K > 1)
(with default value = off). In the study was checked off and on.

– F – weight neighbours by 1 of their distance (used when K > 1) (with default
value = off). In the study was checked off and on.

In our study was tested parameter K cross with I and F parameters.
J48 [3] tested parameters:

– U – use unpruned tree (with default value = off). In the study were tested
values: on and off.

– O – do not collapse tree (with default value = off). In the study were tested
values: on and off.

– C – set confidence threshold for pruning (with default value = 0.25). In the
study were tested values: 0.01, 0.02, 0.05, 0.1, 0.2, 0.25, 0.5.

– M – set minimum number of instances per leaf (with default value = 2). In
the study were tested values: 1, 2, 5, 10, 20.

– R – use reduced error pruning (with default value = off). In the study were
tested values: on and off.

– N – set number of folds for reduced error pruning. One fold is used as pruning
set (with default value = 3). In the study were tested values: 2, 3, 5, 10.

– S – do not perform subtree raising (with default value = off). In the study
were tested values: on and off.

– J – do not use MDL correction for info gain on numeric attributes (with
default value = off). In the study were tested values: on and off.

– doNotMakeSplitPointActualValue – do not make split point actual value
(with default value = off). In the study were tested values: on and off.
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In our study were tested all of these parameters, in a way of each parameter
with every, wherever it was possible (sometimes parameters exclude each other).

Naive Bayes [3] tested parameters:

– D – use supervised discretization to process numeric attributes.
– K – use kernel density estimator instead of normal distribution for numeric

attributes.

In our study were tested all 3 settings (off, D = on, K = on).
Of course, by having such many parameters, the optimization process could

be carried out infinitely. Therefore, it was decided to use such values of parame-
ters, as described above. Generally, for parameters where the possible values are
‘on’ and ‘off’, we were tested both of the values. For other parameters we tested
values larger and smaller then the default.

Table 5. Pearson product – moment correlation coefficient.

PEMS GCM SMARTPHONE URBAN DIGITS Correlation
coefficient

Training 267 144 7767 168 3823 –

Max of % 34.83 40.33 11.96 13.15 7.247 -0.613

Average % 8.207 17.5 4.103 5.34 2.16 -0.555

Average O 0.899 0.541 0.885 0.753 0.927 0.516

6 Conclusions

As can be seen in Table 4, the results obtained with default parameters, typically
are not the best – what seems to be obvious. Only in 2 cases changing default
parameters gives little worse result. This situation we have for URBAN data
set and classifier LMT and Simple Logistic, where the result is worse by 0.65%.
Also for Hoeffding Tree classifier, adjusting parameters usually did not give any
improvement. In any other situation it was possible to get better result. The
improvement was different and depend from used data set as well as classifiers.
For data sets, the best effect of optimization was obtained for GCM – together
with Logit Boost classifier, with the improvement of 40.32%.

Analysis of the results in Table 4 together with data in Table 1, allows to
notice some convergence between quantity of training vectors (Table 5 – value:
training) and improvement of classification (max of %, average %). The correla-
tion was calculated and presented in Table 5. As we can see, the lower quantity of
training vectors, the higher possibility of making the improvement. There is also
some correlation, with the average value of kappa factor. For GCM and URBAN
data set, the number of training vectors are quite small. So it is possible, that
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especially for data sets with small quantity of training vectors, the default para-
meters for classifiers are not able to give the best solution and particularly in
that situation, it is worth to check other values of parameters. It also has to
be noted, that we have a very small quantity of sample test for calculated cor-
relation and to generalise these conclusion, it should be proved for appropriate
quantity of different data sets.

In Table 4, best obtained kappa factor for given data set was marked bold.
It can be noticed that after optimization process, two of the best classifiers are
Logit Boost and SMO.

Generally, the parameters optimization gives better classification and it is
obvious. In presented results average improvement is 7.46%, measured as kappa
factor. But it is also worth to notice, that for different data sets, the best classi-
fication is given by different classifiers and also given classifier for different data
sets is best optimized with used of different parameters. So there are no partic-
ular instructions of how to proceed the optimization, but the process is worth
to do. Especially is worth to check for data sets with small quantity of training
vectors.

The future work in this field will be study of dimensionality reduction of
used data set (feature selection; dimensionality reduction – linear like PCA, and
nonlinear, like: Isomap, LLE, GPLVM).

As a summary can be noticed, that the presented research is the continuation
of the work presented in [20], but also the introduction to the planned one. This
work will allow to perform comparisons to the result of the future research of
reducing the dimensionality of the data sets. And to be able to compare, how
the dimensionality reduction affects the quality of classification, in this research
we wanted to obtain the very high result, through parameters optimization.

Finally, current paper presents both, the results of multiclass classification
obtained by a number of different classifiers and also the optimization process
for initially best classifiers.
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Abstract. The migration phenomenon is an important issue for most of
the European Unions countries and it has a major socio-economic impact
for all parts involved. After 1989, a massive migration process started
to develop from Romania towards Western European countries. Beside
qualified personnel in search of different and new opportunities, Roma
people became more visible, as they were emigrating in countries with
high living standards where they were generating significant integration
problems along with costs. In order to identify the problems faced by
the Roma community from Rennes, a group of sociologists developed a
questionnaire, which contains, among other questions, one relating to the
intention of returning home. This paper presents a research that aims to
build various models, by data mining techniques, to predict that Roma
people return to the home country after a five years interval. The second
goal is to assess these models and to identify those aspects that have
most influence in the decision-making process. The result is based on
the data completed by more than 100 persons from Rennes.

Keywords: Data mining · Classification · CRISP-DM model · Migra-
tion phenomenon · Return prediction

1 Introduction

It is well known that after 1989, attracted by the prospect of a better life, a
large number of Roma people have migrated from Eastern European countries
to Western Europe. In big cities from France such as Lyon, Nanterre, Toulouse,
Roubaix true centers of concentration of Roma have been constituted [7]. Lack-
ing education and training, Roma people have often resorted to begging as an
alternative to legal work. Treated with fear and hostility they were subject to
forced evictions, violence, and discrimination coming from local population and
political powers [7].

To identify problems faced by Roma community from Rennes, a group of
Romanian sociologists developed a questionnaire, which contains, a set of ques-
tions regarding some important aspects of Roma migrants life in France, and
regarding their intention to return to Romania.
c© Springer International Publishing AG 2017
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This paper presents a research that aims to demonstrate if and how data
mining techniques can be used as tools to predict the intention of Roma migrants
to return home during a five years interval, and finally to estimate migration
stock. We used data collected by the above mentioned questionaires completed
by 101 persons who were living in Rennes. We conducted this study on Roma
migrants because they form compact settlements and so, it was easier to collect
the data requested.

In Sect. 2, the concept of Knowledge Discovery in Databases is presented,
and it is shown that data mining (modelling) is one of the steps in the context of
CRISP-DM industrial model. In Sect. 3, is described a case study regarding some
models, built on CRISP-DM steps and tasks, that aim to allow the prediction
of Roma migrants return home. Finally, some conclusions and future works are
drawn.

2 Data Mining

As a consequence of information and communication technology development,
very large volumes of various types of data were collected and stored. Their
analysis is not possible anymore by using traditional database techniques. In
this context, a new concept, aiming to identify “valid, novel, potential useful and
understandable patterns in data” [4] emerged. It is called Knowledge Discovery
in Databases (KDD), and is a complex, interactive and iterative process.

Over time, many models for this process have been proposed both by
academia [1,4,5] and industry [8]. All of these models consist of a succession
of steps. They start from understanding the domain and data used for its repre-
sentation, continue with the preparation of data for data mining algorithms and
their effective implementation in order to detect existing patterns, and end with
visualisation and interpretation of these patterns.

In this research we used the most known industrial model - CRISP-DM model
[8], presented in Fig. 1.

It starts with a business analysis in order to determine the KDD goals and
continues with a data understanding stage which aims to collect, describe and
verify data quality. In order to give to the data set the proper format for a certain
data mining algorithm, a data preparation step is necessary. During this step
data are filtered and the relevant features are selected. Data type transformation,
discretization or sampling are also executed.

The central point of KDD process is the data mining stage. Data mining
performs analysis of large volumes of data using specific algorithms. These are
designed to offer good performances of calculation on large amounts of data,
and produce a particular enumeration of patterns. Using patterns or rules with
a specific meaning, data mining may facilitate the discovery, from apparently
unrelated data, of relationships that are likely to anticipate future problems or
might solve the problems under study. It involves the choice of the appropriate
data mining task, and, taking into account specific conditions, the choice and
the implementation of the proper data mining algorithm.
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Fig. 1. CRISP-DM model for KDD process [8]

For the next stage, the mined models are evaluated against the goals defined
in the first stage.

The last step in the process uses the knowledge discovered in order to simply
generate a report or to deploy a repeatable data mining process that aims to
improve the built models.

Finally, it should be noted that these steps may be iteratively and inter-
actively performed, and human experts have an important role for continuous
adjustment of the whole process.

3 Data Mining to Predict the Intention of Roma
Migrants to Return to Their Home Country

Even if at the moment we have a small amount of data, in this paper we try
to demonstrate that data mining techniques are suitable to build models that
can predict the return from France to Romania of Roma migrants. We drive
our research focusing on Rennes, and we will cover the steps required by the
CRISP-DM model.

3.1 Business Understanding

The migration phenomenon is an important issue for most of the European
Union’s countries and it has a major socio-economic impact for all parts involved.
Government decisions on issues rised by Roma integration both in Romania
and in countries where they have migrated must consider, among other things,
an estimated number of people. Besides demographic aspects, such as natality
rate and mortality, Roma migration from one country to another and inverse
phenomenon the return to the home country has a major influence on this issue.
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For this resoan, we aim to develop models to predict if a certain Roma individual
will return to Romania within a time frame of five years. Starting from this
objective we propose a framework, as presented in Fig. 2.

Fig. 2. Proposed workflow for prediction model

For the beginning we collected data from printed questionnaires aiming to
build a migration data set. That data set is subject of data preprocessing tasks
and at the end of this step data is in the proper format for a previously estab-
lished data mining algorithm. It has to be noted, that for different data mining
tasks data have to be prepared in various ways. At the end of applying data min-
ing algorithms stage, prediction models are built, evaluated and interpreted by
experts. If these models carry out valuable information they trigger authorities
decisions which can adjusts, for example, integration policy.

3.2 Data Understanding

We used the data collected from a set of questionnaires completed by Roma
persons living in Rennes. Each questionnaire contains questions about different
aspects, such as: issues related to migration; aspects regarding to labor market
insertion; issues related to family, health and children’s education; data about
French perception on Roma people; data corresponding to integration of Roma
citizens in France, and personal data.

But, before transferring data from paper support to electronic form, it was
mandatory to make a deep analysis of the questions and answers structures,
because it might be necessary to split a single position from the questionnaire
in more items in data set. An example is presented in Fig. 3.
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Fig. 3. Example of question whose answers represent independent predictive variables

For the question presented in Fig. 3 we have four different possible answers.
We could have put all these answers in a single item in migration data set, but
as each of these could be considered a predictor variable, we transformed the
initial data set in such a way that we have four items (characteristics) instead
one, and their values are YES or NO.

There were completed 101 questionnaires, each having 72 items. Due to the
existence of some similar situation as the one mentioned above, we obtained a
data set having 102 features. Figure 4 shows a sample of data collected.

Fig. 4. Sample of migration survey raw data set

The raw dataset has a poor quality. First, as it can be observed in Fig. 3 there
are a lot of missing data. In order to perform a good analysis we have to fil the
empty cells. Second, a part of features are expressed by numbers and others by
descriptive data. Third, we found some empty columns, so those can’t influence
the prediction.

3.3 Data Preprocessing

Data preprocessing, is focused on two issues: first, the data must be organized
into a proper form for data mining algorithms, and, secondly, the data sets
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used must lead to the best performance and quality for the models obtained by
data mining operations [2]. As we noted in previous subsection, a first group of
data preparation operations were made when we collected the data to build the
raw migration data set. Further, the required tasks to improve data quality are
presented in Fig. 5.

Fig. 5. Data preprocessing tasks

Data preparation stage begins with a useful data selection. As we noted
above, there are empty columns and there is no way to find the proper values.
These columns must be removed.

Then, after a careful analysis of the missing data in correlation with the
existing one, we can design an algorithm that allows filling the gaps. In this
way, together with the sociologist we completed the cells with a certain value,
induced by earlier responses. For example a NO answer to Do you have children?
question, enforces a NA (Non-Aplicable) answer to Your children are in France?
or Do you have children born in other country than Romania? questions. After
that, we inspected again the questionaires, and where we didn’t found answers,
we put NR (Non-Response) value.

Another issue we solved in this stage was related to data dimensionality and
its impact on model building. As we noted in previous Section, the data set
contains 101 cases and 102 attributes. In this circumstances, it is experimentally
demonstrated that if we use the whole set of features we can’t obtain good
models.

This is the reason why we splitted the data set in subsets, each of them
reffering one issue from those specified when we described data, i.e. issues related
to migration; aspects of labor market insertion; issues related to family, health
and children’s education; data related to the French perception on Roma people;
data corresponding to integration of Roma citizens in France, and personal data.

Finally we obtained six data sets, containing various predictor variable and
a class label with two classes NO - for those who do not intend to return in their
mother country and after 5 years - for those who intend to return in an interval
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of 5 years. These data sets allow us to build many models that intend to predict
if a person will return or not in Romania.

Figure 6 presents a final data set that contains variables regarding the inser-
tion of Roma people on the labor market in France.

Fig. 6. Sample data set for model building

Further we conduct our analysis on these data sets. More specifically, for each
of the six data sets we have built models that allowed us to predict, depending
on the predictor variables contained in those sets, the intention of returning to
the home country.

3.4 Data Mining Stage

The most used data mining methods for prediction are classification and regres-
sion. We use RapidMiner [6] to implement processes that build classification
models, because most of our data are descriptive.

Classification aims to extract models describing data class. These models,
known as classifiers, are then used to assign cases to target classes. This is a
way to predict the target class for each new, unlabelled case in the data. It is
a two step process. In the first step, called learning step or training phase, a
model which describes a predetermined set of data classes is built. For this stage
a training data set, is used. The class label of each training case is provided, this
is the reason why this method is known as supervised learning. Once built, the
model is applied on other data set that is also labeled in order to determine its
accuracy. If it is validated, the model will be further used to predict classes of
unlabeled cases [3].
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Related to migration area, classification places people, according to some
predictor variables extracted from their answers, in two predefined classes: one
with Roma people that do not intend to return in Romania and one with those
that intend to return home.

Thus it is possible to track the size and structure of various groups and finally,
with a certain accuracy it is possible to estimate a migration stock.

Below is presented the methodology we used on each data subset for classi-
fication:

Classification Methodology

Input: migration data subset
Split migration data subset in training data set and test data

set Establish training data set size
Randomly extract examples for training data set construction

Build classification model
Validate classification model

Apply model to test data set
Estimate model performances

Output:Classification model and its performances

For each of the six data subsets we used for training between 40% and 60%
of the existing cases. Such a classifying process is shown in Fig. 7.

Fig. 7. Overview on RapidMiner modelling process

It is a process that achieves, simultaneously with the model construction,
its validation on test data and an estimation of its performance. All these are
embedded in Validation operator which actually is a subprocess, as shown in
Fig. 8. In this example, we used C4.5 algorithm for trees induction. We also
built similar processes for Random Forest and CHAID algorithms. In all the
cases we used information gain as splitting criterion for the decision tree nodes.
Then, the built model was applied on test dataset, and at the end of this phase
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Fig. 8. RapidMiner validation subprocess

Fig. 9. Decision tree built on “data migration” data subset

Fig. 10. Classification rules set built on “data migration” data subset

we obtained both the model and an evaluation of its performance. The decision
tree, obtained as a model from the execution of this process, applied on migration
issues dataset, is shown in Fig. 9.
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We implemented this process considering both decision trees and classifica-
tion rules as data mining methods. Such processes were build for all six data
sets obtained as result of preprocessing step.

Figure 10 shows the classification rules based model built for the same data
set.

4 Model Evaluation and Interpretation

Even though the central task of KDD process is data mining (known as modelling
in CRISP-DM - Fig. 1), an important objective is the model evaluation.

A first observation is that, for each analyzed subset, a very small proportion
of its features are used as splitting attributes for decision trees or as predictors
for classification rules. Table 1 presents, for all migration data subsets, the total
number of features and the number of features considered as predictors.

Table 1. Data sets characteristics.

Dataset Total number
of features

Features used for
model building

1 Migration issue 30 6

2 Labor market
insertion

17 5

3 Family, health and
children’s education

9 2

4 French perception
on Roma

8 3

5 Integration of Roma
in France

31 5

6 Personal data 9 3

Quality prediction is very closely related to the built model quality. This is
the reason why it is necessary to estimate some measures which allow to asses
the built model quality and to validate it for future prediction.

Both for decision tree and classification rules a performance vector containing
some measures such as: accuracy, absolute error, relative error, kappa, etc., must
be used. In our work we used such a performance vector to establish the quality
of models built on each of the six migration data subsets.

Table 2 presents achieved performances for decision trees, whereas Table 3
refers the same performances for classification rules sets. A quick look over the
results presented in the two tables, indicates that, for all studied cases, classifi-
cation rules based models have higher quality than those who are decision trees
based.
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Table 2. Decision trees performance vector

Dataset Accuracy Absolute error Relative error Kappa

1 Migration issue 95,78 0,045 4,52 0,904

2 Labor market
insertion

88,56 0,116 11,6 0,768

3 Family, health
and children’s
education

57,11 0,491 49,07 0

4 French
perception on
Roma

54,78 0,496 49,6 0

5 Integration of
Roma in France

55,22 0,496 49,63 0,026

6 Personal data 58,89 0,471 47,06 0,087

Table 3. Classification rules performance vector

Dataset Accuracy Absolute error Relative error Kappa

1 Migration issue 97,94 0,038 3,81 0,959

2 Labor market
insertion

91,75 0,146 14,6 0,834

3 Family, health and
children’s education

56,99 0,469 46,93 0

4 French perception
on Roma

68,04 0,393 39,31 0,317

5 Integration of Roma
in France

70,41 0,384 38,44 0,411

6 Personal data 72,16 0,353 35,33 0,442

Fig. 11. Decision trees accuracy versus classification rules accuracy for migration data
sets
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Finally, Fig. 11 offers a comparative view about accuracy and absolute error
obtained in tests both for decision trees and classification rules.

It is easy to see that models built on the data that refers to general migration
issues have the highest accuracy and provide the best predictive tool.

A slightly lower quality, but high values for accuracy also show models that
are based on the data set regarding labor market insertion. For all other data
sets models are generated based on a very small number of predictors and their
accuracy is significantly lower.

5 Conclusion and Future Works

This paper presents part of the research results regarding the possibility of build-
ing models that could allow to predict the intention of retuning to thei home
country in a 5 year period of Roma migrats. We started from the data collected
by sociologists, through questionnaires that aimed to detect problems faced by
Roma migrants in France. We adapted this data to be suitable for the develop-
ment of tools for predicting the intention of migrants to return in their home
country. We considered data mining classification and we built some models both
by decision tree and classification rules methods. Although we had a small vol-
ume of data, the results encourage us to say that this approach may lead to the
development of tools that provide useful information to predict migration stock
for Roma migrants.
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Abstract. This publication presents a survey on the clustering algo-
rithms proposed for spatiotemporal data. We begin our study with defi-
nitions of spatiotemporal datatypes. Next we provide a categorization of
spatiotemporal datatypes with the special emphasis on the spatial repre-
sentation and diversity in temporal aspect. We conduct our deliberation
focusing mainly on the complex spatiotemporal objects. In particular,
we review algorithms for two problems already proposed in literature:
clustering complex spatiotemporal objects as polygons or geographical
areas and measuring distances between complex spatial objects. In addi-
tion to description of the problems mentioned above, we also attempt to
provide a comprehensive references review and provide a general look on
the different problems related to the clustering spatiotemporal data.

Keywords: Data mining · Clustering spatiotemporal data · Clustering
algorithms

1 Introduction

Exploration of spatiotemporal data is a key aspect in many areas of manage-
ment, design and business. Rapid increase of collected spatiotemporal data is
associated with an intensive development of wireless sensor networks, improv-
ing sensors design techniques and increasing transmission capacity in mobile
networks. Spatiotemporal data may be related to the following areas of appli-
cations: collections of events generated by sensors deployed over certain geo-
graphical regions, information about trajectories of vehicles, animals or groups
of people or evolutions of phenomenons in both spatial and temporal aspects.
Analysis of changes in climate and weather is the field which may generate huge
amounts of spatiotemporal data described not only by the sets of points, but also
by the complex objects like polygons. The problem of discovering frequent pat-
terns in spatiotemporal data is related to several applications tasks like: analysis
of traffic in cities [20], movements prediction of celestial bodies in astronomy [6]
or crime analysis [41].

In addition, standard methods used in canonical data mining problems like
apriori based algorithms [1], efficient clustering [18], periodicity detection [39],
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 115–126, 2017.
DOI: 10.1007/978-3-319-58274-0 10
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fast validation and data interpolation [38] need to be integrated into non-trivial,
sophisticated approaches which can deal with data uncertainty, shifts in spatial
or temporal dimensions and non-invariant scaling problems. In the publication,
we attempt to provide a survey on the most recent methods developed for the
spatiotemporal data clustering.

In particular, we propose a review of clustering methods for both spatiotem-
poral points and polygons (geographical areas). Previous reviews on that mat-
ter consider only the categorization of spatial objects [34,48]. Additionally, we
review distance measures proposed for complex spatial or geographical objects.
To the best of our knowledge this is the first survey on the mentioned measures,
gathering their properties and computing algorithms from multiple resources and
recently proposed publications. In opposition to our paper, the survey proposed
in [47] considers the frequent patterns discovery methods rather than clustering
event-based spatiotemporal data. An attempt to provide a review of patterns
discovery methods for trajectory-based spatiotemporal data has been proposed
in [39], which do not consider at all clustering methods for complex geographical
objects and focus mainly on moving objects.

The layout of the paper is as follows: in Sect. 2 we review a categorization
of spatiotemporal datatypes in the view of their adaptations to clustering algo-
rithms. Section 3 summarizes results in the area of clustering complex spatiotem-
poral objects as polygons and areas. Section 4 recalls the most important distance
measures for complex spatial objects. Section 5 provides a survey on the recently
proposed clustering algorithms for moving objects and trajectories. Conclusions
to the survey are given in Sect. 6.

2 Spatiotemporal Datatypes

Spatiotemporal datatypes are dependent on the real-world applications. Based
on literature [34,39,48], we can distinguish two types of spatiotemporal data:
event-based (also known as location-based), collected from stationary deployed
sensors and trajectory-based (also referred as ID-based [39]) used to describe
movements of objects. For the event-based data case, each event may be asso-
ciated with a property p which value is denoted by the function f(x, y, t, p)
where (x, y) is a location (usually expressed in terms of longitude and lati-
tude), t is a time stamp during which the event has been collected. Consid-
ering the more complex spatiotemporal objects (as polygons or areas), the loca-
tion of an object may be denoted by the set of its coordinates. In the case of
trajectory-based spatiotemporal data, for a given set of n objects o1, o2, . . . , on,
a trajectory of an object oi is represented by a sequence of geographical points
(x1, y1, t1), (x2, y2, t2), . . . , (xn, yn, tn), where (xj , yj) is a location at the time
stamp tj . The above distinction between event-based and trajectory-based spa-
tiotemporal data has been mainly introduced in [39].

The categorization presented above can be in addition broaden with the
specification of different spatial datatypes (points, lines and polygons) and their
extensions to time domain: database may contain only the last snapshot of actual
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positions of observed objects or the whole history of an evolution of a spatiotem-
poral phenomenon. In some other cases only a stream of spatiotemporal data
may be available.

The categorization of spatiotemporal datatypes is given in [34]. The authors
of [34] distinguish the following categories: Fixed location denoting datasets
containing occurrences of events of predefined types on geographical areas. Algo-
rithms for clustering (and partially patterns discovery) for that datatype have
been proposed in [9,23,41]. If the spatial dimension is extended to polygons or
geographical areas, then one may refer to the clustering algorithms presented
in [30,50]. On the other hand, category defined as Dynamic location refers to
trajectory-based spatiotemporal data. Datatypes denoted by Updated snapshot
and either by Dynamic location or Fixed location labels refer to spatiotem-
poral data streams. The former describes moving objects reporting only the cur-
rent location or position. The latter denotes streams of events occurrences (with
each event described as above). Algorithms for spatiotemporal data streams
clustering and classification have been recently proposed in [7,31,32].

The forms denoted by Time Series (according to categorization presented
in [34]) are particularly useful because provide means for adaptation of classical
algorithms and similarity measures used in time series analysis. For example,
[14] presents a new similarity measure (Edit Distance on Real sequence, EDR)
developed for the comparison of trajectories of objects. On the other hand, the
time series representations of event-based spatiotemporal data are still unknown
and will be developed in the future years.

In Table 1 we provide references contributing to the spatiotemporal datatypes
definitions and data mining techniques proposed for them.

First propositions of spatial and spatiotemporal clustering using statistical
approach have been given in [24,36]. [36] gives a clustering method using spatial
scan statistics (the approach has been improved in [27]), whereas [24] proposes
an extension taking into account spatial shifts in the nature of evolving phenom-
enon. Due to this, proposed algorithm is able to detect clusters of spatiotemporal
data which dynamically change their position and shape.

Clustering complex spatial and spatiotemporal objects is gaining attention
of researchers nowadays [29,30,50]. The idea is to discover neighboring areas
or geographical regions characterized by the same (or similar) value of non-
spatiotemporal attribute (f.e. pollution). [26] adapts Fuzzy C-Means algorithm
to spatiotemporal data. [25] raise the problem of anomaly detection in spatial
time series using spatiotemporal clustering.

3 Clustering Spatiotemporal Events and Complex
Geographical Objects

Proposed algorithms often operate on the more complex spatial objects f.e. poly-
gons or lines. Classical density-based clustering algorithm - DBSCAN has been
proposed in [18]. Many variations of the well-known density clustering algorithms
like DBSCAN, OPTICS, NN were adapted to operate on spatiotemporal data.
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Table 1. Summary of the publications on spatiotemporal data types and data mining
techniques proposed for them.

No First author Spatiotemporal datatype Data mining method

1 Erwig [17] Datatypes definitions

2 Wang [50] Polygons (geographical areas) Clustering

3 Birant [9] Points (events) Clustering

4 Joshi [30] Polygons (geographical areas) Clustering

5 Wang [49] Points (events) Clustering

6 Estvill-Castro [19] Points (events) Clustering

7 Wang [51] Polygons Clustering

8 Zhang [53] Polygons (geographical areas) Clustering

9 Damiani [15] Points\trajectories Clustering

10 Izakian [26,27] Points (time series) Clustering

11 Izakian [25] Points (time series) Clustering\anomaly
detection

12 Kulldorff [36] Discrete events Clustering\statistical
approach

13 Iyengar [24] Discrete events Clustering

14 Schubert [46] Discrete events Anomaly detection

15 Mohan [41] Discrete events Patterns analysis

16 Shekhar [47] Discrete events Patterns
analysis\anomaly
detection

17 Nanni [43] Trajectories Clustering

18 Li [39] Trajectories\discrete events Clustering\patterns
analysis

19 Palma [45] Trajectories Clustering

20 Gudmundsson [21] Moving objects Clustering

21 Jeung [28] Moving objects Clustering

22 Li [40] Moving objects Clustering

In addition, some non-standard grouping algorithms have been proposed: f.e.
Spatio-Temporal Polygonal Clustering (STPC). Clustering algorithms are cat-
egorized into five main domains: Partitioning, Hierarchical, Grid-based, Model-
based and Density-based [22].

In Partitioning methods, clusters are computed according to the mean value
in a cluster (K-means) or based on the selection of an object which is nearest to
the cluster’s center (K-Medoid). The name of the category: Partitioning methods
is inspired by the fact, that each object in a dataset is assigned to one and
only one cluster (there are no objects classified as a noise). Objects partitioning
is performed according to the predefined optimization criterion - for a given
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number of clusters we would like to find assignments which minimizes the sum
of distances between objects and centers of clusters (their mean values or the
most central elements) to which they belong. Hierarchical clustering methods
can be divided into two approaches: ascending and descending. In the ascending
approach, each data object is initially assigned to its own cluster. Then, the
algorithm gradually merges clusters until a predefined number of groups will be
reached. On the other hand, descending approach divides one cluster (into which
all data objects are initially assigned) until a predefined number of clusters will
be reached.

Grid-based methods proceed with dividing data space into cells (a grid).
Then, in the clustering phase, some cells are merged based on a predefined con-
dition. For example: two dense, neighboring cells are merged into one (a cell is
dense if it contains a number of objects greater than the predefined threshold).
STING is an example of grid-based clustering algorithm [50]. Model-based meth-
ods try to fit clusters according to the predefined model of the data (like prob-
ability distribution). An example of a model-based method is the Expectation-
Maximization algorithm [42]. Denisity-based methods try to find clusters accord-
ing to distributions of density in a dataset. Due to this, appropriate density
threshold should be specified by user: f.e. an estimated number of objects in a
predefined neighborhood of an object [18]. Due to their simplicity, density-based
clustering algorithms are widely used in data mining. Attempts to improve their
efficiency and reduce needs of expert knowledge during parameter specification
have been made in [4,19].

3.1 Algorithms for Clustering Complex Spatiotemporal Objects

In this section, we proceed with description of clustering algorithms for complex
spatiotemporal objects.

ST-GRID (SpatioTemporal-GRID) is a clustering method based on the par-
titioning spatiotemporal space into two separate grids: for spatial and temporal
dimensions. In [49], the authors propose to compute the precision of a grid,
based on the so-called k-dist graph which is constructed by random sampling of
a dataset, calculating distance from each sample to its k-nearest neighbor and
sorting calculated distances in decreasing order. The presence of clusters will be
indicated by the easily noticeable threshold in the sorted distances. Calculated
thresholds may be used as grid resolutions. As in the typical grid clustering
algorithms, dense neighboring cells are merged to create spatiotemporal clus-
ters. The above procedure has been originally developed only for spatiotemporal
points.

ST-DBSCAN (SpatioTemporal-DBSCAN) is the algorithm developed on the
conceptions of the well-known density clustering algorithm - DBSCAN (Den-
sity Based Clustering Algorithm with Noise) [18]. ST-DBSCAN has been intro-
duced in [49] and then rearranged in [9]. ST-DBSCAN modifies DBSCAN to
detect clusters according to their non-spatial, spatial and temporal dimensions.
Before we describe ST-DBSCAN algorithm, we took a quick glance on the pure
DBSCAN algorithm. One of the most important properties of DBSCAN is the
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ability to detect clusters with an arbitrary shape: circular, ellipsoidal, linear or
even more complicated. However, need to specify density thresholds may result
that the algorithm will do not detect proper but sparse clusters. That problem
has been addressed in the another density based clustering algorithm - OPTICS
[4]. ST-DBSCAN considers cluster densities according to both spatial and tem-
poral thresholds (assuming that for many applications they are very different).
Additionally, ST-DBSCAN is able to include or exclude an object from the
cluster on the basis of its non-spatiotemporal attributes: f.e. if the represented
temperature is very different from the cluster’s average temperature.

ST-SNN and ST-SEP-SNN Algorithms are two variations of the well known
Shared Nearest Neighbor (SNN) density-based clustering algorithm. It is a note-
worthy fact, that both algorithms ST-SNN and ST-SEP-SNN have been origi-
nally presented (in [50]) for clustering sets of polygons rather than points. Simi-
larity between two objects according to the SNN algorithm is defied as a number
of nearest neighbors shared by these two objects.

– A list of spatiotemporal neighbors of any polygon p is denoted by NN(p) =k-
SPN-List(p) ∩ k-TN-List(p) where k-SPN-List(p) and k-TN-List(p) are lists
of k neighbors of a polygon p in respectively spatial and temporal dimensions.

– Similarity between a pair of polygons p and q is the number of nearest spa-
tiotemporal neighbors that they share: similarity(p, q) =

∣
∣NN(p) ∩ NN(q)

∣
∣.

– The density of a polygon p is defined as the number of polygons that share at
least Eps neighbors with p - density(p) =

∣
∣{q ∈ D|similarity(p, q) ≥ Eps}∣

∣.
– A core polygon is a polygon where CoreP (D) = {p ∈ D|denisty(p) ≥

MinPs} where MinPs is a user specified threshold.

The above conceptions determine clustering spatiotemporal polygons accord-
ing to the ST-SEP-SNN algorithm. After marking each polygon either as a core
or non-core, the algorithm proceed with clusters creation by processing each
polygon in the dataset. During processing step, if an unprocessed core poly-
gon p has been encountered, a new cluster is created and all polygons in the
NN(p) list are assigned to the new cluster (the same is recursively applied to
the unprocessed core polygons encountered in the NN(p) list).

ST-SNN is an algorithm that proceeds similarly to the ST-SEP-SNN algo-
rithm presented above, with exception that the list of nearest neighbors NN(p)
of a polygon p is created using slightly different method. Rather than separately
compute and then intersect lists of k-nearest spatial and temporal neighbors, ST-
SNN combines spatial and temporal dimensions into one measure and computes
only one list of the k-nearest neighbors.

STPC [30] is another denisty-based clustering algorithm developed for spa-
tiotemporal polygons or areas. Again, the algorithm has been developed on the
basis of the conceptions of the DBSCAN algorithm. Referring to the above men-
tioned ST-SEP-SNN algorithm, STPC computes lists of spatial and temporal
neighbors on the basis of predefined distances (rather than k-nearest neighbors).
The union of both lists contain spatiotemporal neighborhood of a polygon. If
the neighborhood is appropriately dense, then the polygon is marked as a core
polygon and the algorithm proceeds similarly to the above.
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4 Distance Measures for Complex Spatiotemporal
Objects

It is noteworthy to recall spatial distance measures used for polygons or other
complex geographical objects. Table 2 provides a comparison of developed dis-
tance measures for complex spatiotemporal objects: polygons and trajectories.
In the case of polygons, m and n denote the numbers of their vertices and in the
case of trajectories their constituting sequences of locations.

Table 2. A comparison of distance measures for complex spatiotemporal data types.

No. Distance Spatiotemporal
data type

Computational complexity

1 Hausdorff distance Polygons and
trajectories

O(m + n) [5] - only for polygons
O(m ∗ n) [2] - both for polygons
and trajectories

2 Fréchet distance Polygons and
trajectories

O((m + n)log(m + n)) [10] - for
convex polygonsa

O((m ∗ n)log(m ∗ n)) [3] - for
trajectories

3 Exact separation
distance

Polygons O(log(m) + log(n)) [44]

4 Minimum vertices
approximation

Polygons O(m ∗ n) [44]

5 Centroid distance Polygons O(m + n) [44]

6 Simplified hausdorff
distance

Polygons O(m + n) [29]

7 Discrete Fréchet
distance

Trajectories O(m ∗ n) [16]

8 Edit distance on real
sequence

Trajectories O(m ∗ n) [14]

9 Dynamic time warping Trajectories O(m ∗ n) [52]

10 Edit distance with real
penalty

Trajectories O(m ∗ n) [13]

aFor non-convex but simple polygons one may refer also to [10] where the algorithm
with a non-trivial complexity is given.

Figure 1 presents a comparison between Minimum Vertices Approximation,
Exact Separation Distance and Centroid Distance. Also, in the figure we
show the Hausdorff distance for two polygons. The simplified Hausdorff distance
is computed using the same formula as shown in Fig. 1, but only between vertices
of polygons. Formula 1 presents a method for computing the Hausdorff distance
for two polygons.
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Fig. 1. Examples of distance measures for spatial polygons.
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A few distance measures presented in Table 2 may be used both for polygons
(geographical areas) and trajectories. If particular distance measure preserves
triangle inequality property, then it is possible to reduce the time of computa-
tions performed during clustering: f.e. neighborhood search [35]. Also, the meth-
ods combining the above measures with spatial and metrical indexes have been
proposed in [11,33].

5 Other Clustering Problems in the Area
of Spatiotemporal Data

In this section, we provide a look on the other clustering problems related to
spatiotemporal data. In particular, we attempt to provide a general overview of
the most important methods proposed for clustering trajectory-based data.

Finding groups of similar moving objects - let assume that for a set of objects
o1, o2, . . . , on a database stores the trajectory of a movement of each object.
Additionally, let assume that each trajectory is represented in the form of a
sequence of points, each associated with a timestamp. The problem of discov-
ering flocks in the dataset is described as the problem of finding those sets of
objects which for a predefined time interval stay within a disk which radius
length is a parameter specified by an expert. A time interval is expressed as the
sequence of consecutive timestamps. The problem of finding flocks of objects
have been introduced in [21] and also developed in [8]. The above problem has
been extended to finding convoys [28] and swarms of moving objects [39]. A
convoy is created from a flock by relaxing containment within a disk constraint
i.e. rather than looking for the fixed disks of objects, the algorithm searches for
dense regions using a clustering algorithm.

Clustering trajectories - the problem has been well studied in literature.
Among the most popular algorithms for clustering spatiotemporal trajecto-
ries and their similar segments are: Trajectory-OPTICS [43], TRACLUS [37]
or DENTRAC [12]. The important property of these algorithms is the ability
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to cluster segments of trajectories rather than whole trajectories. The property
is motivated by the fact that objects usually move together only in small seg-
ments of their trajectories. For example: TRACLUS proceeds with three phases:
in the first, a trajectory represented in the form of a sequence of points is sim-
plified. The number of points in the sequence is reduced and the resulting parts
of each trajectory are replaced with line segments. The replacement should pre-
serve trends and angles representing turns in movements. Then, in the second
phase, clustering of similar line segments is performed. In the last step, for each
discovered group of similar line segments a representative trajectory is com-
puted. Due to the complex nature of trajectories, an appropriate similarity met-
ric should be selected. The proposed distance measure between two trajectories
contains the following components: perpendicular, parallel and angle. The com-
ponents are computed as follows: the perpendicular components is computed as
a Lehmer mean of the distances between ending points of one segment projected
into another. The parallel component is computed as a minimum from the dis-
tances between endings of one line segment projected into another. The angle
component of the distance measure is defined as a product of the length of one
of line segments and sinus of an angle between line segments.

6 Conclusions

In the publication, we provide a descriptive review of recently proposed algo-
rithms for clustering complex spatiotemporal objects. In particular, we con-
duct a survey on the algorithms for clustering complex spatial objects: polygons
or dynamically changing areas. Among the reviewed algorithms are ST-GRID,
ST-DBSCAN, ST-SNN and STPC. Additionally, we provide references and a
brief summary of the distance measures proposed for complex spatial objects
(i.e. the Hausdorff distance, simplified Hausdorff distance and the other recently
proposed heuristics). We also attempt to provide a look on the other methods
proposed for clustering spatiotemporal objects i.e. trajectory-based data. The
categorization of spatiotemporal datatypes presented at the beginning of the
paper provides a staring point for considering new research fields in the area
of spatiotemporal data mining. In particular, the most promising directions are:
developing algorithms for spatiotemporal data streams and adaptation of knowl-
edge discovery methods proposed in time series analysis to spatiotemporal data.
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Abstract. The amounts of data being processed today are enormous
and they require specialized systems to store them, access them and
do computations. Therefore, a number of NoSql databases and big data
platforms were built to address this problem. They usually lack transac-
tion support which features atomicity, consistency, isolation, durability
and at the same time they are distributed, scalable, and fault tolerant. In
this paper, we present a novel transaction processing framework based
on Cassandra storage model. It uses Paxos protocol to provide atom-
icity and consistency of transactions and Cassandra specific read and
write paths improvements to provide read committed isolation level and
durability. Unlike built-in Light Weight Transactions (LWT) support in
Cassandra, our algorithm can span multiple data partitions and provides
tunable contention control. We verified correctness and efficiency both
theoretically and by executing tests over different workloads. The results
presented in this paper prove the usability and robustness of the designed
system.

Keywords: Big Data · Transactions · Cassandra · Paxos · Consistency ·
NoSQL

1 Introduction

Big Data is the term used for describing sets of increasing volumes of data,
which do not fit in a single machine. There are many sources of Big Data, such
as system logs, user website clicks, financial transactions, weather measurements,
data from Internet of Things, and many others.

NoSql databases were created to support storing Big Data and provide the
means to analyze it. Databases differ in ways they represent the data, but the key
principle remains the same: store the data for future analysis. NoSql databases
span over hundreds, even thousands servers located in various physical locations
and are designed to overcome individual node failures and network partitions.
They provide guarantees for certain behaviour in face of such problems which
usually means they eventually achieve the consistency of data at some point.
c© Springer International Publishing AG 2017
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To this end, the ensemble of data is cut into groups of records which are called
partitions. Partitions are data replication and sharding units, which means that
they are distributed across the cluster in one or more copies so that the load
can be balanced among different server nodes, and the availability of a distinct
chunk of data is increased.

Properties of relational databases, such as ACID compliant transactions are
usually sacrificed in NoSQL-like solutions in favour of high availability, fault
tolerance and scalability [17]. Though, there exist some solutions which can help
to overcome such deficiencies. Unfortunately, they come with either functional
or performance limitations which make them difficult to adopt. The functional
limitations include constraining a transaction to a single partition of data or the
lack of certain isolation levels. The performance problems are usually related to
the use of pessimistic locks to achieve a certain level of consistency.

We overcame those problems by modifying Cassandra database [10].
Cassandra is proven to be performant and provide some basic transaction sup-
port known as LWT. Although the usability of LWT is limited, the model of
storing data makes it a perfect platform for building transaction support exten-
sion which features good performance and rich functionality.

2 Preliminaries

Database Ω consists of key-value pairs {(ki, vj), (kk, vm), ...}, ki ∈ K , vi ∈ V
stored by cluster of nodes {n1, n2, ...}, ni ∈ N . Changes to data are represented
by mutations δ(k, v). Each mutation is stored in nodes identified by topology
τ (Definition 1). Transaction is a set of mutations Δ(δ1, δ2, ...), where mutation
δ(k, v) is an operation on key k with value v.

Definition 1. Topology is a partitioning function τ : K �→ N RF which for a
given k returns a set of replica nodes of size RF.

Client ci ∈ C is an actor, which performs transactions Δ1,Δ2, ... and com-
municates to a cluster N using messages M . Client c begins a transaction Δ by
sending a message M (c, n, begin tx ()) to any node n ∈ N followed by receiving
a message M (n, c, initial tx state(Λ0)), which includes initial transaction state
(Definition 3), which will reflect all subsequent changes done in Δ.

During the transaction Δ, client c sends messages of two types: mutations
and selects M (c, n, select(k)). All mutations within a transaction Δ are isolated
from other transactions - they are private to the enclosing transaction until
it is committed. For the duration of the transaction, mutations are stored in
a private transaction storage, which is a local data structure at each ni. Select
operations query against current state of the database, thus transactions provide
read-committed isolation level. This means that transactions always get most
recent committed state of data, thus a subsequent query for the same key can
yield different value if there was a successfully committed transaction in between
select queries.
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After each mutation client c receives a message M (c, n, update tx state(λ)),
which includes a transaction item λ referencing that mutation. A client is respon-
sible for tracking changes performed in a transaction, thus it has to append all
the received transaction items to the initial transaction state Λ0.

Transactions are decoupled from physical network connection and so is trans-
action state which means that if a client loses connection to a cluster due to some
kind of network failure then transaction can be completed after the client con-
nects back to the cluster.

Definition 2. Transaction item λ(keyspace, table, token) is a reference to a sin-
gle mutation δ(k, v) of transaction Δ, which indicates that replica nodes of k store
δ(k, v) in private transaction storage. It is a triple with (a) keyspace – name of
a keyspace, (b) table – name of a table, (c) token – value of a token, which is a
value computed by hash function from Cassandra key kp, which is used by topol-
ogy τ to determine replicas N RF

k. Cassandra key k(kp, kc) consists of two keys:
(a) kp is a partitioning key, which is used by topology τ to determine N RF

k , (b)
kc is a clustering key, which determines column in wide rows.

Definition 3. Transaction state Λ(id , {λi, λj , ...}) reflects changes done in
transaction Δ. Transaction state allows to identify nodes N ′ ⊂ N , which are
affected by Δ and store its {δ1, δ2, ...}. It is a pair of unique id of type timeu-
uid, which is UUID with encoded timestamp [3] and a set of transaction items
(Definition 2).

To perform rollback client sends M (c, n, tx rollback(Λ)), and then n sends out
rollback messages to other nodes M (ni, nj , rollback(Λ)), where nodes {nj , ..., nk}
are identified by {λ1, λ2, ...}, which makes them remove private storage for that
transaction and mark Δ as rolled back in an another local data structure called
transaction log.

In order to commit transaction Δ a client c sends message
M (c, n, tx commit(Λ)) and subsequently ni becomes the proposer of the trans-
action and is responsible for orchestrating distributed consensus round among
nodes affected by transaction Δ. When consensus is reached each node moves pri-
vate data of transaction Δ from private transaction storage to the main storage
and marks Δ, as committed in the transaction log. The client c receives message
M (ni, c, tx commit resp(committed)) about successfully committed transaction.

3 Multi Partition Transactions (MPT) Algorithm

There can be many concurrent transactions and some of them mutate values
associated with the same keys, thus concurrency control guaranteeing that inter-
fering transactions are not committed at the same time is required. Commit
procedure solves this problem by grouping such transactions and performing
distributed consensus round, which selects a single transaction that is commit-
ted and rollbacks the others. Commit procedure uses two local data structures
transaction index, which is responsible for identifying interfering transactions
and grouping them into the same consensus rounds and transaction log, which
records committed or rolled back transactions.
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3.1 Representation of a Transaction

Transaction state (Definition 3) is used to identify transaction Δ and to track
mutations done in Δ, where each mutation is represented by transaction item
λ (Definition 2) received in a response to a mutation message. A client c begins
transaction by sending M (c, n, begin tx ()) and receives empty transaction state
Λ in a message M (n, c, initial tx state(Λ0)). Values of {δ1(k1, v1), δ2(k2, v2), ...}
tracked by transaction items {λ1, λ2, ...} are unknown to {λ1, λ2, ...}, but each
value v can be found at replica nodes NRF(ni, nj, ...) ⊂ N by topology function
τ applied to each λ.

Tracking Updates. Transaction state Λ changes as transaction Δ progresses
and its set of transaction items have to be updated with new transaction items
after each mutation message.

A client is responsible for keeping track of all performed operations within a
transaction. Transaction state is assumed to be a source of knowledge about a
transaction, which means that it has valid information about which replicas are
affected by a transaction.

3.2 Isolation from Other Transactions

Transactions must run in isolation from each other and provide read-committed
isolation level, thus transactions cannot see each other, nor anyone else can see
effects of transactions before it completes with commit or rollback. Expected
read-committed isolation is different than the one known from RDBMS, because
in RDBMS such isolation holds write-locks for the duration of a transaction,
therefore if a transaction writes then subsequent reads return written values. We
want to avoid distributed locks, which decrease performance and cause deadlocks,
therefore read-committed isolation in MPT algorithm does not hold any locks,
thus each M (c, n, select(k)) receives current v, as it is in Ω.

Each mutation δ(k, v) done in transaction Δ should be stored on replicas
responsible for given key keeping it private for that Δ. Each mutation should
be isolated from transactions other than Δ and accessible only by Δ. In order
to satisfy isolation requirement, private transaction storage has to be present on
each node.

Each mutation message is executed by ni, but instead of operating on current
live data of Ω, mutations {δ1, δ2, ...} are put into private storage presented in
Definition 4.

Definition 4. Private transaction storage ω is a local data structure on each
node ni which stores mutations {δ1, δ2, ...} of transaction Δ in isolation from
other transactions {Δi,Δj , ...} and live data set of database Ω and provides
operations listed below:

– ⊕(Λ, δ(k, v)) �→ Λk – stores mutation δ(k, v) of transaction Δj represented by
transaction state Λ and returns transaction item λk.
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– clear(Λ) – removes all mutations {δ1, δ2, ...} associated with transaction Δj

represented by transaction state Λ on node ni

– get(Λ) �→ {δ1, δ2, ...} – returns set of mutations of transaction Δj represented
by transaction state Λ stored on replica ni

Definition 4 abstracts from memory and time, but an implementation of pri-
vate transaction storage has to clear(Λ) after certain timeout in order to free
memory (assuming in-memory storage) and to be resilient to failures of clients,
which can fail and abandon transaction Δj at any point in time.

Quorum Requirements. Each mutation δ(k, v) of transaction Δj should be writ-
ten to at least quorum of replicas NRF = τ(k) (see Definition 1) in order to
depend on majority during the commit process. If quorum is not available, then
Δj needs to be rolled back.

3.3 Consensus by Paxos

We use Paxos to reach consensus among nodes N ′, which select a single trans-
action Δ to commit out of set of concurrent conflicting transactions {Δi,Δj , ...}
(Definition 5). Paxos provides consensus on a single value among many values
proposed during the same Paxos round, therefore in order to commit a single
transaction Δ, all conflicting {Δi,Δj , ...} must participate in the same Paxos
round, which is not trivial considering many mutations {δ1(k1, v1), δ2(k2, v2), ...},
as there is no longer single key k, which would identify Paxos round, as it is in
LWT .

Definition 5. Conflicting transactions set - denoted by C{Λi, Λj , ...} is a set
of transactions where all {Δi,Δj , ...} include at least single common mutation
δ(k), which mutates value associated with the same key k.

Proposed Transaction State. Our true value is transaction Δ(δ1, δ2, ...),
however mutations {δ1(k1, v1), δ2(k2, v2), ...} are distributed over nodes (τ(k1) ∪
τ(k2) ∪ ...) = N ′ ∈ N . As a result of that it is impossible to propose Δ itself,
but it is possible to propose transaction state Λ, which references mutations
{δ1, δ2, ...}, thus proposed Paxos value in MPT is Λ. Any node ni can try to
commit Δ given Λ, because ni can check which nodes participate in Δ and where
are private data stored.

Reaching the Same Paxos Round. Conflicting transactions C{Λi, Λj , ...}
must participate in the same Paxos round identified by Paxos round id ι. If
there are many transactions {Δi,Δj , ...} being committed at the same time and
those {Δi,Δj , ...} are in conflict with each other, then only single transaction Δ
should get committed and rest of them should be rolled back. Nodes N ′ must
agree on Paxos value, which is transaction state Λ, thus agree on which Δ is
committed. Rest of transactions (C{Λi, Λj , ...} − Λ) can be rolled back, as long
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as they participate in the same Paxos round ι. In case of LWT ι is determined
by k, however MPT supports more than one key, therefore we need a function
which maps Λ �→ ι with properties: (a) it maps conflicting transactions to the
same ι, (b) it maps non-conflicting transactions to different ι′.

Conflict Function. Function Λ �→ ι can be a composition of two functions:
Λ �→ C{Λi, Λj , ...} and C{Λi, Λj , ...} �→ ι, where the former groups transactions
into conflicting sets and the latter assigns Paxos round id ι to each set. In order
to group conflicting transactions we need a function, which compares transac-
tion states Λ1 and Λ2 in pairs and detects whether Λ1 and Λ2 are in conflict.
Definition 6 presents such function.

Definition 6. Conflict function denoted, as ζ(Λ1, Λ2) �→ (C1, C2), where C1 =
C(Λ1, Λ2) ∧ C2 = ∅ or C1 = C(Λ1) ∧ C2 = C(Λ2), the former case is when trans-
actions are in conflict and contain at least single δ for the same k, the latter
otherwise.

3.4 Transaction Index

Transaction index denoted, as χ is a service, local to a node, which provides
function Λ �→ ι required to reach the same Paxos round for conflicting transac-
tions.

Registration of transaction state Λ in χ on each ni ∈N ′ is precondition to
the commit procedure of MPT . Since χ is local, each transaction Δ receives
different Paxos round id ι on different nodes, but the value of ι is never used
outside of a node, thus ι does not have to be globally the same. ι is used only to
identify Paxos round for C{Λi, Λj , ...} at each ni. If Δ participates in the same
Paxos round identified by ι as other conflicting transactions, then only single Δ
is committed after N ′ agree on the proposed Λ.

Transaction index stores sets of conflicting transactions C{Λi, Λj , ...} and
assigns ι to each set. When a new transaction state Λnew is registered, χ tries to
find a set C{Λi, Λj , ...} to which Λnew can be added by applying conflict function
ζ(Λ1, Λ2) �→ (C1, C2) to Λnew and each transaction Δ in each set. If there is a
conflict, sets can be merged together, thus Λnew joins C{Λi, Λj , ...} and receives
the same ι.

During the commit procedure of MPT transaction Δ(δ1, δ2, ...) has to register
in each quorum for each replica subset (N RF

k1 ∪ N RF
k2 ∪ ...) = (τ(k1) ∪ τ(k2) ∪

...) = N ′ ⊂ N . Moreover transaction Δ cannot be registered in transaction index
χ when it can obtain more than one Paxos round id ι. These two requirements
guarantee that if transaction Δ1 and transaction Δ2 are conflicting for some key
k, then there exists node ni ∈ NRF

k on which Δ1 and Δ2 receive the same ι, thus
both transactions are part of the same Paxos round and eventually only one is
committed.
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Rolling Back Concurrent Transactions. Transaction index knows which
Paxos round id ι to assign to which transaction state Λ and it knows conflicting
transactions set C{Λi, Λj , ...} to which Λ is assigned. This knowledge is used to
rollback conflicting transactions when Paxos round ι is finished at node ni and
Λlearnt is learnt by ni. The node calls clear(Λ) function of private transaction
storage for each Λ ∈ (C{Λi, Λj , ...} − Λlearnt).

If a client c wants to rollback transaction Δ then that client sends a mes-
sage M (c, n, tx rollback(Λ)) after which ni identifies N ′ and broadcasts message
M (ni, nj , rollback(Λ)) for each nj ∈ N ′. When nj receives such message it uses
clear(Λ) function of private transaction storage. Transaction Δ is rolled back
after all n ∈ N ′ clear private data.

3.5 Transaction Log

Transaction Log L is a local data structure present at each ni ∈ N . Its
responsibility is to record committed and rolled back transactions. It pro-
vides the following operations: (a) record as committed(Λ) – record a commit-
ted transaction (b) record as rolled back(Λ) – record a rolled back transaction
(c) find(Λ) �→ log state – finds information concerning a transaction. Returns
log state which can be one of three: committed, rolled back or unknown when
transaction is not recorded in the log.

3.6 Pros and Cons

The most crucial advantage of MPT over LWT is its support for multi-partition
transactions. As a consequence, MPT is less resilient to failures than LWT
because it depends on quorums of distinct replica groups being available. It also
requires more network messages. In terms of CAP theorem, both algorithms
sacrifice consistency over availability and network partition tolerance. MPT is
scalable by its design and it does not require distributed locks. Another benefit
of MPT is its tunable contention level adjustable to specific workload needs. A
downside is that MPT assumes that its clients follow a specific protocol and
handle transaction state correctly, which makes it not resilient to Byzantine
faults.

4 Related Work

There are a lot of NoSQL databases - a web page which collects the information
about the known systems of this kind [2] reports over 225 existing NoSql data-
bases. Although they are called NoSQL, not all of them fall into this category
because of horizontal scalability and high availability support. We can find there
the implementations which support transactions to some degree such as Mark-
Logic, IBM Informix, Datomic or Oracle. Wide column stores, which Cassandra
belongs to, includes Hive, Accumulo, Microsoft Azure Tables Storage and other
less popular engines (see [1] for categorized NoSQL database popularity rank-
ing). We shortly summarize the algorithms used by NoSQL engines along with
its strengths and weaknesses in comparison to MPT.
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4.1 Multiversioning

Multi version concurrency control [5] is known in the area of distributed data-
bases as well as in the area of software transactional memory [16]. It can out-
perform 2-phase commit in terms of efficiency and it handles failures in a more
efficient way [9]. The main idea behind this approach is to attach a version to
each operation so that both reads and writes are applied on an exact version of
data. This can significantly increase concurrency of transactions by reducing the
number of conflicts.

As noted in [8], this approach makes performing serializable transactions
difficult. Instead it optimizes for atomic updates and consistent view of data.
MPT allows to perform serializable-like transaction by providing a way to specify
commit condition, as well as, it provides similar guarantees as multiversioning.
Though, atomicity and consistency is achieved at much higher cost because of
the use of Paxos.

4.2 RAMP Transactions

Read Atomic Multi Partition [4] was designed to address the requirements of
the following use cases: secondary indexing, foreign key enforcement, and mate-
rialized view maintenance. RAMP identifies new transaction isolation level Read
Atomic, which assures consistent visibility of changes made by the transaction:
either all or none of each transaction’s updates are seen by other transactions.

The key principle behind RAMP is its ability to detect non-atomic partial
read, and to repair it with additional rounds of communication with the nodes
by the means of the metadata attached to each write and multi-versioning, which
means that data are accessible in different versions and each modification to data
creates a new version. Versions are either committed or not yet committed, in
which case the data can be discarded by aborting the transaction [4, p. 6]. There
are three variants of RAMP algorithm which differ in the type of the metadata.
RAMP is linearly scalable, which was tested during trials with the number of
nodes spanning up to 100 servers [4, p. 10].

Fault tolerance RAMP is resilient to failures of part of the nodes in the
cluster – for the reason that RAMP ’s transaction does not contact nodes that
are not affected by the transaction. The number of rounds varies between 1 and
2 depending on the existence of the race and algorithm variant. RAMP does not
block, read transactions race write transactions, but such races are detected and
handled by RAMP.

RAMP optimizes for the similar uses as Mutliversioning approach and aims
to provide similar guarantees. Therefore, write performance is higher than MPT
can achieve. On the other hand, it would be difficult to implement serializable
transactions within this model.
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4.3 Consensus Algorithms

Paxos. Paxos is an algorithm to solve distributed consensus problem [11,12],
used as part of the larger systems in [7,13], and more recently in the Google’s
Chubby service [6], which is a lock service intended to provide coarse-grained
locking, as well as reliable storage. Paxos is resilient to (n

2 −1) failures of nodes.
It implements optimistic concurrency control thus it is nonblocking which means
that a transaction can be interrupted when a conflict occurs. The message com-
plexity is similar to 3PC.

Raft. The aim of Raft designers was to create a consensus algorithm which
would be more understandable to its predecessor [15]. The main idea behind
the algorithm is decomposition of the consensus problem into distinct phases (a)
leader election, (b) log replication, (c) membership changes. Raft is fault tolerant,
because the leader has to acquire only majority of acknowledges, thus is resilient
to failure of (n

2 −1) nodes, same like Paxos. However, failure of the leader causes
delay because a new leader has to be elected before client’s request is handled.
In principle Raft does not block, because all client requests are handled by the
same leader. However, election of the leader can be delayed in case of split vote,
in which two candidates receive the same number of votes, thus neither of them
obtained majority vote and an election has to start over in the next term after
a certain timeout. Approximating message complexity of Raft is not that clear:
assuming that the leader is already elected, a new value is learnt by followers
in at least 3n messages. However, election process is an additional overhead.
Moreover, heartbeat messages are exchanged, thus the total number of messages
exchanged can be greater than in previous algorithms.

5 Complexity Analysis

Let us analyze the performance of the MPT algorithm considering independent
increase of the following parameters: (a) p - modified partitions, (b) N - num-
ber of nodes in a cluster, (c) RF - replication factor, (d) concurrent conflicting
transactions, (e) concurrent independent transactions.

5.1 Number of Requests

Assume transaction Δ, which modifies keys: k1, k2, k3, which might be replicated
on one up to three unique replica groups, thus size of N ′ spans from minimum of
RF to maximum of PC ·RF. Number of unique replica groups depends whether
replica groups are independent, thus contain different nodes, of if they overlap
in nodes.

Starting a transaction requires a single message to any node in the cluster,
which responds with transaction state Λ. Each mutation of a key needs to be
written to the private transaction storage ω and acknowledged by the quorum
from a replica group which involves sending [RF, PC · RF] messages. Then, the
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transaction is committed, thus a single commit message is sent. Replicas need to
transition to the setup phase, thus leader sends [N,RF ·N ] messages and receive
responses. Setup phase performs data consistency check, thus each node reads
from a quorum of replicas, that is [RF·(RF2 +1), PC ·RF·(RF2 +1)] messages. Next,
the leader transitions replicas to prepare phase, with [RF, PC · RF] messages,
followed by a propose phase with additional [RF, PC ·RF] messages. Finally the
nodes transition to a commit phase with [RF, PC · RF] messages.

The total number of messages, assuming no contention and no failures, is
2 + 5 · PC ·RF+ PC ·RF · (RF2 + 1) where PC ∈ [1,RF]. An example evaluation
results are shown in Fig. 1.

RF PC = 1 PC = 2 PC = 3 PC = 4 PC = 5

RF = 3 23 44 65
RF = 5 37 72 107 142 177

Fig. 1. Message count given different RF and unique partitions count PC

Increasing Number of Partitions. When MPT spans more partitions, it is more
likely that these partitions are stored on different replicas, thus the number of
replica groups increases as well. Replica groups are bound in size by the total
number of nodes in the cluster. If replica groups cover all nodes, then increase in
modified partitions will not further affect number of requests performed. There-
fore a number of requests increases linearly with the replica groups, but is has a
limit, after which it remains constant.

Increasing Number of Nodes. Let us consider a cluster of N nodes and a trans-
action that modifies set of partitions Sp, which are replicated in the subset of
nodes N ′. When the nodes are added to the cluster token ranges are reassigned,
thus nodes N ′ are responsible for smaller token ranges, which causes two possible
outcomes: (a) N ′ increases to N ′′, since after reassignment Sp is replicated by
more nodes, (b) N ′ remains the same, if the token ranges of Sp were not affected
by the reassignment.

The former case increases the number of requests during MPT , as if number
of partitions is increased Sect. 5.1.

Higher Replication Factor. In this case RF is increased to RF
′, thus replica

groups contain more replicas. MPT relies on the quorum of each replica group,
thus number of requests increases as well, but only if replica groups remain
disjoint. In case they overlap, the number of requests stays the same, even if
replication factor increases.

Increase in Concurrent Conflicting Transactions. Let us consider a partition
kp and an set of transactions SΔ, in which each transaction modifies kp, that
increases to a larger set S′

Δ. Transactions participate in the same Paxos round,
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due to the fact that all of them modify the same partition kp, and any conflict
function detects it. Concurrent transactions could cause contention and lead-
ership changes of the Paxos round, but only if transactions are committed at
the same time. The contention is detected by rejecting proposed ballot, in which
case the coordinator of a transaction waits until a timeout occurs and tries again
with a higher ballot. The timeout provides the time window, in which the cur-
rent leader proposes its transaction. Even if leadership changes, the proposed
and accepted transaction is committed and other conflicting transactions are
rolled back, thus if contention is resolved, then the algorithm finishes the one
transaction from the set S′

Δ. Initial contention might have negative effect on
the overall performance of the algorithm. Moreover, transactions S′

Δ will store
their mutations of kp on the same replica group NRF

kp
, and register them in the

transaction index χ, which increases memory footprint on the nodes in NRF
kp

.

Increase in Concurrent Independent Transactions. Independent transactions,
which do not mutate the same keys, do not cause contention on each other.
Therefore the performance is not affected by that factor, likewise the memory
footprint spreads out across the cluster.

6 Conclusions

The algorithm we designed and implemented solves the problem of performing
transactions enclosing multiple updates across many rows belonging to different
replica sets. Unlike the other algorithms, which base on multi-versioning, our
solution does not create a snapshot and provides light-weight read-committed
isolation level. We keep a copy of those items which are changed in the private
transaction storage. Therefore, we have the current view of data items in the
database until we change them. Also, the conditions which need to be satisfied
for the transaction to be accepted are flexible in the way that we can specify
a custom expression to be evaluated on a consistent view of a database during
commit which is in principle an extended compare and swap functionality.

Moreover, our algorithm provides a way to define conflict resolution function
so that the performance can be tuned for better handling large transactions or
more precise conflict resolution which in turn leads to lower contention when a
lot of concurrent transactions are committed.

The algorithm was implemented and tested for correctness, stability and
performance and the results, along with more detailed description can be found
in [14].

References

1. DbEngines. http://db-engines.com/en/ranking. Accessed 09 Nov 2016
2. NoSQL. http://nosql-database.org. Accessed 09 Nov 2016
3. UUID and timeuuid types. https://docs.datastax.com/en/cql/3.3/cql/cql

reference/uuid type r.html. Accessed 15 Apr 2016

http://db-engines.com/en/ranking
http://nosql-database.org
https://docs.datastax.com/en/cql/3.3/cql/cql_reference/uuid_type_r.html
https://docs.datastax.com/en/cql/3.3/cql/cql_reference/uuid_type_r.html


140 M. Lewandowski and J. Lewandowski

4. Bailis, P., Fekete, A., Hellerstein, J.M., Ghodsi, A., Stoica, I.: Scalable atomic vis-
ibility with ramp transactions. In: Proceedings of the 2014 ACM SIGMOD Inter-
national Conference on Management of Data, SIGMOD 2014, pp. 27–38. ACM,
New York (2014). http://doi.acm.org/10.1145/2588555.2588562

5. Bernstein, P.A., Goodman, N.: Multiversion concurrency control—theory
and algorithms. ACM Trans. Database Syst. 8(4), 465–483 (1983).
http://doi.acm.org/10.1145/319996.319998

6. Burrows, M.: The chubby lock service for loosely-coupled distributed systems. In:
Proceedings of the 7th Symposium on Operating Systems Design and Implemen-
tation, pp. 335–350. USENIX Association (2006)

7. Chandra, T.D., Griesemer, R., Redstone, J.: Paxos made live: an engineering per-
spective. In: Proceedings of the Twenty-Sixth Annual ACM Symposium on Princi-
ples of Distributed Computing, PODC 2007, pp. 398–407. ACM, New York (2007).
http://doi.acm.org/10.1145/1281100.1281103

8. Faleiro, J.M., Abadi, D.J.: Rethinking serializable multiversion con-
currency control. Proc. VLDB Endow. 8(11), 1190–1201 (2015).
http://dx.doi.org/10.14778/2809974.2809981

9. Halici, U., Dogac, A.: Concurrency control for distributed multiversion databases
through time intervals. In: Proceedings of the 19th Annual Conference on Com-
puter Science, CSC 1991, pp. 365–374. ACM, New York (1991). http://doi.acm.
org.doi.eczyt.bg.pw.edu.pl/10.1145/327164.327297

10. Lakshman, A., Malik, P.: Cassandra: a decentralized structured storage system.
ACM SIGOPS Oper. Syst. Rev. 44(2), 35–40 (2010)

11. Lamport, L.: The part-time parliament. ACM Trans. Comput. Syst. 16(2), 133–169
(1998). http://doi.acm.org/10.1145/279227.279229

12. Lamport, L., et al.: Paxos made simple. ACM SIGACT News 32(4), 18–25 (2001)
13. Lampson, B.W.: How to build a highly available system using consensus. In:
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Abstract. The following paper presents issues considering multi-model
databases. A multi-model database can be understood as a database
which is capable of storing data in different formats (relations, docu-
ments, graphs, objects, etc.) under one management system. This makes
it possible to store related data in a most appropriate (dedicated) format
as it comes to the structure of data itself and the processing performance.
The idea is not new but since its rising in late 1980s it was not success-
fully and widely put into practice. The realm of storing and retrieving
the data was dominated by the relational model. Nowadays this idea
becomes again up-to-date because of the growing popularity of NoSQL
movement and polyglot persistence. This article attempts to show the
state-of-the-art in multi-model databases area and possibilities of this
reconditioned idea.

Keywords: Database · Relational · NoSQL · Multi-model · Polyglot
persistence

1 Introduction

Every time a commercial application is built it has to persist (store) some data
so it can outlast even when application is not operating. So far choice of storage
layer was quite simple if it comes to data structure model – a relational database.
Of course most of the applications follow the object paradigm and to process
relational data they need some additional layer – object-relational mapping,
or force the programmer to use native methods to work with the underlying
database. For the few years this choice is becoming more complicated. NoSQL
movement has arisen. Now application designers should choose not only the
technique to work with persistent data but the data model as well.

Right now there are four main categories of NoSQL databases: key-value, col-
umn family, document and graph ones. In relational databases elementary unit
of data is a tuple (row). Tuples in relational model cannot be nested (it is impos-
sible to create aggregates in sense of one object containing another object – for
example customer and his/her orders, or treating complex object as a unit) and
have very strict structure (list of fields). Relational data model does not define
concept of complex field – relationship between objects are modelled through
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 141–152, 2017.
DOI: 10.1007/978-3-319-58274-0 12
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referential integrity. In contrast key-value, column-family and document data-
bases are cut out for this kind of aggregates. In case of document databases these
aggregates are also structured (documents/nested documents) and in column-
family databases aggregates have two levels (column and row). Graph databases
in turn are the best for entities with wide and complicated network of relation-
ships [25]. The last model to mention is the object oriented one. This model
follows the object oriented programming paradigm. Object databases emerged
in 1990s. Because of strong integration with applications they did not gain much
popularity but they are still on the market (e.g. Versant Object Database).

NoSQL Market Forecast 2015–2020 [16] states that key-value store is cur-
rently the best solution for scalable, high performance and robust large databases
but the biggest obstacle to use NoSQL is transaction consistency and therefore
relational databases will not fall into disuse. NoSQL databases should not be
treated as replacement for relational databases but rather as its supplement.
This report also forecasts graduated convergence of RDBMS and NoSQL into
hybrid storage systems.

Having at their disposal such diversity of data models system architects face
difficult decision of choosing which model would be the best and in what circum-
stances, if it comes to performance, security, consistency, etc. The multi-model
databases seem good choice if flexibility in data models is our priority. This arti-
cle attempts to review the state of the art in a multi-model data storage and
more detailed comparison of chosen solutions, if it comes to functionality and
performance.

2 Multi-model Databases

As was mentioned above the idea of combining different data models into one
logical storage is not new. In article [29] from 1997 Garlic system was presented.
Its architecture was based on wrappers that encapsulated the data sources (rela-
tional, object databases, images archive, etc.) and modelled the data as objects.
Each object had an identifier composed of implementation ID (ID – defining an
interface and a repository) and a key which identified an object within a given
repository. Objects also had methods for searching and data manipulation. Query
language was SQL, extended with such method invocation possibility and sup-
port for path expressions and nested collections. It is worth pointing out that
nowadays such query language exists – JPQL, mentioned in the following part
of this chapter. In 1998 patent no. US 5713014 A was published [27]. It defines
“Multi-model database management system engine for database having com-
plex data models”. This system architecture is composed of physical storage
layer, conceptual model layer (based on entity-relationship definition), logical
data layer (consists of CODASYL, relational database and object oriented one)
and external view layer (API/Language layer: SQL, C++, ODBC). Data unit is
defined as a record. Records associations are stored in form of individual pointers
or Dynamic Pointer Array (DPA). In article [26] from 2003 authors presented
other approach to multi-model databases. The described system utilized different
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data models at different layers of database architecture: the highest, conceptual
layer was based on object oriented and hierarchical, semi-structured models;
underlying, logical layer was based on XNF2 (eXtended Non First Normal Form)
model; physical layer consisted of RDBMS and MonetDB.

At present, if we look on the NoSQL market, there are quite a few databases
which aspire to a multi-model type. ArangoDB stores documents in collections.
Although documents can have different structure, documents which have the
same attributes share common structure called “shape”. This allows for reducing
disk and memory space needed for storing data. ArangoDB uses JavaScript to
write “actions” which can be compared to database stored procedures. To query
the data ArrangoDB offers Query By Example (example document is in JSON1

format) and its own query language AQL, which supports documents, graphs
and joins [17].

Aerospike offers NoSQL key-value database (formerly Citrusleaf) which is
optimized for flash memory to achieve real-time speed for managing terabytes
of data. In late 2012 Aerospike has acquired AlchemyDB [1] which can be con-
sidered as a first (in modern NoSQL movement) database integrating different
data models – relational, document and a graph on top of it. The basic unit of
storage is a record uniquely identified by a so-called digest within a namespace
(a top level container for the data). Aerospike query provides value-based lookup
through the use of secondary indexes. Aerospike supports UDF (User-Defined
Function) written in C or Lua scripting language [2].

OrientDB supports graph and document models. Documents consisting of
key-value pairs (where a value can have simple or complex data type) are stored
in classes and clusters (grouping documents together). A cluster or a class can
be a vertex of a graph. Each record (e.g. document) has its own identifier (RID)
which consists of a cluster ID and a position within a given cluster. RID describes
physical position of a piece of data so it allows very fast data localisation. The
database uses OrientDB SQL dialect to create, update or search for the data
[19].

PostgreSQL from its beginning was considered as an object-relational data-
base. Since version 9.2 it offers relational, object-relational, nested relational,
array, key-value (hstore) and document (XML, JSON) store. What is more Post-
greSQL offers possibility to nest other databases through Foreign Data Wrap-
pers for relational and NoSQL (CouchDB, MongoDB, Redis, Neo4j) databases
[9]. MarkLogic can store data in JSON, XML or RDF triples so it is consid-
ered multi-model. It serves as data integrator [15]. Virtuoso in turn offers RDF
relational data management [18].

If it comes to relational databases, now they are all object-relational (Ora-
cle, DB2, SQL Server, PostgreSQL) which means that user can define its own
data type. What is more these databases also offer XML and JSON storage
format. For example Oracle 12c offers JSON storage supported by SQL lan-
guage extension allowing to use path expression and dedicated SQL functions
(JSON QUERY, JSON VALUE and JSON TABLE to name a few) [12].

1 JSON - JavaScript Object Notation.
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If we look at multi-modelness from programmer’s point of view, we should
consider languages/libraries that give us opportunity to work with different (if
it comes to the model) databases from object application with minimum effort
(the same interface and even query language). The solution with the widest list
of cooperating databases is DataNucleus – implementation of JPA2 and JDO3

(which assumes arbitrary data model). At present it offers unified access by
means of JPQL (Java Persistence Query Language – SQL-like query language
for object data model defined in JPA) for the following databases: RDBMS,
HBase, MongoDB, Cassandra, Neo4j, JSON, Amazon S3, GoogleStorage, LDAP,
NeoDatis and among others JSON format (this list de facto covers all kinds of
NoSQL databases) [8]. However, DataNucleus although quite universal suffers
from a few practical disadvantages, for instance not all JPQL constructions work
properly for all data stores [28].

Multi-modelness within the meaning of the polyglot persistence is now also
appreciated by the big players in the commercial database and cloud process-
ing markets. IBM have created a Next Generation Data Platform Architecture
(based on Hadoop) which “combines the use of multiple persistence (storage)
techniques to build, store, and manage data applications (apps) in the most
efficient way possible” [31]. In this solution organizations that use cloud, dump
their data into so-called landing zones without need to understand the schema
or setup of the dedicated structures.

If we want to build a system that can work with multi-model data first we
need to decide where to place a layer responsible for the data integration. We can
put all the responsibility on the application, which then is obligated to dispatch
the data into the fully separated so-called persistence lanes. Single persistence
lane is responsible for cooperating with one database and contains an adequate
data mapper. This architecture is quite simple to implement but (i) data should
be divided into databases (and thereby data models) in advance, (ii) cross-lane
queries are very hard to implement. Other solution is to complicate architecture
but gain better functionality. The options are [24]:

– polyglot mapper placed between application and persistence lanes, which
makes cross-lane queries possible and maintains a single object data model; as
polyglot mapper DataNucleus, EclipseLink or Hibernate OGM can be used,

– nested database where there is one persistence lane but main database gives a
possibility to map/connect other databases (e.g. Postgresql); cross lane queries
are possible, but choice of databases is limited,

– omnipotent database which supports many models; main advantage of this
approach is a single database with a single maintenance (backup, restore,
etc.).

The idea of multi-model database seems to be a perfect solution for imple-
menting polyglot persistence. But there are few challenges. Deciding which app-
roach is the best is not straightforward. First one needs to consider (trade-off)
two things:
2 Java Persistence API.
3 Java Data Objects.
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– what kind of data model is needed – of course more models means more elastic
(adaptive) data storage,

– how many different databases covers the requirements – each database needs
to be maintained and it requires resources to operate.

Second decision to make is how to query this kind of structure. Of course one,
universal language would be the best if it comes to cross-model queries but the
question is:

– can already existing language/solution (e.g. JPQL) be used or a new one has
to be created – which is not a simple task although is completely possible
[17,26,29],

– are cross-model queries required; if not a better solution is to use native query
languages for individual databases; if so existing multi-model databases have
to be considered.

If it comes to unified query language over different data structures (models)
multi-model databases are the best.

3 Comparison of Chosen Multi-model Databases

For more detailed comparison three databases were chosen: ArangoDB and
OrientDB (key-value, documents and graphs) and Couchbase (key-value, docu-
ment). This choice is based on number of models maintained by databases and
DB-Engines popularity ranking4. The ranking covers all database models. Ori-
entDB is the highest classified open source multi-model database (three models,
position no. 455), ArangoDB is classified on position no. 76 and constantly mov-
ing up (see footnote 5). Couchbase was chosen as two-model database (since
version 2.0 it covers document and key-value models [30]) with position no. 23
(see footnote 5) – highest out of two-model databases.

3.1 Data Model

First data models will be described. In ArangoDB the basic data structure is
a document which can consists of any number of attributes with values (of simple
or complex type). Each document has three special attributes [3]:

– id – unique, unequivocal identifier of a document within the confines of the
database,

– key – identifies a document within the confines of a collection,
– rev – document’s version.

4 http://db-engines.com/en/ranking.
5 As of 30 January 2017.

http://db-engines.com/en/ranking
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Documents are organized into collections which can be compared to tables in
a relational database. Documents are schema-less so they can differ in terms
of number and types of attributes. There are two kinds of collections: docu-
ment (nodes) collection and edges collection. Edge is a special kind of document
which has two peculiar attributes: from and to used to denote relation between
documents. So documents are organized into a directed graph.

In OrientDB basic (the smallest) data unit is a record. There are four possible
record types: byte record (BLOB), document, node (vertex) and edge. Document
is the most flexible type of record because it can be schema-less. Alike ArangoDB,
in OrientDB documents have special (obligatory) attributes [4]:

– @class – defines a class of a document (classes define types of records; they
are schema-less, schema-full or mixed one),

– @rid – an automatically generated identifier for documents within the confines
of the database,

– @version – version number.

Records are grouped into clusters. By default there is one cluster (physical
or in-memory) per class. One class can be divided into more clusters (shards) to
enable e.g. parallel query execution. Documents can be related in form of strong
(embedded) or weak relationships. Nodes and edges have a form of documents
but edges can be stored in a lightweight form. A lightweight edge is embedded
into vertex record which can improve performance, but this type of edge can not
have any additional properties [13].

Couchbase Server operates on two data models: document and key-value.
Because these two models are very similar one can doubt if Couchbase can be
perceived as multi-model. Nonetheless Couchbase uses key-value for searching
to improve performance [22].

Table 1 contains summary of data model characteristics of covered databases.
There are many similarities especially if it comes to JSON data format or index-
ing on key fields. Differences are more subtle and involve above all, data organi-
zation.

Table 1. Comparison of described databases

Characteristic ArangoDB OrientDB Couchbase server

Data models Key-value, document, graph Key-value, document

Key-value model
implementation

Automatically created index on key field

Document model
implementation

JSON data format

Graph model
implementation

Special edge document with
attributes from and to

N/A

Data organization Collections Classes Buckets

Special attributes Identifier, version Identifier
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3.2 Query Language

This section presents the chosen databases query languages in comparison to
SQL which is an unattainable ideal for many database designers.

ArangoDB creators are among them. AQL has a syntax very similar to SQL
and it is declarative. The main difference is that it operates on collections and
does not have data definition part (DDL).

OrientDB uses SQL operating on classes with some graph extensions added
(SELECT phrase can be replaced with TRAVERSE phrase [21]). The main
difference is that instead of joins, classes’ associations are used.

Couchbase uses its own query language N1QL which is SQL for JSON [7].
There are two possible kinds of queries: indices management (DDL) and CRUD
(DML).

Table 2 presents example basic CRUD queries for described databases. All
languages are very similar to SQL if it comes to basic phrases (INSERT,
SELECT, UPDATE, DELETE), all allow full CRUD functionality. There are
of course some differences, especially in AQL where special loop and filter con-
structions are used for performing operation on elements of collection (cars).

Table 2. CRUD operation syntax comparison

AQL OrientDB SQL N1QL

Create data

INSERT {make: “MakeA”,
model: “ModelB”} IN cars

INSERT INTO cars
(make, model) VALUES
(‘MakeA’, ‘ModelB’)

INSERT INTO cars (KEY,
VALUE) VALUES
(UUID(),
{“make”:“MakeA”,
“model”:“ModelB”})

Retrieve data

FOR t IN cars FILTER
t.make == “MakeA”
RETURN t

SELECT FROM cars
WHERE make LIKE
‘MakeA’

SELECT * FROM cars
WHERE make = ‘MakeA’

Update data

UPDATE “1” WITH price:
“3000” IN cars

UPDATE cars SET
price = ‘3000’ WHERE
@rid = ‘1’

UPDATE cars USE KEYS
“1” SET price = “3000”

Delete data

FOR t IN cars FILTER
t.make = ‘MakeA’
REMOVE t

DELETE FROM cars
WHERE make = ‘MakeA’

DELETE FROM cars t
WHERE
t.make = “MakeA”

3.3 Indices and Transaction

Indices and transactions are the elements which are very important in databases.
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ArangoDB automatically creates primary hash index for each collection and
for graph edges. This index is based on key field and it is not sorted so it cannot
be used for range selection. Except for primary index, user can create his/her
own indices of types: hash, skiplist, geo, fulltext, sparse [11].

OrientDB uses indices in a similar way as in the relational databases. User
has four types of indices to choose from: SB-Tree (based on B-tree with some
optimization added), hash, auto-sharding (for distributed systems) and Lucene
(fulltext and spatial) [10].

Couchbase offers two kinds of indices: global and local. Global indices min-
imize network processing during interactive query processing. There are four
types of indices: Global Secondary Index, MapReduce views, spatial views and
full text index [6].

Since version 1.3 ArangoDB offers transactions configurable by the user with
full ACID at repeatable reads isolation level [14]. OrientDB also provides full
ACID transaction with two isolation levels: read committed and repeatable reads
[20]. Couchbase does not support transactions [23].

4 Performance Tests

Multi-model databases potentially have wider set of applicable use cases since
they cover more than one data model under one management system. The ques-
tion is if the diversity of maintained data models does not diminish the per-
formance. One of the ArangoDB creators (Claus Weineberger) has worked out
and conducted tests embracing ArangoDB, OrientDB, Neo4j, MongoDB and
Postgres databases [5]. The main goal was to prove that native multi-model
databases can successfully compete with one-model databases. Tests were per-
formed on Pocked social network6 with 1 632 803 nodes and 30 622 564 edges.
Tests were divided in to two groups: read/write/ad-hoc aggregation queries and
queries typical for a graph (shortest path and nearest neighbour). The tests
results are very promising for multi-model databases – especially ArangoDB.
For single read ArangoDB is slightly slower than MongoDB whereas OrientDB
is 50% slower than ArangoDB. For single write both multi-model databases were
faster than MongoDB. As for aggregation ArangoDB was 2.5 times faster than
MongoDB and 18 times faster than OrientDB. Full tests results can be found
at [5]. Of course these tests are vendor tests but all results and code (written
in JavaScript) was published for public use and author explicitly states that
ArangoDB currently works best when the data fits in the memory.

In our tests we have decided to concentrate on CRUD operation from Java
developer perspective. We did not measure database performance in cluster or
for large datasets. Because all three databases share ability to operate on docu-
ment model, we wanted to answer the question if the multi-modelness diminishes
performance of simple document operations (as a point of reference MongoDB
was used). If so, to what degree? In tests we have measured number of opera-
tions per second. As for operations we have a single read, a single write, a single
6 https://snap.stanford.edu/data/soc-pokec.html.

https://snap.stanford.edu/data/soc-pokec.html
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update, a single delete and an aggregation (number of documents satisfying some
condition). All tests were performed in five series with 100 repeats (for example
500 document writes). No special database tuning was conducted. All databases
have operated on default keys and indices. The dataset consisted of generated
personal data (name, surname, profession, weight, etc.) with different age values.

Create operations were conducted by saving document using special methods
offered by the databases. For retrieving filtering query was used (filtering about
1% of documents – 50 year old persons). Query was written in query language
appropriate for a particular database:

– ArangoDB: FOR t IN testCollection FILTER t.age == 50 RETURN t,
– OrientDB: SELECT FROM testDocument WHERE age = 50,
– Couchbase: SELECT * FROM default WHERE age == 50.

Update operation was conducted by adding one field to each document
using dedicated database methods. Similarly, for delete test each document was
removed from a database. Aggregation test relied on counting documents repre-
senting persons 50 and more years old (about 50% of the dataset) using query:

– ArangoDB: FOR t IN testCollection FILTER t.age >= @age RETURN
COUNT(t),

– OrientDB: SELECT COUNT(*) FROM testDocument WHERE key >= 50,
– Couchbase: SELECT COUNT(*) FROM default WHERE age >= 50.

Table 3 summaries the test results – number of operation per second is presented.

Table 3. Test results – number of operation per second

Operation ArangoDB OrientDB Couchbase MongoDB

Create data 377 372 423 573

Retrieve data 415 235 261 492

Update data 639 581 681 695

Delete data 865 818 1792 956

Aggregation 421 175 303 452

For greater readability the results are presented in a form of bar chart in
Fig. 1. Results for MongoDB are presented as reference line. Bars that are fitting
under that line denote less performance than the reference database.

First, most conspicuous observation is that all multi-model databases CRUD
operation were slower than in MongoDB except one case – document deletion
in Couchbase. Documents in Couchbase are organized into buckets. A bucket is
not only a logical unit but also physical storage. Remove method in Couchbase
is performed not directly on document but throughout a bucket and probably is
natively optimized. Second conclusion is that the slowest database was OrientDB
and ArangoDB has results that are most evenly distributed and most similar to
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Fig. 1. CRUD test results - performance in relation to MongoDB

MongoDB. These tests are of course in their initial stage and need to be extended
with additional scenarios because the subject is very interesting and very up-to-
date.

5 Conclusion

There is no standard definition what multi-model means – support of more
than one data model? It is obvious that this simple definition leads to one con-
clusion. Each database which supports UDT (User-Defined Type) or JSON is
multi-model. Users can define types suited to their needs. In this case each
modern database is multi-model, beginning from object-relational (Oracle, SQL
Server, DB2) to ArangoDB for example. Perhaps we need stricter definition of
multi-modelness of n-degree where n is a number of data models supported by
a database out of the box. Right now it seems that maximum value of n is six.

If it comes to multi-model and adaptive database system, its designing and
creating is complicated but possible and it already happens in commercial area of
data storage market. Existing multi-model databases are promising technology
to use when we need to create this kind of database system. It seems that it
is worth to use them, provided they assure support for all or majority of the
needed models. Using this kind of a database lighten resource and maintenance
requirements and provide query language capable of operating on different data
structures (for example documents and graphs). Multi-model databases are not
as popular as other NoSQL solutions, but it seems that it will change although
it is hard to anticipate in what degree. For now it can be stated that these
databases are slightly slower that one-model solution – multi-model handling
comes with a price. Is this price worth paying? To answer this question we
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certainly need more tests and to observe multi-model databases positions in
popularity rankings.
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Abstract. This paper presents comparative analysis of relational and
non-relational databases. For the purposes of this paper simple social-
media web application was created. The application supports three
types of databases: SQL (it was tested with PostgreSQL), MongoDB
and Apache Cassandra. For each database the applied data model was
described. The aim of the analysis was to compare the performance of
these selected databases in the context of data reading and writing. Per-
formance tests showed that MongoDB is the fastest when reading data
and PostgreSQL is the fastest for writing. The test application is fully
functional, however implementation occurred to be more challenging for
Cassandra.

Keywords: Relational databases · NoSQL · MongoDB · Cassandra

1 Introduction

Since 1970, when Edgar Codd published his article [10], relational databases
have dominated the database market. At present, in the most popular database
systems rank, seven of the top ten positions are occupied by relational databases
[20]. However, recent years have seen a dynamic growth of the Internet and
mobile devices. This causes an enormous increase of the amount of generated
data. Engineers started to look for alternatives to relational databases, which are
not designed to effectively cope with such a large quantities of data. As a result,
NoSQL databases have appeared. They offer better capabilities for performance
scalability and a much more flexible data model than relational databases.

The aim of this study is to compare relational databases with selected non-
relational databases: a document database (MongoDB), and a column-oriented
database (Cassandra). For the purposes of this paper simple social-media web
application was developed. The data models used in the application and perfor-
mance of each database will be compared. The reason why we selected above-
mentioned database management systems are as follows. Mongo and Cassanda
are flagship NoSQL products, where MongoDB is the most popular document-
oriented database whereas Cassanda - column-oriented database. As typical non
c© Springer International Publishing AG 2017
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relational databases, Mongo and Cassanda are open-source. That is why among
relational database we have chosen PostgreSQL, which is open-source, also avail-
able commercially.

The paper is a continuation of our previous work [21], where we performed
analysis of data models and conducted some performance tests. As the IT market
is developing rapidly, there is a need of verifying available database solutions and
their adaptation to different conditions. Development of non-relational databases
and a lack of extended research about the current state of art motivated us to
continue the topic of NoSQL databases application.

This paper is organised as follows. Section 2 provides a review of related
research. Section 3 contains a description of NoSQL databases. Section 4 intro-
duces the implemented social-media web application. Section 5 presents the per-
formance tests results. Section 6 is a summary of the paper.

2 Related Research

In the literature there is few research about the current state of art in the area
of non-relational databases. In the paper [24] authors analysed the performance
of non-relational databases based applications. A general comparison of rela-
tional and non-relational database was also discussed by Jatana and colleagues
[15]. Characteristic of NoSQL databases background and data model was also
discussed by Han and colleagues [12].

Lourenço et al. [19] have reviewed a number of NoSQL databases available on
the market, including MongoDB, Cassandra and HBase. They compared them
in terms of the consistency and durability of the data stored as well as with
respect to thier performance and scalability. They concluded that the MongoDB
database can be the successor of SQL databases, because it provides good sta-
bility and consistency of data. Cassandra is the best choice in cases when most
of the operations are writes to the database.

Chandra in his publication [7] reviews the properties of BASE (Basically
Available, Soft state, Eventual consistency) in NoSQL databases and compares
them with the ACID (Atomicity, Consistency, Isolation, and Durability) proper-
ties. He also examines which databases are the most suitable for specific applica-
tions - in financial applications the relational databases are reported as the best
choice. For the purposes of data analysis and data mining NoSQL technologies
turn out to be better.

Choi et al. [9] compared the performance of Oracle and MongoDB. They
found that the MongoDB database is several times faster than Oracle. The same
database was compared by Boicea et al. [4]. The authors conclude their work
with the claim that MongoDB is faster and easier to maintain. On the other
hand, Oracle is the better choice when there is a need for mapping complex
relationships between data.

Li and Manoharan [18] compared several NoSQL databases (including Mon-
goDB, Cassandra, Hypertable, Couchbase) and SQL Server Express in the con-
text of performance. They observed that NoSQL databases are not always faster
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than SQL. Lee and Zheng [16] compared the performance of HBase and MySQL.
It turned out that when retrieving the same data, the NoSQL database is faster
than relational ones.

Truica et al. [23] compared the performance of document databases (Mon-
goDB, CouchDB and Couchbase), and relational databases (Microsoft SQL
Server, MySQL and PostgreSQL). CouchDB proved to be the fastest during
insertion, modification and deletion of data, and MongoDB while reading.

3 NoSQL Databases

The NoSQL term does not apply to a specific technology. It includes all non-
relational databases. Almost all of them have the following common features:

– lack of support for SQL language, most of NoSQL databases define thier own
query language, some of them have a syntax similar to SQL, for example CQL
for Cassandra,

– lack of relations between data,
– designed for working in clusters,
– no ACID transactions,
– flexible data model.

One of the biggest problem related to storing data on many servers is ensur-
ing data consistency. The CAP (Consistency, Availability, Partition tolerance)
theorem, described by Brewer [5,22] is related to this issue. It claims that a
distributed database system can maintain only two of three conditions at the
same time: consistency, availability and partition tolerance. Systems operating
on a single machine are examples of CA systems - they are consistent (as there
is no replication) and available. Systems operating on multiple machines are CP
systems (MongoDB, HBase) or AP systems (Cassandra, CouchDB) [19].

Another term connected with NoSQL databases are BASE properties, which
are equivalent to ACID properties known from relational databases [22]:

– Basically Available - if part of the servers fails, the rest of them should continue
to respond to requests,

– Soft State - the state of the database can be changed, even if there are no
writing operations performed at this moment,

– Eventual Consistency - after writing data on a single server, changes must be
propagated to other machines; during this operation data are not consistent.

These days there are four types of NoSQL databases [22]:

– key-value stores - features offered by these databases are limited to the read,
save and delete values for the specified key,

– document databases - they store data in documents with a dynamic structure
such as JSON or XML,

– column-oriented databases - they store data in column families organised into
rows; rows from the same column family can have different columns,

– graph databases - these are based on a mathematical model of the graph, they
store data in graph vertices and relations between data in graph edges.
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3.1 MongoDB

MongoDB [8] is an open source document-based database written in C++. It
is the fourth most popular database. At the same time it is the most popu-
lar NoSQL database [20]. MongoDB stores data in BSON documents which are
binary JSON documents. A single document is equivalent to a row in relational
database. Documents are grouped into collections of documents. In contrast to
the RDBMS, in MongoDB documents from the same collection may not have
the same structure. MongoDB does not support ACID transactions. It offers
atomic operations on single document only [17]. The maximum size of a single
document is 16 MB. Mongo DB supports horizontal scalability through auto-
matic sharding. Replication is implemented in master-slave mode - data are writ-
ten to the master and then propagated to slaves [19]. MongoDB offers a very
functional query language (which is based on JavaScript). It supports aggregate
functions and MapReduce model [4]. MongoDB allows to define indexes to speed
up queries [19].

3.2 Apache Cassandra

Cassandra [13] is an open source column-oriented database written in Java. It
was developed by Facebook [18]. Cassandra stores data as relational databases,
in the form of tables and rows. Each line consists of a primary key and columns.
Rows in one table may have different columns. Each column consists of the name,
value, and recording time values in milliseconds [19]. Just like MongoDB, Cas-
sandra supports mechanisms of replication and partitioning. Unlike MongoDB,
all servers are equal - there is no concept of master and slaves. Each server can
handle write requests and propagate it to others. As data access interface Cas-
sandra uses CQL (Cassandra Query Language) which is similar to SQL, however
it offers much fewer functionalities.

4 Test Application

For the purposes of this work a social-media web application was made. The
application at a particular moment can use one of the three databases - Post-
greSQL, MongoDB or Cassandra, depending on the configuration. It provides
such functionalities as sending posts, marking posts with hashtags, adding com-
ments to posts, following other users, viewing the timeline which contains posts of
followed users ordered by date in descending order and viewing all posts marked
with a specific hashtag. One of the requirements was also the implementation of
paging while retrieving messages. What is important, the pagination was carried
out directly on the database and not in the application. We managed to achieve
this goal for all selected databases.

The application was written in Java 8 and JavaScript. Following frameworks
and libraries were used:
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– Spring Boot [2] allows to create Java web application in a very simple way.
The whole application is a single JAR file with embedded Tomcat, it can be
run like standard Java console application.

– AngularJS [1] is a JavaScript framework providing such functionalities like
automatic data-binding between view and model and dependency injection,

– Spring JDBC [3] - makes using JDBC driver easier by automatic opening
and closing connections, result sets and statements, handling SQLException,
handling transactions, iterating through result sets.

No ORM (Object-relational mapping) tool (like Hibernate) was used because it
could affect the performance of the application.

4.1 SQL Implementation

Application was tested with PostgreSQL. Spring JDBC library was used for SQL
data access. Figure 1 contains a data model for the relational database.

Fig. 1. Relational database data model

One of the most complex queries used in application was query which selects
user’s timeline. In case of SQL database it has the following structure:
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SELECT user.login login, update.id id, update.date date,
update.body body

FROM user_status_updates update
JOIN users user ON user.id = update.userId
JOIN followers f ON f.followedId = user.id
WHERE f.followerId = ?
ORDER BY update.date DESC
LIMIT 20 OFFSET (CURRENT_PAGE - 1) * 20

4.2 MongoDB Implementation

For MongoDB data access the official Java driver was used. As for relational
database. Figure 2 contains data model for MongoDB database. It contains three
document collections (comments documents are nested in status updates doc-
uments). Nesting data results in a smaller number of data objects than in the
relational database.

Fig. 2. MongoDB data model

The query which retrieves user’s timeline looks as follows:

db.status_updates.
find({"login": {"$in": ["?","?"]}}).
sort({date: -1}).
skip((CURRENT_PAGE - 1) * 20).
limit(20);

Where in place of questions marks we put logins of followed users.
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4.3 Cassandra Implementation

The DataStax driver was used for Cassandra data access. As for SQL and Mon-
goDB databases. Figure 3 contains the data model schema. Yellow keys stand
for partition keys and red keys for clustering keys. Arrows indicate the direction
of sorting for the column defined during table creation. This data model is based
on the model proposed by Brown [6].

Fig. 3. Cassandra data model

In case of Cassandra, selecting user’s timeline is more complex. For the first
page of data query looks like this:

SELECT statusUpdateLogin, statusUpdateId,
toTimestamp(statusUpdateId) as date, body
FROM user_status_update_timeline WHERE timelineLogin = ?

For every subsequent page we had to add another condition in WHERE
clause:

SELECT statusUpdateLogin, statusUpdateId,
toTimestamp(statusUpdateId) as date, body
FROM user_status_update_timeline
WHERE timelineLogin = ? and statusUpdateId < ?

Where in place of questions marks we put id of last status update from
previous page, for example for second page it would be id of last status update
from the first page (20th status update).
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4.4 Comparison of Models

Data models for compared databases are entirely different. The SQL data model
was designed to avoid redundancy and use relations between data. Therefore in
queries there are many joins which can be very inefficient for large data sets.

The data model for MongoDB is the simplest one. By using features like
nested documents and arrays, it consists of three collections of documents.

The data model for Cassandra is the most complex one. It was designed
according to the DataStax document [14], where is a one table per query pattern
to avoid reading from multiple partitions. Therefore there is a lot of redundancy
in this data model. For example, one post is stored 1 + number of followers
times - once in the user status updates table and number of followers times
in the user status update timeline table. This allows to get user’s timeline
by querying only one partition. The table storing hashtags is also more complex
than in other databases. It contains three columns - the prefix column contains
the first two characters of a hashtag, the remaining one contains the rest of it
and the hashtag column contains the entire hashtag. Cassandra Query Language
(CQL) does not support the like operator known from SQL and such a structure
allows to perform a full-text search operation in Cassandra.

5 Performance Tests

All performance tests were performed on a PC with the specifications involving:

– Intel Core i5-4460 3,2 GHz processor,
– 16 GB RAM DDR3,
– Western Digital Blue 1TB SATA 3 7200rpm,
– Windows 10 Home Edition.

The test uses the following databases:

– PostgreSQL 9.5 for Windows x64,
– MongoDB 3.2 for Windows x64,
– Apache Cassandra 3.7.

For maximum reliability before every test defragmentation was performed.
JMeter was chosen as a tool supporting the tests. For MongoDB and Cassandra
the writing options were set in such a way that a write was successful only after
saving data on the physical disk. To maximise the speed of reading the data in
the databases, indexes were defined on the columns used in the query conditions.

5.1 Simulating Users Traffic

The first type of tests were those simulating the use of the application by 100
users simultaneously. Each test lasted for 5 min. The test plan was as follows:
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– login to the application,
– view the first four pages of posts sent by current user,
– view the first four pages of posts from current user’s timeline,
– send new post marked with two hashtags.

Each database was tested on four different data sets. Each data set contained a
different number of users and posts: 1000 users and 1 million posts, 5000 users
and 5 million posts, 10 000 users and 10 million posts, 15 000 and 15 million
posts. For each data set, every user followed 100 other users.

Fig. 4. Number of cycles performed during the 5-min test

Table 1. Average execution time of individual operations

Average execution
time [ms]

PostgreSQL MongoDB Cassandra

Number of users [*103] 1 5 10 15 1 5 10 15 1 5 10 15

Log in 30 49 36 24 4 3 4 2 29 27 26 31

Read one page of posts 36 66 47 24 3 2 3 2 24 23 23 30

Read one page of
timeline

43 99 828 1236 6 5 6 5 24 24 25 37

Send new post 122 214 196 264 535 552 537 570 421 414 424 520

Figure 4 contains information about the number of test cycles executed during
a 5-min test. For a small data set PostgreSQL is the fastest database, but its
efficiency drops dramatically with an increasing amount of data. For largest
data sets the number of executed test cycles is several times smaller than for
the other databases. Table 1 shows that the slowest operation of PostgreSQL
is reading posts from timeline. MongoDB is the most efficient for large data
sets. Its performance slightly decreased only for the largest dataset. Cassandra
recorded a significant drop in performance only for 15 000 users.
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5.2 Data Inserting

Another operation examined was inserting data. A single test consisted of insert-
ing 1000 records to a table/collection that stores posts. Figure 5 contains the
results. It shows that MongoDB is the slowest when adding data. This is the
effect of using the journalled write concern which causes database return success
status only after saving data on the physical disk.

Fig. 5. Results of data inserting

Fig. 6. Results of full-text searching

5.3 Full-Text Search

The last test was searching for hashtags that start with a specified pattern. For
each database three tests were performed, each for different number of hashtags.
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Figure 6 shows how long it takes to perform 1000 full-text searches. It turns out
that the slowest is Cassandra which needs several times more time to perform this
task than the other databases. MongoDB is about twice as fast as PostgreSQL.

6 Summary

The aim of this paper was to compare relational and non-relational databases.
For the purpose of this work a social-media web application was created. The
application was used to examine the performance of the selected databases.

All the databases provide a convenient interface for Java. Implementation of
certain functions, such as pagination and full-text search is more complicated
for Cassandra due to the fact that the query language is not as rich the SQL or
MongoDB data access interface.

For selected data models the results show the performance advantages of non-
relational databases over relational ones. For sufficiently large sets, the number of
operations performed by a relational database is several times smaller. MongoDB
was the fastest database in the context of reading. Only in the case of writing
data was SQL the fastest.

The status of relational databases on the market is not at risk and it is
hard to imagine that this will soon change. NoSQL databases are currently still
a new and little-known solution. However, further development of the Internet
and mobile devices will force software developers into increasing use of NoSQL
databases.

Our future plans cover performance analysis of application NoSQL databases
in BigData. This area grows rapidly and recent research [11] show that this trend
is promising.
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Abstract. Analytic queries can exhaust resources of the DBMS at hand.
Since the nature of such queries can be foreseen, a database administrator
can prepare the DBMS so that it serves such queries efficiently. Mate-
rialization of partial results (aggregates) is perhaps the most important
method to reduce the resource consumption of such queries. The num-
ber of possible aggregates of a fact table is exponential in the number
of its dimensions. The administrator has to choose a reasonable subset
of all possible materialized aggregates. If an aggregate is materialized,
it may produce benefits during a query execution but also instigate a
cost during data maintenance (not to mention the space needed). Thus,
the administrator faces an optimisation problem: knowing the workload
(i.e. the queries and updates to be performed), what is the subset of all
aggregates that gives the maximal net benefit? In this paper we present
a cost model that defines the framework of this optimisation problem.
Then, we compare two methods to compute the optimal subset of aggre-
gates: a complete search and a genetic algorithm. We tested these meta-
heuristics on a fact table with 30 dimensions. The results are promising.
The genetic algorithm runs significantly faster while yielding solutions
within 10% margin of the optimal solution found by the complete search.

Keywords: Materialized views · Aggregations · Complete search ·
Genetic algorithm

1 Introduction

A series of articles [6,7,20,21] discusses materialization of partial aggregations.
Their purpose is to accelerate the execution of analytic queries. In our research,
we assume a small-to-medium enterprise that uses simple open-source tools and
unsophisticated inexpensive engines. Such an enterprise usually uses an object-
relational mapper (ORM) to interface with a single open-source DBMS instance.
Therefore, we have aimed at extending ORM tools with facilities for analytical
querying. We developed algorithms that analyse workloads of HQL queries and
identify all aggregations (called metagranulas) on fact tables that appear in
the workload. A subset of these metagranulas is picked to be materialized in
the database. We also presented a cost model that quantifies various subsets of
c© Springer International Publishing AG 2017
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metagranulas and allows picking the cheapest one with respect to the given work-
load. We tested the complete search among all subsets of metagranulas. Finally,
we prepared rewriting methods of HQL queries so that they use materialized
metagranulas instead of base data.

In our solution that has been prototypically implemented as proof-of-concept,
all peculiarities of the solution are hidden from application programmers. The
ORM tool at hand (1) analyses the workload, (2) picks the optimal subset of
metagranulas to materialize, (3) creates necessary database objects, and (4)
rewrites arriving queries to use these materializations. However, there is one
more problem to be solved. It is the cost of the complete search in the space of
all subsets of metagranulas. The size of this space is exponential in the number of
dimensions of the fact table (i.e. possible aggregations). In this paper we address
the problem by applying a meta-heuristic called genetic programming. We use
it to speed the search in the space of all subsets of metagranulas. The results
of experiments show that genetic algorithms yield results close to optimal at
significantly reduced computational complexity.

The contributions of this article are the following:

– It proposes a genetic algorithm to find the optimal subset of metagranulas.
– It show experimental results proving that such an algorithm is efficient, yet

accurate.
– It also analyses the stability of this algorithm.

There are numerous granula-based architectures. They usually are columnar
storages (see e.g. [1]) with profound examples of such database engines being
Brighthouse [17–19] and Netezza [8]. In these systems granulas are used e.g. (1)
to dynamically (i.e. at run-time) eliminate granulas that are not relevant and/or
(2) to estimate the final or partial result. Our proposal is purely compile-time—it
is applied only at the query rewrite and workload analysis.

Materialized aggregates can also be treated as partial stored results. A exam-
ple of an implementation of such views are FlexViews [5] within MySQL based
on the results described in [15,16]. FlexViews rely on applying changes that have
been written to the change log. In some systems partial results are dynamically
reusable [10,13]. In our solution the aggregates are statically chosen upfront
and maintained automatically. Granula metadata may also be related to multi-
dimensional histograms used for a better optimisation of a query plan [2,9]. Such
metadata can be used in adaptive query processing [4] and/or self-tuning [3]. So
far, our solution is an off-line tuning advisor. However, it can be also used as an
on-line self-tuning mechanism or even an adaptive driver. It can have the form
of a corrective query planner [11] or mid-query reoptimizer [12,14].

This article is organized as follows. Section 2 rolls out the problem and intro-
duces a motivating example. Section 3 presents the cost model. Section 4 presents
the use genetic programming and shows the results of its application. Section 5
concludes and discusses possible future work.
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2 Graph of Views and Materialized Views with Fast
Refresh

In this article a materialized view is assumed to be a materialized view with fast
refresh on commit. If the discussed techniques are used with a DBMS that does
not support such an option, such views are emulated by redundant tables with
appropriate triggers that keep the materialized aggregates up to date. Prototype
tools that automate the process to create such redundant tables and their triggers
are presented [6,7,20,21].

As a running example in this article we use a simple database schema pre-
sented on Fig. 1. A database of such schema stores transactional data on sales.
The amount of data is big enough to prohibit the näıve (direct) execution of
analytical queries. On the other hand their size (and also the size and budget of
the owning company) does not justify usage of heavy expensive solutions such
as data warehouses.

Fig. 1. The schema of a sample sales database

In such circumstances we can think of an intermediate solution. It can consist
in using a number of materialized views with fast refresh on commit or redundant
tables with triggers that keep their contents up to date (in case of a DBMS that
does not support them).

Assume that a business user need to query the following views:

– invoiceView (i) that shows total sales for each invoice.
– productDateView (pd) that aggregates sales for each day and product.
– customerDateView (cd) that provides sums of sales grouped by a day and

a customer.
– dateView (d) that computes total sales for each day.
– customerMonthView (cgm) that sums sales in each month and for each

customer.
– productMonthView (pm) contains sales grouped by month and product.
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These views form a graph of a natural partial order as shown on Fig. 2.
A view A is smaller that another view B, if and only if we can compute the
content of B by querying A. For example, the content of customerMonthView
can be computed from the rows of customerDateView. It can also be computed
from the content of invoiceView and the base table inv line. Therefore, in
the abovementioned natural order the view customerMonthView is bigger that
views customerDateView, invoiceView and the base table inv line.

If in our example application the number of database queries is significantly
bigger that the number of updates, the simplest approach will be to create a
materialized view with fast refresh on commit for all six listed views. However,
one must take into account also the cost of the maintenance of these views
that can annihilate the benefits caused by faster query execution. In practice,
materializing all needed aggregates is hardly possible.

Assume that the database administrator has estimated the costs and bene-
fits for his/her choice of views to materialize (see Sect. 3 that defines the cost
model). Then, he/she has decided to materialize the views customerDateView
and productDateView.

In [20,21] we have presented the concept of metagranulas whose functional-
ity is similar to the materialized views discussed in this Section. We have also
described there an automatic query rewriting algorithm. In this article we extend
it to rewrite also the materialized views.

Let us examine the view dateView. It is to be computed directly from base
transactional data, it will have the definition presented as Listing 1.1.

Listing 1.1. A view that computes sales grouped by days

CREATE VIEW dateView AS
SELECT date , SUM( i n l . p r i c e ∗ i n l . qty )

AS sum pricexqty
FROM inv JOIN i n v l i n e i n l USING ( i n v i d )
GROUPBY inv . date

However, we have assumed to materialize the view productDateView (see
Listing 1.2). If such a materialized view is set up, it will be reasonable to con-
sider putting some indices on it. Our algorithm will analyse the partial order
of views and suggest to create the view dateView according to Listing 1.3. This
same mechanism will be used to rewrite queries that address various levels of
aggregation. Thus, the query for total sales on best five days in 2016 formulated
as shown on Listing 1.4 will be rewritten to the form presented as Listing 1.5.

3 Cost Model

Example queries from Listings 1.2 and 1.5 are based on the same materialized
view, because both queries have the same groupings. In our discussion on the
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Listing 1.2. A view that computes sales grouped by days and product

CREATE MATERIALIZED VIEW productDateView
WITH FAST REFRESH ONCOMMIT
AS

SELECT pr id , date , SUM( i n l . p r i c e ∗ i n l . qty )
AS sum pricexqty

FROM inv JOIN i n v l i n e i n l USING ( i n v i d )
GROUPBY inv . date ;

Listing 1.3. A view that computes sales grouped by days based on productDateView

CREATE VIEW dateView AS
SELECT date , SUM(pd . sum pricexqty )

AS sum pricexqty
FROM productDateView pd
GROUPBY pd . date

cost of query execution and data maintenance, we will assume that queries based
on the same aggregation level are identical. The class of queries based on the
same grouping level is called a metagranula [21]. The natural order discussed in
Sect. 2 is analogously applied to metagranulas. Thus, the graph shown on Fig. 2
becomes a diagram of ordered metagranulas.

We identify two kind of metagranulas. A metagranula is called proper if the
corresponding view is materialized with fast refresh on commit. Thus, queries
of such a metagranula will be answered using this materialized view, i.e. very
efficiently. If a metagranula is not proper, it will be called virtual.

customerMonthView

dateView

productMonthView

customerDateView

productDateView

invoiceView

inv line

Fig. 2. The graph of the partial order of metagranulas (classes of views).
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Listing 1.4. A query for 5 best sale days in 2016.

select ∗ from (
select date , sum( i n l . p r i c e ∗ i n l . qty )
from inv join i n v l i n e i n l USING ( i n v i d )
where EXTRACT(YEARFROM date ) = 2016
group by date1
order by sum( i n l . p r i c e ∗ i n l . qty ) DESC

)
where rownum <= 5

Listing 1.5. A query for 5 best sale days in 2016.

select ∗ from (
select date , sum(pd . sum pricexqty )
from productDateView pd
where EXTRACT(YEARFROM date ) = 2016
group by date
order by sum(pd . sum pricexqty ) DESC

)
where rownum <= 5

Let M denote the set of all metagranulas corresponding to the views from
Sect. 2:

M = {il, i, pd, cd, d, cgm, pm}
For a given metagranula m ∈ M the symbol |m| denotes the number of

rows in the materialized view associated with the metagranula m. Obviously, if
m,n ∈ M and m < n, then |n| ≤ |m|.

In Fig. 2 virtual metagranulas are depicted as rectangles, while proper meta-
granulas are portrayed as ovals. Observe that each metagranula is bigger or
equal to the proper metagranula of basic facts, i.e. il. Data in all metagranulas
is derived from il by some aggregation.

Let us denote the set of proper metagranulas by P. In our running example
it will be:

P = {il, pd, cd}
Consider the query from Listing 1.4. It belongs to the virtual metagranula d,

that is bigger than the two proper metagranulas pd and cd (in Fig. 2 d is placed
above pd and cd). Obviously, it is reasonable to use one of these proper meta-
granulas to rewrite queries from d, but which one? In our approach we always
choose the metagranula with the least number of rows. This causes processing
of the smallest possible number of rows.

For any metagranula m ∈ M we indicate a proper metagranula m̂ such that:

1. m̂ ≤ m
2. if n ∈ M and n ≤ m then |m̂| ≤ |n|
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In particular, if m ∈ P, it obviously holds that m̂ = m.
Using the notions introduced above we propose a cost function that takes into

account the cost of view maintenance for a given subset of metagranulas. Let
m ∈ M. Then for a given workload the cost of this metagranula is proportional
to:

– the number of executions of queries of this metagranula denoted by fr(m),
and

– the cardinality of the associated proper metagranula, i.e. |m̂|.
On the other hand, the cost of the maintenance of materializations is propor-

tional to the number of proper metagranulas. This thoughts lead to the following
cost function.

Φ(P) = |P|
∑

m∈M

|(m̂)|fr(m))

The proposed cost model has been tested on a sample database of schema
shown on Fig. 1. The size of this database is about 500 GiB. The sizes of all
tables are listed in Table 1.

Table 1. Row counts of tables from the example schema

Table name Row count

Cust 1 800 000

Inv 739 678 300

Invline 7 490 614 234

Prod 48 000

In experiments we use the relational database management system Post-
greSQL. Since it does not support materialized views with fast refresh on com-
mit, the data materialization was emulated using redundant tables and triggers
that keep derived data up to date. We tested three following database instances:

– plain that contains no proper mategranulas (apart from the base table that
always must be stored);

– medium that corresponds to Fig. 2, i.e. with proper metagranulas cd and pd.
– full that has all metagranulas from Fig. 2 made proper.

Table 2 shows the sizes of the three databases after their proper metagranulas
has been established.

As we have noted earlier, the choice of proper metagranulas directly impacts
both the execution time of analytical queries and the time needed for redundant
data maintenance.

Table 3 presents execution times of queries from particular metagranulas. Let
us take a closer look at the executions times for metagranula d. The same query



172 I. Szulc et al.

Table 2. Proper metagranulas and volumes of tested database instances

Database name Proper meta-granulas Volume

Plain il 424 GiB

Med cd, il, pd 460 GiB

Full cd, cgm, d, i, il, pd, pm 510 GiB

rewritten to use the proper metagranula cd executes significantly slower than
rewritten to the metagranula pd. When we examine the sizes of metagranulas,
we will find out that the cardinality of the metagranula cd is about 500 000 000,
while the metagranula pd has about 60 000 000 rows. This observations attests
the reasonability of our method to choose the proper metagranula for a given
virtual metagranula. Table 4 shows the increase of resource consumption during
data loading caused by the increase of the number of proper metagranulas. The
results indicate that the proposed cost model is not flawless. However, it amounts
to be a useful tool to find the optimal set of metagranulas to be materialized. If
the number of metagranulas is reasonably small, the cost model can be used in
a complete search for this task.

Table 3. The summary of query execution times for tested database instances.

Database Query in cm Query in pm Query in i Query in d

Plain >2 h >2 h >2 h >2 h

Med 152 s 159 s >2 h 56.2 s (cd) 13 s (pd)

Full <1 s <1 s 215 s <1 s

Table 4. The time spent on inserting new invoices and synchronizing proper meta-
granulas

Invoices Plain Med Full

5 000 1.62 s 1 m 33 s 6 m 35 s

10 000 3.15 s 2 m 51 s 13 m 05 s

20 000 5.28 s 5 m 29 s 26 m 08 s

50 000 13.39 s 14 m 50 s 65 m 23 s

4 Genetic Solution

Assume a slightly bigger set of metagranulas. It could be for example the set
of 31 metagranulas ordered as Fig. 3 shows. In such circumstances the complete
search could be too slow.
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Fig. 3. A big sample graph of metagranulas.

The choice of proper metagranulas to be materialized out of 31 metagranulas
from Fig. 3 is a selection of a subset of a set with 31 items. Obviously, this set
must contain the base table, so we have “only” 30 metagranulas to choose from.
Thus, we have to search in the space of 230 subsets. We implemented the complete
brute-force search that checks all possible subsets. The execution of it took ten
hours on an average desktop computer. As the result we obtained one hundred
best subsets of metagranulas.

Of course, if the set of metagranulas were even bigger (say 40, 50, 60 and
so on), the time to execute the complete search would be unacceptable. There-
fore, we switched to approximate methods. We chose the genetic programming
approach as described below.

The goal of the algorithm is again the selection of the optimal (with respect to
the cost function presented in Sect. 3) set of metagranulas, i.e. a subset P ⊂ M .
Below we define all notions necessary to create a genetic algorithm, namely the
chromosome, the crossover, the mutations and the quality measure.

A chromosome is any subset P = {m1, . . . ,mk} ⊂ M . For two chromosomes
P ′ = {m′

1, . . . ,m
′
k′} ⊂ M,P ′′ = {m′′

1 , . . . ,m′′
k′′} ⊂ M we define the crossover

operation to be:
C = (P ′ ∩ P ′′) ∪ {m1, . . . ,mk},

where {m1, . . . ,mk} is a randomly chosen subset such that both following con-
ditions are satisfied simultaneously:

{m1, . . . ,mk} ⊆ P ′′ ∪ P ′′ − P ′′ ∩ P ′′

min(|P ′|, |P ′′|) ≤ |C| ≤ max(|P ′|, |P ′′|)
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We use three mutations. Firstly, the loosing mutation causes dropping one
random metagranula from a chromosome. If P = {m1, . . . ,mk}, then the losing
mutation chooses an index i and yields the following chromosome:

Mlosing = {m1, . . . ,mi,mi+1, . . . ,mk}
Secondly, the extending mutation adds a random metagranula to the chromo-
some. If P = {m1, . . . ,mk}, then the extending mutation chooses metagranula
m /∈ P and yields:

Mextending = {m1, . . . ,mk,m}
Thirdly, we also apply the mixed mutation that is the combination of the two
mutations presented above.

The quality of a chromosome is computed using the cost function presented
in Sect. 3.

We applied the genetic programming as follows. At the beginning, one thou-
sand random chromosomes are chosen. In each iteration we repeat the following
actions:

1. Sort the chromosomes with respect to their quality.
2. Leave 9 best chromosomes intact.
3. Out of remaining chromosomes, we choose a group to be subjects of mutations

(each chromosome undergoes at most one mutation).
4. Choose a random number of pairs of chromosomes and crossover them. For

each selected pair the worst chromosome of the three (two original ones and
the crossover) is dropped.

The algorithm is stopped after one hundred iterations.
We implemented this procedure in Java and tested on an average desktop

computer (the same as in case of the brute-force method). We used the graph of
metagranulas as presented on Fig. 3. In each test run we randomly modified the
sizes and usage frequencies of metagranulas.

The average time to complete the brute-force algorithm was 10 h. As a result,
we collected 100 best metagranulas and their costs. In case of the genetic program
described above its run-time was always below one minute.

We completed 20 such test runs. In 17 runs the genetic algorithm found
the optimal solution. In 2 runs the genetic algorithm yielded a solution from
top twenty as indicated by the brute-force. They were the second and sixteenth
best metagranulas. The costs slightly diverged from the optimal cost. Once the
genetic algorithm produced a significantly worse chromosome that placed out of
top hundred solutions. In vast majority of cases our genetic method produced
an optimal or at worst an acceptable solution. Therefore, in our opinion the
presented genetic solution is robust.

5 Conclusions and Future Work

In this article we presented a new method to select the set of aggregates to be
materialized in a relational database. Instead of a complete search in the space of
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all possible subsets of dimensions to aggregate, we employ a genetic algorithm.
The experiments have shown that the genetic algorithm produces a solution that
is at most slightly worse that the optimal solution depending on the nature of
the ordering of metagranulas.

The presented results inspire further research. Firstly, the experiments should
be repeated on bigger sets of metagranulas. It could be interesting, how TCP-H
looks like if we analyse it using the metagranula approach.

Secondly, the metagranula diagrams considered in this article have only one
minimal element (one peak), since all metagranulas are induced by one fact table.
It could be interesting to examine production databases whose workloads have
interesting aggregate queries based on more complex database schemata.

Thirdly, the proposed graph analysis methods are worth integrating with
schema management tools (e.g. Liquibase) and code analysis tools that can iden-
tify most interesting analytical queries.
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Abstract. SQLite, a widely used database engine, has been previously
transformed to run on a bare PC without the support of any OS or kernel.
However, the transformed SQLite database was stored in main memory
i.e., it had no file system. This paper extends the transformation process
to enable bare PC SQLite to work with standard file system interfaces
based on the FAT32 file specification. It further presents mechanisms
and programming interfaces for a bare machine file system integrated
with SQLite that uses a removable USB flash drive. The bare SQLite
database and file system can interoperate with conventional OS-based
database systems. It can be adapted in the future to work with bare
Web browsers, large bare databases, other bare applications, and bare
mobile devices.

Keywords: SQLite · Transformation · Interoperability · Performance

1 Introduction

SQLite is a self-contained, zero-configuration, stand-alone (not client/server)
lean database management system. It is commonly used in Web browsers, mobile
devices and embedded systems. A SQLite amalgamation [1] consisting of about
130K lines of code has been transformed to run on a bare PC with no operating
system (OS) or kernel [15,16]. The bare PC SQLite version uses the :mem-
ory option, where the database is stored in real memory with no standard file
interfaces. Potential advantages of running SQLite or applications such as Web
servers or VoIP clients on a bare PC include the elimination of OS overhead and
OS-related vulnerabilities.

This paper discusses the addition of a standard FAT32 file system [14] to
the bare PC SQLite version so that it can interoperate with a conventional
OS-based SQLite database engine. The lean bare PC FAT32 file system [13],
which is intertwined with the associated application, uses a removable USB flash
drive.

2 Bare Machine Computing

Approaches to reduce OS overhead and improve application performance include
Exokernel [5], OS-Kit [21] and Palacio/Kitten [12]. In a bare machine comput-
ing or bare PC application, all intermediary software in the form of an OS, lean
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 177–188, 2017.
DOI: 10.1007/978-3-319-58274-0 15
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kernel, or external libraries is eliminated. Bare applications are written in single
programming language such as C/C++ and directly communicate to hardware
without middleware or a centralized kernel [9,10]. Bare PC Web servers [7],
Webmail servers [4], email servers [6] and split-servers [18,19] have been devel-
oped previously.

3 SQLite Transformation

The SQLite amalgamation package used in the transformation [16] has two
source files (shell.c and sqlite3.c) and two header files. It runs on Windows/Visual
Studio (VS). Detailed documentation on SQLite amalgamation is given in [2].
SQLite provides a command line interface and a file interface for user input. SQL
queries can be run in single command mode or as a transaction. The database
is stored using a standard SQLite file format in Windows or Linux. The trans-
formation process is described in detail in [15,16]. It eliminated 85 system calls
and replaced them with direct bare PC hardware interfaces. These system calls
can be classified as file, timer, data types, process, memory, and standard I/O.
The file system calls were not replaced as the database was intended to run in
main memory. The remaining calls were replaced with equivalent bare PC calls,
which are much simpler and do not require any centralized OS or kernel. These
calls run in single user mode along with its application. Conventional database
management systems use standard file systems that are provided by the host
OS, and it is possible to port a database from one OS platform to another by
using middleware tools [20]. However, these tools are themselves platform depen-
dent and cannot be used to adapt an OS-based database/file system to run on
a bare PC.

4 Design and Interfaces

Figure 1 shows respective architectural views of conventional and bare PC envi-
ronments for running SQLite. We assume USB mass storage is used to store
the SQLite database file based on the FAT32 file system. In a conventional
environment such as Visual Studio (VS) on Windows, SQLite runs on top of
the OS, which provides the necessary interfaces for virtual memory, file man-
agement and device drivers. In a bare PC, four objects MemObj, FileObj,
UsbFileObj and UsbObj provide the complete functionality needed for the oper-
ation of SQLite. The MemObj provides real memory allocation and deallocation
needed for SQLite (called by malloc() and free()).

The FileObj provides the above file API. A USB file object (UsbFileObj) pro-
vides initialization, reset and plug-and-play features for all USB ports. Finally, a
USB device driver object (UsbObj) provides driver functionality [11] specific to
bare PC applications, which uses USB 2.0 standard specification [17], enhanced
host controller specification [8], and USB mass storage specification [3]. These
four objects are an integral part of SQLite and a database application running
on a bare PC.
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Fig. 1. Software architecture

We enhanced the bare PC file system in [13] to be fully compatible with
the FAT32 specification so that it can interoperate with any OS platform. The
enhanced file API has five functions, namely: createFile(), deleteFile(), resize-
File(), flushFile(), and flushAll(). These are used to interface with the SQLite
database. The createFile() function has a file name, memory address pointer, file
size and file attributes. It returns a file handle. The file handle is the index value
of the file in a file table structure, which has all the control information of a file.
This approach enables a direct index into the file table to be used without the
need for searching. The deleteFile() function uses the file handle to delete a file.
The resizeFile() function is used to increase or decrease a previously allocated
file size. The flushFile() function updates the USB mass storage device from its
related data structures and memory. The flushAll() interface is used to flush
all files and related structures onto the USB drive. A single executable includes
all the bare PC code. SQLite runs as a separate task within the application.
As SQLite is written in C, the code is wrapped in C++ to communicate with
the object-oriented code in the bare PC. In a Windows environment, the USB
contains the SQLite database; in a bare PC, it contains the SQLite database
along with boot, load, SQLite application, and other applications such as a Web
server if needed.

SQLite provides a separate wrapper for a given OS interface or virtual file
system (VFS) [2]. This wrapper approach in SQLite motivated us to develop
a bare PC API that substitutes for a given OS and enables the development
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of a bare PC file system interface to SQLite. The three structures changed in
the SQLite code are sqlite3−vfs, sqlite3−io−methods, and sqlite3−file. A brief
overview of the changes is given below.

4.1 Virtual File System Object

The sqlite3−vfs (virtual file system) structure shown in Fig. 2 defines the inter-
face between the SQLite core and the underlying OS [2]. In the Windows OS, an
instance of this structure illustrates the attributes needed for SQLite as shown
in the left column of Table 1. A total of 22 functions are used in this object. The
equivalent bare PC functions are shown in the right column of this table. For the
bare PC implementation, five functions are optional and not applicable, and five
methods are provided with stubs as these are Windows API calls. The remain-
ing functions are implemented for the bare PC. The most important method in
this object is bareOpen, which is used to open/create a SQLite database file. In
order to substitute our function, we created a register−barevfs() function and
inserted it into the sqlite3−os−init() function, which initializes all OS parame-
ters. Figure 3 illustrates a trace of SQLite control flow from the “open−db()” call
to the “bareOpen()” function.

Fig. 2. SQLite virtual file system object
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Table 1. Attributes for sqlite3−vfs

Windows Bare PC

iVersion iVersion -l

sizeof(winFile) sizeof(bareFile)

MAX−PATH MAXPATHNAME −512

pNext pNext −0

win32 “bare”

pAppData pAppData - 0

winOpen bareOpen

winDelete bareDelete

winAccess bareAccess

winFullPathname stub only

winDlOpen stub only

winDlError stub only

winDlSym stub only

winDlClose stub only

winRandomness bareRandomness

winSleep bareSleep

winCurrentTime bareCurrentTime

winGetLastError N/A (optional)

winCurrentTimeInt64 N/A

xSetSystemCall N/A

xGetSystemCall N/A

xNextSystemCall N/A

Fig. 3. Trace of SQLite control flow
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4.2 I/O Method Object

SQLite manipulates the contents of the file system using a combination of four
types of file operations: create, delete, truncate and write. The SQLite object
named sqlite3−io−method consists of I/O functions as shown in the left column
of Table 2. There are 17 functions in the Windows API related to the SQLite
VFS. Eight functions are not applicable to a bare PC environment and the other
nine are implemented for bare PC applications as shown in the table.

Table 2. I/O methods for sqlite3−file

Windows Bare PC

iVersion iVersion -l

winSync bareSync

winFileSize bareFileSize

winLock bareLock N/A

winUnlock bareUnlock -N/A

winCheckReservedLock bareCheckReservedLock -N/A

winFileControl bareFileControl -N/A

winSectorSize bareSectorSize

winDeviceCharacteristics bareDeviceCharacteristics

winShmMap N/A (optional)

winShmLock N/A

winShmBarrier N/A

winShmUnmap N/A

The bareRead() and bareWrite() functions do read and write respectively
using real memory, and all the USB structures and data are memory mapped
into main memory. When the bareSync() function is called, the bare PC system
flushes the database file to the USB. In addition, it also flushes the root direc-
tory, modified FAT tables and appropriate file data. The bare PC application
directly invokes the device driver to read or write to a USB flash drive. The
flush operation is only used when needed or when a transaction is complete. The
frequency of updates to mass storage is controlled by the application. The bare
PC file system is designed for optimal performance and reduces write operations
as they are slow in a USB.

4.3 File Object

The file object structure represents an open file in the SQLite OS interface layer.
We have extended this object in bareFile. The extended structure consists of the
−iobuf structure which contains parameters that are needed to implement the
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bare PC file system. For example, cacheStartAddr is the real memory address
provided by the memory object. The index value points to the entry in the
file table. The openFile method also has an instance of a bareFile which is a
sqlite3−file type. This bare PC file instance is linked with bareio which points
to all the functions needed in a bare PC. These are the sqlite3−io−methods
described in the previous section. The implementation of the above functions
is done in C. The size of the new code is approximately 1,300 lines including
comments. The new SQLite runs on a bare PC FAT32 file system.

5 Interoperability and Performance

The SQLite database file that runs on a bare PC is interoperable with one
running on VS/Windows. Thus, a database can be created in Windows or on
a bare PC and used in either environment. The same can be done with data
updates. In conventional systems, interoperability is achieved by porting the
database management system to run on a different platform. For example, an
Oracle DBMS running on Linux can be ported to run on Windows.

While such database systems have OS-specific dependencies (e.g. Oracle
Linux, Oracle Solaris, Oracle Windows), the bare PC SQLite database system
is independent of any OS platform; it can run on any x86 based machine with
a USB 2.0 interface and create a database file (FAT32 format) that can be used
by SQLite running on any platform. Also, one can easily design and implement
interfaces that work with other file system formats for different computer hard-
ware architectures.

5.1 Interoperability

This section describes experiments to demonstrate the interoperability of SQLite.
The measurements were conducted on Dell Optiplex 960 models with a 3.16 GHz
dual-core system. However, we only ran this on a single core processor to com-
pare with a single core bare PC application. The SQLite database was run on
Windows 7 with Visual Studio (VS) 2010 and also on a bare PC with no OS
or hard disk. The USB flash drive contains the bare application suite including
boot and load programs. We also ran SQLite and a Web server application in a
multi-threaded manner on the bare PC.

Initially, a USB is created with the bare application suite and no database
file on it. This is a bootable and executable USB for the bare PC (it contains
bare boot sector, loader, and application). The same USB is then used to save
a SQLite database file created by VS in Windows. Figure 4 shows a screenshot
on the Windows machine, where the database was created and tested. Here, one
table (name: s5k) containing 5,000 inserts was edited in a file (5k.sql) formed as
a single transaction. This file was read by SQLite using the .read command and
executed. The .tables command shows the name of the table (s5k) in VS. One
new record was inserted into the above table (123 VS) and the count(*) SQL
statement shows 5,001 records in the database. At this point, we use .quit from
VS and obtained the created database rkktest.sdb, which was saved in the USB.
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Fig. 4. SQLite on Windows

This USB with the database file is used to boot the bare PC. The bare PC,
after initialization and loading, reads the database file into memory as a memory
mapped file. It recognizes the existing database which came from VS/Windows
environment. Figure 5 shows a bare PC screenshot showing the newly inserted
record in VS (123 VS). Now, we have inserted a new record 123 Bare in the bare
PC database. The new count(*) shows 5,002 records indicating that it loaded
the database successfully and added a new record. Figure 6 shows the database
activities performed in the bare PC; at the end it flushes the database.

This bare PC database is used in VS/Windows. As shown in Fig. 4, the
count(*) shows 5,002 records and the 123 Bare record. The above tests show that
bare SQLite is interoperable with conventional OS-based SQLite in addition to
having the same basic management and storage capabilities for data and files.
While SQLite interoperability is easily provided by conventional systems with
OS support, we have shown that an interoperable database can run on a bare
PC with no OS or kernel overhead.
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Fig. 5. Bare PC: read database created in VS

Fig. 6. Bare PC: inserting one record
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5.2 Performance

This section shows some basic performance data collected to illustrate the poten-
tial gains due to eliminating OS overhead in bare SQLite. The database queries
in this study were done by using a single SQL statement (one at a time), or
by collecting a set of SQL statements in a single transaction using BEGIN and
COMMIT.

Fig. 7. Inserts with transactions

Figure 7 shows the performance when the number of inserts into a single
table is varied from 1,000 to 20,000 records. These inserts were placed in a file
and run by using the .read meta-command in a single transaction. SQLite on
a bare PC SQLite performs much better than on VS/Windows as expected.
The bare PC performance improvements are attributed to less overhead in the
hardware interfaces compared to system calls in OS. Figure 8 shows run times
for inserting records without transactions when the number of inserts is varied
from 10 to 100. Notice that the run times for Windows are very large as SQLite
creates and updates a journal file for each SQL insert statement. In transaction
mode (Fig. 7), the times for Windows were less because SQLite only flushes
the file at the end of a transaction. Without transactions (Fig. 8), the bare PC
system performs much faster than Windows for individual SQL statements as it
updates the main database and journal in memory and does a final flush after
running all the queries from a given file.

To make a fair performance comparison between Windows and bare SQLite
without transactions, a future study will need to run the above experiment
when both systems use the journal file approach and when both do not. The
journal file approach provides more reliability as it provides frequent updates,
but requires more time to run. Note that the journal files are accessed multiple
times depending on the number of SQL statements or transactions.
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Fig. 8. Inserts without transactions

6 Conclusion

We described a SQLite database with a file system that runs on a bare PC and
is interoperable with OS-based systems. The design and implementation details
were provided to show how the bare PC file system interfaces to the SQLite
virtual file system. We also tested interoperability of the bare SQLite system
with a conventional Windows SQLite system and showed how a VS/Windows
database can be used in a bare PC environment and vice versa. The performance
results suggest the feasibility of building scalable bare database systems.

A similar approach can be used to transform other OS-based databases such
as MySQL and PostgreSQL server to run on bare machines. Also, the database
management functions can be split into a user interface and a database execution
engine. This will enable standard and familiar user interfaces to be used with
a secure bare database engine that can be hidden behind a conventional server.
For example, one could use bare PC SQLite to create and manage databases,
and use the Windows OS to provide user interfaces. Database (and other) servers
are naturally suited for bare PC or bare machine applications as they focus on
a single monolithic executable and are easily tailored for the backend. Future
studies could investigate the pros and cons of splitting database management
functions in this manner.
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Abstract. Full-text search refers to techniques for searching a docu-
ment, or a document collection, in a full-text database. To speed up
such searches, the given text should be indexed. The FM-index is a cel-
ebrated compressed data structure for full-text pattern searching. After
the first wave of interest in its theoretical developments, we can observe
a surge of interest in practical FM-index variants in the last few years.
These enhancements are often related to a bit-vector representation, aug-
mented with an efficient rank-handling data structure. In this work, we
propose a new, cache-friendly, implementation of the rank primitive and
advocate for a very simple architecture of the FM-index, which trades
compression ratio for speed. Experimental results show that our variants
are 2–3 times faster than the fastest known ones, for the price of using
typically 1.5–5 times more space.

Keywords: Data structures · Text indexing · FM-index

1 Introduction

A full-text index is a data structure allowing to quickly find any substring of the
index text. The functionality of full-text searching is currently supported by most
major database vendors, both in the SQL and no-SQL world: MS SQL Server,
PostgresSQL, Oracle, MySQL, MongoDB, MariaDB and many more. From the
algorithmic point of view, it is interesting to observe possible interplays between
the performance and space usage of various full-text index solutions.

The rapid development of compressed data structures in the first decade of
our century changed the landscape of modern algorithmics. Prominent exam-
ples of those achievements are compressed indexes for unstructured and semi-
structured texts, compressed trees, graphs, binary relations, RDF triples and
color range counting. Real applications of these sophisticated data structures,
however, lag behind, with a notable exception of bioinformatics [4,26]. In this
work we revisit one of the most celebrated concepts in stringology in recent years,
the FM-index by Ferragina and Manzini [6]. The key component of virtually any
of multiple variants of this index is the operation rank, usually performed on a
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 189–201, 2017.
DOI: 10.1007/978-3-319-58274-0 16
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bit-vector B, which, for a given integer j, returns the number of set bits in B’s
prefix of length j. We propose a new, cache-friendly, implementation of the rank
primitive and advocate for a very simple architecture of the FM-index, which
trades compression ratio for speed.

We use the following notation. An index will be built for a text T [1 . . . n] over
an integer alphabet Σ = {1, . . . , σ}. The index will be queried with patterns
P [1 . . . m] over the same alphabet. The rank operation will be calculated for the
bit vector B[1 . . . n]. We assume the CPU cache line is of size L = 512 (bits).
The colloquial term “popcount” (population count) will often be used for the
operation of counting the number of bits 1 in a given bit sequence.

2 The FM-index Architecture

The FM-index is basically the result of the Burrows–Wheeler transform (BWT)
of text T , denoted as T bwt, with two helper structures: a count array C[1 . . . σ]
such that C[i] = |{T [j] : T [j] ≤ i and 1 ≤ j ≤ n}|, and a data structure
answering Occ(T bwt, c, pos) = |{T bwt[j] : T bwt[j] = c and 1 ≤ j ≤ pos}| queries.
This allows to count the occurrences of a pattern P , finding the ranges of the
(implicit) suffix array (SA) for T starting with successive suffixes of P in the
successive loop iterations, see Fig. 1. If the function Occ(·) is realized with a
wavelet tree (WT) [21,22], the count queries run in O(m log σ) worst-case time.
Plenty of FM-index variants exist, with different space-time complexity tradeoffs
and different practical performances. For a survey, see [22]; important recent
results were presented in [2,15,20]. Experimental comparisons can be found,
e.g., in [8].

Count-Occs(T bwt, n, P , m)

1 i ← m; sp ← 1; ep ← n
2 while (sp ≤ ep) and (i ≥ 1) do
3 c ← P [i]

4 sp ← C[c] + Occ(T bwt, c, sp − 1) + 1

5 ep ← C[c] + Occ(T bwt, c, ep)
6 i ← i − 1
7 if (ep < sp) then return “not found” else return “found (ep − sp + 1) occs”

Fig. 1. Counting the number of occurrences of pattern P in T with the FM-index.

As the wavelet tree, a sequence representation based on alphabet decompo-
sition, is used in most proposed and tested FM variants, we briefly describe
this data structure. Given sequence S of length n and integer alphabet
Σ = {1, 2, . . . , σ}, the (standard) wavelet tree WT (S) is a binary balanced
tree with σ leaves. Its root stores a bit-string of length n telling if the succes-
sive symbols of S belong to the subalphabet {1, . . . , σ/2} or to the subalphabet
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{σ/2 + 1, . . . , σ}. Similarly, both children of the root store binary sequences of
total length n, where the left (right) child decomposes the first (second) half of
the alphabet into its halves. The decomposition continues in the same manner
down to the leaves. The wavelet tree supports efficient rank and access queries
(among others) for the input sequence S.

3 Rank with One Cache Miss

Jacobson [13] showed that the rank operation for a bit vector of length n can
be implemented in constant time using O(n log log n/ log2 n) extra bits. This,
however, requires three memory accesses (to one superblock counter and one
block counter, plus a lookup into a table with precomputed popcount answers),
therefore more practical ideas were later presented [8,25]. Following the idea
of Gog and Petri [8] (who in turn extended the approach of Vigna [25]), we
use one level of counters, interleaving the bit vector data with the counters, to
improve the locality of memory accesses. If one counter and an interval of bits
from B takes exactly one (aligned) cache line, we can calculate the rank with
one cache miss in the worst case. In contrast, Gog and Petri [8] interleave 64-bit
counters with bit vector data of 256 bits in their Rank-1L variant. Note that
their structure is logically divided into chunks of 64 + 256 = 320 bits, which are
usually not aligned to the cache line.

We come back to our variant. Assume for clarity that n is a multiple of
512 − 64 = 448. More precisely, we maintain a bit table B′[1 . . . n′], where n′ =
�512n/448�, and B′[512i + 1 . . . 512i + 64] is a 64-bit counter R[i] storing the
value of rank1(B, 448i), while B′[512i+65 . . . 512i+512] = B[448i+1 . . . 448i+
448], for any valid i ≥ 0. We also require that B′ is aligned to a multiple of
the cache line size. Now, rank1(B, j) = R[�j/448�] + popcnt(B′[512�j/448� +
65 . . . 512�j/448�+64+(j mod 448)]). The popcount operation is performed using
the hardware 64-bit opcode POPCNT (known as the builtin popcountll
function in gcc), which seems fastest on the Intel Nehalem and later CPUs.

Note that for n < 232, 32-bit counters are enough, yet using 64-bit coun-
ters provides proper alignment for calling the builtin popcountll instruc-
tion (7 times). Alternatively, we could use a 32-bit counter, then call the 32-bit
builtin popcount once and finally builtin popcountll 7 times (see Fig. 2,

the top scheme (a)). Yet another pair of variants (with 64-bit and 32-bit coun-
ters, respectively), reducing the number of popcount instructions, but using more
space, maintains 256-bit rather than 512-bit blocks in B′. The space overhead
of the four possible variants is 64/448 = 14.3%, 32/480 = 6.7%, 64/192 = 33.3%
and 32/224 = 14.3%.

A drawback of our approach is that it involves a division by a number not
being a power of 2 (e.g., 448). On the other hand, modern compilers (includ-
ing gcc) convert integer division by a constant into a multiplication and a few
additions and shifts, which is several times faster than general division.

Additionally, we employ software prefetching to reduce the access time to a
memory cell. In the variants which involve a wavelet tree, we interleave the WT
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Fig. 2. Rank with one cache miss. Blocks have 512 bits: 64 bits for rank data, 448 bits
for data bits. Variant (a): up to 7 popcount instruction calls are needed to calculate
the rank. Variant (b): only 40 bits are spent for the rank up to the block beginning,
and thanks to three following 8-bit subfields up to 2 popcount calls are enough.

accesses for both boundaries, in order to increase the delay between the prefetch
instruction and actual memory access, which in turn reduces the overall time.

4 FM-dummy

Dealing with the dependence on the alphabet size is one of the key issues in
FM-index design. We propose several variants of the FM-index. Although these
ideas are hardly novel, we are not aware of their implementations (with one
exception). In the experimental section we will, however, show that these
schemes, together with our rank implementations, offer attractive time-space
tradeoffs.

In the first variant, for a small alphabet, we maintain σ bit vectors of length n,
one per alphabet symbol, together with the corresponding rank data. We propose
to use it if σ ≤ 16. Let us denote this algorithm as FM-dummy1. We admit that
this scheme, with compressed rank, was proposed by Mäkinen and Navarro in
2004 in a technical report [18], in Sect. 3.2 appropriately entitled “Replacing Occ
Structure by Individual Bit Arrays”. Their idea was to obtain O(m) count time
(i.e., with no dependence on the alphabet size) with O(H0n) bits of space, yet
in an erratum note dated 9th Dec. 2004 they noticed an error in analysis. In
theoretical terms, the desired properties of this algorithm are obtained only for
σ = O(polylog(n)). The same solution is also used in ABySS [24], a well-known
de novo genome assembler.

The second variant is suggested for the case of σ > 16. Before applying the
BWT, we encode the text using a dense code. We work on triples of bits of
the input symbols, and the code space of 8 values is divided into disjoint sub-
sets of sizes: (i), b—the number of distinct prefixes of codewords (“beginners”)
of length ≥ 1, (ii), c—the number of distinct following symbols of codewords

(“continuers”) of length ≥ 2. In this way, we obtain
j−1∑

i=0

bci codewords of length

up to j ≥ 2 (cf. [9, Sect. 4]). There are two issues with the used encoding though:
(i) any match in the encoded text (except at the very end of the text) must be
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followed with a symbol from the beginners, hence the (backward) search over the
pattern must start with a dummy “any-beginner symbol” in the FM-index; for-
tunately it is easy to simulate it with setting appropriately the initial suffix range
(the sp and ep variables in Fig. 1), (ii) bidirectional searches over the FM-index,
which have applications in approximate index string matching [17] and some
DNA sequence analysis problems (e.g., maximal unique matches) [1], become
problematic. In the experimental section this variant is dubbed FM-dummy2. We
also tried the SCBDC [5] encoding, which is both prefix- and suffix-free and thus
requires no verifications, yet its results were not competitive.

In FM-dummy1 and FM-dummy2 we also try out eliminating part of the linear
scan (several popcounts) over a block. More precisely, with blocks of 256 bits we
use 48 bits for the counter and two bytes of its 64-bit word are spent for storing
the ranks for the 64- and the 128-bit prefix of the block data (which reduces
the maximal number of POPCNT operations in a block from 3 to 1). Similarly,
with blocks of 512 bits we use 40 bits for the counter and three bytes storing the
number of ones in three successive subblocks of 128 bits each (Fig. 2, the bottom
scheme (b)). Implementations involving this idea have letter ‘c’ in the name,
e.g., FM-dummy1 256c.

DNA is an important target of text indexes and the FM-dummy1 variant pre-
sented above may not always be preferred since it is not quite succinct. To
address this issue, we propose FM-dummy3, which assumes the alphabet of size 5
(ACGTN), where the symbol N stands for any symbol not from ACGT in the text.
It is also assumed that the patterns are from the ACGT (sub)alphabet, otherwise
they would make little sense from the biological point of view. In a block of 512
(1024) bits, there are four 32-bit counters for the four valid pattern symbols,
followed by 384 (896) bits of data. The block data consist of symbols packed
into bytes in triples (which can be easily done, since 53 ≤ 256). To obtain a rank
for a given symbol and a given position in block, we scan the data bytes with a
reference to a lookup table having 125 × 4 entries.

Finally, we implemented an FM-index with a Huffman-shaped multiary
wavelet tree, namely with arity 4 and 8 (FM-HWT4 and FM-HWT8). (For com-
pleteness, we added also a variant with a Huffman-shaped binary wavelet tree.)
In the 4-ary (8-ary) case, each block contains 4 (8) 32-bit counters, followed by
packed data as a sequence of pairs (triples) of bits. The block size is a parameter,
set to 512 or 1024 bits. For example, if the 8-ary variant is chosen and 512-bit
blocks, we have 512 − 8 × 32 = 256 bits for the data, which are grouped in four
64-bit words, each containing 21 triples of bits (1 bit per 64-bit word is then
“wasted”). Counting the rank for a symbol from the 8-ary alphabet for the data
sequence is performed using simple bitwise operations followed by the hardware
popcount.

5 Boosting Short Pattern Search with a Hash Table

In [10] we showed how to augment the standard suffix array with a hash table
(HT), to start the binary search from a much narrower interval. The start and
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end position in the suffix array for each range of suffixes with a common k-long
prefix was inserted into the HT, with the hash function calculated for the prefix
string. The same function was applied to the pattern’s prefix and after an HT
lookup the binary search was continued with reduced number of steps.

Now we propose to use this idea with an FM index. First, the pattern’s suffix
of length k is sought in the HT and then the search continues in a standard
manner. The number of symbols submitted to a standard FM-index backward
search is reduced from m to m − k (note the requirement of m ≥ k).

The extra data structure comprises three components. One is a lookup table
over all σ2 2-symbol strings (LUT2), whose entries are the suffix array intervals
(represented as pairs of integers) corresponding to the input 2-grams. Another
is the actual HT, where each entry stores the left and the right boundary of
the suffix array interval for the corresponding string of length k. Yet another
component stores the hashed strings without their first two symbols (i.e., of
length k − 2), at positions corresponding to the entries of HT. Collisions in HT
are resolved with linear probing. Note that, contrary to the SA-hash solution [10],
we cannot avoid storing the k−2 symbols since we do not have an explicit suffix
array and fast access to arbitrary text position, to resolve collisions. Using a
perfect hashing scheme does not fix this issue either, since looking for a k-gram
not occurring in the text gives a “random” position in the hash table, which
could imply spurious matches.

The search for the pattern’s suffix P [m−k+1 . . . m] more precisely proceeds
as follows. First the symbols P [m − k + 1 . . . m − k + 2] are checked in LUT2;
an empty SA interval implies no occurrences of P in T . The hash value for
P [m − k + 1 . . . m] is calculated and possible collisions are first checked against
LUT2 and only if this test is passed, the HT component is inspected.

In the experimental section we set k = 5 and run experiments only on short
patterns (of length from 6 to 10). This allows to speed up searches significantly
for a price of only moderate increase in the space use for real texts.

6 Estimating an Upper Bound for the Number of Pattern
Occurrences

In some mining applications, e.g., on the usage of foreign words from a specified
set in an English text collection, we may be satisfied with an approximate result
of the count query. In this section we present a simple solution returning an
optimistic estimation (i.e., an upper bound) for the number of pattern occur-
rences in the text. A compensation for the inexact results are (i) faster execution
of the count query and (ii) lower space requirements, compared to a standard
FM-index.

To this end, we quantize the alphabet to reduce it to a specified size σ′,
where 3 ≤ σ′ < σ. Basically, we use the simple T ′[i] ← T [i] mod σ′ formula.
The same modification is applied at runtime for the pattern. This allows, for
example, to use the FM-dummy1 scheme for the new alphabet, which is faster
than, e.g., wavelet tree based variants for the original (presumably, quite large)
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alphabet. Naturally, due to possible collisions the returned count value is likely
to be larger than the true one, yet we expect that with growing m the ratio
between the returned and the true count tends to 1. We admit that the general
alphabet reduction idea for speeding up pattern search is not new; Külekci et
al. [16] applied it with success for online search by decomposing the text symbols
into a k-bit filter part and the remaining bits; only if the pattern, transformed in
the same way, matches the filter part, it is compared on the remaining bits. They
also mentioned that it was possible to create an index over the k-bit filtered data
as well, yet we are not aware of any progress on this idea.

We also note here an ingenious FM-index based algorithm by Orlandi and
Venturini [23] to return an approximate number of occurrences of a pattern in
the text, using little space. This algorithm provides an additive error, that is,
given (beforehand) any error parameter �, it guarantees to report the number
of occurrences of pattern P in the range [count(P ), count(P ) + � − 1], where
count(P ) is the correct number of occurrences of P in the text.

7 Experimental Results

All experiments were run on a machine equipped with a 6-core 3.4 GHz Intel i7
CPU (4930K) with 64 GB of RAM, running Ubuntu 15.10 LTS 64-bit. The RAM
modules were 8×8 GB DDR3-1600 with the timings 11-11-11. One CPU core was
used for the computations. All codes were written in C++ and compiled with
64-bit gcc 5.2.1 (with -O3 -mpopcnt). The source codes for our implementations
are available at https://github.com/mranisz/fmdummy/releases/tag/v3.0.0.

The test datasets were taken from the Pizza & Chili site1. We used the 200-
megabyte versions of the files dna, english, proteins, sources, and xml.

In order to evaluate the search algorithms, we generated 1 million patterns
of length m = 20; the patterns were extracted randomly from the corresponding
datasets (i.e., each pattern returns at least one match), with a special proce-
dure for the DNA dataset, where only patterns over the subalphabet ACGT were
allowed. The performance of count queries only was measured. Actually, the cur-
rent implementations of our indexes have no support for the locate query, but
for a possibly honest comparison we reduced the sampling in the other indexes
(where it is available) to very large values (at least 1 million), in order to make
the space overhead totally negligible.

We compared the following FM-index variants (Fig. 3):

– FM-HF-V5 based on a Huffman-shaped binary wavelet tree with uncompressed
bit-vectors; it is called V5 in [8],

– FM-FB-V5, presented in [7], as a refinement of the fixed-block boosting tech-
nique from [15],

– FM-hybrid-HF 8, related to FM-HF-V5, but with the wavelet tree bit-vectors
divided into blocks for which one of three simple encoding methods is sepa-
rately chosen [14]; the superblock size of 8 was always chosen, as the sizes of

1 http://pizzachili.dcc.uchile.cl/.

https://github.com/mranisz/fmdummy/releases/tag/v3.0.0
http://pizzachili.dcc.uchile.cl/
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Fig. 3. Count query. 1M patterns of length 20 were used. Times are averages in ns per
character.

16, 32, and 64 gave similar results (the index with parameter 8 was the fastest
yet using slightly more space than the other choices),

– FM-hybrid-FB 8, combining the hybrid technique from [14] with fixed-block
boosting [15],

– FM-adaptive2, a recently proposed algorithm [12] related to [14], yet with the
main modification of using a variable-length coding (Gamma coding) in blocks
rather than fixed length coding,

– FM-dummy1, our variant for a small alphabet (dna200 only from the test col-
lection), with block sizes of 256 or 512 bits,

– FM-dummy3, our variant for DNA specifically, with block sizes of 512 or
1024 bits,

– FM-dummy2, our variant using the (c, b) dense coding on triples of bits, with
block sizes of 256 or 512 bits,

2 https://github.com/chenlonggang/Adaptive-FM-index.

https://github.com/chenlonggang/Adaptive-FM-index
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– FM-HWT2, FM-HWT4, and FM-HWT8, our variants based, respectively, on the 2-, 4-,
and the 8-ary Huffman-shaped wavelet tree, with block sizes of 512 or 1024 bits;
note that for FM-HWT2 part of the linear scan over a block is eliminated just
like in the FM-dummy1 and FM-dummy2 variants denoted with letter ‘c’ in their
name.

The implementations of the variants FM-HF-V5 and FM-hybrid-HF 8 were
taken from the SDSL library (https://github.com/simongog/sdsl-lite).

Additionally, we included in the comparison one index of another type, Sam-
SAMi [11], which is an efficient modification of a sampled suffix array. The tested
variant is denoted as SamSAMi2 and each series corresponds to six parameter set-
tings: (q, p) equal to (4, 1), (5, 1), (6, 1), (8, 2), (10, 2) and (12, 2), respectively.

As can be seen, our variants are significantly faster than existing FM-index
implementations, yet they also take up much more space. Among our variants
the ones based on the multiary wavelet tree are most compact and may often
be preferred. If more search speed is required, we can use FM-dummy2. Among
FM-dummy1, FM-dummy2, and FM-HWT2 variants, the ones labeled with ‘c’ were
always faster (while using the same amount of memory) than their simpler coun-
terparts, and we omitted showing the results from the slower implementations.

The sampled suffix array variant, SamSAMi2, is not competitive in count
queries (at least if the patterns are not very long), and its additional draw-
back is a requirement on the minimal pattern length: m ≥ q − p + 1. Note that
SamSAMi2 results are not shown for xml200 since the times are by about two
orders of magnitude longer than of the other indexes.

We also checked if our 1-cache-miss rank is indeed faster than Rank-1L [8],
used in FM-HF-V5. To this end, FM-HWT2 512c (with blocks of 448 bits and 64 bits
for counter data) was changed to work with Rank-1L, containing chunks of 512
bits. The original FM-HWT2 512c variant was faster by 4–10%.

In the next experiment, we compared a few variants involving a hash table
(see Sect. 5). The load factor for the hash tables was set to 0.9, with the exception
of dna200, where 0.5 was used, and the parameter k was set to 5 in all cases.
The results are presented in Fig. 4. From each variant group (dummy1, dummy2,
dummy3 and HWT-based) we chose one representative (with best speed), since
generally the results in groups were close and presenting them all would make
the graphs very crowded. Although the extra space is not negligible in most
cases, the search speedup for short patterns is very significant, often by a factor
of around 2–3. Note that the space overhead for dna200 even for the load factor
of 0.5 is so small that it encouraged us to prefer more speed in this case.

For the final experiment, we quantized the alphabet for each given dataset
and counted the occurrences of the transformed pattern in the transformed text
(see Sect. 6). Obviously, the obtained counts are never smaller than the true
counts, and the results in Table 1 (restricted to three datasets, to save space)
present the ratio between the reported counts and the true counts, in percent
(where, e.g., 200% means that the reported counts over all the test patterns
are twice greater in total that the true counts over these patterns). In this
experiment, as the patterns we took all substrings of length k from the text.

https://github.com/simongog/sdsl-lite
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Fig. 4. Count query for the variants with a hash table. 1M patterns of length
{6, 7, . . . , 10} were used. Times are averages in ns per character. The extra space
added by the hash table component was 0.12784n, 0.21367n, 0.30863n, and 0.16082n
for english, proteins, sources, and xml, respectively, in all the variants. For dna the
corresponding extra space was 0.00261n in the FM-dummy1 and FM-dummy3 variants, and
0.00312n in FM-HWT4.

This means that if a given substring of length k occurs several times in the text,
it will also have a stronger “impact” on the computed statistics. Such solution
goes in accord with the methodological guidances given in [19]. We can see
that using σ′ ≥ 6 gives a moderate average increase in the number of reported
matches, in most cases, yet a strange phenomenon can be observed that using
a larger σ′ may yield a worse result (e.g., when σ′ increased from 6 to 7 for
english200).

Although the dominating trend in FM-indexes is to reduce their space at
acceptable search speed, we are aware of one scheme in which space is sacrificed
for higher speed [3]. This solution works on q-grams (DNA only is supported)
and stores at regular intervals rank counts for all σq supersymbols. Alas, we
weren’t able to obtain the software from the authors for own testing.
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Table 1. The ratios of the reported pattern counts to the true pattern counts for
patterns of varying length m and with the alphabet quantized to the new size of σ′.

dna200

m σ′ = 3 σ′ = 4 σ′ = 5 σ′ = 6 σ′ = 7 σ′ = 8

8 2109.13 604.45 100.01 2109.05 100.00 100.00

12 1846.54 263.88 100.00 1846.47 100.00 100.00

16 920.62 134.75 100.00 920.60 100.00 100.00

24 931.71 136.41 100.00 931.69 100.00 100.00

english200

8 3459.66 802.80 313.87 235.69 236.50 163.76

12 847.71 208.59 147.39 121.68 231.66 112.74

16 263.98 121.74 124.10 104.63 253.65 103.79

24 213.91 109.86 121.26 101.97 237.36 101.61

xml200

8 150.00 117.28 113.35 106.64 107.99 106.38

12 120.08 114.14 110.00 106.11 108.04 103.97

16 120.99 112.55 108.25 106.42 105.95 103.32

24 118.81 110.22 106.10 103.83 103.77 102.15

8 Conclusions

We presented several simple FM-index variants, with preference to search speed
rather than succinctness. While most of the applied ideas are hardly novel, we
believe some of them have not been experimentally verified before. We show
that the fastest known FM-index variants on most datasets can be sped up
by a factor of 2 or more for the price of 1.5–5 times more space. While the
space overhead is significant, our solutions are still compact, e.g. need around
1n bytes of space, which is comparable to the text size (which can be discarded
in an FM-index). Perhaps the most important building brick that we introduce
is the (uncompressed) rank with one cache miss in the worst case. Also, we note
that Navarro in his survey on wavelet trees [21, p. 7] claims about the multiary
variants of this data structure that “although theoretically attractive, it is not
easy to translate their advantages to practice”. Our results suggest, however, that
Huffman-shaped 4- and 8-ary wavelet trees offer interesting space-time tradeoffs.
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Abstract. The distributed database systems are increasingly employ-
ing distributed systems platforms for data deployment and query based
computation. The models of distributed systems play a role in determin-
ing data partitioning and placement in distributed database systems.
The applications of concepts of topological spaces are gaining research
attention for modeling structures of distributed systems. In a distributed
system, the slicer of distributed computation partitions a set of processes
into subsets maintaining consistency property. In this paper, a lattice
based slicer model of distributed computation is presented considering
monotone topological spaces. The model considers state-space of asyn-
chronous distributed computation. The proposed monotone slicer model
of computation preserves the lattice cover of Birkhoff’s representation.
A set of analytical properties of the monotone slicer model is formu-
lated. Furthermore, the topological cut of an event-based asynchronous
distributed computation is formulated as a set of axioms.

Keywords: Distributed database · Distributed computing · Monotone
spaces · Topology · Slicer · Lattice

1 Introduction

The big data analytics and dense graph based computations require combina-
tions of distributed databases and distributed computations. In general, the
deployment of distributed database systems require distributed systems as the
underlying computational platforms. Storing and retrieving large data sets in
distributed databases improve the overall system performance. However, the
traditional distributed computing platforms and models are not fully adequate
to support specific requirements such as, supporting iterative algorithms on data
sets and, require the combinations of concepts of databases and distributed sys-
tems [17]. The distributed computational models play a role in determining the
placement and retrieval of data sets. In majority cases, the distributed computing
on large data sets assumes that data sets are shared between multiple processes
and, computation is iterative in nature [4]. The shared data based computation
c© Springer International Publishing AG 2017
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requires consistency maintenance of shared data under asynchrony. The complex-
ity is increased if the shared data sets are partitioned and placed into distributed
database, where partitioned data elements may be located at multiple locations.
Interestingly, the application of concepts of topological spaces helps in model-
ing and analyzing asynchronous distributed computation involving shared data
[5,7,19]. Researchers have proposed that, the generalized form of topological
spaces is the monotone spaces having ending property [9]. In this paper, a model
of lattice based consistent distributed computation and, associated monotone
slicer of computation are presented considering state-based monotone topolog-
ical spaces. The model considers asynchronous distributed computation, where
the distributed states of processes are partially ordered. The consistency prop-
erty of computation is maintained while constructing the topological model of
slicer in monotone spaces. It is illustrated that Birkhoff’s lattice cover and iso-
morphism are maintained in the proposed state-based monotone slicer model of
distributed computation. A set of analytical properties of the model is formu-
lated. Moreover, the definition of topological cut and the associated model of
consistent cuts of asynchronous event-based distributed computation are formu-
lated as axioms.

Rest of the paper is organized as follows. Section 2 presents interplay of dis-
tributed computation and distributed databases involving big data and data ana-
lytics applications. Section 3 represents related work. Section 4 presents formu-
lation of models of asynchronous distributed computation in monotone spaces,
monotone slicer of computation and associated consistency properties. Section 5
presents a set of analytical properties of the proposed models. Finally, Sect. 6
concludes the paper.

2 Distributed Database and Computation

Nowadays, the big data and data analytics based applications are widely
employed for data storage, rendering, filtering and performing numerical analy-
sis. The storage of big data requires distributed databases, where data is par-
titioned into subsets and is distributed to multiple nodes. The big data based
applications require three computational steps as illustrated in Fig. 1.

Fig. 1. Distributed database and computation stages.
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In first step, the data is gathered into a database. Next, the data is queried
and associatively partitioned into distributed databases based on data locality.
Lastly, the distributed computational nodes (sites) collect specific data within
large data sets and provide numerical analysis results. Evidently, the distributed
databases storing partitioned data sets require the support from the underly-
ing distributed file systems (DFS). For example, the Hadoop DFS is widely
employed to provide file system support for distributed data storage and, query
[17]. However, the integration of Hadoop DFS and high performance data ana-
lytics computations (i.e. distributed computation) remains a challenge involving
distributed databases [17]. The system design employing combination of concepts
of distributed databases and distributed computing is desired and, the models of
distributed systems architectures affect the overall system performance [3,12,18].
The slicer model of distributed computation is required to partition computation
involving disjoint data sets in asynchronous distributed systems.

3 Related Work

The hybridization of concepts of distributed databases and distributed systems
are required to support big data and associated data analytics applications. In
general, the distributed systems provide the supporting infrastructure to dis-
tributed database systems to store large data sets and, to execute computation
on data. The model of distributed computing structures and associated proper-
ties play an important role in determining the performance of the distributed
database applications. For example, the pMatlab and D4M are message passing
library and data structure, which are designed to support high-performance data
analytics applications involving distributed databases and distributed computa-
tion [3,18]. The peer-to-peer (P2P) distributed systems architecture is widely
employed for supporting distributed applications such as, VoIP and data backup.
The improvements of system performance are dependent on storage and com-
puting capabilities of nodes in P2P systems.

The distributed computation slicer is designed in distributed P2P systems in
order to achieve node partitioning [12]. The traditional models of slicer consider
partial ordering or causal ordering of events. However, the topological structures
executing higher dimensional automata are formulated to model and analyze dis-
tributed concurrent computation [11]. The concepts of algebraic topology can be
employed to model and analyze synchronous as well as asynchronous distributed
computing systems [1,14,15]. The concepts of homology are used to formulate
the model of distributed computation in topological spaces [2,20]. Moreover, the
modeling of distributed computation based on iterated shared data is formulated
using combinatorial and algebraic topological concepts [4,5].

The stability of distributed computation and complexity can be modeled by
employing homotopy theory [7,10,13]. The topological model is capable to com-
pute the bounds of time complexity for determining the approximate agreement
in iterated immediate snapshot model of distributed computation [16]. The dis-
tributed computation in topology is modeled as simplexes, where simplexes are
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a set of complex in topological spaces [8,14]. The properties of object-based
distributed systems are formulated by employing topological structures [6]. The
topological spaces can be generalized by introducing monotone function. The
monotone spaces are the generalized forms of underlying topological spaces [9].
The slicer model of distributed computation can be formulated in monotone
topological spaces considering the consistency property of computation.

4 Monotone Slicing in Distributed Computation

Let a distributed computation be denoted as D comprised of a set of distributed
processes given by P = {pj : 1 ≤ j ≤ N, j ∈ Z+}. The distributed processes are
considered to be deterministic finite state machines. A process pj ∈ P has a set
of deterministic execution states denoted by Sj , where φ /∈ Sj and, Ej be a set
of local events of pj ∈ P . The global set of events in the distributed system is
given by, E =

⋃N
j=1 Ej . The entire state-space of D can be identified by,

S(D) =
N⋃

j=1

Sj (1)

The distributed processes invoke inter-process communications and state
transitions occur in a process due to transmission/reception of messages. In the
proposed model, the processing of events is considered to be internal to processes
and, there exists a global function determining the computational dynamics of
the overall system. Thus, the global state transition related to a process is gov-
erned by a function given by,

f : S(D) → S(D),
f(sj ∈ Sj) ∈ Sj \ {sj}

(2)

The distributed computation is considered to be deterministic if it converges
to a state-space and such converging state-space of D is defined as,

S(D) =
N⋂

j=1

Sj (3)

Let Ω(X) be a power set of set X. The set of all possible cuts on distributed
computation D is denoted by C(D) ⊂ Ω(S(D)). The set of boundary elements
Bj of a process pj ∈ P is defined as,

∀pj ∈ P : f(Bj ⊂ Sj) ∈ S(D) (4)

Considering Bj ⊂ Sj in a distributed system D, a computation in D is defined
as,

−→
D = S(D) \ f(

N⋃

j=1

Bj) (5)
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The above equation illustrates that, the distributed execution considers a set
of global states excluding the convergent region in the state-space. Moreover,
the computation includes the elements of boundary state-space. A monotone
space over

−→
D is (

−→
D , g) equipped with a monotone function g(.) having following

properties:
g : Ω(

−→
D) → Ω(

−→
D),

g(φ) = φ,

∀A ∈ Ω(
−→
D) : A ⊂ g(A),

∀A,B ∈ Ω(
−→
D) : A ⊂ B ⇒ g(A) ⊂ g(B)

(6)

This definition represents the monotone property of a distributed computa-
tion and the mapping of structural forms within the state-space of distributed
computation under consideration.

4.1 Concept of Topological Cut

In this section, the concept of topological cut is introduced. Let, XP be a point-
set and a topological space over XP is (XP , τX) where, τX ⊆ Ω(XP ). If dX :
XP ×XP → 	, where dX ∈ [0,+∞) is a distance metric in XP then (XP , dX , τX)
is a metric space having topological structure. The space is segmented by a
topological cut SX ⊂ XP such that, the following axioms are satisfied,

SX �= φ,

∃X1 ⊂ XP ,∃X2 ⊂ XP : X1 ∩ X2 = φ,

XP \ SX = X1 ∪ X2,

∀x1 ∈ X1,∀x2 ∈ X2,∀s ∈ SX : dX(x1, x2) ≤ dX(x1, s) + dX(x2, s)

(7)

The set SX is a topological cut of (XP , dX , τX). The cut SX is called topo-
logically symmetric cut of (XP , dX , τX) if the following axioms are satisfied,

A ⊂ X1, B ⊂ X2 : [a ∈ A ∧ b ∈ B] ⇒ [∃s ∈ SX : dX(a, s) = dX(b, s)],
| A |=| B |=| SX | (8)

The computed set of distances of all elements of set X1 and X2 with respect
to ∀s ∈ SX is given by,

�1
∀s∈SX

= {dX(s, x) : ∀x ∈ X1},

�2
∀s∈SX

= {dX(s, x) : ∀x ∈ X2}
(9)

The corresponding extremals of a topological cut SX are,

ω(X1) = {x : x ∈ X1 ∧ dX(s, x) = max(�1
∀s∈SX

)},

ω(X2) = {x : x ∈ X2 ∧ dX(s, x) = max(�2
∀s∈SX

)} (10)

The extremals of a topological cut are unique if, | ω(X1) |=| ω(X2) |= 1.
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4.1.1 Definition of ||
As stated earlier, it is assumed that the distributed processes are executing
as finite state machines in a distributed system and, the entire state-space is
XP = S(D). A partial ordering relation ( m−→) is defined in global state-space of
the respective distributed system by following axioms,

∀pi, pj ∈ P : m−→⊂ (Si × Sj) ∪ (Sj × Si),

∀si ∈ Si,∀sj ∈ Sj : [(si, sj) ∈ m−→] ⇒ [(sj , si) /∈ m−→],

[(si, sj) ∈ m−→ ∨(sj+1, si+1) ∈ m−→] ⇒ [si+1 = f(si)] ∧ [sj+1 = f(sj)]

(11)

A relation ||⊂ S(D)2 between any two states within state-space of the dis-
tributed computation under consideration is defined by following axioms,

∀pi ∈ P : si−1 ∈ A ⊂ X1, si+1 ∈ B ⊂ X2 : [si = f(si−1) ∧ si+1 = f(si)],

∀(si||sj) ⇒ [(si, sj) /∈ m−→] ∧ [(sj , si) /∈ m−→],

∀(si||sj) ⇒ ¬[∃sj+1 ∈ B : (sj+1, si) ∈ m−→],
(si||sj) ⇔ (sj ||si)

(12)

Thus, the relation || maintains the consistency of cuts in execution topological
state-space of distributed processes.

4.2 Monotone Slicer Model

In order to formulate an observable distributed computation, it is necessary
to restrict the dynamics of distributed computation in monotone topological
spaces. Let Aj ∈ Ω(

−→
D) and Aj ⊂ g(Aj). A set of cuts C ⊂ C(D) in

−→
D for

K < |Ω(
−→
D)| is given by, C =

⋃K
j=1 g(Aj) such that following implication holds,

where ∀c ∈ C, |c| = N and, u �= v,

∀pu, pv ∈ P : [∀x,∀y : x, y ∈ c] ⇒ [x ∈ Su ∧ y ∈ Sv] (13)

The set of consistent cuts forms a lattice (L,≤) in
−→
D where, L ⊂ C and,

∀c ∈ L, [∀x,∀y : x, y ∈ c] ⇒ (x||y). A set of lattice join-irreducible elements
of L is given by, J(L) ⊂ L. A distributed computation in monotone topological
spaces is consistent if the run R in

−→
D is defined as a sequence R =< Ak : Ak ∈

Ω(
−→
D), k = 0, 1, 2, . . . >, where Ak, Am ∈ Ω(

−→
D) such that, (g(Ak), g(Am)) ∈≤

and, m = k + 1.
Let X be a set of Boolean variables given by, X = {xn : n = 1, 2, 3, . . . , I}

where, xn ∈ {0, 1}. The predicate Γ(X|c) ∈ {0, 1} is assumed to be computable
at cut-state c ∈ C in the corresponding distributed system. Thus, the slice of a
distributed computation is defined as,

J(L|Γ) = {c : (Γ(X|c) = 1) ∧ (c ∈ J(L))} (14)
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The lean slice of a distributed computation is l = {c : c ∈ J(L|Γ)} where,
|l| = 1. A state e is called critical state if ∃{e} ∈ Ω(

−→
D) and, l = g({e}). The

elements of g(.) satisfying stable Boolean predicate Γ(.) in a valid distributed
computation are verified by,

(g(x),Γ) ⇒ [(x ∈ Ω(
−→
D)) ∧ (g(x) ∈ L) ∧ (Γ(X|g(x)) = 1)] (15)

Hence, the set of consistent and stable executions in a distributed computa-
tion can be found if the corresponding sequences of executions satisfy Eq. (15).

The Birkhoff’s lattice isomorphism model considers the application of multi-
valued mapping function given by, β : L → C. Thus, the Birkhoff’s lattice
isomorphism model can be incorporated or preserved in the monotone slicer
model proposed in this paper by following the definition given as, β(c ∈ L) =
{x : ((x, c) ∈≤) ∧ (x ∈ J(L))}. It immediately follows that, considering e be a
critical state of a distributed computation in monotone spaces, (g({e}),Γ) ⇒
[∃y ∈ L : g({e}) ∈ β(y)]. Moreover, if Ak ∈ Ω(

−→
D) such that, g(Ak) ∈ L then

the non-commutative composition is formulated as, β ◦ g ∈ J(L). This indicates
that, the Birkhoff’s lattice isomorphism as well as cover can be preserved in the
proposed monotone slicer model of distributed computation.

4.3 Topological Cut in Event-Based Distributed Systems

The earlier section considered state-based model of distributed systems. How-
ever, a distributed system can be formulated as an event-based system. Following
the event-based model of distributed computation, it is considered in this section
that XP is an entire event-space of the distributed computation under considera-
tion having XP = E and, the corresponding logical clock function is r : E → Z+.
Thus, the distance metric of (XP , dX , τX) in distributed computational model
can be defined as,

∀a ∈ E,∀b ∈ E : dX(a, b) = |r(a) − r(b)|,
dX(a, b) ∈ [0,+∞)

(16)

The partial ordering relation ( h−→) is defined in event-space of distributed
system under consideration as,

∀a ∈ E,∀b ∈ E : [(a, b) ∈ h−→] ⇒ [r(a) < r(b)] ∧ [dX(a, b) > 0] (17)

The topological cut SX ⊂ XP is consistent in the point-set topological model
of distributed computation if the following axioms are satisfied over partial order-
ing relation of events,

∀a ∈ SX ,∀b ∈ SX : [¬(a h−→ b)] ∧ [¬(b h−→ a)],
|SX | = N

(18)
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5 Properties of Monotone Slicer

The determination of consistency and observability of a distributed computation
are two important factors in the runs of concurrent interacting processes. Iden-
tifications of critical state of computation and its property are required to form
a lean slice. This section constructs a set of analytical properties of monotone
slicer and proposes the existence of generating function of a slice in the execution
lattice.

5.1 Theorem 1:

g(.) is strictly consistent if ∀sk ∈ −→
D,∃Ak ∈ Ω(

−→
D), g(Ak) ∈ L.

Proof: Let in a distributed computation be, ∀sk ∈ ⋃N
j=1 Sj ,∃Ak ∈ Ω(

−→
D) such

that, g(Ak) ∈ L. Thus, ∃sm ∈ ⋃N
j=1 Sj ,m = k + 1 where, (g(Ak), g(Am)) ∈≤.

Hence, the run R is always consistent in the corresponding distributed compu-
tation. Thus, g(.) is strictly consistent in distributed computation in monotone
spaces.

5.2 Theorem 2:

If V ⊂ Ω(
−→
D) such that, g(V ) = C then, g(V ) \ L may not be consistent.

Proof: Let V ⊂ Ω(
−→
D) and ∃{x} ∈ V such that, g({x}) ∈ C. Now, g(V )\L ⊂ C

and, if g({x}) ∈ L then, g({x}) /∈ g(V ) \ L. Thus, it can be said that,

∀{x} ∈ V : [g({x}) ∈ L] ⇒ [g({x}) /∈ g(V ) \ L] (19)

Hence, g(V ) \ L is not consistent.

5.3 Theorem 3:

g(.) is a generating function of (L,≤).

Proof: Let E ⊂ Ω(
−→
D) such that, ∀x ∈ E, |x| < N . This indicates, ∃g(a ∈

E),∃g(b ∈ E) such that, (g(a), g(b)) ∈≤. If F ⊂ E such that, ∀x ∈ F , g(x) ∈ L
then, g(F ) is a generating function of lattice (L,≤).

5.4 Theorem 4:

If E ⊂ Ω(
−→
D) such that, ∀x ∈ E, |x| < N and, g(x) ∈ L then, (g(F ),Γ) induces

a sub-lattice where, F ⊂ E.

Proof: Let E ⊂ Ω(
−→
D) such that, ∀x ∈ E, |x| < N and, g(x) ∈ L. Let F ⊂ E

such that, the following implication holds,

∀x ∈ F : [(g(x ∈ F ),Γ)] ⇒ [¬(g(x ∈ E \ F ),Γ)] (20)

However, ∀x ∈ E, following condition is satisfied in the distributed compu-
tation under consideration,
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[(g(x) ∈ L) ∧ (L = g(E))] ⇒ [(g(E),≤)] (21)

Moreover, g(x ∈ F ) ⊂ L. Hence, (g(F ),Γ) induces a sub-lattice of (L,≤).

6 Conclusions

Distributed database and distributed computing systems support executions of
big data based data analytics applications. The model of underlying distributed
computing structure plays a role in determining overall performance and stability
of the respective system. The structure of distributed computation can be mod-
eled in monotone topological spaces. The modeling of consistent monotone slicer
of distributed computation in monotone topological spaces helps in determining
consistent cuts in execution lattice preserving Birkhoff’s lattice isomorphism.
The monotone slicer model considers evaluation of stable predicate in consistent
cuts in the lattice of distributed computation. In case of event-based distributed
systems, the topological model of consistent cuts can be formulated considering
the global event-space of the distributed systems.
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Abstract. The article is a study upon storage efficiency of LOB struc-
tures for systems consisting of PostgreSQL or Oracle relational data-
base management systems. Despite the fact that recently several NoSQL
DBMS concepts were born (in particular document-oriented or
key-value), relational databases still do not lose their popularity. The
main content is focused on sparse data such as XML or base64 encoded
data that stored in raw form consume significant volume of data storage.
Studies cover both performance (data volume stored per unit of time)
and savings (ability to save data storage) aspects.

Keywords: Storage efficiency · LOB · Oracle · PostgreSQL · Cloud
computing

1 Introduction

The idea of the relational database management systems was created with the
needs of flexible and efficient handling of collected structured data. At the begin-
ning only the basic data types were being collected and processed. But along
with the development of IT application there was a need to process raw/binary
data that could encode audio, video, serialized documents of any format, etc.
Initially these specific types of data have been stored outside of files managed
by RDBMSs (Relational Database Management Systems) but directly in file
systems. This led to several problems with the fulfillment of the ACID (Atom-
icity, Consistency, Isolation, Durability) properties and with implementation of
backup mechanisms. Currently, most RDBMSs allow to store and to manipulate
binary data the same way as structured data in terms of the ACID properties,
authorization, access control and backup mechanisms.

The volume of binary data, that often comes from digitizers and represents
audio, video and others is a separate issue. The volume of this type of data
is usually managed at application level by defining the quality requirements of
stored data and the use of domain-specific compression algorithms. For any other
type of data it is also possible to use general compression algorithms (e.g. lzo,
zlib, etc.) [14].
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 212–223, 2017.
DOI: 10.1007/978-3-319-58274-0 18
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Some of the RDBMs enable transparent compression of stored content that is
based on trial data compression at the time of storing, and in the event of a sat-
isfactory compression rate to save so compressed content. It has to be mentioned
here that the use of compression can have both positive and negative impact on
the performance of the entire solution and it will depend on what is the bottle-
neck of processing in a particular system (CPU time vs. IO bandwidth). In the
case of enterprise-class systems, there are many possible scenarios that can be
implemented by different levels of the technology stack for compressing stored
content from transparent compression made by disk arrays through compression
enabled file systems and database systems to compression made at the appli-
cation level. But most of these scenarios entail additional costs, which do not
always justify their choice.

This article presents research on the possibility of saving disk storage (while
controlling performance) for systems with relational databases build on top of
JBOD (i.e. just a bunch of disks) or ‘virtual JBOD’ storage for data of vari-
able ‘information density’. Such an architecture is characteristic for low-cost
on-premise systems but also, what is more important, for cloud services served
in the IaaS model [19].

2 Related Work

This interest for data compression is unrelenting since the rapid development of
computer technology. Initial struggle for space-saving use of floppy disks or slow
modem connections continues to this day and the strategies and approaches are
changing with the development of technology.

Contemporary trends moving computation tasks to the cloud seem to result
in leaving as infrastructural aspects as compression to providers of cloud ser-
vices. In fact, providers of such services, aiming to reduce the overall cost of
infrastructure operating, are also interested in the subject of compression stored
[3,6,7] or transmitted data [4]. But the decrease in the volume of compressed
data at the side of the service provider usually does not mean a reduction in the
cost of operating the system by the tenant – motto ‘pay as you go’ refers to the
volume of data seen on the client side. Perhaps this will change in the future,
but for now the tenant should be interested in data compression by himself. Of
course, possible approaches depend on the model in which services are provided
and this article focuses on the RDMSs and relates to IaaS model.

General considerations on the topics of data compression can be found in [15].

3 Implementations of Storing Binary Data in RDBMSs

A Binary Large OBject (BLOB) is a collection of binary data stored as a
single entity in a database management systems. This data usually represents
images, audio or other multimedia, serialized state of application objects or even
executable code. Database support for BLOBs is not universal and each database
platform offers its own solution.
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3.1 Oracle

Oracle database is known and leading database platform that is being used both
in small and very big applications. It is respected both for its reliability and
performance. Its architecture assumes to take maximum control over the data
files implementing its own buffers and making it even possible to store on raw
partitions or Oracle self–made database file system named ASM (Automatic
Storage Management) [9,11].

Oracle database started to support BLOB functionality in version 8 and
besides BLOB stored in database files there was also BFILE datatype that
allowed to store binary data outside of the database, as operating system files.
System architect had to decide which of the above two types to use, because
BLOB met ACID features but access time to data was much longer than using
BFILE. With version 11g Oracle provided SecureFiles mechanism that com-
pletely redefined method of storing binary data inside of database files making
it up to 10x faster than before and even faster than using BFILE [8].

The use of the enterprise version features allows not only for transparent
compression, but even for data deduplication. These features however are extra
paid so they cannot be taken into account during this study as they are not
included in Oracle Express Edition 11g. Also partitioning, which greatly simpli-
fies the management of large volumes of data, is available only on the enterprise
platform, but there are solutions for standard platform, which for certain appli-
cations prove themselves as well [20]. Although compression and partitioning
are orthogonal approaches, the best results in management of the data retention
are obtained by the complementary usage - rarely requested data is stored on
slower, cheaper, compressed media, while sensitive data is stored on faster, more
reliable and more expensive media.

3.2 PostgreSQL

PostgreSQL (PgSQL) is the world‘s most advanced open source database. Devel-
oped over 25 years by a vibrant and independent open source community, Post-
greSQL was born from the same research as Oracle and DB2 and contains com-
parable enterprise-class features such as full ACID compliance for outstanding
transaction reliability and Multi-Version Concurrency Control (MVCC) for sup-
porting high concurrent loads [2].

Developers of PostgreSQL, despite being inspired by the architecture of Ora-
cle database, decided on a completely opposite approach to managing of data
files. They rely on the host operating system much more, leaving under its control
managing of data files and buffers.

PostgreSQL strategy for storing large objects is quite different from that
developed by Oracle. There is no single datatype dedicated for storing large
objects but any datatype that has a variable-length representation, in which
the first 32-bit word of any stored value contains the total lenght of the value in
bytes, is capable to store lots of data. This technique, introduced in version 7, was
called TOAST (The Oversized-Attribute Storage Technique). PostgreSQL uses
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a fixed page size (commonly 8 KB), and does not allow tuples to span multiple
pages. Therefore, it is not possible to store very large field values directly. To
overcome this limitation, large field values are compressed and/or broken up into
multiple physical rows. This happens transparently to the user, with only small
impact on most of the backend code [16]. To store BLOB data one simple has
to use BYTEA datatype that among others is also TOAST enabled.

PostgreSQL has also a large object facility, which provides stream-style access
to user data that is stored in a special large-object structure what enables ran-
dom seeking over entries. Unfortunately, a serious drawback of this datatype is
the lack of support for ACID and a completely different interface to access data
then SQL. Wider discussion on the advantages and disadvantages of the use of
one of these datatypes can be found in [12].

4 Survey

4.1 Research Environment and Methods of Measurement

The study was conducted on an environment virtualized by VMware ESXi
(supervising Dell Poweredge T420 server) and is shown in the Fig. 1.

Listing 1.1. Database load method

public long i n s e r t b l o b ( InputStream str , boolean getvolume )
throws SQLException
{

p s I n s e r t . setBinaryStream (1 , s t r ) ;
p s I n s e r t . execute ( ) ;
i f ( getvolume ) {

Resu l tSet r s e t = psS i z e . executeQuery ( ) ;
r s e t . next ( ) ;
return r s e t . getLong ( 1 ) ;

}
else return 0 ;

}
Guest operating system (Ubuntu distribution) hosts LXC containers [1] using

Docker [17]. Both database platforms run with default configuration parameters
as LXC containers with its own file systems for binaries. Database files however
are placed on linked volumes that are mapped to dedicated disk drive mounted
on operating system. Such architecture allows on the one hand to easily manage
containers (that can be regarded as non persistent resources) and on the other
hand to easily manage database volumes and measure changes in the volume of
files.

Testing load of databases was conducted by dedicated java application being
executed in java runtime environment. Access to the databases was implemented
using JDBC (Java Database Connectivity) mechanisms. The method of loading
data into both databases was presented in Listing 1.1.
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Fig. 1. Diagram of the test environment

As you can see the insertblob method operates on private objects psInsert and
psSize of PreparedStatement class. Because the SQL statement is prepared only
once during class initialization, database servers do not have to parse statement
and develop execution plan each time the method is called letting it focus only
on binding and executing of insert statement. Calling parameters are str that
contains binary data to be stored and getvolume that is a flag indicating the
need for database segment size calculation (since such calculations are quite
time consuming they are not performed each time).

4.2 Measurement Methodology

These studies were inspired by the need for validation of database platforms for
an electronic document archiving system. Therefore, measurements concentrate
mostly on write performance and actual size (taking into account the overhead
of concrete database platform) of stored files of different volume and different
‘information density’.

The size of files was set at 7 KB, 100 KB and 10 MB and to examine the files
of different ‘information density’ XML format (as sparse), base64 encoded (as
medium) and random-byte (as dense) files have been chosen.

During the implementation of the research methods there was a need to
measure the space allocated for storage of test files. It is important to distinguish
between the logical volume size of files (resulting directly from the file size and
the number of stored files) from the physical size of the disk space allocated by
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the files of the concrete DBMS. As the logical volume size can be calculated a
priori, it is interesting to measure only the physical disk space allocation. This
was done on three levels - as SQL query (of tablespace size allocation) on data
dictionary of given DBMS, as the OS command that calculates the size of file
or directory and as OS command that calculates free space of a disk. The last
one lets to indirectly calculate the increase of space allocated as the difference
between the final and the initial measurement. Although the use of this method
is the most problematic (because along with subsequent files storing disk space
consumption results not only from the increase in the given tablespace, but also
from the increase in other supporting structures, such as database logs), it was
necessary for research on BTRFS, as it so far in the OS commands displaying
size of files the option of displaying the physical size of transparently compressed
files is not implemented. So for tests on a standard file system (ext4) the second
level method was used (after making sure that the results are the same as for the
first level method) and for tests on a BTRFS file system the third level method
was used.

All presented results are for volume up to 11 GB as it is the upper limit for
user data in Oracle Express Edition 11g. For PostgreSQL database also further
studies (results are not presented in charts) were conducted for up to 1 TB
volume of data and the database platform acted stable and predictable.

4.3 Results

In the Fig. 2 increases of physical data volume for 7 KB files of different type
for Oracle platform are shown. On the horizontal axis is the number of stored
documents while on vertical axis is the volume of data in bytes. On the chart
legend are symbols for each file type (b64 - base64, rnd - random bytes, xml -
XML format) and one additional called unitary to show the logical data size
(that is calculated as multiplication of file size and the number of stored files)
as a reference line.

As we can see all measurements for all types of files are arranged almost
in a collinear way on a line above unitary what is caused by the additional
overhead for the organization of data by database server. In this particular case
(for 7 KB files in Oracle database) the overhead is about 15.4% (calculated as
100% * (10.4 GB − 9.01 GB)/9.01 GB).

Similar measurements for PgSQL platform are shown in Fig. 3.
In this case, for base-64 and random files the database platform overhead is

the same – 16.2% (calculated as 100% * (11.64 GB − 10.02 GB)/10.02 GB)) but
for XML files we can see values that are much smaller than unitary ones. This
is due to the use of transparent compression that saves storage space by 60.5%.
Surely this is not the maximum savings that could be achieved [18], but we get
it absolutely for free and without any additional effort.

The following figures (Figs. 4 and 5) show the final aggregated results of
measurements for all types, sizes and database platforms. Trying to create a
‘level playing field’ the third deployment variant was introduced where Oracle
database platform (that in the free version lacks compression) has been coupled
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Fig. 2. The size of data for 7KB files of different type for Oracle database
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Fig. 3. The size of data for 7KB files of different type for PgSQL database

with modern, open source Btrfs file system [13]. Btrfs, besides many other valu-
able features, has the capability of transparent compression and so it has been
configured.

As shown in many studies (e.g. [5]), rich Btrfs functionality affects some-
times the performance degradation. Figure 4 (research for smallest files) seems
to confirm this - the performance overhead is above 153% compared to Oracle
coupled with ‘plain’ ext4 file system. PgSQL showed 30.5% better performance
compared to Oracle on ext4.



Storage Efficiency of LOB Structures for Free RDBMSs 219

PgSQL

Oracle
Oracle - btrfs

0

500000

1000000

1500000

2000000

2500000

3000000

3500000

4000000

7K b64 7K rnd 7K xml

PgSQL

Oracle

Oracle - btrfs

Fig. 4. The storage performance for 7 KB files of different type

PgSQL 

Oracle 
Oracle - btrfs 

285000 
290000 
295000 
300000 
305000 
310000 
315000 
320000 

325000 

330000 

10M b64 10M rnd 
10M xml 

PgSQL 

Oracle 

Oracle - btrfs 

Fig. 5. The storage performance for 10 MB files of different type

The situation changes for the testing of largest (10 MB) files (Fig. 5). Previous
huge disparities disappear and the differences in measures are emphasized only
thanks to scaled axes. We can see that both database platforms coupled with ext4
file system are processing a little bit longer XML files. The opposite situation
can be observed for the Oracle database coupled with Btrfs file system.

Further figures (Figs. 6, 7 and 8) show storage efficiency in term of data
footprint. Each of these three figures (showing the results of measurement for
7 KB, 200 KB and 10 MB files) allow to draw similar conclusions.

Results for the Oracle database that uses ext4 and Btrfs are quite similar but
environment with Btrfs always needs a little more storage (for 7 KB files it is an
average of 2.8% and growing to an average of 14.3% for 10 MB files). It is quite
surprising because it turns out that even for XML files the Btrfs transparent
compression mechanism is not compatible with Oracle database and only makes
processing time longer.
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PgSQL has higher storing overhead (from 6.9% to 17.4%) than Oracle for files
of base64 and random type. But for XML files PgSQL significantly outperforms
Oracle database (from 54.6% to 64.5% what means that data volume is smaller
from 2.2 to 2.81 times for PgSQL).

5 Summary

This paper presents a survey about storing efficiency of LOB structures for free
RDBMSs. Despite the fact that recently several NoSQL DBMS concepts were
born (in particular document-oriented or key-value), relational databases still
do not lose their popularity. If there is a need for processing binary objects one
has to ask oneself a few questions such as:

– Are binary objects the part of broader data model?
– Is there a need to manipulate binary objects using the metadata that describe

it?
– Should binary objects be processed uniformly with the other data in terms of

transaction management?

A positive answer to any of these questions should lead to consideration of the
use of RDBMS.

Conducted research indicates that the footprint of stored binary data is not
tremendous, but it should be noted that there are some differences between data-
base platforms. We examined the well-known, industry leading Oracle database
and open source PostgreSQL platform that is often considered (due to many
similarities in operating and architecture) as a ‘free replacement’ for Oracle.

Oracle showed the lowest overhead for the stored data in raw representation,
but in the case of ‘sparse data’ such as XML, PgSQL thanks to transparent com-
pression option, can greatly save volume of stored data. It should be noted that
the Oracle platform in the paid version (as Oracle Advanced Compression fea-
ture of Oracle Database Enterprise Edition [10]) also has the ability to compress
data.

When assessing the performance of platforms (for the number of documents
stored per unit of time) it should be noted that for small files PgSQL platform
was more efficient but with the increase in file size differences are blurred and
even pointed to the superiority of the Oracle.

Unfortunately attempts to apply the compression to Oracle coupled with
Btrfs failed, despite the fact that for Btrfs transparent compression of the same
files processed at the level of operating system worked correctly. Since such a
configuration could be very cost-effective, future consideration should be given
to examine Oracle coupled with other modern file systems that are transparent
compression enabled.
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Abstract. Our team is working on new algorithms for intra-page index-
ing in PostgreSQL generalized search trees. During this work, we encoun-
tered that slight modification of the algorithm for modification of a tuple
on a page can significantly affect the performance. This effect is caused
by optimization of page compaction operations and speeds up inserts and
updates of a data. Most important performance improvement is gained
using sorted data insertion, time to insert data into an index can be
reduced by a factor of 3. For a randomized data performance increase
is around 15%. Size of the index also significantly reduced. This paper
describes implementation and evaluation of the technique in PostgreSQL
codebase. Proposed patch is committed to upstream and expected to be
released with the PostgreSQL 10.

Keywords: PosgreSQL ·GiST ·Memory operations ·Multidimensional
index

1 Introduction

Nowadays databases solve many different technical challenges [11,15]. They store
data compactly, resolve data write conflicts and allow to query data efficiently.
The latter part of database tasks is undertaken by so called access methods
(AM), i.e. algorithms and data structures enabling quick retrieval of data by
certain conditions. The paramount of AMs for modern relational databases is
B-tree [1] allowing fast retrieval of data by the primary key and many other
useful operations [9]. Generalized index search tree (GiST) is an AM technique,
which allows to abstract significant part of data access methods structured as
a balanced tree. Use of the GiST allows AM developer to concentrate on his
own case-specific details of AM and skip common work on the tree structure
implementation within database engine, a query language integration, a query
planner support etc.

GiST was first proposed by Hellerstein et al. in [12], further researches were
undertaken by Kornacker et al. [13]. Later GiST was implemented in PostgreSQL
with large contribution by Chilingarian et al. [8]. Current PostgreSQL GiST
implementation accepts different trees as a datatype (and so called opclass).
Opclass developer must specify 4 core operations to make a type GiST-indexable:
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 224–232, 2017.
DOI: 10.1007/978-3-319-58274-0 19
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1. Split: a function to split set of datatype instances into two parts.
2. Penalty calculation: a function to measure “penalty” for unification of two

keys.
3. Collision check: a function which determines whether two keys may have

“overlap” or are not intersecting.
4. Unification: a function to combine two keys into one so that combined key

collides with both input keys.

Operations 1, 2 and 4 are responsible for construction of index tree, while
operation 3 is used to query constructed tree. In general case, tree construction
can be seen as serial insertion of dataset into an index tree. Insertion is a recursive
algorithm, executed for every node starting from root of the tree. This algorithm
searches within a node for an entry (also called downlink) with a minimal penalty
of insertion of an item being inserted. For a chosen downlink key is updated with
operation 4 and algorithm is invoked recursively. If algorithm is invoked on a
leaf page it just places item being inserted, if the node is overflown then upward
sequence of splits with operation 1 is started.

For example, if for operations 1–4 we pick rectilinear rectangles, we get
regular R-tree [10], though many different indexing schemes are possible. The
PostreSQL GiST implementation assumes one node of the generalized tree is
one page. It allows to manipulate with data larger than RAM: while some pages
reside in RAM buffer others reside in persistent memory. Also, PostgreSQL
implementation do not use stack recursion in algorithms and allows to use in
one index multiple different datatypes with different opclasses. Our team was
working on different improvements for spatial indexing [3,4] and specifically on
intra-page indexing [7]. Research of the GiST implementation showed us that
there is a room for insert\update performance improvements without radical
codebase modification and introduction of new algorithms.

2 Optimization of Inserts and Updates in GiST

2.1 Currently Employed Update Method

In the PostgreSQL implementation items are placed on page by the function
gistplacetopage. Official PostgreSQL documentation mentions it as a “workhorse
function that performs one step of the insertion”. It receives an array of items to
be placed on the page and an index of the position where items should be placed.
Index of the position either can be so called InvalidOffsetNumber to indicate that
items should be placed at the end of page.

This function is doing 4 steps:

1. It checks whether items can be accommodated on page without overflow. If
not, the function performs split according to GiST algorithm.

2. If index of allocation is valid, then existing item is deleted from page with
system routine PageIndexTupleDelete. Only one tuple is deleted at once, this
behavior was formed due to many callers of the function with different require-
ments and expectations.
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3. Items are placed at the end of a page.
4. Performed actions are registered in write-ahead log (WAL). The WAL is

responsible for recovery operations. For example, if power is cycled unex-
pectedly database will apply WAL records on most recent existing database
snapshot, which was saved on disk.

Obviously, recently updated items are always at the end of a page. This fact
has several negative consequences which can be immediately observed:

– It affects cache locality negatively;
– Delete of item almost always causes move of big regions on a page since tuples

are stored compactly.

2.2 Proposed Method

Core PostgreSQL functions for buffer pages allows to add an item at the end,
add an item at an arbitrary index, delete items in multiple ways and some other
operations. Some AMs like B-tree have specific page functions according to their
need. But all these functions don’t include routine for item overwrite. In our
patch for PostgreSQL core we implemented function PageIndexTupleOverwrite,
which replaces an old tuple with provided one. Data is moved across page only
size of the old tuple is not equal to the size of the new tuple. If there is not
enough place to accommodate new tuple instead of old query execution is ter-
minated with error, thus caller must check this precondition. This function has
the following properties:

– Keeps item index unchanged;
– Performs no memory moves on page if memory-aligned sizes of old and new

items are equal.

Also, the patch forks steps 2 and 3 of gistplacetopage into one PageIndex
TupleOverwrite call in case when item array has one item and passed index is
valid (delete required).

2.3 Effect on Write-Ahead Logging

Change in allocation process caused the need for change in WAL replay functions.
Same conditional logic has to be applied to them. Fortunately, WAL registra-
tion process has not changed, we still store in WAL records same information:
array of items and index of an item on the page. But now interpretation of this
information is more complicated.

So, in order to disable WAL compatibility with previous log, patch applica-
tion have to be accompanied with increase of constant XLOG PAGE MAGIC
which is responsible for version of WAL records format. If this step is omitted,
index may be corrupted by mischief usage of WAL records.
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2.4 Other Indices

The Block Range Index (BRIN) in PostgreSQL also has item deleted fol-
lowed by item placement at the same place causing two memory moves.
PostgreSQL Global Development Group members also stated that usage of
PageIndexTupleOverwrite would make code more readable. But logic of WAL
records in BRIN is far more complicated and performance benefits are not that
viable. Thus, final version of our patch didn’t include interventions into BRIN,
but all code assertions were done taking into account usage in BRIN. Despite
we could not find any statistically significant performance improvements, patch
committer, Tom Lane, modified patch to update BRIN functions. Following is
the code of data accommodation in BRIN

PageIndexDeleteNoCompact ( oldpage , &o ldo f f , 1 ) ;
i f ( PageAddItemExtended

( oldpage , ( Item ) newtup , newsz , o l d o f f ,
PAI OVERWRITE | PAI ALLOW FAR OFFSET)
== Inval idOffsetNumber )
e l og (ERROR, ‘ ‘ f a i l e d to add BRIN tuple ’ ’ ) ;

This code was replaced with

i f ( ! PageIndexTupleOverwrite ( oldpage , o l d o f f ,
( Item ) newtup , newsz ) )
e l og (ERROR, ‘ ‘ f a i l e d to r ep l a c e BRIN tuple ’ ’ ) ;

Committer made this replacement just for the sake of code clearance, without
proofs of performance increase. Worth noting that PageIndexDeleteNoCompact
does not compact page item numbers (so called “line pointers” on page), but
almost always causes tuple data defragmentation on page. This data defrag-
mentation does not provide any actual optimization, but is bad for cache. Cur-
rently we couldn’t construct condition and design test to show viable BRIN
performance improvement, but certainly some operations are improved.

3 Evaluation

GiST key update essentially is insert of a new record. Hence performance evalua-
tion was centered around inserts into table that has GiST index. For testing pur-
poses, we used opclass from the cube extension. This extension implements regu-
lar R-tree for rectilinear multidimensional boxes with Guttman polynomial time
split algorithm [10]. Tests were conducted on Ubuntu 14 LTS virtual machine
under Microsoft Hyper-V hypervisor with Intel Core i5 processors, SSD disks
and unlimited dynamic RAM. RAM consumption during tests never exceeded
9 Gb. All tested operations are sequential and do not depend from number of
CPUs significantly.
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3.1 Ordered Data Insertion

Following script creates a table, an index and inserts one million rows into the
table. Each row contains only one attribute – 3-dimensional dot (box with zero
margin). Rows are inserted in order of computation of the Cartesian product of
three incremental sequences.

c r e a t e t ab l e dataTable ( c cube ) ;
c r e a t e index idx on dataTable us ing g i s t ( c ) ;
i n s e r t i n to dataTable ( c )

s e l e c t cube ( array [ x/100 , y/100 , z /100 ] )
from
g e n e r a t e s e r i e s (1 , 100 ,1 ) x ,
g e n e r a t e s e r i e s (1 , 100 ,1 ) y ,
g e n e r a t e s e r i e s (1 , 100 ,1 ) z ;

Application of our patch reduces time of execution of this test script by a
factor of 2. It is worth noting that this time includes not only RAM insert opera-
tions but also accommodation of the table in PostgreSQL heap and committing
WAL records to a persistent storage. This dramatic performance improvement
triggered further investigation of a patch effect. GiST performance for ordered
data insertion, isolated from heap time, is improved more than 3 times on aver-
age (with the relative standard deviation around 10%). But it was also noted
that size of the resulting index was reduced by a factor of 3.25. The cube exten-
sion, as some others, use Guttman’s polynomial time split algorithm. It is known
to generate “needle-like” minimum bounding boxes (MBBs) for sorted data due
to imbalanced splits (splitting 100 tuples as 98 to 2). Due to previous throw-to-
the-end behavior of GiST this imbalance was further amplified (most of inserts
were going to bigger part after split). That is why GiST inserts for sorted data
were slower before this patch.

3.2 Randomized Data Insertion

For the randomized data insertion, previous described test showed no statisti-
cally confident improvement. To measure performance more precisely we used
following script:

c r e a t e t ab l e dataTable ( c cube ) ;
c r e a t e index idx0 on dataTable us ing g i s t ( c ) ;
c r e a t e index idx1 on dataTable us ing g i s t ( c ) ;
c r e a t e index idx2 on dataTable us ing g i s t ( c ) ;
c r e a t e index idx3 on dataTable us ing g i s t ( c ) ;
i n s e r t i n to dataTable ( c )

s e l e c t cube ( array [ random ( ) , random ( ) , random ( ) ] )
from
g e n e r a t e s e r i e s (1 , 100 , 1) x ,
g e n e r a t e s e r i e s (1 , 100 , 1) y ,
g e n e r a t e s e r i e s (1 , 30 , 1) z ;
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This script creates one table with 4 indices to reduce effect of volatility of
time spent in heap data insertion. The script inserts 300 000 rows into the table.
For this script, average performance improvement of our patch is about 15%.
Additional test result, hardware and software configuration and resources for
reproduction can be found on pgsql-hackers mailing list [6].

Average index build time before patch is 78 s. Average index build time after
patch is 68 s.

T-test shows statistically significant difference between the current (M =
77866.75 ms, SD = 8754.71) and patched (M = 67885.50 ms, SD = 7157.02)
versions, p = 0.0256 with a 95% CI of 1406.54 to 18555.96.

4 Analysis

4.1 Randomized Data Insertion

Performance effect of the patch with randomized data is easily explainable
and was expected before implementation. Every insert causes h-1 tuples to be
changed and 1 tuple is placed to leaf page, where h is tree height. Tuples on
internal pages always have nonzero perimeter: probability to have full page of
equal 3D vectors chosen at random is negligible, thus internal page tuples unite
many different points of leaf page or pages. MBB bytes size change may happen
only due to transition from point to bounding box, which never happens for
internal page tuples. Thus, h-1 updates are not changing tuples size and will not
trigger memory move across page. This work is optimized away and less time is
consumed for index creation.

4.2 Ordered Data Insertion

First, let’s describe what we call throw-to-the-end behavior. Before the patch
every update of a tuple changes order of tuple on a page, so updated tuple will
have maximum ItemId number. This affects enumeration order: recently updated
tuples are last in enumeration. Besides computational optimization this is the
only thing that is changes by the patch in GiST behavior. But this change reduces
three times size of an index. Research of this topic showed that cube extension
does not fully implement Guttman’s algorithm for page split [10]. It has three
steps:

QS1 [ Pick f i r s t entry f o r each group ]
Apply a lgor i thm PICK SEEDS, to choose two e n t r i e s to be
the f i r s t e lements o f the groups . Assign each to a
group .

QS2 [ Check i f done ]
I f a l l e n t r i e s have been ass igned , stop . I f one group has
so few e n t r i e s that a l l the r e s t must be as s i gned to i t in
order f o r i t to have the minimum number m, a s s i gn them
and stop .
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QS3 [ S e l e c t entry to a s s i gn ]
Invoke Algorithm PICK NEXT to choose the next entry to
a s s i gn . Add i t to the group whose cover ing r e c t ang l e
w i l l have to be en larged l e a s t to accommodate i t .
Resolve t i e s by adding the entry to the group with the
sma l l e r volume , then to the one with fewer en t r i e s , then
to e i t h e r .
Repeat QS2 .

Mentioned algorithm PICK SEEDS is omitted here, since it’s purpose is clear
and it’s implementation is correct from our point of view. cube extension imple-
ments step QS2 wrong: it does not check minimum group size (parameter m of
algorithm). This error makes unbalanced splits unfused possibility. Algorithm
PICK NEXT also differs from originally proposed. Here is Guttman version:

PN1 [ Determine co s t o f putt ing each entry in group ]
For each entry e not yet in a group , c a l c u l a t e d1 = area
i n c r e a s e r equ i r ed in the cover ing r e c t ang l e o f group 1 to
inc lude E. Ca l cu la te d2 s im i l a r l y f o r group 2 .

PN2 [ Find entry with most p r e f e r en c e f o r one group ]
Choose any entry with the maximum d i f f e r e n c e
between d1 and d2 .

cube extension does not pick next tuples in order from best fits to worst fits.
It processes tuples in order of their location on page, for every tuple picking
most fitting group (1 or 2). This small difference makes possible situation, when
group 2 (right group, group with highest ItemId’s) attracts many unchanged
tuples leaving just one opposite tuple in a group 1. And finally, there are two
important features of behavior of cube split algorithm:

1. PICK NEXT algorithm’s choice of left or right part is based on volume exten-
sion. If all inserted points are located on same grid-aligned plane, volume of
bounding box is zero.

2. cube cut ties of equal volume extensions by adding tuple to right (highest
ItemId) part of split.

This features are not errors per se, technically they are interpretation of unde-
fined behavior of pseudocode from original paper. But together with two errors
and throw-at-the-end behavior of GiST they produce bad splits while inserted
data is located on same plane. This situation is inevitable during sequential
insertion of ordered data.

Technically, before patch and after patch computational complexity is the
same. For insertion sequence with n elements it is O(n log n) for worst case and
for average amortized case. But the difference is in the hidden constant.
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Developed patch, among other benefits, prevents this behavior of cube exten-
sion inside GiST, but does not fix errors in cube. We could not construct a test
to trigger this behavior after patch application, but neither we can prove that it
is not possible.

4.3 Possible Fix of cube extension

Discovered flaws in cube source code create relatively long chain of coincidence
leading to degradation of performance. Though each individual flaw is neither
critical, nor performance significant. From our point of view first thing to fix in
cube extension is to implement more modern split algorithm, such as Korotkov
split [14] or RR* split [2].

But full implementation of modern indices like RR*-tree will require GiST
API extension. From our point of view implementation of ChooseSubtree algo-
rithm via penalty calculation is important limitation for complex data structures.

5 Conclusion

We proposed change in a technique employed by current PostgreSQL GiST
implementation, summarized this technique as a core PostgreSQL patch and
measured its performance improvement. However, most significant performance
improvement for sorted data insertion and updates is not related to improved
memory operations but is attributed to mitigation of weak split algorithm behav-
ior. Developed patch was reviewed on a commitfest [5] by members of the com-
munity and now it has the status “Committed”. We expect that results of this
work will be available to users with the release of the PostgreSQL 10.
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Abstract. The paper introduces RADULS, a new parallel sorter based
on radix sort algorithm, intended to organize ultra-large data sets effi-
ciently. For example 4G 16-byte records can be sorted with 16 threads
in less than 15 s on Intel Xeon-based workstation. The implementation
of RADULS is not only highly optimized to gain such an excellent per-
formance, but also parallelized in a cache friendly manner to make the
most of modern multicore architectures. Besides, our parallel scheduler
launches a few different procedures at runtime, according to the cur-
rent parameters of the execution, for proper workload management. All
experiments show RADULS to be superior to competing algorithms.

Keywords: Radix sort · Thread-level parallelization

1 Introduction

Although the area of sorting algorithms has been investigated from time
immemorial, there is still the need for developing faster implementations as well
as the place for improvement. The demand for even faster sorters is the result
of accumulation of increasing amounts of data in all areas of life. Starting from
user applications, through industry, to strictly scientific applications, organizing
the data is required everywhere.

It seems that the possibility of constructing new sorting algorithms in the
strict sense has been exhausted, that is why faster sorters are constructed by
using the following techniques:

– widening the range of applications of internal sorting,
– parallelization,
– hardware friendliness,
– hybrids of the above mentioned.

The range of applications of internal sorting algorithms become wider natu-
rally, due to the availability of increasingly larger memory sizes.

At the same time, the prevalence of multicore architectures gives the possibil-
ity of using thread-level parallelism to increase computing power. The program-
ming environments that supports developing of multithreaded programs become
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 235–245, 2017.
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more and more popular. Unfortunately, the effort in the parallelization of a code
could be of no effect if the algorithm were not architecture friendly, especially
cache friendly. The subject is crucial for single-threaded algorithms, but becomes
even more critical for parallel ones.

Concerning modern architectures it is known, that the performance bottle-
neck is accessing the main memory. The problem is being solved by equipping
CPUs with cache systems to reduce the time to access data. Most often cache
memories have a hierarchical structure. When accessing data a processor tries
to find it in the first-level (L1) cache, then in case of a fail—at higher levels (L2,
L3). If the data was not stored in the cache, it is necessary to tap into the main
memory with much longer latency. This is called a cache miss.

For multicore architectures individual cores have their own, private first-level
caches, while last-level cache is typically shared. Memory access policy have
to coordinate several problems, e.g., keeping coherent data of private caches,
controlling shared data accesses, especially in case of cache misses. As caches
are organized in lines, there is a conflict when separate threads residing on
separate cores request access to separate data for modification, but the data
falls in the same cache line. This is called false sharing [7]. In such a situation a
synchronization protocol forces unnecessary memory update to keep coherency.

The sorting algorithm which is very well suited for parallelization is radix
sort. It represents non-comparison based sorts [12] with the low computational
complexity of O(N), where N is the number of elements to sort. Keys to be
sorted are viewed as sequences of fixed-sized pieces, e.g., decimal numbers are
treated as sequences of digits while binary numbers are treated as sequences of
bits. Generally these pieces correspond to digits that creates numbers represented
in a base-R number system, where R is its radix.

Still, there are two basic approaches to radix sort. According to the first
variant, digits of the keys are examined from the most to the least significant
ones (LSD). In the second variant, digits are processed in the opposite direction,
i.e. from the least to the most significant ones (MSD). The general idea of the
algorithm is that at each radix pass the array of keys is sorted according to every
consecutive digit. The number of passes corresponds to the length of a key. The
most often a counting sort is selected as the inner sorter. In case of LSD sorting,
it is not intuitive, that the final distribution is properly ordered. In fact, the
usage of a stable method like the counting sort (preserving the relative order
of items with duplicated keys in the array), guaranties accuracy of results. Two
traversals through the array are required at each pass. During the first one, a
histogram of the number of occurrences of each possible digit value is obtained.
Next, for each key, the number of keys with smaller (or the same) values of digits
on investigated position is calculated. Finally the keys are distributed to their
appropriate positions on the basis of the histogram, during the second traversal
through the array. The idea of MSD method is the same, although it is worth to
mention, that after the first pass of sorting, the array of keys is partitioned into
a maximum of R different bins. Every single bin contains keys for one possible
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value of the most significant byte. During every consecutive pass the keys are
sorted within bins from the previous pass and they are not distributed among
separate bins.

In this paper we propose RADULS, which is a parallel radix sorter capable
to sort 4 G 16-byte records in less than 15 s using 16-cores. A few parallelization
strategies are cooperating to assure load balancing. Additionally, RADULS is
cache friendly to reduce long latencies of accesses to the main memory.

The paper is organized as follows. In Sect. 2 a brief description of the state-of-
the-art radix sorters is given. Section 3 describes our algorithm, which is experi-
mentally evaluated against the top parallel sorters (radix-based and comparison-
based) in Sect. 4. In Sect. 5 we discuss some of the applications of radix sort. The
last section concludes the paper.

2 Related Works

The area of sorters using thread-level parallelism was broadly investigated in
recent decades. Our inspiration was the paper by Satish et al. [11], where, among
others, an architecture-friendly LSD radix sorter for CPU was proposed. Firstly,
the authors identified bottlenecks in common, parallel implementations, such
as irregular memory accesses or conflicts in cache or shared memory accesses.
Secondly, they proposed the ways to avoid them. The idea is to maintain buffers
in local storages for collecting elements, that belong to the same radix. The
buffers for B × R bytes in local memory for each thread is reserved, where R is
the radix, and B bytes are buffered for each radix. The B value was selected as
a multiple of 64 bytes (cache line size). Buffers’ contents are written to global
memory when enough elements were accumulated and then is reused for other
entries. Such an approach avoids cache misses, as buffers occupy contiguous space
and fit the cache memory.

In [2] an in-place parallel MSD radix sorter was proposed. There is no aux-
iliary array available in the distribution phase, that is why swap operations are
performed in order to place keys to their proper bins. This phase is especially
challenging when parallelizing, because of existing dependencies between reading
and writing within swaps, while the array of keys is partitioned among threads.
Hence, the authors solve the problem in two stages called speculative permutation
and repair. The stages are iterated until all the keys are rearranged and placed
in their target bins. Next, the bins can be sorted independently. However, these
sub-tasks can be heavily imbalanced, because of differences in bin sizes. That
is why the authors use adaptive thread reallocation scheme to gain proper load
balancing.

3 Our Algorithm

3.1 General Idea

The algorithm follows the MSD approach with radix R = 256. Our parallel
scheduler launches four different procedures for single radix pass depending on
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the current digit position and the size of the bin. It also uses some special
treatment of large bins for better balancing of work among threads. Finally,
sufficiently small bins are handled by comparison-based sorting routines. In the
following subsections we describe each of the procedures in details.

3.2 First-Digit Pass

Figure 1 presents a general scheme of sorting according to the first digit. At the
beginning the keys are distributed into bins by T threads using buffered radix
split algorithm inspired by a single pass of Satish et al. [11] LSD radix sort.
For better load balancing we initially divide the input array into 8T chunks of
sizes linearly growing from N/64T , where N is the array size (constants chosen
experimentally).

1: function FirstPass(data start , data end , current byte, T )
2: bins ← BufferedRadixSplit(data start , data end , current byte)
3: if current byte > 0 then
4: [small bins, big bins] ← SplitBins(bins)
5: for all bin in small bins do
6: task queue.put(bin, current byte − 1)

7: Tbig ← min(T, 1.25 × Nbig/N) big—no. of rec. in all big bins
8: Tsmall ← T − Tbig

9: for i = 1 to Tsmall do
10: Run ProcessBins in a new thread
11: for all bin in big bins do
12: BigBinPass(bin.start , bin.end , current byte − 1, Tbig)

13: for i = 1 to Tbig do
14: Run ProcessBins() in a new thread

Fig. 1. Pseudocode of the first pass of RADIUS algorithm

When the distribution is over, the bins are marked as small or big. The
threshold is set to 2N/3T . The idea behind this is to assign sufficiently large
number of threads for handling big bins, i.e. to avoid the situation in which
threads assigned to processing of small bins completed their work, when the
big bin are still processed. Small bins are intended for processing by a different
procedure than big ones. That is why the priority queue is created for keeping
tasks describing small bins. Tasks are ordered from the largest size of a small
bin to the lowest one. Tsmall of newly created threads are to handle the mentioned
queue. Furthermore, when big-bin processing is over, Tbig threads for small-bin
processing are created (see Fig. 1) to replace the released ones.

3.3 Next Passes for Big Bins

The pass processing big bins (Fig. 2) is quite similar to the first-digit pass. The
only difference is that after marking bins as big and small the first of them are
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1: function BigBinPass(data start , data end , current byte, T )
2: bins ← BufferedRadixSplit(data start , data end , current byte)
3: if current byte > 0 then
4: for all bin in bins do
5: if IsBig(bin) then
6: BigBinPass(bin.start , bin.end , current byte − 1, T )
7: else
8: task queue.put(bin, current byte − 1)

9: for i = 1 to T do
10: Run ProcessBins in a new thread

Fig. 2. Pseudocode of the algorithm handling big bins produced in the first stage

processed immediately in a recursive manner, while the later are added to the
priority queue. The queue of small bins from discussed passes is the separate
one. This implies it is handled only with the threads previously assigned to big
bins (after the first pass).

3.4 Next Phases for Small Bins

Descriptions of small bins generated in previous passes are kept in the form of
tasks in a priority queue. Each available thread processes these tasks one by one.
Figure 3 shows the pseudocode of a single-threaded algorithm handling the tasks
from the queue.

To sort a bin according to some digit one of following methods is chosen
relating on the size of the bin. Simple counting sort without buffering the keys
is used when the bin fits a half of L2 cache. In the opposite case, the buffering
algorithm inspired by single pass of Satish et al. algorithm is used. The case of
tiny bins is discussed in the following subsection.

The new bins obtained in this place can be handled in three ways. If the
bin size is smaller than N/4096, it is processed recursively to avoid too many
(potentially costly) operations on the queue (which is shared by many threads).
Larger bins are inserted into the priority queue.

3.5 Handling Tiny Bins

The bins containing smaller than 384 keys (value chosen experimentally) are
processed by comparison sorters to avoid relatively costly passes of radix sort.
We experimented with several comparison algorithms, but finally picked three
of them: introspective [10] (implemented as part of the standard C++ library),
Shell sort [13] (with sequence of increments reduced only to 1, 8), and insertion
sort [9]. For the smallest arrays (N ≤ 32) we use insertion sort. The threshold
between introspective sort (a hybrid of quick sort [6] and heap sort [15]) and
Shell sort depends on the key size (expressed in bytes), but usually is in the
range 100–180.
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1: function MSDRadixBins(data start , data end , current byte)
2: if data fit in cache then
3: bins ← RadixSplit(data start , data end , current byte)
4: else
5: bins ← BufferedRadixSplit(data start , data end , current byte)

6: if current byte > 0 then
7: for all bin in bins do
8: if IsTinyBin(bin) then
9: ComparisonSort(bin)

10: else
11: if tooSmallForQueue(bin) then
12: MSDRadixBin(bin.start , bin.end , current byte − 1)
13: else
14: task queue.put(bin, current byte − 1)

15: function ProcessBins
16: while [bin, byte] ← tasks queue.pop() do
17: MSDRadixBins(bin.start , bin.end , byte)

Fig. 3. Pseudocode of the algorithm handling small bins produced in previous stages

While deciding whether the current bin is tiny or not we also monitor the
“narrowing factor” defined as the number of keys in the “parent” bin divided
by the number of keys in the current bin. If this factor is larger than

√
R = 16

we speculate that the next pass of the radix sort should be more profitable than
using introspective or Shell sort. Thus in such a situation the tiny bin threshold
is set to 32.

4 Experimental Results

RADULS was implemented in the C++14 programming language and uses
native C++ threads. A few SSE2 instructions were used for fast transfers of
buffered memory to the main memory without cache pollution. For compilation
we used GCC 6.2.0. All experiments were performed at workstation equipped
with two Intel Xeon E5-2670v3 CPUs (12 cores each, 2.3 GHz) and 128 GB RAM.

We compared RADULUS with the following parallel sorting algorithms:

– TBB—the parallel comparison sort of O(N log N) average time complex-
ity implemented in the Intel Threading Building Blocks [8] (2017 Update 3
release),

– MCSTL—the parallel hybrid sort [1,14], now included in GNU’s lib-
stdc++library,

– Satish-1—our implementation of the buffered LSD radix sort introduced by
Satish et al. [11] with the buffer size for a specific digit equal to the cache line
size (B = 64),

– Satish-4—the same as Saitsh-1, but with B = 256,
– PARADIS—the state-of-the-art in-place radix sort algorithm by Cho et al. [2].
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Fig. 4. Experimental results for random input: uniform distribution (left) and Zipf
θ = 0.75 distribution (right). The sorted records are of size 16 bytes (8 bytes for key
and 8 bytes for data). The number of threads was set to 16.

Unfortunately, we were not able to obtain either the PARADIS source codes or
library delivering it. Since the algorithm is far from being trivial to implement we
decided to include in our comparison the running times just from the PARADIS
paper without any time scaling (although PARADIS was evaluated at Intel Xeon
E7-8837 CPU clocked at higher rate, i.e. 2.67 GHz).

In the first set of experiments we compared the running times of sorting
algorithms for array sizes in the range from 62.5 M to 4 G records. The records
of length 16 bytes consisted of 8-bytes-key and 8-bytes-data fields (to allow
indirect comparison with PARADIS). The keys were produced randomly with:
uniform distribution and Zipf distribution [5] with θ = 0.75 (once again to allow
comparison with PARADIS results).

Figure 4 shows that RADULS clearly outperforms the competitive algorithms
when run for 16 threads. PARADIS was the second best for uniform distribution.
The second place for Zipf data are, however, shared by PARADIS and Satish
algorithms. The difference between Satish-1 and Satish-4 is marginal in both
cases.

In the second experiment, we evaluated the influence of number of running
threads. Figure 5 shows both the absolute running times and the relative speedup
of the algorithms. As it can be observed, the relative speedups of Satish-1 is
better than of Satish-4, but the later is faster for smaller number of threads,
especially for a single thread. Both Satish algorithms and TBB scales well only
for less than 8 threads. Then their speedups saturates below 9. RADULS scales
better and for 16 threads the relative speedup is about 11.5. MCSTL performs
even better (in term of scalability) for uniformly distributed keys. Nevertheless,
its absolute running times are much longer than RADULS times. The inspection
of PARADIS paper (Fig. 7) shows that for 16 threads its speedups is almost 10.
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Fig. 5. Experimental results for random input: uniform distribution (left) and Zipf
θ = 0.75 distribution (right). The array contained 2 G elements of size 16 bytes (8
bytes for key and 8 bytes for data). The number of threads was: 1, 2, 3, 4, 6, 8, 12, 24.

Finally, we experimented with various record sizes and types of data. The
upper chart in Fig. 6 shows the running times for records from 8 to 32 bytes
with 8-byte (or 16-byte in one case) keys. It can be noticed that RADULS is
always the fastest. The running times grows from 4.82 s to 12.97 s when key size
is 8-bytes long and the record size grows from 8 to 32 bytes. The sublinear time
increase was possible due to use of comparison sorting routines for tiny bins.
The lower chart in Fig. 6 presents the results for three sets of k-mers, being the
data from large sequencing project (see Sect. 5 for details). Once again RADULS
appeared to be the winner.
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Fig. 6. Experimental results for records of various size (up) and type (down). The sets
of KMC data contained 16-byte records with 16-byte keys of sizes 63 M, 413M, 1887M.

5 Possible Applications

RADULS is a general purpose sorter, but the two of its possible applications
are especially worth mentioning. We have already tested the first one, as it
consisted in joining our sorter with existing k-mer counter software, i.e. KMC [3,
4]. By k-mers we mean unique substrings of length k in a set of reads from
sequencing projects. The procedure of determining k-mers is often used in initial
stages of sequencing data processing. The input data can be larger than 1 TB.
Therefore, modern k-mer counters usually process in two stages. In the first stage
the extracted k-mers are distributed into several hundred disk files, which are
then processed separately (the second stage). One of the possibilities of handling
a single file is to sort the strings and then remove duplicates. In fact, this solution
was used in KMC.

Another application of the proposed algorithm could be to sort short strings.
Let’s consider searching multiple patterns in a text with the aid of a suffix
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array, a classical full-text index applying a binary search of a pattern against a
collection of sorted suffixes of the text. It could be performed in two ways. In a
naive solution each pattern is sought separately. However, a better way could be
to sort the patterns (or their prefixes only) first, and then to search them in the
suffix array in an incremental manner, i.e. with a reduced range for the binary
search, which may be faster overall. It is vital to use an efficient sorter in the
preliminary phase of this procedure.

6 Conclusions

Although the art of sorting algorithms seems to be thoroughly understood, tech-
nological progress and new development tools allow the creation of more and
more efficient sorters. In out paper we propose radix-based sorter, which owes
its outstanding performance to an innovative combination of several techniques.
It is parallelized in a cache friendly manner—thus adapted to modern multicore
architectures. Due to maintaining software-managed buffers for collecting data,
which are to be flushed to the main memory, long latencies are reduced. The
parallel scheduler—being a part of out software—allows sub-task-size-driven exe-
cution to avoid workload imbalance. On the basis of monitoring current parame-
ters an appropriate number of threads per sub-task and a proper sorting method
can be selected. Beside of radix algorithm, introspective, Shell and insertion sort
algorithms are incorporated. Finally, RADULS is highly optimized using the
latest advances in software compilers. Experiments show that RADULS outper-
forms its competitors for both uniformly distributed data as well as for skewed
one. That implies it may become an irreplaceable sorter for a wide range of
applications.
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Abstract. Context-aware Recommender Systems aim to provide users
with better recommendations for their current situation. Although evalu-
ations of recommender systems often focus on accuracy, it is not the only
important aspect. Often recommendations are overspecialized, i.e. all of
the same kind. To deal with this problem, other properties can be consid-
ered, such as serendipity. In this paper, we study how an ontology-based
and context-aware pre-filtering technique which can be combined with
existing recommendation algorithm performs in ranking tasks. We also
investigate the impact of our method on the serendipity of the recom-
mendations. We evaluated our approach through an offline study which
showed that when used with well-known recommendation algorithms it
can improve the accuracy and serendipity.

Keywords: Recommender systems · Ontologies · Context-awareness ·
Serendipity

1 Introduction

Recommender systems aim at providing suggestions for items to be of use to a
user. An item could be a movie, a book or even a friend in some social recom-
mender. Context-Aware Recommender Systems (CARS) are a particular cate-
gory of recommender systems which exploits contextual information to provide
more adequate recommendations. For example, in a temporal context, vacation
recommendations in winter should be very different from those provided in sum-
mer. Or a restaurant recommendation for a Saturday evening with your friends
should be different from that suggested for a workday lunch with co-workers [29].

Typically, recommendation algorithms are evaluated according to some accu-
racy measure, such as mean absolute error, precision or recall. However, accu-
racy is not the only important aspect of a recommender system. Overspecialized
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recommendations may be unsatisfactory for a user [16]. Recommendations are
overspecialized if they are all of the same kind, for example, all movies of the
same genre. To deal with this problem, many other properties can be consid-
ered, e.g. novelty, serendipity and diversity. Novelty describes how many items
unseen by the user appeared in the recommendation list. Serendipity measures
the number of unexpected and interesting items recommended, while diversity
assesses how much items in the list differ from each other.

In particular, serendipity is useful because users do not want to receive rec-
ommendations about items they already knew or consumed. It also does not
make a lot of sense to recommend to a user very popular items, e.g. a bestseller
book, which he could discover by seeing a commercial or going to the nearest
bookstore. For this reason, it is important to propose items that are interesting
and unexpected [16].

In a previous study, we proposed an ontology-based and context-aware tech-
nique which can be combined with existing recommendation algorithms [20]. In
this paper, we examine how it performs in ranking tasks. We also investigate the
impact of our method on the quality of recommendations according to precision,
recall and serendipity measures, trying to answer following research question:

– Can incorporating contextual information in the recommendation process
improve not only accuracy but also serendipity of recommendations?

To answer this question, we performed an off-line study on the ConcertTweets
data set [1], which describes users interests in musical events. The evaluation of
the obtained recommendations confirmed that the use of contextual information
can improve the serendipity of recommendations.

The rest of the paper is organized as follows. Section 2 describes related work.
Section 3 presents our ontology-based and context-aware approach. Section 4 dis-
cusses the evaluation approach and the results obtained. Conclusions and direc-
tions for future work close the paper.

2 Related Work

In this section, we focus on the state-of-the-art of the two main topics related
to this paper. Section 2.1 describes work concerning the usage of ontologies in
the recommendation processes. Section 2.2 focuses on the meaning of the word
serendipity, its etymology and different definitions in the field of recommender
systems.

2.1 Ontology Based Recommender System

A number of ontology-based and context-aware recommender system have been
proposed. AMAYA allows management of contextual preferences and contextual
recommendations [27]. AMAYA also uses an ontology-based content categoriza-
tion scheme to map user preferences to entities to recommend. News@hand [5] is
a hybrid personalized and context-aware recommender system, which retrieves
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news via RSS feed and annotates by using system domain ontologies. User
context is represented by a weighted set of classes from the domain ontology.
Rodriguez et al. [30] proposed a CARS which recommends Web services. They
use a multi-dimensional ontology model to describe Web services, a user context,
and an application domain. The multi-dimensional ontology model consists of a
three independent ontologies: a user context ontology, a Web service ontology,
and an application domain ontology, which are combined into one ontology by
some properties between classes from different ontologies. The recommendation
process consists in assigning a weight to the items based on a list of interests in
the user ontology. Our work is somehow similar to this approach, because we also
use more than one ontology and one of them represents the context dimensions.
However, all those works focus on a specific domain and an ad-hoc algorithm,
while our approach for representing user preferences is cross-domain and can be
applied to different recommendation algorithm.

Hawalah and Fasli [15] suggest that each context dimension should be
described by its own taxonomy. Time, date, location, and device are considered
as default context parameters in the movie domain. It is possible to add other
domain specific context variables as long as they have clear hierarchical repre-
sentations. Besides context taxonomies, this approach uses a reference ontology
to build contextual personalized ontological profiles. The key feature of this pro-
file is the possibility of assigning user interests in groups, if these interests are
directly associated with each other by a direct relation, sharing the same super-
class, or sharing the same property. Similarly, we model context-dependent user
preferences using ontology. They are kept in the form of modules, which represent
specific context situations, so we actually also group user interests. However, we
have one ontology for all context dimensions, in contradiction to one taxonomy
per each context dimension, which is a crucial conceptual simplification.

Other works use ontologies and taxonomy to improve the quality of rec-
ommendations. Su et al. proved that ontological user profile improves recom-
mendation accuracy and diversity [31]. Middleton et al. [24] use an ontological
user profile to recommend research papers. Both research papers and user pro-
files are represented through a taxonomy of topics, and the recommendations
are generated considering topics of interest for the user and papers classified in
those topics. Mobasher et al. [25] proposed a measure which combines semantic
knowledge about items and user-item rating, while Anand et al. [4] inferred user
preferences from rating data using an item ontology. Their approach recommends
items using the ontology and inferred preferences while computing similarities.
A more detailed description of ontology-based techniques is available in [8,22].

2.2 Serendipity

According to the Oxford dictionary1, serendipity is “the occurrence and develop-
ment of events by chance in a happy or beneficial way”. It was coined in 1754 by
the English author Horace Walpole in one of his letters, in which he describes his

1 https://en.oxforddictionaries.com/definition/serendipity.

https://en.oxforddictionaries.com/definition/serendipity
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unexpected discovery by referring to “a silly fairy tale, called The Three Princes
of Serendip: as their highnesses travelled, they were always making discoveries,
by accidents and sagacity, of things which they were not in quest of” [32].

The common definition of serendipity in recommender systems does not exist
yet, since it is challenging to say which items are serendipitous and why [18].

Ziegler et al. described serendipitous items as those with a low popularity [34].
Results obtained by Maksai et al. confirmed this intuition. They have proved that
the most popular items have serendipity equal to zero. However, the definition
of the serendipity by Maksai et al. differs from the previous one. “Serendipity is
the quality of being both unexpected and useful” [23].

Iaquinta et al. [18] extended previous definitions of the serendipity. Serendip-
itous items are novel, unexpected and interesting to a user. Adamopoulos and
Tuzhilin also require that items have to be novel and unexpected to the user,
but they add a third feature: a positive emotional response. “Serendipity, the
most closely related concept to unexpectedness, involves a positive emotional
response of the user about a previously unknown (novel) item and measures
how surprising these recommendations are” [2].

Simpler definition was proposed by Zhang et al. “Serendipity represents the
unusualness or surprise of recommendations” [33].

Kotkov et al. emphasized the problem of technical understanding of concepts
used in the prior definitions, i.e. novelty and unexpectedness. “Publications ded-
icated to serendipity in recommender systems do not often elaborate the com-
ponents of serendipity [...]. It is not entirely clear in what sense items should be
novel and unexpected to a user” [21].

3 Recommendation Approach

Our recommendation approach is based on two ontologies: Recommender Sys-
tem Context (RSCtx)2 which represents the context, and Contextual Ontolog-
ical User Profile (COUP), which represents user preferences. In the following,
we firstly introduce each ontology, and then we describe the recommendation
process.

3.1 The Recommender System Context Ontology

Recommender System Context (RSCtx) extends PRISSMA3, a vocabulary based
on Dey’s definition of context [7]. PRISSMA relies on the W3C Model-Based
User Interface Incubator Group proposal4, which describes mobile context as
an encompassing term, defined as the sum of three different dimensions: user
model and preferences, device features, and the environment in which the action
is performed. A graph-based representation of PRISSMA is provided in Fig. 1.

2 http://softeng.polito.it/rsctx/.
3 http://ns.inria.fr/prissma.
4 http://www.w3.org/2005/Incubator/model-based-ui/XGR-mbui/.

http://softeng.polito.it/rsctx/
http://ns.inria.fr/prissma
http://www.w3.org/2005/Incubator/model-based-ui/XGR-mbui/
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Fig. 1. The PRISSMA vocabulary [6].

We extended the time and location representations. We needed a more expres-
sive model of these two dimensions, since asking for recommendations which have
the same time stamp and the coordinates of the actual context is too restrictive
and the recommender system may not have enough data. On the contrary, by
generalizing the context (for example distinguishing among weekend and working
day, or considering the city or neighborhood instead of the actual user position)
may enable the recommender system to provide recommendations. The concept
prissma:POI has been extended with various properties to represent the loca-
tion in the context of a specific site by integrating the Buildings and Rooms
vocabulary5. Furthermore, other properties related to the hierarchical organi-
zation of the location (such as the neighborhood, the city and the province of
the current user position) have been added, and some concepts from the Juso
ontology6 have been reused. Figure 2(a) depicts relations and attributes which
characterize a location. Gray rectangles indicate concepts from Juso and rooms
vocabulary. The representation of time augments time:Instant defined in the
Time ontology7. Some time intervals have been defined: the hours and the parts
of the day (morning, afternoon, etc.). In addition, days of the week are classified
in weekdays or weekend and seasons are represented. Figure 2(b) illustrates how
time is represented and the relations with PRISSMA and the Time ontology.

3.2 The Contextual User Profile Ontology

To model user profiles, we used the Structured-Interpretation Model (SIM)
[11,12], which consists of two types of ontological modules, i.e. context types and
context instances. Context types describe the terminological part of an ontol-
ogy (TBox) and are arranged in a hierarchy of inheritance. Context instances
describe assertional part of an ontology (ABox) and are connected with cor-
responding context types through a relation of instantiation. There is another
5 http://vocab.deri.ie/rooms.
6 rdfs.co/juso/latest/html.
7 https://www.w3.org/2006/time.

http://vocab.deri.ie/rooms
http://rdfs.co/juso/latest/html
https://www.w3.org/2006/time
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(a)

(b)

Fig. 2. Concepts and relations of RSCtx representing the location dimension (a) and
the time dimension (b).

kind of relation, i.e. aggregation, which links context instances of more specific
context types to a context instance of a more general context type. In the class
hierarchy in a classical ontology there always exists a top concept, i.e. Thing. In
a SIM ontology there is a top context type and a top context instance connected
by instantiation. It is possible to add multiple context instances to one context
type and aggregate multiple context instances into one context instance. Details
can be found in [9,10,13].

We allow storage of many user profiles in one SIM ontology. We also support
a storage of preferences from multiple domains by adding context types related
to different domains. We add context types and context instances related to



252 A. Karpus et al.

contextual parameters in a dynamic way. As a consequence, we can use as many
variables as needed in our approach. An example of a contextual profile for one
user is shown in Fig. 3.

Fig. 3. An example of the contextual user profile ontology

Three modules in the example illustrated in Fig. 3 are fixed: UserType,
topContextInstance and topContextType. All others are configurable or can
be added in a dynamic way. In topContextType we defined the concept Rating
and its corresponding roles, e.g. isRatedWith and hasValue. UserType is arti-
ficial and is present in the SIM ontology because it enables to add many user
profiles to the ontology. In the next level of the hierarchy, there are context
types that describe domains of interests related to a recommender system which
will use the profile. In the next levels, all context types and instances are added
to the contextual user profile during the learning phase or later, when a new
context situation occurs.

3.3 The Recommendation Process

We use the ontologies previously presented for pre-filtering in the recommenda-
tion process. Pre-filtering approaches use the current context to select a relevant
subset of historical data on which a recommendation algorithm is applied [3].
The aim is to provide a general ontology-based pre-filtering approach, which can
be used with existing algorithms.

The system consists of three main functional parts: context detection and
generalization, user profile and pre-filtering, and recommendation. In the first
part, we used the RSCtx ontology to identify the user context from raw data
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and generalize it in the desired granularity level. The second part is responsible
for building the user profile, finding a context instances that fits the actual user
context, and returning only relevant preferences. Because of the lack of similarity
measure for SIM ontologies, we get the data from all users who have rated an
item in currently considered context (i.e. all context instances for the same values
of contextual parameters from different users). However, taking only k nearest
neighbors would be more efficient. The last part uses well-known algorithms, e.g.
Item k-Nearest Neighbors (kNN), for providing recommendations. For this task
we exploit implementations from the LibRec8 library.

The general recommendation process proceeds as follows. Given a user and
his current situation, a proper generalization of his context is generated by using
the RSCtx ontology. Then, an appropriate context instances from COUP is
identified by using the generalized context. If a context instance is not found in
the user profile, the generalization step is repeated to search for a module that
corresponds to the new context. If it is found, preferences from considered user
and all other users who have the context instance with the same value for the
same contextual parameters are prepared to be used with a recommendation
algorithm.

4 Evaluation

We conducted offline experiments in order to evaluate the impact of contextual
information on the serendipity of recommendations. We selected a number of
algorithms, and we compared the accuracy and serendipity of each algorithm
when used as is and when combined with the proposed pre-filtering technique.
We aimed to answer the following question: Does the context improve serendipity
of items in the recommendation list?

We relied on ConcertTweets9 data set, which combines implicit and explicit
user ratings with rich content as well as spatiotemporal contextual dimensions.
It contains ratings that refer to musical shows and concerts of various artists
and bands. Since the data set was generated automatically, there are two rating
scales: one numerical scale with ratings in the range [0.0, 5.0] and one descrip-
tive scale with possible values equal to yes, maybe and no, although no never
occurred. We decided to split the dataset into two separate sets according to
the scale type and we mapped the descriptive values yes, maybe and no with
the numerical values 2, 1 and 0. Table 1 presents some statistics about the data
by considering the whole data set and each of the sets generated when splitting
by scale type. We prepared two pairs (one for each scale) of training and test
sets for hold-out validation. In each test set, we put 20% of the newest ratings
of each user. All other ratings were placed in each training set. The split was
performed based on rating time value.

8 http://www.librec.net/.
9 https://github.com/padamop/ConcertTweets.

http://www.librec.net/
https://github.com/padamop/ConcertTweets
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Table 1. Statistics on the data contained in ConcertTweets data set at the time of
the experiment

Ratings

All Descriptive Numeric

Number of users 61803 56519 16479

Number of musical events 116320 110207 21366

Number of pairs artist and musical events 137382 129989 23383

Number of ratings 250000 219967 30033

Maximum number of ratings per user 1423 1419 92

Minimum number of ratings per user 1 1 1

Average number of ratings per user 4.045 3.892 1.823

Maximum number of ratings per item 218 216 38

Minimum number of ratings per item 1 1 1

Average number of ratings per item 2.149 1.996 1.406

Minimum popularity of an artist 1 1 1

Average popularity of an artist 84.317 62.421 13.768

Maximum popularity of an artist 1670 1337 244

Sparsity 0.999971 0.999970 0.999922

We computed an accuracy value by means of the classical information
retrieval measures: precision and recall. The corresponding formulas are as
follows:

precision =
|{relevant items} ∩ {recommended items}|

|{recommended items}| , (1)

recall =
|{relevant items} ∩ {recommended items}|

|{relevant items}| . (2)

To measure serendipity of recommendations we use a simple metric presented
in [34] that we called expectedness and showed in (3).

expectedness =
1
N

N∑

i=1

popularity (itemi) . (3)

According to the meaning of the serendipity, the lower the value of the for-
mula (3) is, the bigger the serendipity of the top-N recommendations. In contrast,
for (1) and (2) higher values mean better precision accuracy.

We had to choose some existing recommendation technique to evaluate our
approach since it is designed to work with existing algorithm. We used six algo-
rithms from the LibRec library appropriate for the ranking task, i.e. Item kNN,
User kNN, BPR [28], FISM [19], Latent Dirichlet Allocation (LDA) [14] and
WRMF [17,26]. We applied each algorithm on both subsets of the Concert-
Tweets data set twice: once as is, and the second time on the data generated by
our ontology-based contextual pre-filtering technique. We were unable to finish
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computations for two algorithms, i.e. Item kNN and User kNN, on the sub-
set with a descriptive rating scale, because of their computational complexity
and the amount of data. We computed values of the accuracy and serendipity
measures on two lists, i.e. top 5 and top 10 recommendations. The results are
collected in Tables 2 and 3.

Table 2. Results obtained for ConcertTweets subset with a numerical rating scale.
The prefix onto- denotes an algorithm applied combined with our approach.

Algorithm Top 5 Top 10

Precision Recall Expectedness Precision Recall Expectedness

BPR 0.00135 0.00676 38.37 0.00135 0.01353 36.40

ontoBPR 0.03876 0.19382 32.36 0.03006 0.30056 28.84

FISM 0.00000 0.00000 75.68 0.00045 0.00225 118.52

ontoFISM 0.04103 0.20513 54.39 0.03615 0.36154 44.33

ItemKNN 0.00068 0.00338 26.22 0.00034 0.00338 18.32

ontoItemKNN 0.01729 0.08644 30.63 0.01370 0.13697 29.90

LDA 0.00000 0.00000 65.40 0.00045 0.00338 118.58

ontoLDA 0.02456 0.12281 76.72 0.02281 0.22807 69.49

UserKNN 0.00068 0.00113 26.43 0.00034 0.00113 18.51

ontoUserKNN 0.01655 0.08275 33.20 0.01259 0.12587 30.41

WRMF 0.00113 0.00338 58.55 0.00101 0.00564 47.66

ontoWRMF 0.03520 0.17598 24.56 0.02486 0.24860 23.46

As expected, adding contextual information into the recommendation process
increases the precision and recall values for all algorithms, subsets, and ranking
lists. Moreover, the results show that our approach also improves the serendipity
of the selected algorithms. Serendipity increases for all algorithms not based
on kNN with one exception for the LDA algorithm in the case of the top 5
recommendation list on the subset with a numerical rating scale. Nonetheless,
the same algorithm gives almost two times better serendipity value in the top 10
list on the same data set. The situation with kNN algorithms is quite different.
We observed the deterioration of serendipity for all of the cases, for which we
receive results. This may be due to the fact that the kNN algorithms are based
on similarity. Thus, popular items will be similar to each other with higher
probability than less popular items, and when we decrease the recommendation
space by constraining it to some particular context, the probability that the less
popular item would be considered is even smaller. The same applies to users.

We should further investigate whether we could measure the serendipity of
recommendations made by traditional algorithms and context-aware ones in the
same way, or if we should incorporate the context also in the serendipity formula.
It is impossible to rely on an offline study to address this issue since it is hard to
distinguish unexpected items from others without knowing the user’s opinion.
To this aim, some online experiments are necessary.
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Table 3. Results obtained for ConcertTweets subset with a descriptive rating scale.
The prefix onto- denotes an algorithm applied combined with our approach.

Algorithm Top 5 Top 10

Precision Recall Expectedness Precision Recall Expectedness

BPR 0.00058 0.00208 200.90 0.00054 0.00376 203.06

ontoBPR 0.01800 0.09000 157.05 0.01588 0.15875 143.26

FISM 0.00022 0.00040 480.00 0.00030 0.00168 648.38

ontoFISM 0.01507 0.07537 206.84 0.01326 0.13257 198.00

ItemKNN - - - - - -

OntoItemKNN 0.01160 0.05801 123.23 0.01078 0.10779 105.17

LDA 0.00021 0.00040 475.27 0.00020 0.00088 482.24

ontoLDA 0.02151 0.10755 372.20 0.01644 0.16442 305.28

UserKNN - - - - - -

ontoUserKNN 0.00521 0.02606 158.48 0.00484 0.04839 133.78

WRMF 0.00102 0.00264 255.38 0.00075 0.00368 214.09

ontoWRMF 0.02029 0.10150 161.16 0.01583 0.15834 139.00

5 Conclusions and Further Work

In this paper, we presented some experiments on the use of the ontology-based
contextual pre-filtering technique together with existing algorithms for the rank-
ing task on the ConcertTweets data set. We showed that incorporating contex-
tual information in the recommendation process can significantly increase the
precision and recall values for all the algorithms used for testing, i.e. Item kNN,
User kNN, BPR, FISM, Latent Dirichlet Allocation and WRMF. Moreover, we
observed improvement in serendipity for all the algorithms not based on the kNN
approach. This suggests that the use of context in the recommendation process
increases (desired) unexpectedness of recommended items.

Undoubtedly, some further research is needed. Firstly, we need to investigate
how serendipity should be measured in context-aware recommendation systems.
This requires a series of online experiments performed with trusted users. Sec-
ondly, we lack of a similarity measure which could be used to compare two
contextual ontologies (built according to Structured Interpretation Model). As
a result, the pre-filtering process is slow and cannot be used in real-life systems.
These issues will be addressed in further research.
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Abstract. In the paper we show how imposing the contextual structure
of a knowledge base can lead to extending its expressiveness without
changing the underlying language. We show this using the example of
Description Logics, which constitutes a base for a range of dialects for
expressing knowledge in ontologies (including state-of-the-art OWL).

While the contextual frameworks have been used in knowledge bases,
they have been perceived as a tool for merging different viewpoints and
domains, or a tool for simplifying reasoning by constraining the range of
the statements being considered. We show, how it may also be used as
a way of expressing more complicated interrelationships between terms,
and discuss the import of this fact for authoring ontologies.

Keywords: Ontologies · Knowledge bases · Contexts · Knowledge base
structure

1 Introduction

Contextual representation of knowledge is not a new topic and it receives rais-
ing attention within AI researchers community for many years. The scientists
perceived them as a valuable way of structuring large ontologies1. For example
CYC [13], a very well known project with the ambitious goal of covering under-
standing of natural language, used so-called micro-theories to organize modules
of their knowledge base.

More recent projects, especially those undertaken within so called Semantic
Web, were targeted towards broader audience, and had the ambitions of creat-
ing more general frameworks for various knowledge bases. The most significant
early methods proposed for managing contextual ontologies were: DDL [4] and
E-Connections [12]. However, the stress there was placed mainly on merging
existing ontologies and knowledge bases, often encoded with different languages.

Only in the last few years, we have seen the advent of more mature contex-
tual frameworks, which focus on the description of interrelationships between

1 With a bit of abuse of the notions, for the sake of simplicity throughout this paper
we use the terms “ontology” and “knowledge base” interchangeably.
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modules. The methods underline the necessity of careful design of the structure
of modules from the very beginning of the design any contextual knowledge base,
and largely facilitate crucial tasks like dividing knowledge into small parts and
ensuring proper flow of conclusions between them. Among those very interesting
contextual frame-works are Contextual Knowledge Repository (CKR) [5] (par-
tially based on earlier work [9]) and Description Logics of Contexts (DLC) [11].
Among them is also SIM (Structured Interpretation Framework) proposed in [7].

Dividing knowledge into small parts requires very careful decisions about the
perspective from which the knowledge is presented. For example, in the context
concerning present situation in the USA we can say President(obama). But in
the context expanded to other countries, we should say President(obama, usa).
If we change context taking into consideration a longer period of time our predi-
cate becomes of arity 3: President(obama, usa, 2008−2016). It means that bigger
contexts imply more complex languages and more complex structures of inter-
pretations, however, the good and mature structural framework of a knowledge
base should support transitions between larger and smaller contexts.

This paper is devoted to the observation that by exploiting the aforemen-
tioned ability of contextual framework of supporting context changes we can also
achieve a new, perhaps partially unexpected, effect of increasing the expressive-
ness of a knowledge base. This effect can be particularly well observed within
the family of Description Logics (DLs), commonly used in Semantic Web.

While Description Logics used to encode modern ontologies are very expres-
sive, they, by their very nature, are not able to express knowledge about some
kind of cyclic interrelationships between various individuals. One of the most
frequently given example is when someone wants to select people who work for
their parents (i.e. whose parent and employer is this same person).

The problem is important and well-known to the Semantic Web community
and now is being solved by combining a DL language with a rule language. The
Horn rules [10] are popular manner of encoding knowledge; moreover Horn rules
focus on aspects of interrelationships between various individuals, but these two
languages are significantly different in their nature. In our work we show how to
engulf some of expressivity of the rules within a contextual framework, without
the necessity of extending DLs with new syntactic constructs.

The rest of the paper is organized as follows. Section 2 introduces one of the
basic approaches for contextual approach to reasoning, a box metaphor. Section 3
discusses SIM, Structured Interpretation Model for creating contextual knowl-
edge bases. Section 4 is the main section of the paper. It introduces the reader
to problem of reasoning with cyclic relationships and presents its contextual
solution. The results are discussed in Sect. 5. Section 6 concludes the paper.

2 Basics of Contextual Approach

One of the most intuitive approaches to depict contextual approach to describing
knowledge has been proposed by Bar-Hillel in 1964 [2] and has been developed
in [3]. The approach is called context-as-a-box, as it depicts the knowledge being
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expressed as a set of sentences contained within a rectangle symbolizing a con-
text (see Fig. 1a). Above the rectangle, there is a list of contextual parameters.
According to the approach, no knowledge is context-free, so the parameters are
used to describe the contextual factors that may influence the interpretation of
sentences within the box. Each of contextual parameters is assigned a value,
which reveals the specific contextual circumstances under which the sentences
should be interpreted.

Fig. 1. Illustration of context-as-a-box metaphor (a), push/pop (b) and shift
(c) operations

The main role of contextual parameters is to establish relationships between
different boxes/contexts and to describe methods of transitioning between con-
texts. Usually three such methods are distinguished: push, pop and shift.

Push and pop are mutually inverse operations. Push corresponds to a tran-
sition from more general to more specific context, while pop corresponds to a
transition from more specific to more general context. In Fig. 1b, there is shown
the example of a sentence “Prof. Wtorek is the dean” (right box), whose more
formal form can be expressed as Dean(Prof.Wtorek). Contextual parameters
reveal that the place where the sentence is uttered is the Faculty of Electronics,
Telecommunication, and Informatics (ETI) of Gdansk University of Technology,
and the time of utterance is presence. Basing on this information we can concur
that Prof. Wtorek is currently the dean of this faculty. However, if we broaden
our context a bit (by popping the information about faculty) and transit to the
context of the whole University, it would be much more natural to formulate
the sentence (conveying the same information) as “Prof. Wtorek is the dean of
ETI”, whose more formal form is Dean(Prof.Wtorek,ETI).

The third and the last of the operations is shift. Shift consists in changing a
value of one (or more) of the contextual parameters. It is most frequently illus-
trated with use of pronouns and with change of their meaning between contexts
(boxes). Figure 1c depicts the shift in time, where in the left context we assume
that the current date is 6.12, and in the right 5.12. Thus the sentence “Today it
is raining” in the left context naturally implies the truth of the sentence “Yes-
terday it was raining” in the right context. Words “today” and “yesterday” may
be treated as pronouns (technically they are adverbs) which are used instead of
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explicit dates. Their meaning changes when the value of the appropriate contex-
tual parameter (current date) shifts.

For the purposes of the paper, shift operation can be perceived as a combina-
tion of pop and push, and those two former operations will be the most important
for further discussion. As it can be seen from the above example, push involves
enriching the set of contextual parameters and possibly decreasing the arity of
predicates used to express sentences, and, conversely, pop simplifies the set of
contextual parameters, but possibly increases the arity of predicates that have
to be used to express the intended meaning. The work “possibly” is naturally
very important here, as not all of the parameters have influence on all predi-
cates. The example of such predicate is Rector, (Fig. 1b) which does not change
its meaning, since we still operate within the context of Gdansk University of
Technology.

3 SIM Framework

SIM [6,7] is a method of organizing contexts which takes into account some
specifics of Description Logic (though is not necessarily used with DLs only).
SIM is an acronym of Structured Interpretation Model.

Knowledge base in SIM is divided into modules. Modules resemble the boxes
mentioned in the earlier Section, because sentences can be placed in the modules
by a knowledge base user. SIM distinguishes two types of modules (for differ-
ent kinds of sentences): first, called context types, for general, terminological
knowledge, and second, called context instances, for knowledge about individual
objects. This follows the general rule for Description Logics of dividing knowl-
edge base into two parts: terminological TBoxes, and assertional ABoxes.

Contextual parameters are not explicit in SIM. Instead there are three types
of relationships connecting knowledge modules, and governing the truth condi-
tion for sentences in appropriate boxes. Inheritance, the first relationship, binds
context types. One context type can inherit form another. All the sentences true
in the predecessor are also true in the ancestor. One context type can inherit
from many other types. The relationship is acyclic, cyclic inheritances are not
allowed.

Because of the character of inheritance relationship, the types lower in the
hierarchy (assuming that the most general context type is on the top) reuse the
vocabulary defined on higher levels and introduce new concepts. Therefore, with
going down the hierarchy we are going towards more specialized contexts and
vocabularies.

The second relationship is instantiation. It binds a context instance with
exactly one context type, the type of this instance. Its semantics is very similar
to the former relation, as the instance “inherits” all the sentences from its type
(they must be true in the scope of the instance).

Similarly like with context types, instances may be placed on different levels
of context inheritance hierarchy, depending on their types. The general rule here
is that lower context instances describe smaller fragments of knowledge but in
more details (with use of more specific vocabulary).
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The third relationship is a bit more involved. It is called aggregation and
it connects two context instances. The aggregating context instance has to be
of more general type, and the aggregated context instance needs to be of a
more specific inheriting type. The knowledge flows in both directions of the
relationships, however with constraints. Sentences from the aggregated context
instance need to be translated to the (smaller) vocabulary of the aggregating
context instance, so they are transferred to the aggregating context but on higher
level of abstraction.

The second direction of the flow, from aggregating context instance to aggre-
gated one, does not require translation of sentences (as all the terms must be
present in inherited vocabulary). However, this flow is also constrained, as only
sentences concerning the smaller domain of aggregated context instance are
transferred.

Fig. 2. An exemplary SIM knowledge base

The example of knowledge flow along different relationships is shown in Fig. 2.
Context types are depicted as ovals, context instances as rectangles. The sen-
tences contained within the modules are being translated (Fig. 2b, the flash-like
arrow shows the translation/inference) with accordance to aforementioned rules,
resulting in drawing the final conclusion that Mary is a mother.

SIM generally conforms to Bar-Hillel model. The conformance may not be
apparent at the first sight, because contextual parameters are not explicit in SIM.
However, we need to recall that the contexts which are lower in the hierarchy are
more specific. More specific contexts mean more comprehensive list of contextual
parameters. Therefore, while the contextual parameters themselves need not
to be revealed, we may assume that they are present and arranged according
to SIM hierarchy. SIM modules may be then perceived as boxes with explicit
sentences and implicit contextual parameters whose list increases in size when
going down towards inherited types and instantiated and aggregated context
instances. Figure 2b shows an exemplary assignment of contextual parameters
within a knowledge base.
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Support for SIM has been implemented in [8]. CongloS is a system developed
at Gdansk University of Technology for designing and reasoning over contextual
knowledge bases. It has been created in the form of a set of plug-ins for a very
well known Protégé ontology editor [15], and is available for download at http://
www.conglos.org.

4 Contextual Approach to Cyclic Relationships

In this Section we will present the problem of cyclic relationships in DL language,
and discuss the current methods of alleviating it. Then we turn to presenting the
contextual approach which solves the problem, without the necessity of extending
language used and with preserving decidability.

4.1 Cyclic Relationships and Description Logics

Description Logics constitute a family of logics very well suited for expressing
advanced vocabularies called ontologies. They are a base for state-of-the-art
OWL language [16], standardized by W3C (World Wide Web Consortium) and
extensively used in knowledge management.

All Description Logics share common characteristics. They assume that a
knowledge base is two-fold and consists of terminology (TBox) and description
of world (ABox). Terminology introduces concepts (unary predicates) and roles
(binary predicates), and defines relationships between them. Description of world
introduces individuals (individual objects) and describes them in the terms of
concepts and roles. Both of the parts of a knowledge base consist of sentences.
Sentences used in TBoxes are called axioms and sentences in ABoxes assertions.

One of the distinguishing features of Description Logics is its special variable-
less notation. Instead of using first order logic (FOL) form of predicates, in
Description Logics we build descriptions, i.e. possibly complex concepts built
from simpler concepts with use of special constructors. The following is the
example of equivalence axiom:

Student � Foreigner ≡ ForeignStudent (1)

The equivalence axiom relates two descriptions by saying they are equivalent
(≡). The right-hand description ForeignStudent is a simple concept, while the
left-hand description Student � Foreigner is an intersection of two concepts,
and a complex concept itself. With use of constructors, like the intersection con-
structor (�), one can easily introduce new concepts like Student�Foreigner into
a knowledge base. Concepts like this are in fact a form of new, quickly defined,
unary predicates. Easiness of introducing such predicates into a knowledge base
makes Description Logics a very good tool for modeling complicated structures
of concepts.

Such new unary predicates can also involve roles. Roles are counterparts of
binary predicates. They connect pairs of objects and can be used in description

http://www.conglos.org
http://www.conglos.org
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with use of special operators, among which most common are ∃ and ∀. They
are existential and universal quantification which in Description Logics are used
similarly to standard use in FOL. The example of use of ∃ is shown below:

Student � ∃comesFrom.ForeignCountry ≡ ForeignStudent (2)

In the above axiom the concept Foreigner was replaced by
∃comesFrom.ForeignCountry which denotes objects (most possibly people)
related to members of the concept ForeignCountry with the role comesFrom.

The use of descriptions in Description Logics has many advantages. The
notation used is readable even to non-logicians. It is easy to introduce new
concepts without complicated definitions. Focus on unary predicates is the reason
why the structure of knowledge being defined resembles object models used in
programming, as the terminology may basically be perceived as a hierarchy of
concepts (classes).

However, all this features also introduce some difficulties in reasoning with
specific concepts in Description Logics. Specifically these are concepts which
refer to cyclic relationships.

By cyclic relationships we understand here a system of individuals connected
by roles into a cycle. One of the simplest examples of a cycle is the concept of
someone being employed by his relative, say uncle. For the sake of the example
we assume that there are two roles in the knowledge base: hasUncle and isEm-
ployedBy. Individuals of interest are those who are related with hasUncle and
isEmployedBy role with the same individual.

It is relatively easy to express the extension of such a concept in FOL, with
the following formula (we are treating roles as binary predicates here):

EmployedByUncle(x) ↔ ∃y : hasUncle(x, y) ∧ isEmployedBy(x, y) (3)

In Description Logics we are facing a major difficulty here. The method of
creating descriptions does not allow us to use the auxiliary variable y. One of
the closest concepts we may get is (∃hasUncle.� � ∃isEmployedBy.�), where
� denotes whole domain of individuals, but this concept only refers to objects
(people) who have uncle and are employed, but the uncle and employer are not
necessarily the same object (person).

This problem has been identified by scientists involved in the development
of Description Logics [1], commencing the new area of research for methods of
integrating DL with other methods of expressing knowledge, most importantly
Horn rules.

Horn rules are used in languages like Prolog, and allows for defining new
predicates with use of many variables. The solution to the presented problem
could therefore be quite straightforward and consists in introducing the new
Horn rule to the system (implication form):

hasUncle(x, y) ∧ isEmployedBy(x, y) → EmployedByUncle(x) (4)

While the solution seems simple and efficient, there are major difficulties
with its application. The reasoning methods for Description Logics rely on the
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structure of descriptions and their “acyclic” character. Straightforward exten-
sion of DL by rules leads to undecidability, and as such cannot be applied
directly [14].

The solution is to interpret rules under a bit different regime. Description
Logics strictly follow the Open World Assumption (OWA). This feature results in
possibility of drawing a broad range of conclusion, even in the absence of detailed
knowledge about all the individuals involved in the process of reasoning. For
example, if we state that every Person has a parent (Person 
 ∃hasParent.�),
a simple assertion Person(adam) can lead us to the conclusion that adam has
at least one parent, even if we do not know the appropriate individual.

In contrast, Horn rules reasoners usually operate under Closed World
Assumption. This means that all the individuals involved in the system we are
reasoning about need to be known. For example for the rule:

hasParent(x, y) ∧ hasParent(y, z) → GrandParent(z) (5)

we need to know at least one child and at least one grandchild of z to state
that z is a grandparent.

The discrepancies described above lead to necessity of assuming two ways of
interpreting sentences. In order to maintain satisfiability, DL sentences (axioms
and assertion) may still be understood under OWA, but Horn rules have to be
interpreted under CWA. It means that all the individuals that are assigned to
variables need to be known, which is sometimes denoted with special predicate
O (in the case of rule (5) we would write O(x),O(y),O(z)).

As we could see, the traditional approach of combining DL and rules, forces
authors of ontologies to use in fact two very different languages and two very
different assumptions about the world (OWA and CWA). In the next subsection
we present an alternative approach to the problem, where we use the structure
of contexts to perform the same inference, without the necessity of employing
new language.

4.2 Cyclic Relationships and SIM

The alternative approach to reasoning with cycles employs the structure of con-
texts to enable the type of inference. No use of additional language for ontology
is necessary.

The scheme presented here is based on observation that Description Logics
is very well suited for reasoning over even very complicated and complex unary
predicates (which can be build with use of constructors and descriptions), but
offers limited support for higher level predicates (roles, which can be used within
specific constructors). Therefore, we will try to employ the idea of push and pop
operations for Bar-Hillel boxes and use them to reduce the arity of predicates in
ontology.

First of all, we need to notice that large majority of terms concerning people
(but not only people) can be used within different scopes-more general and more
specific. It is most clearly observable for titles from government and politics,



268 A. Waloszek and W. Waloszek

like president or prime minister. It is perfectly acceptable, and even polite, to
address a former chief of government (like for instance in Poland Leszek Miller)
with the title of prime minister (in general meaning). However, most people
would immediately answer the question about Polish prime minister by giving
the name of Beata Szyd�lo, implicitly assuming the more specific scope of the
term, constrained to the current prime minister.

To use this observation for the cyclic relationships, let us consider the rela-
tions from the previous subsection: being an uncle and being an employer. The
relations were introduced as binary (hasUncle and isEmployedBy) but are asso-
ciated with appropriate unary terms of Uncle and Employer.

In Sect. 2 we discussed the change of meaning and the arity of the Dean
predicate with changing the context to more specific/more general. We need to
notice, however, that the two phenomena (change of arity and change of scope),
while very closely related, are to some extent independent. Clearly, we can speak
about Employers in general sense without specifying whose employers they are
(e.g. in sentences like Employers express their concern about recent governmental
announcements).

Since SIM does not directly support change of arity of predicates, the main
task to carry out was to introduce both unary and binary terms and to relate
them to each other in different scopes with proper use of axioms (contents of
modules) and contexts (contextual structure of SIM relationships).

We achieved this by introducing a special family of contexts. Each of the
contexts represents a point of view of a single person. On the level of those “per-
sonal” contexts, the terms like Uncle and Employer (if introduced) should be
understood specifically, locally, i.e. as uncles and employers of a specific person,
which is called the context owner.

Above the level of those personal contexts, there is the aggregating context
with original roles hasUncle and isEmployedBy. At this level the terms like
Uncle and Employer (if introduced) should be understood generally, as uncles
and employers in general.

Because of inability of SIM to reinterpret once introduced term at lower
level of context hierarchy we decided about introducing the pair of concepts:
G-Uncle and G-Employer (where G stands for general) at the aggregating level,
and concepts S-Uncle, and S-Employer (where S stands for specific) at the
aggregated (“personal”) level.

This arrangement allows us to use SIM structure for reasoning over cyclic
relationships. The shape of the knowledge base is presented in Fig. 3. There are
two terminologies defined. Terminology T1 introduces the roles hasUncle and
isEmployedBy and general terms G-Uncle and G-Employer. It also introduces a
general concept for people employed by their uncle (EmployedByUncle) without
defining it. Terminology T2 introduces specific terms S-Uncle and S-Employer.

Due to specificity of SIM, all the terms from terminology T1 are also within
the scope of all instances of T2. This allows us to formulate bridging axioms which
state that every specific uncle (S-Uncle) is also an uncle in general (G-Uncle),
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Fig. 3. Structure of contextual SIM ontology for reasoning with cyclic relationships

analogically for employers. Those bridging axiom allows for flow of the conclu-
sions from lower contexts to the higher one.

Terminology T2 also introduces a crucial concept of ContextOwner. A con-
text owner is a special individual from whose point of view the knowledge in the
context is presented. Existence of such concept allows us to formulate bridging
axioms that allow for flow of the conclusions from more general context to the
more specific ones. Namely, these axioms state that the local uncles are uncles
of context owners (the same goes for the employers):

S-Uncle ≡ ∃hasUncle−.ContextOwner (6)
S-Employer ≡ ∃hasEmployer−.ContextOwner (7)

where r− denotes the role inverse to r.
While defining the concept EmployedByUncle is not possible at the general

level, it is extremely easy to define it at the level of aggregated (“personal”)
contexts. It suffices to formulate the following axiom:

ContextOwner � ∃hasEmployer.SUncle 
 EmployedByUncle (8)

The reason behind this easiness is that we operate now on the level of unary
operators, where Description Logics is very expressive. The presence of the axiom
(8) in the knowledge base ensures that each context owner who is employed by
their (local) uncle is recognized by the base as such person.

The rules of flow of the conclusions in SIM guarantee that at the level
of aggregating context instance A1 all the knowledge about context owners
employed by uncles is collected (flash-like arrow in Fig. 3 shows the flow of con-
clusions between contexts) Thus, from the point of view of A1, we obtain an
ontology with binary relations hasUncle and isEmployedBy and with the con-
cept EmployedByUncle describing members of cyclic relationship about which
we can reason (which would be impossible in a non-contextual DL knowledge
base).

The condition under which the system works is creation of “personal” con-
text instances for all the individuals about which we would like to reason. It is
worth noting that this condition is very similar to the requirement following the
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integration with rules, that all the individuals should be known. Here, the set of
individuals we reason about needs to be established, and for each of such indi-
viduals a context should be created with this individual as its ContextOwner.
While this complicates the structure of a knowledge base, it is also the reason
why this kind of inference maintains decidability.

It needs to be underlined, that the knowledge base we described here, can
be created without extending the language used (inside modules we use only
standard DL) and without any non-standard extensions to SIM structure. It
means that authors of the ontology need not to deal with discrepant approaches
like CWA and OWA in case of rules. It also indicates that SIM knowledge bases
(and contextual bases in general) bear a potential for increasing expressiveness
and for describing and dealing with a broader range of problems than standard
non-contextual ontologies.

5 Discussion of the Results

In Sect. 4 we showed a novel approach to solving the problem of reasoning with
cyclic relationships in Description Logics with use of contextual structure of a
knowledge base.

The creators of contextual frameworks for ontologies tend to underline such
features like natural support for modularization, easiness of introducing new
modules etc. While they are certainly very important, it should not prevent us
from studying more in-depth the additional possibilities of reasoning which open
with introducing structured contextual knowledge bases.

Each kind of reasoning could then be referred to a specific contextual struc-
ture which supports it, and, consequently, a catalogue of such structures may be
created. It could be a very valuable tool for revealing the promising directions of
development of context-related methods and for assessing them and comparing
to each other.

Our study demonstrates that SIM in general allows for creating knowledge
bases of structure shown in Fig. 3, and, therefore, for reasoning with cyclic rela-
tionships. However, during the process we could identify that some of the actions
were not sufficiently supported by tools or SIM itself.

One of the problems found during our research was little support for changing
the scope of terms like Uncle and Employer while moving up and down the
hierarchy of contexts. A consequence of this was the necessity of introducing
duplicating concepts for “general” and “personal” uncle (GUncle and SUncle)
and employer. This problem should be solved in next versions of SIM, and one of
the possible improvements may consist in introducing new relationship between
contexts which takes into account the changes in meaning of selected concepts
(stemming from changing the scope of discussion).

Another problem encountered was more of technical nature and lied in dif-
ficulties with creating large numbers of contexts (one context for each individ-
ual). This operation should be automated to maximal possible extent or even
performed in background, in the way transparent to user, during the reasoning.
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6 Conclusions

In the paper we presented the method for performing inferences over cyclic rela-
tionships in Description Logics knowledge bases. While the standard approach
to this problem consists in extending DLs of rule language, we exploited a con-
textual model for structuring a knowledge base and devised a type of structure
which allowed for the required kind of reasoning.

Our study revealed a potential for performing non-standard inference tasks
without changing the basic language for expressing knowledge, but by giving it a
proper structure. We found this direction of work very promising, as it allows for
expanding our expertise about contextual knowledge bases and to draw direction
of their future development.

It is also worth mentioning that the knowledge base created during the study
(and depicted in Fig. 3) is available for download from http://www.conglos.org
along with CongloS system used for its design.

Acknowledgements. This work was partially supported by the Polish National Cen-
tre for Research and Development (NCBiR) under Grant No. PBS3/B3/35/2015,
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Abstract. In the paper we discuss the idea of ontology reuse as a way of
fast prototyping of new concepts. In particular, we propose that instead
of building a complete ontology describing certain concepts from the very
beginning, it is possible and advisable to reuse existing resources. We
claim that the available online resources such as Wikidata or wordnets
can be used to provide some hints or even complete parts of ontolo-
gies aiding new concepts definition. As a proof of concept, we present
the implementation of an extension to the Ontolis ontology editor. With
this extension we are able to reuse the ontologies provided by Wiki-
data to define the concepts that have not been previously defined. As
a preliminary evaluation of the extension, we compare the amount of
work required to define selected concepts with and without the proposed
ontology reuse method.

Keywords: Ontologies · Ontology-based data access · Data extraction ·
Data integration

1 Introduction

Ontologies, which can be used to describe concepts and relations pertaining to
various domains have been a field of intensive study for many years. They can
be applied in many areas such as Semantic Web [13], eCommerce and eBusiness
[11], analysis of gene functions [21,22], autonomous mobile platforms control
[10] and many others. As mentioned in [4], the ontologies can be classified into
upper ontologies, an example of which is SUMO [27], describing the most general
concepts, and domain ontologies, describing the concepts related to a particular
domain. Moreover, the ontologies can be also classified as [4,31]:

– informal ontologies, in which the types are undefined or defined in natural
language,

– formal ontologies, in which the concepts and relations are named and partially
ordered,

– axiomatized ontologies, which are special forms of formal ontologies, in which
the subtypes are defined in a formal language,

c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 273–287, 2017.
DOI: 10.1007/978-3-319-58274-0 23
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– prototype-based ontologies, which are special types of formal ontologies, in
which the subtypes are defined by means of comparison with typical members,

– terminonological ontologies, in which the concepts are described by labels with-
out an axiomatic foundations. An example of such an ontology is a wordnet.

Various methods of ontologies creation are known, being typically divided
into manual and automatic or semi-automatic methods. Among the existing
automatic and semi-automatic methods of ontologies creation one may find
methods based on data extraction from text, as described in [4,20]. It is also
quite frequent that the corpora from which the ontologies can be built or enriched
originate from the web resources [1,26]. Furthermore, the learning methods can
be divided into clustering methods [5,9] and pattern matching methods [16]. For
a broader overview of available (semi-)automatic methods of ontologies creation
we refer the reader to [14].

There are also numerous papers dealing with ontology reuse methods, which
typically use Wikipedia or WordNet to acquire some existing knowledge, e.g.
[2,17,29,30]. Arnold and Rahm [2] propose a method, which extracts semantic
relations from Wikipedia definitions using the semantic patterns matching. The
semantic patterns application phase is preceded by text preprocessing, which is
also similar to the approach in [17], where Robust Minimal Recursion Seman-
tics (RMRS) representation is used for data preprocessing. The works by Ruiz-
Cascado et al. [29,30] describe an approach in which the internal connections
within Wikipedia (the hyperlinks), combined with WordNet relations were used
to extract only relevant elements of the definitions. Then a set of generalized
patterns is devised, which allows for identification of new relations.

Apart from the aforementioned approaches which mainly focus on the analy-
sis of unstructured text, there are also solutions which try to investigate the
already existing structures of the reused resources, such as Wikipedia info boxes
used for the creation of DBpedia [3]. Finally, there are also approaches which
aim at explicit modularisation of existing ontologies with the purpose of partial
reuse. For examples of these and similar approaches see [12,33].

The main focus of the current paper is the manual creation of ontologies with
the use of ontology editors. In particular, we focus on the Ontolis ontology editor
described in [8]. It is a multi-platform, highly adaptable tool for visual definition
of ontologies, supporting the standard ontology data formats such as OWL and
RDF, as well as custom formats [6]. There are some alternative ontology editors,
out of which one of the most popular ones is Protégé, which is an open source
ontology editor available as a desktop as well as web application [15]. There
are also similar solutions supporting the edition of terminological ontologies,
i.e. wordnets, for instance the Dictionary Editor and Browser (DEB) platform
described in [18].

The main contribution of the paper is the proposal of an idea of ontology
reuse for the purpose of new concepts prototyping. We consider an approach in
which instead of building the complete concept definition manually, it is possible
to obtain partial or even full information on the concept’s meaning from existing
and widely available resources. The main motivation behind the proposed idea
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of ontology reuse is to ease the process of manual ontologies creation, which can
be time-consuming and troublesome. However, the key difference between our
approach and the ones described by Arnold and Rahm [2], or Ruiz-Cascado et al.
[29,30] is that we do not aim at large-scale automatic data extraction. Instead
we propose to reuse existing resources as a guidance for the user of the ontology
editor.

In the context of manual ontology edition, our approach is similar to the
work of Xiang et al. [33]. However, the Ontofox system they propose is targeted
at the life sciences domain, providing the support for specialized ontologies only,
while our approach does not impose such restrictions. In particular, we focus
on using generic wordnets, which are lexical databases [24,25] or terminologi-
cal fundamental ontologies [4], and Wikidata, which in turn is a collaborative
knowledge base [32], as potential sources of information. As for the wordnets, we
focus our attention on one of two Polish wordnets, namely plWordNet [23,28].
The reason for choosing this particular resource is that its contents have already
been investigated by one of the authors in [19] and they were found suitable for
the purposes of the current paper.

The main drawbacks of Ontofox system [33] are that it only allows for reuse
of a single ontology at a time, and that it provides a limited set of configuration
settings (such as to only include all, computed or no intermediates). Furthermore,
some of the settings require additional knowledge related to the proper format
of the parameters (see the Annotation/Axiom Specification part). The approach
we propose is free from these restrictions as we allow for full and user-friendly
customization of the data retrieval process. Although currently we support only
the Wikidata resource, the extension to use plWordNet should not require much
additional effort.

The paper is divided into four sections. Section 2 describes our proposal of
ontology reuse for the purpose of new concepts definition. We also present an
example of how the existing resources, including Wikidata and plWordNet can be
reused. In Sect. 3 we discuss the implemented extension to the Ontolis ontology
editor and present a preliminary evaluation of this extension. Finally, Sect. 4
contains the concluding remarks and future research perspectives.

2 The Idea of Ontology Reuse

The proposed idea of ontology reuse is primarily aimed at the simplification of the
process of new concepts definition. We assume here that the new concept can be
defined by means of an ontology, which may become a means of communication
and collaborative learning as suggested in [6,7]. Let us then describe the steps
necessary to perform the ontology reuse process:

1. A concept to be defined is selected. The concept can be represented by a
single word or a compound phrase describing certain information. Let us
denote the concept to be defined by c0. We assume that the concept is given
in a certain language, but one may consider the following two extensions
which can increase the probability of ontology reuse:



276 I. Postanogov and T. Jastrz ↪ab

(a) the user provides the concept in a multi-lingual form, i.e. the translations
of the concept are provided manually, or

(b) the user provides the concept in a single language, but the translations
are automatically searched for. For this purpose a previously prepared
dictionary can be used or some online resource may be consulted for
possible translations.

The increase of probability of ontology reuse mentioned above follows from
the fact, that the concept may not be defined in the original language it
has been provided. But it is possible that it has been defined in some other
language, thus a chance of ontology reuse still exists.

2. A set of resources to be consulted is defined. This set can contain local or
online resources, or a mix of both types of resources. Let us denote the set
by R = {R1, R2, . . . , Rk}, where k is the number of available resources. The
resources may be consulted in a sequential manner, according to some prede-
fined order or they may also be accessed simultaneously (in parallel) to make
the process faster.

3. Given the concept c0 and the set R, the resources are being asked for the
definition of the concept c0. The outcome of this step can be three-fold:
(a) none of the resources is able to locate a definition of the searched concept.

If this is the case the user has to provide an additional part of the ontology
defining the concept. This means that an element c1 related to the original
concept c0 has to be defined, together with the name of the relation
connecting the two elements. Element c1 becomes then the new concept
to be defined and the procedure defined above is repeated again.

(b) only one resource is able to locate a definition of the searched concept.
If this is the case, the definition can be reused completely, allowing also
for some modifications and extensions if needed. Such a result ends the
concept definition process.

(c) mutliple resources are able to locate a definition of the searched concept.
If this is the case, the definitions can be either compared with each other,
leaving the user the chance to decide on the ontology to be reused, or
they can be integrated with each other by means of relations and concepts
comparison. Regardless of the approach taken, the reused ontology can
be further edited or modified according to the needs. Such a result also
ends the concept definition process.

4. The concept definition process ends with either complete or partial reuse of
existing resources or, if none of the concept parts can be found in the resources
belonging to set R, it ends with the ontology being built manually by the user.

Let us observe, based on the description provided above, that in the best
case the concept to be defined can be retrieved in its entirety from the external
resources. The worst-case scenario assumes that no part of the concept definition
can be reused, but we conjecture that such a case should not be very frequent.
We think so, because the concepts constituting the parts of the ontology will
probably become more general and more common, thus the chance of finding
their definitions will also increase.
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Let us also consider the possible resources that may be contained in set R.
We claim that both wordnets as well as resources such as Wikidata can be used
for the purpose of aiding of ontologies construction. Although both types of
resources provide some information on the words or phrases (i.e. concepts) and
the relations between them, the type of information differs, for example in terms
of naming.

In case of wordnets, the primary relation is a synonymy of words, since word-
net contents are typically organized in the form of synsets (i.e. synonym sets).
Apart from the synonymy we often consider hyponymy as well as hypernymy,
which can be respectively considered as specializations and generalizations. Fur-
thermore, certain words may have similar meaning to some other words. In this
case we may say that words can be inexact synonyms, as opposed to exact syn-
onyms, which can be used interchangeably without changing the meaning of the
sentence. The drawback of using wordnets for the purpose of ontology reuse is
that they do not map directly to the ontological relations, or the mapping is
not unambiguous. For instance a hyponym can represent the subclass of rela-
tion, but in some cases it will also represent the part of or instance of relations.
Nevertheless, the information provided by the hypernymy/hyponymy hierarchy
may still be helpful and, what is more it can be at least partially reused. Fur-
thermore, although the synonyms (both exact and inexact) do not have their
corresponding relations in the constructed ontology, they can serve the purpose
of disambiguating terms, as some words can have multiple meanings and the
user has to decide which ontology to reuse.

As for the Wikidata-like resources, the relations can be considered in direct
ontological terms, including the aforementioned subclass of, part of, and instance
of relations, as well as some other relations. The synonymy relation, although
not represented directly can be also partially seen in the form of also known as
descriptor available in Wikidata, which contains alternative names for a particu-
lar term or concept. What is more, Wikidata provides also some specific relations
appearing only in certain contexts. Thus we may assume that the information
provided by Wikidata can be much broader than the information provided by
wordnets. Whether the additional amount of information provided by Wikidata
is considered as an advantage or a drawback depends probably on the particular
user’s needs.

2.1 An Example

To illustrate the ideas presented above, and in particular to show the different
types of information that can be provided by Wikidata and a wordnet, we will
consider the concept of doctor. In the example we use plWordNet as the word-
net resource, but this should not affect the general conclusions drawn from the
example. Following the procedure described above, the concept c0 is thus defined
as c0 = doctor and the set of resources is given as R = {Wikidata,plWordNet}.

The search for the concept in Wikidata shows that the word is considered a
synonym of word physician. The information is obtained by observing the also
known as descriptor. Focusing on the most basic relations it can be noticed that
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physician
doctor

medical doctor

instance of subclass of subclass of

profession health professional scientist

subclass of

occupation

subclass of subclass of

human behavioractivity

subclass of subclass of subclass of

event behavior animal behavior

. . . subclass of

event behavior

subclass of subclass of

profession creator

subclass of subclass of

profession person

. . .

entity

Fig. 1. The partial view of the ontology obtained from Wikidata for the concept doctor

a physician is an instance of profession, and also a subclass of two classes,
namely health professional and scientist. Following these relations leads to
the discovery that profession is a subclass of occupation, which in turn is a
subclass of activity and human behavior. Since both the activity and the
human behavior concepts are subclasses of behavior, and there also exists a
path of subclass of relations of the form human behavior → animal behavior
→ behavior, we can conclude that the analysis of the profession concept leads
to the behavior concept appearing on different levels of the hierarchy. Similarly,
an activity is a subclass of an event, which also appears in the tree of behavior
definition. Finally, the analysis of a health professional and scientist concepts
will lead to the concept of a person, which, through some intermediate relations
leads to the concept of an entity. Thus, from the analysis of the ontology, which
is also partially shown in Fig. 1, we may conjecture that a doctor can be very
generally described as an entity with certain behavior.

The search for the doctor concept in the plWordNet leads to the following
discoveries1. The wordnet provides three synonyms, namely lek. (dr.), doktor
(doctor) and konsyliarz (old name for a doctor), which can be considered as
equivalents of also known as descriptor available in Wikidata. Furthermore, there
are two hypernym paths, i.e. paths representing a sequence of subclass of rela-
tions, which “meet” at the level of cz�lowiek (human) concept. By “meeting”
of the hypernym paths we mean that at one point of the hypernymy hierarchy,

1 As plWordNet contains primarily Polish terms, the actual search has been conducted
using the Polish term lekarz which through the interlingual synonymy relation leads
to the doctor concept.
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Fig. 2. The view of the ontology obtained from plWordNet for the concept doctor

two different concepts become subclasses of a human. The complete informa-
tion on the ontology available in plWordNet is presented in Fig. 2 (the English
translations of respective concepts were added for clarity).

Comparing the results presented in Figs. 1 and 2 as well as their respective
descriptions, the following conclusions can be drawn. Firstly, both resources pro-
vide a ready-to-use ontology describing the doctor concept. Thus it is possible to
reuse the existing data, without the need for the provision of own definition. Sec-
ondly, although we have restricted our attention to only selected relations avail-
able in Wikidata, the amount of information available from this resource is much
greater than the data obtained from plWordNet. Thirdly, in case of both resources
we can observe that initially different relations lead to some common concepts
appearing at different points of the hierarchy. In particular, the behavior and
event concepts appear in Wikidata ontology a couple of times, while the human
concept is the common hypernym for the two paths in the wordnet. Finally, com-
paring the actual ontologies, it can be observed that the wordnet-based ontology
is more human-centered, i.e. it focuses on the meaning of a doctor as a person,
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while Wikidata, apart from the human-centric definition, provides also a defini-
tion concentrated around the more abstract behavior concept.

3 A Proof of Concept

In this section we show how the idea presented in Sect. 2 has been implemented
in practice in the Ontolis ontology editor.

3.1 Ontolis Extension Implementation

As already mentioned, Ontolis is a highly adaptable ontology editor which mainly
focuses on representing ontologies as graphs. It addresses the problem of usability
and adaptability to user’s needs. This goal is achieved by using metaontology
which describes such features as the visualization of supported node and relation
types, supported input/output file formats (e.g. OWL), advanced plugins like
mergers and graph alignment tools.

The problem of (semi-)automatic addition of related concepts to the concepts
defined in Ontolis is not trivial. It is so, because various ontological knowledge
bases provide different APIs. To tackle this problem, we plan to present a generic
API and a number of wrappers for popular ontology resources’ HTTP/SPARQL
APIs. Thus far we were able to enhance Ontolis with a functionality of adding
related concepts for any concept based on the Wikidata API. We have wrapped
Wikidata API functions for searching entities by their labels and getting entities
which are related to them. Searching by label is used for retrieving alternative
meanings of the concept. In the future, we want to order the alternative meanings
using the context of the concept in an ontology.

The process of data retrieval is as follows. At first, the concept for which
the ontology is being built is specified. Then it is searched for in Wikidata and
after being found a set of its meanings is presented to the user. Selection of
a particular meaning triggers the retrieval of entities related to this particular
meaning, as shown in Fig. 3. As mentioned before the retrieved ontology can be
also freely edited, taking into consideration the following possible situations:

– The user wants to add a relation to the concept not yet defined in the ontology.
If this is the case, we automatically add new concept. Moreover, we also save
the information on the authorship of the concept in concept’s metadata and
the Internationalized Resource Identifier (IRI) of the concept (and relation)
in external repository.

– The user wants to add a relation to the concept with an existing external IRI.
If this is the case, we add new relation only.

– The user wants to add a relation to the concept with a non-existing IRI, but
with a matching label. If this is the case, we let the user decide whether the
new concept should be created or the existing one should be used.

The important and interesting aspect of the use of both IRIs and labels is
that we can model ontologies in various languages, an example of which is shown



Ontology Reuse as a Means for Fast Prototyping of New Concepts 281

Fig. 3. The user interface for Wikidata’s data retrieval in Ontolis

in Fig. 4. Both ontologies present the partial ontology for the concept doctor,
giving the possibility of finding the English and Russian counterparts describing
the various concepts and relations.

To implement the extension we have also used the fact that Ontolis uses a
metaontology, in which plugins can be described. We created a new plugin node
named #ExternalOntologyResources where we have described how this external
plugin could be run. Plugin configuration includes program name, working direc-
tory, and general program arguments for the search functions. Concept’s label to
be searched and chosen identifier are passed as additional arguments. Although
currently the interface for external ontological resources plugins is hard-coded
into Ontolis, new implementations can be added in the future without source
code modification and even without program restart.

3.2 Evaluation

To preliminarily evaluate our approach we have created a new ontology with
the root doctor and checked whether it is difficult or not to create the ontology
presented in Figs. 1 and 4. We found that the whole ontology could be created by
successively extending the data with the information from Wikidata, using mouse
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Fig. 4. Ontology for the concept of doctor built in Ontolis using the proposed exten-
sion, in English (left) and Russian

only without any need for typing. The main advantage of being able to retrieve
the information from Wikidata is that it contains some verified connections
(at least to some degree), that may aid the teaching process during ontology
engineering courses.

The usefulness of the proposed extension stems also from the fact that we
were also able to automatically translate concepts and relations which were cre-
ated from Wikidata. This is quite useful for the ontology-based data access
system Reply, described in [7], where user can formulate queries using natural
language. Such queries may be used e.g. to manually control the autonomous
mobile platforms described in [10,34]. With automatic translation we were able
to add support for new language for basic queries without any source code mod-
ification. We have tested only basic queries in Polish, because advanced queries
require deep language-specific analysis which is not yet available for Polish.

To evaluate our approach more extensively we decided to compare the Wiki-
data’s coverage of Data Science Ontology (http://www.datascienceontology.
com) and bilingual (Russian, English) Ria News Ontology. The version of the
Data Science Ontology we used, contains 322 concepts and 329 relations. It is a
tree-structured ontology, so the only type of relation is subclass of. Furthermore
each concept is associated with a single label. The Ria News Ontology in turn,
includes 76 concepts and 129 relations, used mainly in news tagging, describing
for instance places, main characters, etc.

The experiments were conducted according to the following scheme:

1. Wikidata was queried for concepts with labels taken from the analyzed
ontologies.

2. For each found concept, concept’s relations were retrieved.
3. The number of concepts related in initial ontologies, which were also con-

nected in Wikidata, was found.

http://www.datascienceontology.com
http://www.datascienceontology.com
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In the course of the experiment we have noticed, that typically the concepts with
corresponding meanings can be found in the first two results of Wikidata search.
Thus, in the analysis performed in steps 2–3 we have included at most 2 results
per ontology concept. In the sequel we refer to this reduction as a disambiguation
step.

The statistics gathered for the three analyzed ontologies (Data Science,
Russian Ria News and English Ria News) are shown in Table 1. From the results
in Table 1 we can observe that none of the ontologies could be completely cov-
ered by Wikidata. However, we have determined that in case of Data Science
Ontology, the concepts that were not found corresponded usually to tree leaves
denoting algorithm or technology names. Thus, such a behaviour can be justified.

We can also notice that the average number of Wikidata concepts per ontol-
ogy concept is greater than 1 for all three ontologies, even after the meaning
disambiguation step (see NW/o and Nd

W/o statistics). Furthermore, looking at
the median number of relations in Wikidata (Nr statistic), we may conclude
that all three ontologies could benefit from the reuse of Wikidata, acquiring new
relations.

Table 1. Statistical comparison of Data Science and Ria News ontologies with respect
to Wikidata. No, NW – number of found ontology and Wikidata concepts, Nd

W –
number of Wikidata concepts after meanings disambiguation, NW/o, Nd

W/o – average

number of Wikidata concepts per ontology concept (before and after disambiguation),
Nr – number of relations

Statistic Data Science Ont. Ria News Ont. (ru) Ria News Ont. (en)

No 187 51 58

NW 737 250 318

NW/o 2.29 3.32 4.22

Nd
W 302 88 104

Nd
W/o 1.61 1.73 1.79

Median of Nr 3 9 8

Apart from collecting the aforementioned statistics we have also investigated
the most frequently appearing relations. Regardless of the analyzed ontology,
the most common relations were instance of, subclass of, category’s main topic,
topic’s main category and part of. The only difference was related to the fifth
most common relation, which in case of Data Science Ontology was official web-
site, while in case of both Ria News Ontologies was is a list of. The counts of
relation occurrences are shown in Table 2. The table contains the 5 relations
appearing as the most frequent in all analyzed ontologies.

Finally, we investigated the correspondence of relations between Wikidata
and the analyzed ontologies. At first, we rejected all the relations for which
either the domain (the subject) or range (the object) was not found in Wiki-
data. This way 136, 42 and 77 relations were left in Data Science, Russian Ria
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Table 2. The summary of most common Wikidata relations appearing in concepts
found for Data Science and Ria News ontologies

Relation Data Science Ont. Ria News Ont. (ru) Ria News Ont. (en)

instance of 213 87 94

subclass of 72 57 68

category’s main topic 56 55 61

topic’s main category 55 52 59

part of 47 36 38

News and English Ria News ontologies, respectively. However, out of these rela-
tions only 13, 3 and 3 relations were found both in Wikidata and in the analyzed
ontologies. It can be concluded that although Wikidata provides many new rela-
tions, the existing relations are rarely preserved between the analyzed ontologies
and Wikidata.

4 Conclusions

The paper discusses the idea of ontology reuse for the purpose of new concepts
definition. As a potential sources of information to be reused, we consider Wiki-
data knowledge base as well as plWordNet semantic dictionary – one of two
Polish wordnets. We present an example of ontology reuse based on these two
resources. An extension to one of the popular ontology editors, i.e. Ontolis is
also being discussed and preliminarily evaluated. The evaluation proves that the
proposed idea can be applied in practice.

The conducted experiments have shown that for the concepts that were found
in Wikidata and analyzed ontologies, the information provided by Wikidata is
typically richer. This observation is true both from the point of view of the
number of concepts as well as the number of relations. However, as discussed in
Sect. 3.2, the relations existing in Wikidata and in the analyzed ontologies, very
rarely share common relations. It may indicate that Wikidata contains more
intermediate nodes than Data Science or Ria News ontologies.

In the future we plan to extend the Ontolis system even further, to enable
the wordnets data reuse. We will probably begin with plWordNet, although the
idea presented in the paper can be easily applied to other wordnets, such as the
Princeton Wordnet or other resources participating in the EuroWordNet project.
We think that the ability to obtain the word translations automatically should
be also considered an interesting approach, which we plan to pursue.
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Abstract. We address the problem of robots executing instructions
written for humans. The goal is to simplify and speed-up the process
of robot adaptation to certain tasks, which are described in human lan-
guage. We propose an approach, where semantic roles are attached to
the components of instructions which lead to robotic execution. How-
ever, extraction of such roles from the sentence is not trivial due to the
prevalent non determinism of human language. We propose algorithms
for extracting actions and object names with roles and explain, how it
leads to the robotic execution via attached sub-symbolic information of
previous execution examples for rotor assembly and bio(technology) lab-
oratory scenarios. The precision for the main action extraction is 0.977,
for the main, primary and secondary objects is 0.828, 0.943 and 0.954,
respectively.

Keywords: NLP · Robotics · Ontology

1 Introduction

“Take a cup from the cupboard and prepare some coffee, please” - this or more
complicated instructions are easily comprehendible and executable by a human.
However robots are still far away from the understanding and executing instruc-
tions written for humans. The first problem is semantic analysis at the world
level. Robot needs to perform sentence analysis and to determine the names
of the actions which require to be executed and at the same time to indicate
all the objects with their roles necessary for these actions. Thus, as we can see
from the given compound sentence example, the main action of the first clause
is “take”, the main object which needs to be taken and placed is “a cup”, the
object performing location function is “the cupboard”. The second problem is
grounding: robot needs to know (at the sub-symbolic level!) how to identify a
cupboard in the room, how to reach it (possibly how to open it); how to iden-
tify a cup, how to grasp and fetch it without hitting any obstacles or toppling
down other dishes from the cupboard. The scope of the paper involves tabletop
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 288–301, 2017.
DOI: 10.1007/978-3-319-58274-0 24
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manipulation instructions, where we are addressing the first problem in such a
way that the solution could make possible to approach the second (grounding)
problem, too. For this problem we define an appropriate closed-set of actions that
robot can potentially execute and map those actions to the action names that
appear in the instruction. We define object roles of each action in a rather gen-
eral way, based on object touching and un-touching events observed in the video
sequence [1]. This allows re-using object roles through groups of actions. Alter-
native approaches concentrate on more specific applications, e.g. action cores
in [10] are defined for very specific actions like neutralization using a highly
specific object roles, like “acid” and “base”. Tellex et al. [11] analyze driving
with landmarks domain handling entities like “event”, “object”, “place” and
“path”. Misra et al. [9] are considering a wider set of actions, however they do
not pre-structure object roles but acquire language- to-robot-action mapping by
means of learning from examples. Yang et al. [12] are using action grammar for
manipulation action interpretation at the generality level similar to ours, how-
ever they have not attempted to interpret natural language instructions from
this perspective.

2 Transforming HL Instructions to Robotic Instruction

Our approach is based on the definition of instruction semantics in such a way
that it directly matches to the observable entities of robotic execution (Fig. 1).
First, we define robotic action at a fixed granularity in temporal domain: the
action starts by a robot manipulator approaching an object for a grasp and
ends when the manipulator has released the object and retracted. E.g. “Pick
a test tube, shake it and put it back on the table” would be an instruction
corresponding to a full robotic action by our definition. This, however, raises a
problem of correct identification of the “main” action word, where in the example
it is “shake”, while “pick” and “put back” we call “supportive” action words. The
main action word is always present in the instruction, while supportive action
words may be either given or omitted. Identification of the “main” action in
the instruction is important for correct retrieval of the sub-symbolic level action
grounding information described further.

Second, we define the roles of objects in the action based on touching or
un-touching relations of objects in the scene which can be identified by vision
or force sensing in the robotic setup. The following object roles are identified: -
Main object: the object that is first touched by a robot manipulator; - Primary
object: the object from which the main object first un-touches in the course
of a manipulation - Secondary objects: the object with which the main object
establishes a touch relation in the course of a manipulation.

In the given example the main object is the “test tube”, the primary and the
secondary objects coincide and both are the “table”. The main object is easy to
extract from a sentence as it is linked with the main root action by the object
relation (e.g. “rotor cap” is main object of “pick up” action in Fig. 3).
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To avoid some dependency parsing errors, which may be crucial in the fur-
ther system compilation steps (when linking with the ontology information, cre-
ating sequences of action categories, etc.), dependency parsing is complemented
with the following capabilities: complex object mapping to pseudo simple and
anaphora resolution problem solving.

Fig. 1. General workflow on instruction parsing

In order to treat complex objects (e.g. “rotor cap”, “robot platform”) as
indivisible units, they are replaced with the appropriate pseudo simple objects
(e.g. “rotor cap” = “cap”, “robot platform” = “platform”). This replacement
protects sentences from redundant and often erroneous dependency relations.

POS analysis, as well as dependency parsing is used for the anaphora res-
olution problem solving. If the part-of-speech of a word indicated a personal,
possessive, interrogative or relative pronouns, then it has to be replaced with the
appropriate noun or noun phrase. The noun or noun phrase is determined by
searching back in the sentence for the first dependent with the dependency label,
indicating direct/indirect/of preposition object or (passive) nominal/clausal sub-
ject. E.g. instruction “take a rotor cap from conveyor and place it on the fixture”
is replaced with “take a rotor cap from conveyor and place rotor cap on the fix-
ture” (Fig. 4).
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The primary and secondary objects can either be determined from the same
sentence (e.g. “conveyor” in Fig. 3; “conveyor”, “fixture” in Fig. 4) or by more
specific approaches present further in this chapter.

Our supportive data structure is WordNet type domain-specific action
and object ontology, where in addition to WordNet hierarchical structures
(synonyms, hypernyms, troponyms, hyponyms, holonyms, meronyms) (Fig. 2),
actions are connected to objects with which they can be performed, including
indication of the object roles (main, primary, secondary). Actions are given fea-
tures “Can be main action” (yes/no), “Can be supportive action” (yes/no), used
for identifying the main action word in the instruction sentence.

For action grounding, sub-symbolic forms called Action Data Tables (ADTs)
are attached. The ADTs contain object and manipulator relations, trajectories
and poses that were used for an instruction with given action and object names
previously and allow action re-execution. We will not expand more about ADT
structure as here we are emphasizing symbolic analysis allowing to introduce the
sub-symbolic link through ADTs.

The details on ontology building, defining the main action in the sentence as
well as defining object roles are provided in the sub-sections next.

2.1 Action Ontology

The conceptual structure of the ACAT ontology is presented in Fig. 2. Two
main ACAT ontology classes (ACTION and OBJECT) determine the hierarchi-
cal structure of action hypernyms/troponyms and object hypernyms/hyponyms
(property subClassOf). Each action and object synset contains a subset of syn-
onymous instances (property instanceOf) having the same definition as their
parent class. The subclasses of ACTION class are described by the following
properties: main action, robotic action, supportive action.

The subclasses of OBJECT class are defined by the property part of to
describe object holonym and meronym relations. Also, each action and object
can be described by the values of annotation properties from WordNet and
corresponding instruction sheets (label, gloss and example). Relation between
an action and an object is determined by the following restriction properties:
with tool, with main object, with primary object and with secondary object.

Action ontology is formed by assigning an appropriate action or object synset
for each action and, also, all action details required for action execution. Here, a
synset is a set of synonyms, which groups semantically equivalent data elements.
An action synset contains verbs, prepositional verbs, phrasal verbs and other
multiword verbs, having the same sense. E.g., the following verbs can be marked
as synonyms: “put in = put into”, “put out = put away”. An object synset
contains nouns or multiword expressions (usually consisting of adjectives and
nouns) having the same sense. For example, the synset of the “conveyor” object
consists of the following members: “conveyor”, “conveyor belt”, “transporter”.
Such an approach allows the textual instruction compiler to handle situations
of synonym object names used in the instruction text (Fig. 1, ontology querying
step in general instruction parsing workflow).
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The relations between each ontology concept are identified depending on
ontology knowledge source. E.g., when the source of ontology objects is the
relational database, concept relation types can be described with the table links
and additional semantic meta-model [5] or with Fuzzy-Syllogistic reasoning [6].
In our approach, when we are building ontology from texts, objects in action
environment synsets are grouped by their semantic roles, e.g. main, primary,
and secondary objects. This is implemented by inserting corresponding object
properties linking actions and objects in the ACAT ontology. These properties
include: “with main object”, “with primary object”, “with secondary object”
and “with tool”. Such a linking approach allows to establish different types of
links between actions and objects - e.g., object “conveyor” can have the “primary
object” or the “secondary object” role, depending on the instruction sentence.

Fig. 2. The structure of the action ontology

Complex objects for the ACAT ontology are identified by extracting possible
collocations using corresponding textual search patterns and calculating logDice
statistical coefficient for each candidate [3,8]. Two types of collocations are used:
“adjective + noun” and “noun + noun” (collective noun) - both are identified
by using corresponding patterns for matching node configurations the semantic
graph structure of the sentence. A collective noun always identifies a complex
object, but “adjective + noun” collocation often describes the object and its
feature. E.g. “black bottle” should be interpreted as the object “bottle” with
the color feature “black”. Calculating the logDice statistical coefficient helps
in classifying the collocation candidates to complex objects and object-feature
combinations. logDice coefficient is based on comparing the frequency of two
or more words co-occurrence in text to the frequency of these words occurring
separately. It gives better results with the high number word occurencies in the
text. In this case, first we are preparing the list of possible complex objects by
extracting them from a corpus.

Table 1 presents the most common collocations from the focused biotechnol-
ogy corpus. Extracted glossary of biotechnology environment elements contains
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not just domain terms (e.g. “periodic table”), but also named entities, such as
chemical elements (e.g. “carbon dioxide”, etc.), measurement data (e.g. “room
temperature”) and names of tools (e.g. “water bath”).

Table 1. Most common collocations in the biotechnology focused corpus

Collocation logDice Freq. Collocation logDice Freq.

Reductive amination 13,740 287 Aqueous layer 11,851 290

Baking soda 13,709 206 Science fair project 11,79 213

Science fair 13,319 459 Diethyl ether 11,784 232

Carbon dioxide 13,098 361 Reflux condenser 11,715 188

Essential oil 12,891 296 Acetic acid 11,696 426

Periodic table 12,838 244 Hydrochloric acid 11,579 359

Copper sulfate 12,798 220 Organic layer 11,482 202

Hydrogen peroxide 12,705 270 Small amount 11,404 207

Methylene chloride 12,639 487 Reaction mixture 11,337 787

Sodium hydroxide 12,474 661 Sassafras oil 11,222 284

Reduced pressure 12,371 239 Chemical abstracts 11,085 205

Room temperature 12,359 551 Sodium borohydride 10,872 196

Alkali metal 12,285 200 Formic acid 10,783 202

Ammonium chloride 12,018 309 Sodium acetate 10,766 213

Sulfuric acid 11,856 504 Sodium chloride 10,664 219

By comparing each collocation candidate from the instruction against the
collocations from the ontology, we can identify complex objects in the instruction
sheet.

In case of a complex object, ontology queries return not only the hierarchical
structure of the object, but also their relations to each other. If the ontology
contains a complex object, it is often classified as a holonym/meronym of the
other object from the ontology. E.g., class “rotor” and its hierarchical structure
is described by the relation part of: “rotor axle” and “rotor core” are parts of a
“rotor shaft”, and “rotor shaft” together with “rotor cap” creates whole “rotor”.

Also, ontology information about the physical state of an object (e.g., liquid
or solid) allows to identify any additional tool, which is needed to grasp object
by the robot platform. E.g., the object “rotor cap” is identified as a solid one,
so it can be grasped by a gripper, but the object “essential oil” is described as
a liquid one, so it must be provided in some container.

The main source of the ontology data are the texts from transcribed videos
of related experiments: 14 videos on rotor assembly and 11 videos on DNA
extraction. We hand label small fragments of the targeted instruction sheets
then propagate on WordNet type hierarchical structure. Manual text labeling
gave the 110 actions and 98 related objects. Propagated with WordNet data,
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the ontology contains 426 action and object classes and 692 individuals (the
instances of synset classes).

2.2 Main Action Identification

Dependency parser is the main tool for identifying actions due to the struc-
ture of dependency grammars (DG), where the verb is the structural center of
the clause and all other syntactic units are connect by directed links (directly
or indirectly) to it. The part-of-speech tags and the dependency relations are
determined with the Stanford NLP parser [4]. E.g., for a sentence “Pick up rotor
cap from conveyor” parses into the structure depicted in Fig. 3. It is easy to see,
that the action is identified.

Fig. 3. Dependency tree for the single instruction

In the more complex instructions the correct identification of the main action
word raises a problem. E.g. instruction “take a rotor cap from conveyor and
place it on fixture” contains two action verbs (“take” and “place”) - there is no
possibility, to identify, which of them is “main” action.

Fig. 4. Dependency trees for complex instruction sentence with anaphora resolution
problem solving

For action robotic roles recognition the constituency analysis is used - iden-
tified verb phrases indicate possible main actions. Then the action ontology is
queried to extract action structure for known actions. With SPARQL queries we
define the action synsets for each action and their possible robotic roles. E.g.
querying ontology with the “take” and “place” verbs results with the sets of
action synonyms: “choose, pick up, take” and “place, pose, put, identify” (Fig. 5).
Both of parsed actions can be executed by robots - property “robotic action - 1”.

In the case of several verbs ontology allows determining the action, i.e. “pick-
and-place in this” case.
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Fig. 5. Main action identification with action ontology queries information

2.3 Object Role Identification

Knowing the structure of the action background, the next step of instruction
sheet knowledge processing is to fill-in information for each action background
object.

The same dependency tree (e.g., Figs. 2 and 3), show how dobj relation directs
to the main object (“rotor cap” in this case), and then primary and secondary
objects are identified by prep/pobj relations, i.e. conveyor and fixture, respec-
tively. All supporting objects information is gained from the sentence substitu-
tion, expansions and pro forms (e.g. “put rotor cap [on the conveyor/on the top
of the conveyor/there]”).

Additional action object properties, which are not mentioned explicitly in
the instruction sheets, can be obtained by querying the action ontology using
SPARQL queries (Fig. 6).

Fig. 6. Object roles identification with action ontology queries information

The action ontology allows more detailed action environment descriptions by
establishing links between an ontology data collection consisting of an action and
a set of environment objects on one side and a so-called ADT table on the other
side. E.g. the instruction “Take a rotor cap and place it on fixture” contains two
action verbs: “take” and “place”. By querying the ontology, the system gains
knowledge, which of these two verbs takes the “main action” role. Also, parsed
instruction does not include information about primary object for the action
(the position of main object) - ontology data allows to resolve this issue and
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gives two possible positions of the main object: “table” and “conveyor”. If there
is no possibility to find the object, which was defined in the instruction sheet,
additional data about object hypernyms/hyponyms and holonyms/meronyms
can be used.

When categorizing action environment objects using rules and search pat-
terns, one source of information is the VerbNet lexicon with structured descrip-
tion of the syntactic behavior of verbs. Alternatively, syntactic parse trees for
instruction sentences are used. When applying automated extraction of rules
from VerbNet lexicon database, mapping of VerbNet thematic roles to the ele-
ments of the predefined conceptual action background model is done. Rules are
extracted from VerbNet syntactic and semantic frames for corresponding verbs.

E.g. with “place” verb (Table 2), we obtain two possible search patterns,
which are then used in action environment classification: NP V NP PP. DESTI-
NATION, NP V NP ADVP. Defined patterns by their semantics means, that an
Agent places a Theme at a Destination - the Theme is under the control of the
Agent/Cause at the time of its arrival at the Destination. These patterns are
then applied to morphologically annotated domain specific corpus for filling the
action ontology with classified action environment elements and the definition of
action main (semantic role Theme) and secondary (semantic role Destination)
objects.

Table 2. VerbNet syntactic and semantic frames for verb “place” (Source: VerbNet)

Description Syntax Semantics Example

NP V NP
PP.DESTINATION

Agent-NP
(putter) V
Theme-NP (thing
put) [+loc]
Destination-PP
(where put)

motion(during(E),
Theme) not(Prep(start(E),
Theme, Destination))
Prep(end(E), Theme,
Destination) cause(Agent, E)

Place the
rotor cap on
the fixture

NP V NP ADVP Agent-NP
(putter) V
Theme-NP (thing
put) Destination
(where put)
[+advloc]

motion(during(E), Theme)
not(Prep(start(E), Theme,
Destination)) Prep(end(E),
Theme, Destination)
cause(Agent, E)

Place the
rotor cap
here

Then, using predefined rules corresponding ADTs are selected from the
knowledge base. We do not discuss the rules in the detail in this paper, how-
ever the basic idea is that actions should coincide (be a part of a synset), and
then, the main, primary and secondary objects (their synsets) are less important,
correspondingly.
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3 Experimental Evaluation

In our experiments we parse 87 instructions of DNA extraction and rotor assem-
bly. These texts were collected by video transcription. All used sentences are in
imperative mode and contains maximum two verb phrases. The precision for the
main action extraction for both scenarios is 0.977, for the main, primary and
secondary objects is 0.828, 0.943 and 0.954 respectively.

As our dataset was small, we could not allow ourselves having both training
and testing datasets. Thus we were testing our system without action-object
links, described in the section “Action Ontology”. Thus, we were, eventually,
testing a heuristic rule set, independent of any training data. This way we could
use all the available data as the test set.

Table 3 includes sentences from robot assembly and DNA extraction scenarios
instructions sheets (column “Instruction” - e.g. “Take a rotor cap from the table
and place it on a fixture”). Next columns contains information parsed from an
instruction sentence: main action, main object, primary object and secondary
object (e.g. main action: put, main object: ring, primary object: table, secondary
object: fixture).

Analysis of the instruction completion experiment, pointing to inaccuracies,
results with the following classes of compiler errors.

– Too general, non-robotic action - some of symbolic level actions are too general
and describe whole actions process, but not concrete sequence of actions steps.
E.g. action “centrifuge the suspension of e-coli” can be described as sequence
of action: open the cover of centrifuge, pick up bottle of e-coli and put into
centrifuge, close the cover of centrifuge, press the start button.

– Wrong complex object recognition - object features like “top”, “bottom”,
“side”, “surface” mistakenly are taken instead of the object. Some of the
objects from the instructions (especially biotechnology texts) are even more
complex and are described by the more features or identifies things, that can-
not be grasped by the robotic system. E.g., “the suspension of e-coli from
the flask PB1” is interpreted by the compiler as main object “suspension”.
Robotic platform cannot grasp the liquid without using any container, so the
information about the “flask PB1” is more useful. Complex object features
are interpreted as primary object.

– Not clear whole action background context - compiler could interpret only
single instruction sentence it is not able to identify the correct possible position
of main object: primary and secondary object information in all cases. E.g.,
the instruction “Place the bottle on the table. Pick up the bottle and mix
it gently.” is interpreted as two independent actions, so the position of main
object from the second action is not clear.

– Not relevant instruction parsing - compiler is able to recognize sentence seman-
tics, but could not evaluate whether the parsed instruction is relevant to the
domain-specific scenario. E.g. instruction “Take me out of here.” is parsed
correctly, but could not be applied to the rotor assembly or bio(technology)
laboratory scenarios.
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Table 3. The excerpt of the instruction parsing result table from robot assembly and
DNA extraction scenarios

Instruction Main action Main object Primary
object

Secondary
object

Take a rotor cap from
conveyor and place it on
fixture

place rotor cap conveyor fixture

Insert a shaft into a hole in a
magnet

insert rotor shaft - magnet hole

Take the rotor shaft from the
fixture and insert it into the
cylindrical holder

insert rotor shaft Fixture cylindrical
holder

Pick a magnet from the
magnet dispenser and insert
it into the magnet hole that
is directly in front of the
robot

insert magnet magnet
dispenser

magnet hole

Pick a rotor cap from the
fixture on the robot platform

pick rotor cap fixture robot platform
(wrong rec.)

Put the cap on the rotor
shaft

put rotor cap - rotor shaft

Open the centrifuge open centrifuge - -

Pour the suspension of e-coli
from a flask into a bottle

pour suspension
(not complex
rec.)

flask bottle

Turn the lid to cover the
bottle PB1

cover bottle pb1 - -

Close the lid of centrifuge close lid - -

Start centrifuge by pressing a
button But1

pressing button but1 centrifuge -

Open the lid of the centrifuge open lid - -

Take out the bottle PB1
from centrifuge and put it on
fixture

put bottle pb1 centrifuge fixture

Open the plastic bottle PB1 open bottle pb1 - -

Pour the liquid from the
bottle into a flask

pour liquid bottle flask

Close the bottle PB1 again close bottle pb1 - -

Open the bottle with lysis
buffer PB2

open bottle - -

Close the bottle PB1 by
turning the lid

turning lid - -

Put the bottle PB1 into
centrifuge

put bottle pb1 - centrifuge



Reading Human-Readable Instructions by Robots 299

To correct those error sources bigger dataset and more elaborate ontology
structure is required. Thus we state attribute correction of those errors to future
work.

4 Discussion and Future Work

The proposed technique including parsing and action ontology querying is able
to define the actions and syntactic roles for action background elements required
in robotic execution.

The designed instruction completion schema and the corresponding instruc-
tion compilation application are in principle able to parse instruction sheet infor-
mation and define the actions and syntactic roles for action background elements.
The approach of combining parsed instruction sheet information with ontology
query results seems to give adequate information for instruction completion.

In our work we are using the Stanford parser - i.e. statistical dependency
parser, which is reported as one of the fastest (1000 sentences per second) and the
most accurate (92.2% unlabelled attachment score) currently known approaches
for parsing English sentences [2]. Due to the proposed novel technique (based
on learning neural network classifier for use in greedy, transition-based depen-
dency parser) it outperforms baselines of arc-eager and arc-standard parsers
and achieves 2% improvement on both labeled and unlabeled attachment scores,
while running about 20 times faster. Despite all these advantages and superiority
over the other dependency parsing techniques, the Stanford parser still has short-
comings that emerge mostly because it is not adjusted to any specific domain or
solving task. The Stanford parser is trained on the English Penn Treebank [7],
composed of 40,000 sentences, taken from the Wall Street Journal. This news-
paper domain is indeed very different from the robotics and chemistry domains
that we are dealing in ACAT project. However, major accuracy problems (in
both, indicating part-of-speech tags and dependency labels) cause the sentence
structure itself: i.e. we need to process sentences written in imperative mood,
but the Stanford parser is trained on the sentences in indicative.

There is always a possibility, that POS and dependency parser will return
incorrect annotation results due to disambiguities in the sentence. This can hap-
pened, when instructions are very domain specific (e.g., chemical or mechani-
cal texts) or have unusual grammatical and syntactic sentence structure (e.g.,
imperative mood used for verbs). E.g. the instruction “Open centrifuge” is anno-
tated as Open-NNP centrifuge-VBP (POS annotation) and nsubj(centrifuge-2,
Open-1) (dependency parsing results). In this case, centrifuge is interpreted as
verb form - the interpretation of sentence can be similar to Object “Open”
is centrifuged. Wrong parser results affect the overall quality of the compiler.
In order to reduce the probability of parser errors, an additional dictionary
in the form of an XML file with “always true” statements can be used (e.g.,
¡statement¿centrifuge-NN¡/statement¿ means, that centrifuge should always be
interpreted as a noun, as centrifuge always takes object role).
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The results of instruction completion using ontology queries depend, in addi-
tion to size, on the focus of the ontology and the domain-specific corpus focus
w.r.t. the specific tasks. Future work on instruction completion should include
the improvement of algorithm precision and accuracy by expanding the ontol-
ogy from additional domain-specific corpus data, and also by including additional
weight information, obtained from the feedback of ADT validation by the human
and execution. The technique can be further improved by extracting more details
on action execution (e.g. size, quantity, material, etc.) from instruction sentences.

Knowledge of actions and action background objects can be further improved
by querying the action ontology, including more details on action execution para-
meters (properties, size, quantity, location, etc.).

We are going to implement the function for filling in missing action or object
information with the most probable action or object instances - in this case, an
SVM classification algorithm can be used.

Information about non-robotic actions is included in the ACAT action ontol-
ogy - each action class contains a property robotic action, which allows to
describe whether the action can be executed by the robot system, or it is too
general for execution. By querying the ontology with each action recognized in
an instruction sentence, the symbolic information compiler will identify such
complex instructions and will return a request to the user to provide a more
specified instruction with all process details described.

Complex sentences can include the explanation of too general instruction.
E.g., the instruction “Mix the liquid by inverting the bottle 4 times” explains,
how to execute general mixing process. These kind of instructions will be recog-
nized using patterns for matching node configurations in one of the text seman-
tic graph structures. We have identified two main action explanation patterns: -
with minimum two actions and subordinating conjunction “by” in relation with
one gerund (verbal noun) - e.g. “Wash the flask by placing it in the washing
machine.”; - with a list of minimum two actions, which is introduced by a colon
mark - e.g. “Wash the flask: open the washing machine, place the dirty flask in
it, close the washing machine and press the START button”.

Action background learning can be accomplished by identifying all back-
ground components - main object and its pre and post positions: primary object
and secondary object, all this being done in each action step. When the compiler
will able to parse not only one single sentence, but the whole complex instruc-
tion, there will a possibility to fix the action background information from each
previous action steps. E.g., the complex two-sentence instruction “Place the
bottle from the cupboard on the table. Pick up the bottle and mix it gently.”
contains two actions, changing the states of the main object “bottle”. In the
first step, the compiler identifies, that the bottle is moved from the cupboard
(primary object), to the table (secondary objects). In the second step, there is
no information about the primary position of the main object. However, from
the context of the previous steps, the compiler will able to identify the table as
the last position of the main object.
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Abstract. In the paper we present a novel method of wordnets’ data
integration. The proposed method is based on the XML representa-
tion of wordnets content. In particular, we focus on the integration of
VisDic-based documents representing the data of two Polish wordnets,
i.e. plWordNet and Polnet. One of the key features of the method is that
it is able to automatically identify and handle the discrepancies existing
in the structure of the integrated documents. Apart from the method
itself, we briefly discuss a C#-based implementation of the method.
Finally, we present some statistical measures related to the data avail-
able before and after the integration process. The statistical comparison
allows us to determine, among other things, the impact of particular
wordnets on the integrated set of data.

Keywords: Natural language processing · Ontologies · Wordnets ·
XML data integration

1 Introduction

Data integration has been a field of intensive study of computer scientists for
many years. It plays the crucial role in various practical applications, including
for instance the integration of data from sensors [5,28]. In the paper we deal
with data integration problem related to the area of natural language processing
(NLP). To be more precise, we consider the integration of resources which can aid
the process of natural language processing, namely wordnets. The data contained
in wordnets can be used to support the semantic analysis of text, which is the
third phase of natural language text processing, following the morphological and
syntactic analysis [21]. The semantic knowledge contained in wordnets has been
pointed out in [13] as one of the important elements for the task of semantic
features recognition and assignment. Furthermore, the semantics has been also
mentioned in [2,3] as a useful element of different database-related tasks, such
as querying databases in natural language.

Wordnets can be perceived as graphs, connecting words with semantic rela-
tions [8], or as terminological fundamental ontologies, as suggested in [4]. The
most common relations forming the wordnet’s graph of words include synonymy,
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 302–315, 2017.
DOI: 10.1007/978-3-319-58274-0 25
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hypernymy and hyponymy. The synonymy relation is particularly crucial, since
the sets of synonyms (called synsets) form the most basic building blocks of the
wordnet’s structure [19,20]. The hypernymy relation can be in turn considered as
a generalization of the synsets, while the hyponymy represents specialization of
the synsets. The wordnets that we analyze are available in VisDic format, which
is an XML representation of wordnet data developed by Pavelek, Horák and
others [9]. According to the examples presented in [10] the main requirements
related to the XML VisDic format are that:

– each synset is a mini-XML document,
– there is no enclosing (root) tag in the document,
– there should be no attributes in the tags, but they may be rewritten as nested

tags.

The contribution of the paper is a novel method of wordnets integration. The
integration is based on the XML representation of wordnets. We evaluate the
method using the data of two Polish wordnets, i.e. plWordNet (also known as
S�lowosieć) [18,22] and Polnet [25,26]. The motivation behind the integration of
wordnets’ data is three-fold:

– to be able to compare and contrast the contents of both wordnets. This will
allow us to evaluate the quality of integrated wordnets, but also to verify their
correctness and to observe potential discrepancies.

– to create a single resource, which enables easier and faster access to the data
available in multiple resources.

– to unify the format according to which the data is stored. Although both
resources considered in the paper are available in VisDic format, there are
certain differences in their representation. The integration removes these dis-
crepancies.

The paper is divided into five sections. In Sect. 2 we review some of the exist-
ing solutions related to data integration. In Sect. 3 we present our proposal and
an exemplary run of the integration method. Section 4 contains the description
of the C#-based implementation of the method as well as short discussion of the
conducted experiments. The final section summarizes the contents of the paper
and the most important conclusions.

2 Related Works

Before we present our wordnet integration method, let us first consider some of
the already existing solutions. We begin with a brief review of the methods and
algorithms that can be used for the integration of ontologies.

Goczy�la and Zawadzka [7] discuss an approach in which a global ontol-
ogy describes the contents of the local ontologies to be integrated. Similarly,
Świderski [24], who tackles the integration of geospatial XML data, being also
implicitly indicated as a potential challenge for the sensor fusion in [28], dis-
cusses an approach which requires the creation of a global conceptual schema,
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which is later related to the local views. The main weakness of these approaches
is that, the global ontologies or schemas only describe the contents of the local
ontologies, instead of actually integrating them. In contrary to these approaches,
we do not define any additional descriptive ontologies, but we try to perform the
integration directly, based on the analysis of the integrated wordnets.

The approach that is similar to our approach was presented in [16]. Magnini
and Speranza [16] present a plug-in approach in which a set of basic synsets is
built and, based on the integration of these basic synsets the remaining elements
are connected. They also discuss a way to disambiguate merged synsets basing
on the hypernymy and hyponymy relations. The similarity between our app-
roach and theirs is that we also use the aforementioned relations as a means of
disambiguation. However, in case of [16], the integration was related to generic
and specialized wordnets, while in our approach we deal with two generic word-
nets. The main disadvantage of the approach discussed in [16] is that it requires
experts’ knowledge to select the set of basic synsets, and to make decisions in
the disambiguation steps. The method we propose minimizes the manual labour,
since it is able to perform both structural as well as semantic matching auto-
matically. The other disadvantage of the approach proposed by Magnini and
Speranza is that it requires definition of certain precedence rules, which can
make integration of multiple resources hard. In contrast, our method allows for
integration of multiple resources without additional effort.

Amaro and Mendes [1] also deal with matching of technical (specialized)
and common (generic) wordnets, although their approach does not seem to take
into consideration any structural similarities. On the other hand, Xiang et al.
[27] focus only on structural analysis of data representation, using deep neural
networks. Contrarily to these two approaches, we conjecture that the structural
and semantic analysis can be combined to achieve proper matching. An approach
that utilizes WordNet relations to perform ontology matching has been proposed
in [14]. However, in their approach WordNet is used as an external resource
facilitating the ontology matching process, while in our case, the wordnets are
being actually integrated. Besides, their approach takes into account a broader
set of relations than our approach, which may affect performance. Finally, the
experimental results shown in [14] indicate that the proposed similarity measure
can vary significantly, thus the parameters of the method probably need to be
tuned depending on the input data sets.

Comparing our method to various ontology matching techniques, described
extensively in [6], we can find certain similarities. For instance, the structural
analysis of wordnets’ data formats described in Sect. 3, applies name-based meth-
ods. In particular, we deal with string-based methods, e.g. substring tests. We
also use the structure-based techniques, including the internal structure meth-
ods related to datatypes and multiplicities of respective elements, as well as
relational structure methods, involving the taxonomic structure following from
hypernym/hyponym relations. For a broader overview of existing methods and
tools the reader is referred to [6,14] and their references.
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Let us also describe the similarities and differences between the wordnet data
integration method presented in this paper and selected approaches related to
database schema integration. For an overview of the available schema integration
methods see e.g. [23]. Hossain et al. [11] and Ibrahim et al. [12] point out the
importance of both structural and semantic aspects of database schema match-
ing. As described in Sect. 3 our method also involves these two phases, proposing
some ways of dealing with both structural as well as semantic inconsistencies.
Some authors propose also to use external resources to resolve the problems with
mapping of the schema semantics, for examples see [15,17]. Contrarily, we try to
explore the information included in the integrated resources only, without using
any additional knowledge.

3 Method Description

The proposed method is based on a two-phase approach involving the struc-
tural content matching and semantic content matching. Both phases can be
performed automatically. The aim of both phases is first, to identify the simi-
larities and differences among the data to be integrated, and second, to define
a means of data integration which successfully deals with any differences or dis-
crepancies occurring in the input data. In the sequel we assume that only two
documents are being integrated, although the method can be easily applied to
more than two documents. Whenever needed, we will refer to these documents as
D1 and D2.

Let us begin with the description of the structural matching phase. It is based
on the analysis of the structure of integrated documents, which to some extent
follows the general contract of VisDic format. However, the considered XML
documents can also contain certain differences regarding the overall structure of
the document elements or nodes. In particular we primarily have to deal with
the following problems:

– different element names – this issue can be related to both the top-level (root)
nodes of the document as well as their subelements. The problem arising from
the unmatched element names is that they cannot be directly mapped to each
other without additional knowledge, related for instance to the semantics of
the nodes.

– different ways of data presentation – this issue can be related to the use of node
attributes as well as subnodes as a means of providing certain information.
Given that the same information can be represented in different forms in the
integrated documents, a simple direct structural match between the data is
not possible. However, as we explain later this problem can be solved quite
easily.

Taking into account the problems mentioned above we may describe the
structural matching phase as follows.

At first, the XML documents are parsed to identify a unique set of structural
elements (i.e. nodes and attributes) that exist. For each element, the name and
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type are registered, where by type we mean here either a node or an attribute. As
an outcome of this step, we obtain two sets of unique name-type pairs, denoted
by TD1 and TD2 .

Next, given the sets TD1 and TD2 , we build the partial structure of the inte-
grated document by matching the elements with equal (or very similar) names.
We begin the name-matching approach by considering the elements type-wisely,
meaning that we try to separately match nodes and attributes. The matching
process can be also aided with the analysis of the node levels, to ensure that the
elements are matched properly, and not only because of accidental name similar-
ity. Finally, to tackle the problem of different data representation, we consider the
attributes as subnodes of a particular node, and we repeat the name-matching
procedure once again, but this time only with respect to the nodes that have
not been previously matched.

Let us shortly comment on the complexity of the structural matching phase.
Let n1 and n2 denote the number of top-level nodes in D1 and D2 respectively,
and let k1 and k2 denote the maximum number of subelements. To get the
complete view of documents structure we need to parse each individual node,
therefore the worst-case complexity of the first part is given by O(n1k1 +n2k2).
Next, assuming that the sizes of sets TD1 and TD2 are given by t1 and t2, the
complexity of the second step is given by O(t1t2). However, since t1t2 will typi-
cally be much smaller than either n1k1 or n2k2 the complexity of this phase may
be estimated as O(n1k1 + n2k2).

The semantic matching phase, used if the structural matching phase does not
manage to completely resolve the differences in the input documents, proceeds
as follows:

1. Both input documents are parsed and the data contained in respective nodes
is extracted. In particular, we extract the textual data, that describes the
synonym sets. To identify the data we need, i.e. the words representing syn-
onyms, we consider the type of node content. For instance we observe whether
the node contains numbers or characters, or whether the content is usually a
short phrase, or a sentence.

2. Given that the synonyms are properly identified in the previous step we loop
through the synsets related to one of the input documents, say D1 and for each
synonym we search for its equivalent in the other document. If an equivalent is
not found then the complete synset is added to the integrated document. Oth-
erwise, we have to deal with the cases of a single match or multiple matches
occurring between the documents. To handle these situations, regardless of
the cardinality of the match, we always perform a disambiguation of the
matched words, according to the following procedure:
(a) the sets of synonyms, understood as the sets of words within given synset

that share the same structural similarity (e.g. have the same enclosing
node name), are compared to each other. If the intersection of the two
sets produces a set containing at least two elements (the originally found
synonym and at least one other common element), we assume that these
two synsets should be integrated with each other.
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(b) if the previous step fails to disambiguate the matches, we compare the
sense identifiers to identify which synsets contain the synonyms with the
same sense and we may try to reject synonyms with a different sense.
However, as the sense identifiers are most probably not cross-document
compliant, it only helps to analyze the data within single document.

(c) if the previous step fails to disambiguate the matches, we perform a com-
parison of the relations between synsets. In this step we take advantage of
the fact that the set of possible relations is limited, hence it is relatively
easy to identify the nodes describing relations and to follow these rela-
tions. Furthermore, we mainly focus on the hypernymy and hyponymy
relations, since we assume that they may provide the best similarity mea-
sure between matched synsets. If as a result of the comparison we obtain
some non-empty intersections of hypernym and hyponym sets, we decide
to integrate the synsets.

3. After the disambiguation step is finished we either add the synsets as separate
nodes of the integrated document, or we merge them together by combining
the sets of synonyms and the sets of relations. This step requires also to
handle the potentially mismatched node identifiers. To deal with this problem,
we decided to generate new identifiers for the integrated nodes, but keeping
track of the previously assigned identifiers. The storage of previous identifier
values facilitates the identification of the sources of elements in the integrated
document. Finally, the unmatched nodes can be either copied to the final
document, or they can be ignored – the decision may be left to the user
performing the integration.

The disambiguation method allows us to deal with polysemy, since we require
not only to match a single word but we also follow the existing relations. Words
with different meanings will not share the same relations.

As for the complexity of the presented approach it requires to perform
n1l1 + n2l2 data extraction steps, where l1, l2 define the maximum number
of synonyms in a particular synset of the respective input documents. Then the
disambiguation procedure requires to perform n1n2l1l2 synonym comparisons
and presumably a similar number of relation comparisons. Finally, the merging
phase’s complexity can be estimated as O(l1l2).

3.1 An Example

To illustrate how the proposed method works in practice, let us consider the fol-
lowing example. Let us assume that the synset we want to integrate is related to
the word advice (rada). An excerpt of synset definition taken from the plWord-
Net XML document is shown in Fig. 1. The listing contains the information on
the synset identifier (ID node), the set of synonyms (SYNONYM and LITERAL ele-
ments, combined with SENSE identifiers denoting different meanings), as well as
hyponymy and hypernymy relations (ILR elements). The English translations
written in italics were added for clarity and are not part of the original XML
document.
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Fig. 1. An excerpt from plWordNet XML document describing word rada (advice)

The search for the rada (advice) word in the Polnet XML document produces
three synsets, whose excerpts are presented in Figs. 2, 3 and 4. The XML frag-
ments again contain the information on the synset identifier (ID element), the
set of synonyms (SYNONYM, WORD and LITERAL elements) as well as the hyper-
nymy relations descriptors (ILR element). Let us note that the WORD elements
appearing within the SYNONYM node are in fact repeated twice, since they are first
mentioned consecutively, and then they are also placed next to the corresponding
LITERAL element (omitted in the excerpts).

It is easy to observe that the structural matching phase will be able to
match most of the elements presented in Fig. 1 with the corresponding elements
in Figs. 2, 3 and 4. In particular, the SYNSET, ID, SYNONYM, LITERAL and ILR
can be matched according to the name-matching approach described above.
Additionally, the SENSE and TYPE nodes can be matched with the sense and
type attributes, by applying the second step of structural matching. The only
unmatched elements remaining are lnote attribute and WORD element appearing
in the Polnet documents.

The semantic matching phase will be used to disambiguate between the three
proposed matches for the word rada (advice). In the presented example the
disambiguation will be finished after the comparison of synonym sets, since the
intersection of LITERAL elements shown in Figs. 1 and 4 provides a set consisting
of six common synonyms. The size of the intersection suggests that the match is
indeed correct, even though the comparison of available relations will certainly
not lead to synsets matching.
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Fig. 2. An excerpt from Polnet XML document describing word rada (council)

Fig. 3. An excerpt from Polnet XML document describing word rada (council)

Fig. 4. An excerpt from Polnet XML document describing word rada (advice)
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Fig. 5. An example of the integrated XML document describing word rada (advice)

Since the lnote element cannot be disambiguated in any way it may be
copied into the integrated document or skipped, depending on the approach
towards dealing with the unmatched elements. As for the WORD nodes, we may
observe that they do not carry any additional information with respect to the
LITERAL elements so they could possibly be safely omitted. Finally, the inte-
grated synset can take the form presented in Fig. 5. The additional attributes
that appear in the document presented in Fig. 5 allow to track the sources of
particular pieces of information, such as the origin of the LITERAL elements and
their senses, as well as the identifiers appearing in the ID and ILR elements.

4 Experiments

4.1 Implementation

The method was implemented using .Net framework 4.6.1 using the C# 6.0
features. The full implementation with additional features (i.e. searching through
the XML files by words or numbers) is available at https://goo.gl/WbdzgY.

The solution consists of two main parts – Data Transfer Object (DTO) and
the engine responsible for performing the merging part. The DTO is used for
reflecting the structure of the output file. In the current version it contains all
the fields and attributes we wanted to include in the output document. However,
the structure can be changed according to the needs of the experiment or user,
since the implementation has been prepared in easily extendable architecture.

https://goo.gl/WbdzgY
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What is more the changes or additions can be made on-the-fly and they have no
impact on the efficiency of the program. The engine (enclosed in Engine.cs file)
is responsible for matching proper fields and finding correspondences between
them. After loading two XML files it iterates through all unique words (in our
case it takes the node LITERAL as a reference), searches for synonyms in second
file and merges all information about this words – synonyms, relations, meanings
and their referenced IDs from both sets.

4.2 Results

As already mentioned, in the experimental evaluation we attempted to integrate
the data from plWordNet and Polnet. However, taking into consideration the
size of both wordnets, the experiments were conducted for a subset of all the
synsets gathered in the XML documents, because the whole process turned out
to be very time-consuming (the experiments took around 200 min to complete).
The summary of obtained results for two different sizes of the D2 file (Polnet),
is presented in Table 1.

As can be observed from the results presented in Table 1, in both experiments
there were some synsets that could not be merged together and had to be simply
copied. The level of mismatch was equal to approximately 4% and 12% of the
size of the D2 document, respectively, for the first and second experiment. Let
us also note that both the set of literals and the set of relations was enriched in
both experiments as a result of the integration process (as compared to D2).

As a general conclusion we may say that mapping and merging of those two
sets can be beneficial in many ways. Starting from the wider range of words
available in the output file, through many established relations and connections,
ending with one logical and consistent file to be used.

Let us also present an exemplary output of merging the synsets for word
pizzeria, as shown in Fig. 6. The example is particularly interesting, because it
proves the correctness of our method, since:

Table 1. The summary of the input and output data characteristics

File D1 File D2 Output file

Size (kb) 135627 9 34

Number of relations (ILR) 1120482 23 431

Number of words (LITERAL) 307533 48 91

Unmatched words 2 0 -

Size (kb) 135627 1393 5656

Number of relations (ILR) 1120482 5090 88552

Number of words (LITERAL) 307533 1716 2984

Unmatched words 203 0 -
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Fig. 6. An exemplary output for the integration of word pizzeria

– the synonyms shown in Fig. 6 result from the integration of plWordNet and
Polnet data, but also from the interlingual synonymy within the plWordNet
itself (thus we have multiple PlWN nodes within the ID node),

– the merged attribute in ILR nodes corresponds to the new ID of a particular
synset, which was also previously included in the output. Let us observe that
the same value of merged attribute can appear in many ILR nodes, which
results from the relation integration between plWordNet and Polnet. In case
of Fig. 6 it results from hypernymy relations pointing to the merged synset
with identifier ID 4 that has been also shown in Fig. 6.

5 Conclusions

The paper discusses a new method of integration of XML-based wordnets’ data.
The method and its practical implementation has been experimentally evaluated
on the basis of two Polish wordnets. As a result we were able to obtain a coherent,
easy-readable and useful resource providing the information contained in both
input resources. The corresponding original identifiers were always added to
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particular output nodes, to have transparent and easy access to the original
source of the literals.

The experiments have shown, that the biggest problem in merging the two
resources, being very similar and very different at the same time, was the size of
data we had to work with. The number of elements that can be corresponding
or related to each other, together with lexical ambiguity, gives us a challeng-
ing problem of creating the proper output. Although the proposed method was
successful in performing the data integration process, we think that there is no
common solution, which can be always used. Therefore, we consider our method
as a data preprocessing step for the course of further experiments.

In the future we plan to parametrize the prepared software to have the ability
of easy configuration of the output format. Furthermore, we reckon that there
exists a possibility to combine wordnets based on different languages and to cre-
ate a smart dictionary, covering the whole grammatical and semantic complexity.
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K., Smrž, P., Fellbaum, C., Vossen, P. (eds.) Proceedings of the 2nd International
WordNet Conference, pp. 136–141 (2003)
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Abstract. Authorship attribution aims at identifying the author of an
unseen text document based on text samples originating from different
authors. In this paper we focus on authorship attribution of Polish texts
using stylometric features based on part of speech (POS) tags. Polish
language is characterized by high inflection level and in consequence over
1000 POS tags can be distinguished. This allows building a sufficiently
large feature space by extracting POS information from documents and
performing their classification with use of machine learning methods.
We report results of experiments conducted with Weka workbench using
combinations of the following features: POS tags, an approximation of
their bigrams and simple document statistics.

Keywords: Authorship attribution · Polish texts · Part of speech
tagging

1 Introduction

Authorship attribution aims at identifying the author of an unseen text docu-
ment based on text samples originating from different authors. In contrast to the
text categorization problem, whose goal is to assign a topic or a list of topics to
a text based on its content, authorship attribution abstracts away from a par-
ticular domain and attempts to grasp content independent text traits that are
“linguistic expressions” of particular authors [3]. Such content independent text
properties are commonly referred as stylometric features. Various their types has
been proposed and applied in authorship attribution tasks, including: word fre-
quencies, character n-grams, function words and Part of Speech (POS) tags [14].

In this paper we report experiments aimed at authorship attribution of Pol-
ish text based mainly on POS features. The idea of using tagging information is
not new and it was successfully applied to a number of style classification tasks,
where in particular English texts were processed, see for example [4,14]. Typi-
cally, based on part of speech tagging, POS n-grams were extracted: (unigrams,
bigrams and/or trigrams). The described approach is computationally feasible
for English texts, as the number of POS tags for English is small. For example
in [7] 38 unigrams and 1000 bigrams were used, whereas in [3] only 8 POS tags
and their trigrams were considered. In contrast to English, Polish is a highly
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 316–328, 2017.
DOI: 10.1007/978-3-319-58274-0 26
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inflected language and the number of POS tags that are used to describe words
ranges at 1000. Moreover, attribution of tags to words is ambiguous, i.e. a given
inflected form of a word can be linked to a number of lemmas (basic word forms)
and a set o POS tags.

Such situation can be considered both an opportunity and an obstacle. The
number of Polish POS tags seems to be high enough to cover style variations and
build accurate classification models using various Machine Learning techniques.
Thus, a hypothesis can be made that, in opposition to the English language,
where the feature space based solely on POS tags occurrences is not sufficient
to efficiently perform authorship attribution, there is no need for Polish texts to
extend the prospective set of over 1000 features related to POS tags by including
extra n-gram information.

On the other side, POS n-grams are commonly seen as good representations
of stylistic figures characteristic for authors and their use might improve the
classification results. Unfortunately, with over 1000 POS tags in use in Polish,
even calculation of bigrams would consume a vast amount of resources and result
in extremely high dimensional feature space having negative impact on classifier
learning speed and performance.

To circumvent this problem we decided to build an approximation of POS n-
grams having the form of a closed set of syntactic patterns to be detected in the
processed texts. Actually, we reused previously developed software that aims at
extracting occurrences of compound terms describing objects and actions from
Polish texts and normalizes them by translating to nominal form [16,17]. The
translation is done with rules, hence, executing a rule set over a document and
counting, how many times a particular rule fired would produce a value of a
corresponding attribute.

In the rest of the paper we investigate application of Machine Learning tech-
niques for various combinations of three sets of features: POS tags, features
obtained by counting rule firing (referred by BPOS) and a dozen of simple sta-
tistical features related to sentence length and presence of punctuation marks.

The paper is organized as follows: next Sect. 2 provides a short review of
authorship attribution problems. It is followed by Sect. 3, which describes the
datasets used. Section 4 presents sets of features used in classification. It is fol-
lowed by Sect. 5 reporting results of conducted experiments. Section 6 provides
concluding remarks.

2 Related Works

Authorship attribution is an important problem with many practical application
in various fields, falling beyond the scope of traditional literary studies: intelli-
gence, criminal law, computer forensic, plagiarism detection or author profiling
[14]. A common approach to authorship attribution consists in extracting stylo-
metric features from documents. Then documents represented as vectors in the
feature space are assessed according to their similarity or the original problem
is transformed into a typical classification task suitable for machine learning
techniques.
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Sets of proposed features vary, depending on available data or the intended
generality of their extraction method and applicability to various languages.

The simplest features describe statistical properties of documents: word
length, sentence length and vocabulary richness. Function words are features
based on word frequencies. In contrast to text categorization problems, where
the most frequent words are regarded useless or even harmful for classification,
in authorship attribution problems they are often used as personal style markers.
However, not all the most frequent words are good candidates to be included
to that set of features: an important characteristic is instability [6], i.e. the pos-
sibility to be replaced by another word from the dictionary. Another problem
with function words is that their selection may be biased for a particular topic,
e.g. the word “set” would probably be promoted as function word in texts on
mathematics: there are 124 occurrences in Wikipedia article on functions1.

Another word-based features are word sequences (n-grams). An example of
this approach can be found in [1], where classification using word sequences was
tested on 350 poems in Spanish by 5 authors giving about 83% accuracy.

Features, which usually give very high accuracy measures are character
n-grams, e.g. sequences of four characters extracted from words appearing in
documents. They are considered language independent, i.e. they can be extracted
from texts in various languages regardless of character sets used. See for example
[5] for reports on authorship attribution of English, Greek and Chinese texts.

In our opinion very good results of their application should be treated with
caution: there is an obvious functional dependence between document content
and character n-grams, so they may constitute and alternative representation
of function words (what is probably good) or they may just render document
content (what seems to be worse).

Feature that apparently abstract away from topic related vocabulary are part
of speech tags and their n-grams. They were used in mentioned earlier works
[3,7] in experiments, where POS n-grams were used in authorship attribution
of English documents. Another types are syntactic features: rewrite rules and
chunks [14].

An issue related to authorship attribution is the difficulty of the particular
case [7]. Generally, the problems, where the number of authors is small and large
amounts of data samples are available are considered easy and high accuracy is
expected. On the other side, the difficulty increases with the growing number of
authors and smaller data sizes [10], what results in inferior accuracy measures.

The test cases reported in this paper, where authorship attribution was con-
ducted for three authors, can be considered easy. However, a frequent approach
appearing in many studies is to conduct experiments on a simpler case with arti-
ficially generated data [3,15], especially, if they aim at confirming a hypothesis
or validating a certain method.

Finally, we would like to mention works tackling authorship attribution of
Polish texts. Research related to stylometry in various languages, including

1 https://en.wikipedia.org/wiki/Function (mathematics).

https://en.wikipedia.org/wiki/Function_(mathematics)
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Polish, was conducted by members of Computational Stylistics Groups2. In their
works they used frequent words [12], and character n-grams [2].

Typical Machine Learning approach for authorship attribution of Polish
newspaper articles was reported in [8]. Authors compared classifier performance
for various feature sets including character n-grams, word n-grams, lemmas, POS
tags and function words. This publication is particularly interesting in the con-
text of this work, as it is probably the single source of information on usage of
POS tags in classification of Polish texts. The conducted experiments showed
that the best accuracy was achieved with use of character n-grams and lemmas.
This result is not surprising, as in our opinion, the mentioned features tend to
describe document content, rather than stylistic features.

3 Datasets

Datasets used in the experiments were extracted from three classic Polish novels
written at the turn of twentieth century: Ziemia obiecana (Eng. Promised Land)
by W�ladys�law Reymont, Rodzina Po�lanieckich (Eng. Po�laniecki family) by Hen-
ryk Sienkiewicz and Syzyfowe prace (Eng. Sisyphus works) by Stefan Żeromski.
The texts were selected to have the same genre and similar time and place of
action. The content of the books were broken into sentences, then documents
to be classified were formed by concatenating consecutive n (n = 10, 20, ..., 100)
sentences attributed to one author. Resulting datasets are collections of equal
length documents being disjoint excerpts from three books.

While splitting the books content, we marked the sentences as either nar-
rative or dialog (the distinction was based on dash character appearing at the
sentence start, which traditionally is used in Polish typography.) Hence, datasets
can be formed to represent either narrative parts (N* group), dialogs (D* group)
or their mixture (A* all) sentences. Such division was made to verify a hypoth-
esis that author’s style manifests itself primarily in narrative sentences, whereas
dialogs rather mimic the way of speaking of portrayed persons, often they employ
expressions observed in the real life and used in less formal communication.

The statistics for the source data is given in Table 1. Based on these val-
ues it can be stated that for example A10 (10-sentence) dataset contains 1365
documents by Reymont, 1571 by Sienkiewicz and 433 by Żeromski and average
document length from N10 is 136.9 words. For other An, Nn and Dn datasets,
where n is the number of sentences indicated in the name, the values should be
correspondingly scaled.

4 Features

Based on the documents’ content three sets of features were computed: POS –
part of speech tags, BPOS – an approximation of POS n-grams (mostly bigrams)
and Stat – 10 features capturing such document properties, as numbers of
words and punctuation marks (including mean values, variance and standard
deviation).
2 https://sites.google.com/site/computationalstylistics/.

https://sites.google.com/site/computationalstylistics/
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Table 1. Source data summary

Selection Words Sentences Avg. #words
sentence #sentences

Reymont

#sentences

Sienkiewicz

#sentences

Żeromski

A* (all) 33680 461140 13.69 13649 (40.53%) 15708 (46.64%) 4323 (12.84%)

N* (narrative) 23569 363923 15.44 8244 (34.98%) 11725 (49.75%) 3600 (15.27%)

D* (dialog) 10111 97217 9.61 5405 (53.46%) 3983 (39.39%) 723 (7.15%)

4.1 Part of Speech Tags

As POS tagger we used Morfologik [11], which is both a comprehensive dictionary
of Polish inflected forms based on PoliMorf [18], and a software library written
in Java accompanied by a number of utility tools.

Morfologik dictionary can be seen as a relation D ⊂ IF × L × P, where IF
is a set of inflected forms, L is a set of lemmas, L ⊂ IF , and P is a set of POS
tags defining properties of inflected forms (part of speech, gender, singular vs.
plural, declination case, etc.)

The basic function offered by the library is stem : IF → 2L×P . It takes
as input an inflected form and returns a set of lemmas with accompanying
tags. Figure 1 gives an example of tags attributed by Morfologik to two terms:
rewolucyjny (Eng. revolutionary) and idei (Eng. ideas). In this case only one
lemma (indicated in parentheses) was returned to each word, however, multiple
POS tags.

adj:pl:acc:m1.p1:pos

adj:pl:gen:m1.m2.m3.f.n1.n2.p1.p2.p3:pos

adj:pl:loc:m1.m2.m3.f.n1.n2.p1.p2.p3:pos

rewolucyjnych [rewolucyjny]

subst:pl:gen:f

subst:sg:dat:f

subst:sg:gen:f

subst:sg:loc:f

idei [idea]

Fig. 1. Example of POS tagging for two words: rewolucyjny (Eng. revolutionary) and
idei (Eng. ideas)

Let us define the function pos(w) for w ∈ IF that returns the union of POS
sets for a given word (inflected form) w:

pos(w) =
⋃

(l,p)∈stem(w)

p

The set of POS features for a given document comprising words W is com-
puted in two steps:
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– At first the union POS(W ) =
⋃

w∈W pos(w) is calculated.
– Then the large string of multiple tags representing POS(W ) is converted with

the Weka filter StringToWordVector configured to apply IDF transform.

In the datasets discussed in Sect. 3, about 800 distinct POS tags were found.

4.2 Approximating POS n-grams

The specificity of Polish language makes the problem of finding adequate repre-
sentation of POS n-grams hard. It is illustrated in Fig. 1: as each word can be
attributed with a set of tags, a POS n-gram corresponds to a sequence of sets.
Such representation can be flattened to a Cartesian product of n sets of tags P.
Considering bigrams only, for the example shown in Fig. 1, a set of 12 bigrams
would be obtained: POS({rewolucyjnych}) × POS({idei}). For the analyzed
datasets the total number of POS tags appearing in documents was about 800;
it can be noticed that, even after flattening, processing bigram information can
be very resource demanding, e.g. it would require storage for 800×800 matrices,
and result in a huge number of features.

As it was mentioned in the Sect. 1, to avoid such extensive computational
effort, we decided to build a partial POS n-gram representation. For this pur-
pose we used a software tool described in [16,17], which aims at extracting con-
cepts form documents looking for compound terms matching specific syntactic
pattern and then performing their normalization, usually consisting in changing
nouns with complements to Nominative and singular form and verbs to verbal
nouns. Specification of text transformations has the form of rules, each of them
configured to match a specific pattern of POS tags. Actually, rule premises are
sequences of POS sets: (pos1, . . . , posn).

The rule execution engine analyzes POS tags of words forming a sentence:
(pos(w1), . . . , pos(wk), . . . , pos(wk+n), . . . , pos(wm)). If there is at least a partial
match between a rule premise and tags attributed to words for a given k, i.e.
∀j=1,n.posj ∩ pos(wk+j) �= ∅, the rule fires and produces output strings.

Hence the idea of building a partial representation of POS n-grams by
processing an input document with the concept extraction tool and creating
a set of additional features based on frequencies of rule firings. The disadvan-
tage of this method is that previously defined rules were specified to extract
mostly nouns and verbal nouns. We extended the basic set by specifying a few
dozen of extra rules related to actions (verbs) and their objects.

To give an example of the coverage reached with this approach, we gathered
in Table 2 sequences of words that triggered the rules for the first sentence from
the novel Ziemia obiecana (Eng. Promissed land) by W. Reymont (parts of the
sentences marked with boldface):
“Pierwszy wrzaskliwy świst fabryczny rozdar�l cisz ↪e wczesnego poranku ,
a za nim we wszystkich stronach miasta zacz ↪e�ly si ↪e zrywać coraz zgie�lkliwiej
inne i dar�ly si ↪e chrapliwymi, niesfornymi g�losami niby chór potwornych
kogutów , piej ↪acych metalowymi gardzielami has�lo do pracy.”
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Table 2. Word n-grams that triggered the rules

1. Pierwszy wrzaskliwy 6. zacz ↪e�ly si ↪e zrywać

2. wrzaskliwy świst 7. niesfornymi g�losami

3. świst fabryczny 8. potwornych kogutów

4. wczesnego poranku 9. metalowymi gardzielami

5. stronach miasta

The extended ruleset comprised 419 rules, however, a part of it was pruned
with a mechanism preventing rule redundancy described in [17]. Finally, for the
datasets described in Sect. 3, 276 rules at least once fired, what allowed to build
the set of BPOS features counting 276 attributes.

It can be observed, that the described above method of feature extraction
is somehow similar to detecting syntactic phrases (chunks) described in [13,14],
however, the current coverage assured by the defined ruleset is smaller.

5 Experiments

We performed numerous experiments using Weka classifiers for datasets from A*,
N* and D* document groups varying in document length. To assess classifier
performance we used weighted precision (Pr), recall (Rc) and F1 = 2·Pr·Rc

Pr+Rc
measures returned by Weka. In all cases 10-fold cross-validation was preformed.
The obtained values of these three measures are shown in tables, however, for
clarity in plots only values of F1, which aggregates both precision and recall,
are displayed. It should be mentioned that, basically, due to datasets imbalance
visible in Table 1 classification results for excerpts of Żeromski book were worse.

At the beginning it is worth to note that categorization of documents from
the datasets, i.e. classification based on their content represented as bag of words,
in general, gives great results. For example for the dataset N10, the values of
precision, recall and F1 measure determined with Naive Bayes Multinomial clas-
sifier were respectively P = 0.998, R = 0.998, F1 = 0.998. For D10, which was
assumed to be a harder case, the results are similar: P = 0.992, R = 0.992,
F1 = 0.992. In experiments aiming at authorship attribution such values were
never reached, they were at most approached for longer documents. This is due
to the fact that the documents contents were ignored, and only features expected
to represent authors’ style (POS, BPOS and Stat) were considered.

Figure 2 shows, how F1 measure values determined with Näıve Bayes
Multinomial classifier vary with document length. Not surprisingly, classifica-
tion results for N* (narrative) documents are usually better than for A* and
much better than for D* (dialogs).

It can be also observed that authorship attribution is more accurate for longer
documents. The best values (Pr = 0.934, Rc = 0.933 and F1 = 0.931) were
obtained for N100 dataset, where the average number of words in a document
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(a) (b)

Fig. 2. F1 measure values determined with Näıve Bayes Multinomial classifier for var-
ious document lengths (n-number of sentences). Features used: (a) POS + BPOS +
Stat (b) BPOS + Stat

Table 3. Comparison of classifier performance. NB - Näıve Bayes, J48-decision tree,
RF - random forest, SMO - support vector machines, IBk - k nearest neighbors (k = 5).
All calculations made using the three sets of features: POS+ BPOS + Stat

Data NB J48 RF SMO IBk

Pr Rc F1 Pr Rc F1 Pr Rc F1 Pr Rc F1 Pr Rc F1

A10 0.705 0.671 0.673 0.718 0.722 0.720 0.776 0.749 0.719 0.792 0.793 0.792 0.611 0.615 0.600

A20 0.769 0.750 0.751 0.774 0.778 0.775 0.819 0.798 0.774 0.815 0.816 0.815 0.666 0.668 0.650

A30 0.798 0.792 0.790 0.777 0.781 0.779 0.825 0.804 0.777 0.840 0.839 0.838 0.729 0.725 0.703

A50 0.852 0.851 0.850 0.773 0.768 0.770 0.855 0.841 0.823 0.885 0.885 0.884 0.764 0.759 0.740

A80 0.875 0.875 0.874 0.826 0.825 0.825 0.884 0.875 0.864 0.909 0.908 0.907 0.809 0.797 0.786

A100 0.899 0.900 0.899 0.858 0.858 0.855 0.877 0.867 0.856 0.905 0.906 0.905 0.787 0.782 0.757

N10 0.734 0.710 0.706 0.635 0.638 0.637 0.746 0.715 0.685 0.768 0.767 0.767 0.648 0.659 0.635

N20 0.786 0.782 0.778 0.686 0.689 0.687 0.784 0.756 0.728 0.819 0.820 0.820 0.702 0.703 0.681

N30 0.836 0.836 0.835 0.741 0.745 0.742 0.812 0.789 0.769 0.881 0.882 0.881 0.723 0.723 0.699

N50 0.878 0.879 0.878 0.788 0.793 0.790 0.858 0.843 0.828 0.873 0.873 0.871 0.812 0.795 0.775

N80 0.889 0.889 0.888 0.869 0.872 0.869 0.875 0.865 0.856 0.909 0.909 0.909 0.834 0.828 0.817

N100 0.907 0.903 0.904 0.895 0.891 0.892 0.883 0.870 0.864 0.942 0.941 0.941 0.830 0.819 0.808

D10 0.683 0.658 0.664 0.878 0.887 0.882 0.742 0.786 0.752 0.693 0.695 0.694 0.554 0.566 0.554

D20 0.736 0.732 0.732 0.861 0.860 0.860 0.735 0.780 0.746 0.671 0.677 0.673 0.582 0.596 0.581

D30 0.783 0.782 0.778 0.858 0.864 0.861 0.713 0.758 0.724 0.743 0.746 0.741 0.616 0.617 0.606

D50 0.837 0.838 0.830 0.913 0.917 0.914 0.766 0.804 0.772 0.723 0.735 0.721 0.622 0.632 0.618

D80 0.798 0.859 0.827 0.963 0.961 0.958 0.724 0.773 0.736 0.800 0.789 0.784 0.593 0.625 0.601

D100 0.746 0.806 0.772 0.939 0.942 0.940 0.745 0.786 0.750 0.810 0.816 0.804 0.723 0.650 0.634

was 1544. In this case all features: POS, BPOS and Stat were used. However
slightly worse results were observed for the reduced set of attributes consisting
of BPOS and Stat groups (Pr = 0.914, Rc = 0.912 and F1 = 0.911).
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(a) (b)

(c)

Fig. 3. F1 measure values (Näıve Bayes Multinomial classifier used) for various various
document lengths (n-number of sentences) and subsets of features. (a) document group
A* (all), (b) document group N* (narrative), (c) document group D* (dialog)

Näıve Bayes Multinomial classifier was the our first choice due to its known
efficiency in text classification. We performed additional tests aiming at assess-
ing performance of various classifier: näıve Bayes, J48 (Weka implementation of
C4.5), random forest, support vector machines and k-NN. In all cases default
values were used. Their results are summarized in Table 3. Based on their exam-
ination it can be stated that for A* and D* groups of documents SMO (support
vector machines, polynomial kernel as a default) outperformed other classifiers.
For documents extracted from dialogs, J48 decision tree occurred the best in all
cases.

5.1 Feature Selection: Sets of Attributes

We analyzed, how selection of sets of features (POS, BPOS and Stat) affects the
performance of Näıve Bayes Multinomial (NBM) classifier. NBM was used due
to its learning speed (usually an order of magnitude faster than tree models). As
there are three sets of features, their seven nonempty combinations were tested.
The results for particular types of documents are shown in Fig. 3a–c. It can
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Table 4. Feature selection: BF-CFS: BestFirst-CfsSubsetEval, Rank-Corr: Ranker-
CorrelationAttributeEval, Rank-IG: Ranker-InfoGainAttributeEval

Data BF-CFS Rank-Corr Rank-IG

Pr Rc F1 Pr Rc F1 Pr Rc F1

A10 0.777 0.777 0.774 0.792 0.793 0.792 0.792 0.793 0.792

A20 0.852 0.851 0.849 0.815 0.816 0.815 0.815 0.816 0.815

A30 0.885 0.884 0.883 0.840 0.839 0.838 0.840 0.839 0.838

A50 0.917 0.916 0.916 0.885 0.885 0.884 0.885 0.885 0.884

A80 0.920 0.920 0.919 0.909 0.908 0.907 0.909 0.908 0.907

A100 0.956 0.956 0.956 0.905 0.906 0.905 0.905 0.906 0.905

N10 0.775 0.777 0.772 0.768 0.767 0.767 0.768 0.767 0.767

N20 0.847 0.849 0.846 0.819 0.820 0.820 0.819 0.820 0.820

N30 0.873 0.872 0.871 0.881 0.882 0.881 0.881 0.882 0.881

N50 0.899 0.898 0.898 0.873 0.873 0.871 0.873 0.873 0.871

N80 0.977 0.976 0.976 0.909 0.909 0.909 0.909 0.909 0.909

N100 0.975 0.975 0.975 0.942 0.941 0.941 0.942 0.941 0.941

D10 0.857 0.847 0.820 0.693 0.695 0.694 0.693 0.695 0.694

D20 0.827 0.833 0.821 0.671 0.677 0.673 0.671 0.677 0.673

D30 0.918 0.920 0.907 0.743 0.746 0.741 0.743 0.746 0.741

D50 0.944 0.941 0.935 0.723 0.735 0.721 0.723 0.735 0.721

D80 0.925 0.930 0.925 0.800 0.789 0.784 0.807 0.797 0.791

D100 0.919 0.922 0.918 0.810 0.816 0.804 0.810 0.816 0.804

be observed, that usually the best classification results were obtained, when all
features were used, however, in many cases the subsets POS + Stat and BPOS
+ Stat gave comparable results. Apparently, in the presence of bias including
more features into a model may increase classifier performance, nevertheless it
comes with higher computational cost related to feature extraction and more
expensive classifier learning.

5.2 Feature Selection: Attributes

We performed feature selection for individual attributes applying three combi-
nations of search and evaluation methods available in Weka: BF-CFS (BestFirst,
CfsSubsetEval), Rank-Corr (Ranker, CorrelationAttributeEval) and Rank-IG
(Ranker, InfoGainAttributeEval). Results for other are not reported, because
either they are partial due to unacceptable processing time or inferior perfor-
mance, as in the case of PCA.

The dataset with reduced set of features was further submitted to SMO
(support vector machines) classifier. The results are gathered in Table 4. It can
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be observed that in most cases BF-CFS was the most effective and its application
resulted in increased classifier performance by 2–3% (c.f. Table 3).

Analysis of selections made by BF-CFS indicated that attributes of all feature
sets were selected with a dominance of POS tags, which were the most numerous.
For example, when applied to A20 dataset BF-CFS pointed out 37 attributes
(out of 1092) including: 27 POS tags (verbs, nouns, adjectives and pronouns),
7 BPOS features (nouns + adjectives, verbal nouns + nouns and one 3-gram
rule) and 3 statistic features (average number of punctuation, quotations and
exclamation).

6 Conclusions

At the beginning of this paper we put forward a hypothesis that the high vari-
ability of inflected forms appearing in the Polish language can be employed to
perform authorship attribution. More than 1000 POS tags present in Polish dic-
tionaries create a feature space, whose dimension is high enough to be used to
discriminate authors’ styles. Such approach is probably not sufficient for less
inflected languages, e.g. English, where about 40 tags returned by commonly
used Brill tagger.

To verify our hypothesis, we conducted experiments for combinations of three
sets of features: simple statistics related to sentence length and frequencies of
punctuation marks, POS tags and BPOS, which as described in Sect. 4.2 partially
covers POS bigrams.

The obtained results show that the employed bag of POS model provides
quite a good accuracy, especially for narrative texts and longer documents, which
better reflect distributions of inflected form of nouns, verbs, pronouns, etc. used
by particular authors. Although the coverage of BPOS features (approximation
POS n-grams) was only partial, interestingly, in many experiments their use
returned results comparable to POS (see Fig. 3).

Extraction of features based of POS tags in highly inflected languages, includ-
ing Polish, seems a promising direction in authorship attribution. Classification
accuracy for POS features is lower than for character n-grams or function words,
see for example [8], but their advantage lies in apparent abstraction of the doc-
ument domain.

In the future we plan to focus on further development of BPOS features. This
can be done with extending the set of patterns (rules). During the experiments
we reused the ruleset, which was developed with an intent to extract candidate
concept names from texts, hence, it was less sensitive for more specific stylistic
constructs. Another interesting direction is investigating various feature selection
algorithms for POS based features, e.g. applying feature maximization method
[9], which turned out to be very efficient in text categorization.



Authorship Attribution for Polish Texts Based on Part of Speech Tagging 327

References

1. Coyotl-Morales, R.M., Villaseñor-Pineda, L., Montes-y-Gómez, M., Rosso, P.:
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Abstract. This paper presents some research results involved in build-
ing Polish semantic Internet search engine called the Natively Enhanced
Knowledge Sharing Technologies (NEKST) and its plagiarism detection
module. The main goal is to describe tools and algorithms of the engine
and its usage within the Open System for Antiplagiarism (OSA).
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1 Introduction

Efficient large-scale text comparison is a common problem in data processing. It
occurs in any plagiarism detection system [1]. Usually we have to find similarities
between many textual documents and at the same time new coming document
must be check for plagiarism. Very often the granularity of comparisons has to
be kept at the level of sentences. In such situations linear comparison to each
reference document is not suitable and more efficient approach is required. Dra-
matic performance gains are obtained using hashing methods which significantly
reduce the time required for searching. In this paper we present a complete,
high scalable system for plagiarism detection which works on sentences level
granularity.

The semantic search engine NEKST has been built for Polish language at the
Institute of Computer Science of Polish Academy of Sciences1 to analyze huge
amount of data, estimated to one billion of Polish Internet documents.

The novelty of this paper is in showing composition of known ideas of pursu-
ing similarities between documents in large-scale databases [3,36,42,45,46] with
special emphasis on natural language processing (NLP) adapted to Polish. Many
methods described in this paper are widely used in other fields or smaller data
sets, but the main goal of this research was to tailor and implement them in
a fast and efficient, Polish-oriented, plagiarism detection software. The imple-
mented systems (NEKST and OSA) are based on the Apache Hadoop platform
[17,21] and the MapReduce paradigm [15] which leads to highly scalable and
constant-time response solution.

1 http://ipipan.waw.pl/.
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2 Plagiarism Detection Algorithm

2.1 Brief History

Document copy detection has been extensively researched since the ninetys.
The simplest and well-known method to deal with this issue of matching the
longest common subsequence [22]. The most popular and naive implementation
has a high O(n2) time complexity. Sophisticated implementations reduce it to
O(n2/log(n)) [7,23,24,26,34].

Another approach is based on comparison of sentences being natural and
relatively small pieces of documents’ messages. This technique is very popular
and used in many systems [6,20,28,29,38,52]. Some of them search only for
identical sentences, whereas others pursue close enough ones using similarity
measures.

Moving from all possible subsequences to sentences has many advantages.
Sentences and/or subsentences are natural pieces in which people divide a text.
Copying some part of a document ending in the middle of a such a piece usually
has no sense for potential readers. Most of algorithms matching the longest
common subsequence require to define frame size. Choosing too short frame
results in too many indications and slows down execution, on the other hand
too long frame may cause ignoring some phrases, [45]. In order to overcome
this difficulty one may rely on the documents’ natural pieces, and their natural
lengths.

Common subsequence approaches are mostly used in pairwise comparison of
documents, which leads to good results at the expense of processing speed. This
makes the approaches unusable when pursuing similarities in large collections of
documents.

A popular approach used in large collections is to divide all documents into
small pieces that can be indexed and then rapidly compared to other documents
pieces to identify similarities, [2,33]. This technique is called “fingerprinting”
and is very often used in similarity search in large document collections due to
high search speed.

The simples and well-known method of generating fingerprints was intro-
duced in [33]. This technique is called “shingling” and it is based on dividing
texts into all possible k characters’ subsequences without repetitions.

Example 1 (nosign). Shingling For the string “Warsaw is the capital of Poland.”
with k = 7 we obtain the following set of the k−shingles: warsawi, arsawis, rsaw-
ist, sawisth, awisthe, wisthec, istheca, sthecap, thecapi, hecapit, ecapita, capital,
apitalo, pitalof, italofp, talofpo, alofpol, lofpola, ofpolan, ofpolan, fpoland.

As we can notice, we obtain at most n − k shingles for text of n characters
because any repeated shingle will be ignored. White spaces can be treated in a
special way, but in the example above they are simply ignored.

Shingling algorithm can be adopted from characters to words. The change
produce less shingles and allows ignoring stop words like “and”, “to”, “you”,
etc., [45].
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Example 2 (nosign). Shingling on words For the string “Warsaw is the capital
of Poland.” with k = 3 we get the following set of k−shingles: (Warsaw is the),
(is the capital), (the capital of), (capital of Poland).

There is a relation between shingling and algorithms matching the longest
common subsequence. Comparing shingles between two documents allow us to
find all common subsequences with length greater than or equal to k. However,
in contrast to those algorithms, the shingling approach allows to hash and map
all shingles into buckets of documents with the same shingle, and then to find
all documents with common subsequences easily, without comparing all possible
pairs.

2.2 Basic Concept

Modern anti-plagiarism systems are usually hybrid solutions, combining quality
and high speed of detection. That is why we propose a hybrid algorithm based on
natural language processing, see [3,36,42,45,46] and sentence hashing concept
firstly introduced in [6] for English, and in [11] for Polish.

By combining the technique of hashing with comparing sentences we profit
from both methods. The usage of sentences to compare documents lead to reduc-
ing costs of the longest common subsequence algorithms. Of course a plagiarist
could change all sentences in copied text, but it is very hard for long documents
because it requires a lot of additional work. This situation usually appears when
short fragments are copied or when the plagiarist is very determined. The solu-
tion to this problem is proposed in Sect. 3.

In addition, hashing sentences allows to divide them into buckets fast (one
bucket for each unique sentence) and easily find documents with the same sen-
tences without checking all possible pairs of documents. We also produce less
fingerprints than shingling algorithm which reduces both disk usage and time of
search. For shingling algorithm we must to calculate hash function for every k
word sequence in every document producing n − k fingerprints, where n is the
document length measured by the number of its words. Replacing words with
sentences we usually produce approximately n/s hashes, where s is the average
sentence length.

2.3 Text Preprocessing

NEKST uses web crawlers to monitor and collect Polish Internet sites and store
them in a distributed Apache Hadoop database. Their usage as references in
plagiarism detection requires multi-step preprocessing.

First of all, every document file is parsed to text by special parser according
to the file extension (HTML, PDF, DOC, etc.). The resulting text is then tok-
enized, see [3]. Next the paragraphs, sentences, subsentences and speech forms
are identified for deeper natural language processing leading to lemmatization
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(see the Morfeusz project2) in which each word is brought to its basic dictio-
nary form called lemma. This is a complicated task for languages like Polish
since lemmas of many words depend on their context.

In the sequel, for the sake of simplicity, we make no difference between sub-
sentences and sentences and simple call them sentences.

2.4 Sentence Hashing

The main idea of sentence hashing is to map each extracted sentence from the
documents to its shortened representation being either a string or a number with
predefined length. The latest is the case in this paper.

First of all, after extracting sentences from a document, we replace each
lemma with a number being either its index in a dictionary of the lemmas or
dynamically generated, unique positive integer. In the first case we have good
control over transforming words into numbers and we easily assign each word
a unique value. On the other hand, in the second case we have better hash
distribution in the given range and we avoid problems with transforming out-
of-dictionary words into numbers by dynamic extension of the dictionary. This
requires synchronization of dictionaries if hashing is performed at different loca-
tions (see Sect. 2.12). In the NEKST dynamic word hashing is used with detection
of eventual collisions.

It is difficult to tell the number of words in Polish language. Wielki s�lownik
ortograficzny PWN (the biggest Polish orthographic dictionary) has about 140
000 lemmas [43]. This dictionary contains the biggest collection of Polish words
in their base form inclouding c.a. 10 000 proper nouns. However, these are other
words which occur in written texts. It is estimated there are more than one mil-
lion names of chemical compounds. The biggest online encyclopedia Wikipedia3

has over 1 134 000 articles in Polish and over 4 966 000 in English. The biggest
Polish corpus National Corpus of Polish has about 5 million of unique words
[44]. Creating hash functions we take into account that the language has a huge
variety of words and therefore we use large number range, for example 32 bits
(corresponding to over 4 billion possible hashes).

After mapping lemmas to their hashes we can simply create representations
of sentences by summing up the corresponding hashes:

h(x ) =
u∑

i=1

xi. (1)

This operation has O(1) time cost and it is easy to implement. Unfortunately
using arithmetic sum of hashes often leads to bad hash distribution [10]. Better
hash function for vector x of words was presented in [16]:

h(x ) = (
n∑

i=1

xia
i) mod p, (2)

2 http://sgjp.pl/morfeusz/index.html.en.
3 https://www.wikipedia.org/.

http://sgjp.pl/morfeusz/index.html.en
https://www.wikipedia.org/
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where p is a large enough prime and a is uniformly random. This is known as
multiplicative hash function. In practice, one uses modular arithmetic and the
mod operator and the parameter p can be omitted, [19]. Time cost of this method
is O(log n).

Hashing can also be applied to whole sentences, however, when used word-
by-word it gives robustness to changes of words order. In the case of 2, this
requires sorting the hashes. This is a supremacy over the shingling algorithm.
By lemmatization we also get additional resistance to changing inflexion and/or
grammatical time.

Pseudo code of the sentence hashing algorithm is presented below:

hashList = []
for all sentence in document do

sentenceHash = 0
for all word in sentence do

lemma = extract(word)
wordHash = hashWord(lemma)
sentenceHash += wordHash * a^i

end for
hashList += [sentenceHash]

end for
return hashList

2.5 Hash Functions

Creating good hash functions is not a simple task. Implementation of such func-
tions must run fast and always return the same result for the same input.

In large data sets function may produce the same results for different input,
and collisions may occur with high probability. There are some methods to over-
come this difficulty be creating so-called perfect hashes [13] but they have special
requirements which are difficult to meet in efficient big data processing [5,18].
In practice one uses well-distributed hashes with small probability of collision.
Such a solution is implemented in the NEKST system [51]. More complex colli-
sion solvers are presented in [39].

2.6 Search Indices

In [27] the author propose creating server containing repository for a copyright
recording and document registration system. The paper [6] describes implemen-
tation of such a system based on a hash table. The biggest advantage of this
data structure is that it enables searching at the expected cost O(1). However
the worst case cost is O(n), since many elements might be hashed into the same
key. To overcome this disadvantage we can use the Cuckoo hashing [39] which
guarantees the wost case cost O(1) lookups or we may choose hashing with small
collision probability and decide that eventual collisions are resolved in detailed
comparisons (see Sect. 2.7).
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Searching at the expected cost O(1) requires adequate implementation. Most
of nowadays databases use B-Tree indices which can be used both for ranged
access and ordering but cannot be used to immediate access to a record since one
needs to traverse the child records. Such implementation leads to the expected
cost O(log n) [30]. Therefore to reduce the cost to O(1) we build a special-
ized index to find all common sentences. The NEKST search index is based on
inverted lists [14], and all words occurring in documents are mapped to lists of
documents containing this word. We use the same idea in plagiarism detection,
by mapping the sentence hashes values to the corresponding documents. The
expected cost is O(1) for a single sentence and O(n) for n sentences [9]. It is
also possible to use some cache structures like Bloom filter to improve search
time [4].

The search algorithm is presented below:

Step 1. Parse document to check and extract all words and sentences.
Step 2. Run document sentence hashing algorithm.
Step 3. Search all documents with similar sentences in hash table (it maps
sentence hash to document identity).
Step 4. Skip documents with the number of common sentences below the thresh-
old (optional).
Step 5. Collect found documents from database.
Step 6. For each document do detailed comparison with document to check.
Step 7. Generate report for end user about plagiarism detection results.

2.7 Detailed Comparison

The search algorithm gives all similar documents and counts the number of com-
mon sentences. The average number of those documents is much, much smaller
than the size of the reference database. The documents can be additionally
processed to bring more information to users. We can also use less efficient but
more accurate algorithms in order to perform a deeper check of resemblance.

Most anti-plagiarism systems determine and return long common phrases
(longer than a given threshold), their length and numbers of appearance. We
can calculate this by counting the number of consecutive sentences and their
lengths or we may use a longest common subsequence algorithm, e.g., by Smith
and Waterman [47]. The first leads to faster algorithms but the second provides
deeper insight into the resemblance. We can also use other much more complex
algorithms to improve the similarity detection at the expense of efficiency. Since
the whole process in performed on a very small part of the reference database
we may relax on small costs.

The next thing we can do is sentence validation. As mentioned in Sect. 2.5,
if two different sentences have the same hash value, we must to resolve it in a
special way, as described in [6].
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The last, but not least thing we have to do in detailed comparison is generat-
ing presentation layer for the end user. In Poland advisers decide whether theses
are ready for defense. Therefore, one makes their task easy by endowing then
with a tool for analysis and comparison of common passages. Relying solely on
the percentage of similarity is often inadequate and much more careful analysis
is required. One exposes the similarities and indicates the fragments copied from
reference documents.

2.8 Spell Checking

Another way to improve similarity detection is to use spelling correction. In
NEKST the correction is based on the Levenshtein distance [32]. It uses a list
build upon the Morfeusz 4 project and words collected from Polish websites
(chosen with some frequency threshold). The system is capable of correcting
authors mistakes and using corrected texts for plagiarism detection and detailed
comparison.

2.9 Distributed Computing

The NEKST project is based on the Apache Hadoop framework implemented
on the MapReduce paradigm. It was firstly presented in [15] and nowadays is
the most used in processing large scale distributed data.

In the MapReduce we have to define the following signatures:

map: (k1, v1) → [(k2, v2)]
reduce: (k2, [v2]) → [(k3, v3)]

called mapper and reducer respectively.
In the first signature we map a pair of key value input data (k1, v1) to another

pair (k2, v2). In the second we obtain their groups assigned to the key k2, which
forces the programmer to reduce all values to pairs of output data (k3, v3).

We input a list of documents, where k1 is the identity number of a document
and v1 is the document body with metadata. This is to obtain information about
sentences (hash values) and a list of document identities containing the hashes.

The mapper is used to process all documents crawled from the Internet and
to extract pairs of sentence hash values and document identities in which these
sentences occur. The Apache Hadoop groups the mapper output and passes the
resulting pairs of sentence hash plus document’s identities where the hash occurs.
Next we loop over the list of identities, store them in single collection, and return
a pair consisting of sentence hash value and the corresponding set of document
identities, as illustrated in the signature below.

map: (ID,Document) → [(Hash, ID)]
reduce: (Hash, [ID]) → [(Hash, IDs)]

The output data can be exported to a database or a specialized search index
and used to perform validation on single document (see Sect. 2.6).
4 http://sgjp.pl/morfeusz/index.html.en.

http://sgjp.pl/morfeusz/index.html.en
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2.10 Internal Plagiarism Detection in Collections

Sometimes there is a need to find all pairs of similar texts in large collections
(sets) of documents. Determining the pairs with the longest common subsequence
search leads to quadratic computational cost. By implementing the specialized
search indices and the algorithm presented in Sect. 2.6, we reduce the cost esti-
mate to Cn, where n is the number of documents in the set, and C > 0 is
independent of n.

Using the MapReduce we simplify the process and take a good control over
the size of C. We begin with hashing each sentence in the collection documents,
as described in Sect. 2.9. Next we need to get information about sentences and
all documents containing the same sentence. To this end we invert the relation
document−sentence to produce pairs of similar documents and map them to the
list of all common sentences. This can be achieved with the following MapReduce
process:

map: (Hash, IDs) → [(Pair,Hash)]
reduce: (Pair, [Hash]) → [(Pair,Hashes)]

This results with pairs of similar documents and number of their common
sentences. We can do additional filtration to ignore the pairs with number of
similar sentences below some threshold. Finally, we may compare relevant doc-
uments, as described in Sect. 2.7, to give additional information to the end user.

This techniques can be also used to compare one collection to another simply
by ignoring all pairs of documents belonging to the same collection.

2.11 Preventing Camouflage

One of the most popular technique used to camouflage illegal borrowings involves
manipulating with entity codes from different scripts, for instance by replacing
all instances of Roman uppercase A with looking the same Cyrillic uppercase A
or Greek uppercase alpha. The simplest way of decrypting such replacements is
based on lists of entity codes of look-alike characters from different scrips.

It is also important to take into account that determined plagiarist may
use white characters instead of white spaces. Such characters are invisible when
printed. They may jeopardise similarity detection when unattended. White dots
and commas are especially dangerous for sentence-based systems.

To detect deceptions mentioned above one statistically analyzes out-of-
dictionary words and usage of uppercase letters as well as occurrence of basic
sentence elements like subjects, finite verbs and objects. If the results are essen-
tially different from the reference average, a parsed version of the examined
document is presented to the end-user.

2.12 Data Protection

Working on confidential documents require high security of the data. Send-
ing original documents to an external system need good protection of net-
work communication and additional safeguards. In the hash-based approach
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there is no actual need to send originals, since we may pursue similarities in
the reference database using irreversible hases as the sole knowledge about the
documents. This observation has been successfully adopted and implemented
in the Open System for Antiplagiarism5 (OSA) for communication with the
Natively Enhanced Knowledge Sharing Technologies (NEKST) module handling
the Internet. The document to be check is transformed into a sequence of hashes
on the client side and then the sequence is sent to NEKST. This requires detailed
comparisons described in Sect. 2.7 to be performed on the client side.

Sometimes sending original documents is not allowed by law. This is the
case for texts in the All-Polish Repository of Diploma Writings6. Only partial
and irreversible information about its documents can be transfer to OSA or
any other antiplagiarism systems. And the hashes do the job. Even with very
sophisticated techniques like rainbow tables [37], from sequences of document’s
hashes it is practically impossible to construct a text which is even though close
to the original.

3 Semantic Similarity

3.1 Similar Documents

In most cases detecting plagiarism on sentence level is very effective. We can
easily find copied sentences, paragraphs and whole documents. Usually plagia-
rists change only some passages and leave the rest. In such situations unchanged
parts of the text are usually enough to reveal the source.

At the expense of extensive effort, a determined plagiarist can make serious
modifications to texts without changing their meaning. Detecting such cases is
much more difficult.

The most common method of finding similar texts use some similarity coef-
ficients, see [30].

In [8] the author initiated a technique called MinHash. It is based on the
Jaccard coefficient (or index) defined as:

J(A,B) =
|A ∩ B|
|A ∪ B| (3)

where A and B are two lemmatized texts (multisets) and | · | stand for the size,
i.e. the number of lemmas counted wit multiplicities. The closer to 1, the more
similar. If a hash function h maps the elements of A and B to distinct integers,
then for any multiset S one defines hm(S) to be the member x of S such that

hm(x) = min{h(w) : w ∈ S}. (4)

There is simple relation between minhashes and Jaccard coefficients. If A and
B are randomly chosen, then hm(A) = hm(B) holds with probability J(A,B), In
5 http://osaweb.pl/.
6 http://polon.nauka.gov.pl/repozytorium-orpd.

http://osaweb.pl/
http://polon.nauka.gov.pl/repozytorium-orpd
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[45] the authors compare minhashing with shingling described in Sect. 2.1. Since
minhashing consumes less memory we decided to combine it with the Locality
Sensitive Hashing [25] and implement it the NEKST engine. This allowes us to
eliminate duplicated or nearly the same webpages from the search [50]. Unfor-
tunately, this leads to very good results when comparing texts of more or less
similar size.

Another approach to comparing texts is presented in [31]. It is based on
frequency analysis and measuring the similarities with a cosine-like distance
of weighted term frequency vectors. This leads to very good results, especially
when applied to overlapping fragments, say up to 10, of the input texts. Since
term frequency vectors can be easily computed during text preprocessing (see
Sect. 2.3), the additional measuring can be applied in pairwise comparisons of
input texts to the reference ones preselected in the hash-based search. This leads
to a hybrid algorithm which gives very good plagiarism detection.

In [12] the authors propose to use Semantic Compression introduced in [41]
as a process of transforming documents to more concise forms with the same
meaning as the originals. They propose to replace some word with their repre-
sentatives using synonyms and ontology.

In this work we introduce an idea of using some research results on natural
language processing such as advanced text parsers and sentence decomposition
(see [3,40]).

The main idea is to enlarge the input document with some additional sen-
tences corresponding to each sentence present in the document, while maintain-
ing the condition that each sentence added has essentially the same meaning
as its origin. Leaving the original sentences in search structures allows saying
whether the copied text is identical or similar. This leads to very effective pla-
giarism detection at the expense of the increased search index.

3.2 Synonym Replacement

The most common way to confuse automatic plagiarism detection is to replace
some words with their synonyms. There are many computer programs that can
perform this process automatically.

The indicated drawback can be easily resolved by generating additional sen-
tences based on words in synonym databases like Thesaurus or WordNet [35]. To
prevent generating too many sentences, in each group of synonyms one selects
a single representative to be used as the replacement of any other word in the
group.

3.3 Acronyms

The NEKST system has its own module to detect and recognize acronyms on the
Polish websites. The biggest advantage of this module is the ability to find new
acronyms. When some phrase and its acronym occurs on many pages, say above
a given threshold, then the phrase and the acronym are treated as synonyms.
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4 How It Works

The NEKST database consists of over 0.7 billion Polish language web documents
gathered and monitored by specialized web crawlers. The system is based on the
MapReduce framework and the Hadoop Distributed File System (HDFS) which
can run on thousands commodities (see [17,21] and Sect. 2.9).

In [49] the author presented initial ideas of the Open System for Antiplagia-
rism (OSA) and its operation in the Polish academic community. In [48] authors
described OSA architecture before integration with NEKST. Actually, OSA and
NEKST are joint together to prevent copyright infringement. Both systems com-
municate using the HTTPS protocol. After a thesis is added to OSA, the system
starts plagiarism detection. On the client side the document is parsed and trans-
formed into a bunch of its sentences’ hashes, as described in Sects. 2.3 and 2.4.
Then the bunch is sent to the NEKST REST API. On the server side NEKST
searches for documents containing the sentences encrypted in the bunch (see
Sect. 2.6) and returns the results to the client. This completes the initial stage of
processing. After that OSA performs the final stage on the end user server which
results in eliminating false positive indications and preparing a visual report for
the user. The separation of the stages is to ensure data protection (Sect. 2.12).

At at the time of submitting this paper, each reindexing of 716,407,819 Polish
web documents took about six hours on 70 machines (24 CPU cores, 128GB
RAM, 6× 3T hard drive). In this process all documents are divided into sentences
and the corresponding hash table is generated. This involves MapReduce and
Apache Ooozie Workflow Scheduler7.

Fig. 1. Preselection tests in NEKST database

Figures 1 and 2 show performance tests of the preselection (see Sect. 2.6). The
first one shows response times corresponding to four groups of 100 documents
randomly chosen from a set consisting of 20,000 real (but anonymous) academic
theses. The horizontal line shows the average time of response, which is 2,40 s
per thesis. The differences are caused by different sizes of theses (more sentences

7 http://oozie.apache.org/.

http://oozie.apache.org/
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Fig. 2. Preselection tests in local database

gives more hashes to find) and technical reasons like communication with the
NEKST database. The second figure refers to preselection tests performed on
8 varied-size subsets of 30,000 anonymous theses stored on ThinkPad T440p
(Intel Core i7-4710MQ, CPU 2.50 GHz 4 cores, 8 threads, Hynix/Hyundai DDR3
16 GB 1600 MH, Crucial SSD 512 GB). The sizes are marked on the x-axis and
the horizontal line indicates the average time per thesis, which is 0,45 s. The
processing time is shorter because OSA and the subsets ware installed on the
same machine (no network communication) and a solid-state drive (SSD) was
used, which was much faster than hard drive used in NEKST.

In the tests described above the final stage of processing was ignored, since
its time depends on number and length of documents found in the initial stage.
The final stage time usually ranges from several milliseconds to several seconds.

So far, comparing OSA to other Polish anti-plagiarism systems is a hassle,
since their owners are not open for publishing descriptions of the methods used
nor for live comparisons. Needless to say, the naive approach to plagiarism detec-
tion based on the best longest common subsequence algorithm totally fails on
large-scale databases. This algorithm run on ThinkPad T440p (with specifica-
tions as above) would take about a year to compare a single document to 700
million reference texts, and about two days on the NEKST cluster.

At the time of submitting this paper, OSA was used by 30 leading universities
in Poland8, educating about 35% of Polish students.
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8 http://osaweb.pl/node/22?language=en.
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(eds.) Advances in Information Processing and Protection, pp. 55–66. Springer,
Boston (2007)

15. Dean, J., Ghemawat, S.: MapReduce: simplified data processing on large clusters.
Commun. ACM 51(1), 107–113 (2008)

16. Dietzfelbinger, M., Gil, J., Matias, Y., Pippenger, N.: Polynomial hash func-
tions are reliable. In: Kuich, W. (ed.) ICALP 1992. LNCS, vol. 623, pp. 235–246.
Springer, Heidelberg (1992). doi:10.1007/3-540-55719-9 77

17. Foundation, A.S.: Apache Hadoop (2015). http://hadoop.apache.org/

http://dx.doi.org/10.1007/978-3-642-00958-7_69
http://dx.doi.org/10.1007/978-3-642-00958-7_69
http://dx.doi.org/10.1007/11780441_30
http://dx.doi.org/10.1007/11780441_30
http://dx.doi.org/10.1007/978-3-642-29350-4_4
http://dx.doi.org/10.1007/978-3-642-34630-9_32
http://dx.doi.org/10.1007/3-540-55719-9_77
http://hadoop.apache.org/


342 R. Szmit

18. Fox, E.A., Heath, L.S., Chen, Q.F., Daoud, A.M.: Practical minimal perfect hash
functions for large databases. Commun. ACM 35(1), 105–121 (1992)

19. Gauss, C.F.: Disquisitiones Arithmeticae, vol. 157. Yale University Press, New
Haven (1966)

20. Gustafson, N., Pera, M.S., Ng, Y.K.: Nowhere to hide: finding plagiarized docu-
ments based on sentence similarity. In: Proceedings of the 2008 IEEE/WIC/ACM
International Conference on Web Intelligence and Intelligent Agent Technology,
vol. 01, pp. 690–696. IEEE Computer Society (2008)

21. Hameurlain, A., Morvan, F.: Big Data management in the cloud: evolution or
crossroad? In: Kozielski, S., Mrozek, D., Kasprowski, P., Ma�lysiak-Mrozek, B.,
Kostrzewa, D. (eds.) BDAS 2015-2016. CCIS, vol. 613, pp. 23–38. Springer, Cham
(2016). doi:10.1007/978-3-319-34099-9 2

22. Hirschberg, D.S.: Algorithms for the longest common subsequence problem. J.
ACM (JACM) 24(4), 664–675 (1977)

23. Hunt, J.W., Szymanski, T.G.: A fast algorithm for computing longest common
subsequences. Commun. ACM 20(5), 350–353 (1977)

24. Iliopoulos, C.S., Rahman, M.S.: A new efficient algorithm for computing the longest
common subsequence. Theor. Comput. Syst. 45(2), 355–371 (2009)

25. Indyk, P., Motwani, R.: Approximate nearest neighbors: towards removing the
curse of dimensionality. In: Proceedings of the Thirtieth Annual ACM Symposium
on Theory of Computing, pp. 604–613. ACM (1998)

26. Irving, R.W.: Plagiarism and collusion detection using the smith-waterman algo-
rithm. DCS Technical report, University of Glasgow, pp. 1–24 (2004)

27. Kahn, R.E.: Deposit, registration and recordation in an electronic copyright man-
agement system. Technical report, Corporation for National Research Initiatives,
Reston, Virginia (1992)

28. Kang, N.O., Gelbukh, A., Han, S.Y.: PPChecker: plagiarism pattern checker in
document copy detection. In: Sojka, P., Kopeček, I., Pala, K. (eds.) TSD 2006.
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Abstract. The last few years have brought a lot of changes in the RDF
validation and integrity constraints in the Semantic Web environment,
offering more and more options. This paper analyses the current state
of knowledge on RDF validation and proposes requirementsL for RDF
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and development directions in RDF validation. It also points at the pros
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1 Introduction and Motivation

Schemes pay a key role in databases. They organize data and determine the way
in which the database is constructed and what integrity constraints it is affected
by. Databases allow for checking the conformity of their instances with the given
scheme. Schemes in the RDF context describe integrity constraints imposed by
the application on documents and/or RDF graph stores. Integrity constraints
may account for the multitude of relations, restrictions in the allowed property
values, the presence of properties, certain types of data values or default values.
Current solutions [6,17,18,20,26] are trying to answer the needs of defining the
graph’s structure for validation and the way of matching the data with the
description. The main purpose of this paper is to support discussions of those
solutions and to help working groups in the development of suitable approaches.

In this paper, we perform an overview and comparison of current options for
RDF validation. Section 2 describes the basic notions of RDF. Section 3 presents
requirements for RDF validation languages. In Sect. 4 we perform an overview of
solutions and we compare their characteristics and expressiveness. This section
is also devoted to related work. Section 5 presents experiments performed to
evaluate presented approaches. The last section is a conclusion.

2 RDF Background

An RDF constitutes a universal method of the description and information
modeling accessible in Web resources. RDF is a very common data model for
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resources and relationship description between them. In other words, tt pro-
vides the crucial foundation and infrastructure to support the management and
description of data.

An assumption in RDF [12] is to describe resources by means of the statement
consisting of three elements (the so-called RDF triple): subject, predicate and
object. RDF borrows often from natural languages. An RDF triple may then be
seen as an expression with subject corresponding to the subject of a sentence,
predicate corresponding to its verb and object corresponding to its object. The
RDF data model depends on the concept of creating web-resource expressions in
the form of subject-predicate-object statements, which in the RDF terminology,
are referred to as triples.

An RDF triple comprises a subject, a predicate, and an object. In [12], the
meaning of subject, predicate and object is explained. The subject denotes a
resource, the object fills the value of the relation, the predicate refers to the
aspects or features of resource and expresses a subject – object relationship. In
other words, the predicate (also known as a property) denotes a binary relation.

The elemental constituents of the RDF data model are RDF terms that can
be used in reference to resources: anything with identity. The set of RDF terms
is divided into three disjoint subsets:

– IRIs,
– literals,
– blank nodes.

Definition 1 (IRIs). IRIs serve as global identifiers that can be used to identify
any resource. For example,

Example 1 (IRIs). <http://dbpedia.org/page/Car> is used to identify the car
in DBpedia [1].

Definition 2 (Literals). Literals are a set of lexical values.

Example 2 (Literals). Literals comprise a lexical string and a datatype, such
as "1"^^http://www.w3.org/2001/XMLSchema#int. Datatypes are identified by
IRIs, where RDF borrows many of the datatypes defined in XML Schema 1.1
[29].

Definition 3 (Blank nodes). Blank nodes are defined as existential variables
used to denote the existence of some resource for which an IRI or literal is not
given. They are inconstant for blank nodes and are in all cases locally scoped to
the RDF space.

RDF triple is composed of the above terms. Following [12], we provide defi-
nitions of RDF triples below.

Definition 4 (RDF triple). Assume that I is the set of all Internationalized
Resource Identifier (IRI) references, B (an infinite) set of blank nodes, L the set
of literals. An RDF triple is defined as a triple t = 〈s, p, o〉 where s ∈ I ∪ B is
called the subject, p ∈ I is called the predicate and o ∈ I ∪ B ∪ L is called the
object.
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Example 3 (RDF triple). The example presents an RDF triple consisting of sub-
ject, predicate and object.

<http://example.net/spec#d> rdfs:label "specification".

A set of RDF triples intrinsically represents a labeled directed multigraph.
The nodes are the subjects and objects of their triples. RDF is often referred to
as being graph structured data where each 〈s, p, o〉 triple can be interpreted as
an edge s

p−→ o.

Definition 5 (RDF graph). Let O = I ∪B∪L and S = I ∪B. G ⊂ S ×I ×O
is a finite subset of RDF triples and called an RDF graph.

Example 4 (RDF graph). The example presents an RDF graph of a FOAF [8]
profile in Turtle [2] syntax. This graph includes two RDF triples:

<#d> rdf:type foaf:Document.
<#d> rdfs:label "specification".

3 RDF Validation Language Requirements

In this section, we propose requirements that an RDF validation language should
fulfil. From presented approaches [6,17,18,20,26] and our experience in using
RDF validation language we have composed a list of key requirements:

1. representatable in RDF and concise language,
2. expressive power,
3. shortcuts to recurring patterns,
4. self-describability,
5. provide a standard semantics.

3.1 Representatable in RDF

Any non-RDF syntax will lose a key advantage of a triple-based notation. RDF
is well-implemented so RDF validation language shall use RDF as its syntax.
On the other hand, RDF constraints should be specifiable in a compact form.
Table 1 presents key approaches and their syntaxes. A language shall be designed
to easily integrate into deployed systems that use RDF (i.e. graph stores), and
provides a smooth upgrade. The use of RDF in a validation language makes
constraints accessible to developers without the obligation to install additional
parsers, software libraries or other programs. This requirement is satisfied by
all RDF validation languages, but an RDF syntax is the primary format for
SHACL, ReSh and SPIN.
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Table 1. Summary of RDF validation approaches

Name Syntax Related work

ShEx Compact, RDF, JSON [4,20,24]

SHACL RDF [17]

ReSh RDF [25,26]

DSP XML, RDFa [6,11]

SPIN RDF, SPARQL [14,18]

OWL, RDFS RDF (Turtle), XML, Manchester, functional [7,21,22]
aThe main syntax is XML.

3.2 Expressive Power

An RDF validation language should express:

– RDF terms restrictions:
• value restrictions,
• allowed values and not allowed values,
• default values,
• literal values,
• datatypes comparison,
• IRI pattern matching,

– cardinality constraints:
• minimum cardinality,
• maximum cardinality,
• exact cardinality,

– predicate constraints:
• class-specific property range,
• OR operator (including groups),
• required predicates,
• optional predicates,
• repeatable predicates,
• negative predicate constraints.

Table 2 presents features of the below-mentioned approaches, namely: RDF
terms constraints, cardinality and predicates constraints compared to RDFS
and OWL. Note that OWL and RDFS are developed for inference and do not
provide the features strictly for validation. This requirement is not satisfied by
any languages, but SHACL supports most of the features.

3.3 Shortcuts to Recurring Patterns

Another important requirement is a macro supporting. An RDF validation lan-
guage shall enable the definition of shortcuts to recurring patterns that improve
overall readability and maintainability. Macros also can separate various parts of
schema and enable users define rich constraints. It should provide a way to define
high level reusable components in SPARQL [15], JavaScript or other languages.
This requirement is satisfied by ShEx, SHACL and SPIN.
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Table 2. Validation features

3.4 Self-describability

An RDF validation language shall represent the schema specification using the
schema itself being defined. This makes creating meta scheme easier than in a
language without this property, since constraints can be treated as data. It means
that examining the schema’s entities depends on a homogeneous structure, and
it does not have to handle several different structures that would appear in a
complex syntax. Moreover, this meta schema can valuable in bootstrapping the
implementation of the constraint language. This requirement is satisfied by all
RDF validation languages.

3.5 Standard Semantics

An RDF validation language shall provide a standard semantics for describ-
ing RDF constraints. It should be defined in a commonly agreed-upon formal
specification, which describe a model-theoretic semantics for RDF constraints,
providing an exact formal specification of when truth is preserved by various
validation operations. This requirement is satisfied only by SHACL.
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4 RDF Validation

In this section we discuss main approaches, which are strictly designed for val-
idation (Sect. 4.1) and other approaches, which can be used for some scenarios
(Sect. 4.2).

4.1 Main Approaches

Shape Expressions. The first approach is Shape Expressions [4,20,24], which
is a language for describing constraints on RDF triples. In addition to validating
RDF, ShEx also allows to inform expected graph patterns for interfaces and
create graphical user interface forms. It is a domain specific language used to
define shapes, which describe conditions that handle a given node. It can be
transformed into SPARQL queries. The most common syntax of ShEx compact,
which is similar to RELAX NG Compact [9].

Example 5 (ShEx). The example presents a Shape Expressions schema in com-
pact syntax according to Example 3.

<Shape1> {
(rdfs:label xsd:string+)

}

Shapes Constraint Language. The next approach is the Shapes Constraint
Language [17], which is a language constraining the contents of graphs. SHACL,
similarly to ShEx, organises these constraints into shapes, which provide a high-
level vocabulary to distinguish RDF predicates and their constraints. Moreover,
constraints can be linked with shapes using SPARQL queries and JavaScript. In
addition to validating RDF, it also allows to describe information about data
structures, generate RDF data, and build GUIs.

Example 6 (SHACL). The example presents a Shapes Constraint Language
schema in Turtle according to Example 3.

<Shape1> a sh:Shape;
sh:property [

sh:predicate rdfs:label;
sh:datatype xsd:string;
sh:minCount 1.

].

Resource Shapes. Another approach is Resource Shapes [25,26] which is a
vocabulary for specifying the RDF shapes. ReSh authors assume that RDF terms
come from many vocabularies. The ReSh shape is a description of the RDF
graphs to integrity constraints those data are required to satisfy.
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Example 7 (ReSh). The example presents a Resource Shapes schema in Turtle
according to Example 3.

<Shape1> a oslc:ResourceShape;
oslc:property [

a oslc:Property;
oslc:propertyDefinition rdfs:label;
oslc:valueType xsd:string;
oslc:occurs oslc:One-or-many

].

Description Set Profiles and SPARQL Inferencing Notation. ShEx,
SHACL and ReSh are based on declarative and a high-level descriptions of RDF
graph contents. These three approaches have similar features. Description Set
Profiles [6,11] and SPARQL Inferencing Notation [18] are different approaches.
The first is used to define structural constraints on data in a Dublin Core Appli-
cation Profile. That approach allows to declare the metadata record contents in
terms of validatable constraints. In addition to validating RDF, it can be used
as configuration for databases and configuration for metadata editing software.

Example 8 (DSP). The example presents a Description Set Profiles schema in
XML according to Example 3.

<dsp:StatementTemplate minOccurs="1"
maxOccurs="infinity" type="literal">
<dsp:Property>

http://www.w3.org/2000/01/rdf-schema#label
</Property>

</dsp:StatementTemplate>

The latter one is a constraint and SPARQL-based rule language for RDF.
It can link class with queries to capture constraints and rules which describe
the behavior of those classes. SPIN is also a method to represent queries as
templates. It can represent SPARQL statement as RDF triples. That proposal
allows to declare new SPARQL functions.

Example 9 (SPIN). The example presents a SPARQL Inferencing Notation
schema in Turtle according to Example 3.

<#c> spin:constraint [
a spl:Attribute;
spl:predicate rdfs:label;
spl:minCount 1;
spl:valueType xsd:string.

].
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4.2 Other Approaches

In addition to the approaches presented in Sect. 4.1 there are OWL/RDFS [7,22]
based approaches [10,21,23,28,30] and SPARQL [15] based approaches [13,19,
27]. The first group uses of RDF and OWL expressions with a CWA (Closed
World Assumption) to express integrity constraints. The main drawback of those
approaches is that inference engines cannot be used for checking the constraints.

Kontokostas et al. [19] focus on the data quality test patterns and data quality
integrity constraints, which are represented in SPARQL query templates. Fischer
et al. present RDD, language for expressing RDF constraints, which can be
easily transformed into SPARQL queries. In the [27] authors propose approach
based on SPARQL property paths. This proposal is similar to Schematron [16]
in XML documents. The main drawback of those approaches is the need to know
SPARQL. Another approach to the requirement is presented in [5].

5 Evaluation

In this Section we evaluate the most promising constraint languages. We evaluate
all shape approaches (ShEx, SHACL and ReSh) that have community support
and advanced features (see Table 2). In this Section we analyze whether lan-
guages are concise and how fast we can process them.

All experiments have been executed on a Intel Core i7-4770K CPU @ 3.50GHz
(4 cores, 8 thread), 8GB of RAM, and a HDD with reading speed rated at ∼160
MB/s1. We have been used Linux Mint 17.3 Rosa (kernel version 3.13.0) and
Python 3.4.3 with RDFLib 4.2.1 and Virtuoso Open-Source Edition 7.2.4.

We prepare constraint rules for RDF data that was generated by Berlin
SPARQL Benchmark (BSBM) [3]. According to [3], the BSBM benchmark is
settled in an e-commerce scenarios in which a set of products (denotated P ) is
offered by different vendors and consumers who have posted reviews on various
sites. The benchmark defines an abstract data model for this scenarios together
with data production rules that allow benchmark datasets to be scaled to arbi-
trary sizes using the number of products as a scale factor. We enrich BSBM
to fake datatypes (denotated E). Our implementation is available at https://
github.com/domel/bsbm validation. The data description which was used in the
experiment, is presented in Table 3.

All RDF validation languages were created in RDF syntax. We choose
N-Triples2 because this serialization is normalized. In ShEx, SHACL and
ReSh we declared appropriate datatypes for predicates such as: foaf:name,
dc:publisher, dc:title, bsbm:price, bsbm:validFrom, bsbm:validTo and
bsbm:deliveryDays. Incorrect values refer to dc:date predicate. We choose
that scenario, because al validation languages support tested features, such as
value and datatype restrictions. We also prepare constraint rules for all BSBM
datasets.

1 We test it in hdparm -t.
2 https://www.w3.org/TR/n-triples/#canonical-ntriples.

https://github.com/domel/bsbm_validation
https://github.com/domel/bsbm_validation
https://www.w3.org/TR/n-triples/#canonical-ntriples
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Table 3. Datasets description

|P | |G| |E| |P | |G| |E|
10 4987 614 60 26143 2913

20 8458 928 70 29707 3230

30 11962 1244 80 33194 3544

40 16901 1845 90 36699 3859

50 22629 2598 100 40177 4174

|P | - cardinality of BSBM products.
|G| - cardinality of RDF triples.
|E| - cardinality of fake datatypes.

To test our schemes for different datasets, we built an RDF data validation
system. The prototype implementation of the testbed has been fully implemented
in the Python programming language with RDFLib. For storage, a Virtuoso
Open-Source Edition 7.2.4 RDF graph store has been used. Figure 1 shows archi-
tecture of our testbed. Our data validation system checks datatypes on-the-fly
before loading data.

Definition 6 (RDF data validation system). An RDF data validation
system is a tuple 〈D, C,Σ〉 where D is the source data, C is the constraints and
Σ is the state of the system.

RDF
graph
store

parser &
validator

source
data

constraints

Fig. 1. Testbed architecture
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Fig. 2. Evaluation times of validation and loading valid data
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Figure 2 shows that the number of predicates needed to describe validation
rules has the greatest influence on the differences in the validation times. The
fastest processing time belongs to SHACL and the slowest belongs to ReSh.

6 Conclusions

RDF validation is an important issue in the Semantic Web stack. There is no
standard way to validate RDF data conforming to RDF constraints like DDL
for relational databases or DTD for XML documents. Integrity constraints may
be necessary in editing documents and actions performed on RDF graph stores.
In this article, we conduct an overview of approaches to RDF validation and we
show the differences in these approaches, drawing attention to the advantages
and disadvantages of particular solutions.

We argue that RDF validation on the Semantic Web nowadays faces some
of the challenges we were facing in the past, when databases were at their
infancy. However, this area evolves very fast and attracts the attention of many
researchers, the resulting in the vast scope of works we showed in this paper. We
hope that this survey contributes to a better understanding of RDF validation.
As part of future work, we will continuously analyze solutions within the RDF
validation area.

Acknowledgment. We thank David Wood, co-chair of the RDF Working Group, for
comments that greatly improved the paper.

A Used Prefixes

In Table 4 we enumerate the prefixes used throughout this paper to abbreviate
IRIs.

Table 4. Used prefixes

Prefix IRI

rdf http://www.w3.org/1999/02/22-rdf-syntax-ns#

rdfs http://www.w3.org/2000/01/rdf-schema#

foaf http://xmlns.com/foaf/0.1/

xsd http://www.w3.org/2001/XMLSchema#

sh http://www.w3.org/ns/shacl#

oslc http://open-services.net/ns/core#

dsp http://purl.org/metainfo/terms/dsp#

spin http://spinrdf.org/spin#

spl http://spinrdf.org/spl#

dc http://purl.org/dc/elements/1.1/

bsbm http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/

http://www.w3.org/1999/02/22-rdf-syntax-ns#
http://www.w3.org/2000/01/rdf-schema#
http://xmlns.com/foaf/0.1/
http://www.w3.org/2001/XMLSchema#
http://www.w3.org/ns/shacl#
http://open-services.net/ns/core#
http://purl.org/metainfo/terms/dsp#
http://spinrdf.org/spin#
http://spinrdf.org/spl#
http://purl.org/dc/elements/1.1/
http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/
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Abstract. Technology of high dimensional data features objective clus-
tering based on the methods of complex systems inductive modeling is
presented in the paper. Architecture of the objective clustering induc-
tive technology as a block diagram of step-by-step implementation of
the objects clustering procedure was developed. Method of criterial eval-
uation of complex data clustering results using two equal power data
subsets is proposed. Degree of clustering objectivity evaluates on the
basis of complex use of internal and external criteria. Researches on the
simulation results of the proposed technology based on the SOTA self-
organizing clustering algorithm using the gene expression data obtained
by DNA microarray analysis of patients with lung cancer GEOD-68571
Array Express database, the datasets “Compound” and “Aggregation”
of the Computing School of the Eastern Finland University and the data
“seeds” are presented.

Keywords: Clustering · Inductive modeling · Gene expression · High
dimensional data

1 Introduction

The process of the gene regulatory networks creation based on the gene expres-
sion sequences suggests the steps to group genes using different proximity metrics
at the stage of data preprocessing. Currently this problem is solved by various
methods. Using the component or factor analysis partially solves the problem of
the feature space dimension reducing, however, the partial loss and distortion
of the initial information occurs during data transformation that has a direct
influence to the problem solution accuracy. Technology of the bicluster analysis
preserves the object-feature structure of data, but the feature space dimension
of the objects subsets derived much smaller than the dimension of the original
data that allows us to construct the gene regulatory networks in real-time with
c© Springer International Publishing AG 2017
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the preservation of the information about the influence specifics of the individual
genes to the target node. The bicluster analysis questions for gene expression
sequences processing are considered in [10,17]. The authors analyzed various
biclustering algorithms and extracted their advantages and disadvantages. In [6]
was conducted a comparative analysis of different biclustering algorithms for the
analysis of gene expression profiles. The [11] presents a study on the use of the
spectral biclustering technique for the analysis of the gene expression data on
the example of the simulated data. The distribution diagram of objects and the
specifics of their grouping in different biclusters are showed. It should be noted
that this technology has high actuality in the context of feature extraction for
the construction of the gene regulatory networks nowadays. However it should
be noted, that in spite of archived progress in this subject area, there are some
problems associated with: the choice of the biclusters quantity and the degree
of detailing of the objects and features in corresponding biclusters; the choice of
the metrics to estimate the proximity of the objects and features vectors concur-
rently. The use of traditional clustering algorithms to group the feature vectors
according to their degree of similarity is an alternative to the bicluster analysis.
A lot of clustering algorithms exist nowadays. Each of them has its advantages
and disadvantages and is focused on a specific type of data. One of the essen-
tial disadvantages of the existing clustering algorithms is the nonreproductivity
error, i.e., high clustering quality on a single dataset does not guarantee the
same results on another similar dataset. To raise the clustering objectivity is
possible by developing the hybrid models based on the inductive methods of
complex systems modeling, which is a logical continuation of the group method
of data handling (GMDH) [9]. The questions of inductive methods of complex
systems objective self-organizing models creation are presented in [14] and fur-
ther developed in [18]. The authors have presented the researches concerning the
implementation of the inductive modeling principles for creating the systems of
objects complex nature self-organizing based on the group method of data han-
dling. Researches concerning the use of inductive modeling methods to create
the inductive technologies of informational and analytical researches for different
nature information analysis are presented in [16]. However, it should be noted
that the authors’ studies are focused primarily on the low dimensional data, at
the same time insufficient attention is paid to the inductive models based on
the clustering enumeration for the purpose of their self-organizing with the use
of the external balance criteria of clustering quality assessing by equal power
subsets.

The aim of the paper is working out the technology of creation the objective
clustering inductive model of complex nature high dimensional data and its
practical implementation by DNA microarray experiments use.

2 Problem Statement

Let the initial dataset of the objects is a matrix: A = {xij} , i = 1, . . . , n; j =
1, . . . ,m, where n – is the number of objects observed, m – is the number of
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features characterizing the objects. The aim of the clustering process is a par-
tition of the objects into nonempty subsets of pairwise nonintersecting clusters,
herewith a surface which divides the clusters can take any shape [9,18]:

K = {Ks}, s = 1, . . . , k;K1

⋃
K2

⋃
· · ·

⋃
Kk = A;Ki

⋂
Kj = ∅, i �= j,

where k – is the number of clusters, i, j = 1, . . . , k. Inductive model of objective
clustering assumes a sequential enumeration of clustering in order to select from
them the best variants. Let W – is the set of all admissible clustering for given
set A. The best objective on quality criteria QC(K) is the clustering for which
is:

Kopt = arg min
K⊆W

CQ(K)or Kopt = arg max
K⊆W

CQ(K)

Clustering Kopt ⊆ W is an objective if it has the least difference from an expert
by the number of objects, the character of the objects distribution in the appro-
priate clusters and the number of discrepancies [9,18].

The technology of the objective clustering inductive model creation assumes
the following stages:

1. Assignment an affinity function of studied objects, i.e., finding the metric to
determine the degree of objects similarity in m-dimensional feature space.

2. Development of the algorithm to partition the initial set of the objects into
two equal power subsets. The equal power subsets are the subsets which
contain the same number of pairwise similar objects.

3. Assignment a method of clusters formation (sorting, regrouping, grouping,
division, etc.).

4. Assignment the criterion QC of quality clustering estimation as a measure of
the clusters similarity in various clustering.

5. Organization of motion to max, min or optimal value of the criteria QC of
quality clustering estimation.

6. Assignment an objective clustering fixation method corresponding to the
extremum of the criteria value of quality clustering estimation.

Figure 1 shows the chart of the modules interaction in the objective clus-
tering inductive model. The choice of affinity functions to assess the degree of
proximity from objects to clusters is determined by the nature of the studied
objects features. The method of clusters formation in inductive model is deter-
mined by clustering algorithm used for parallel grouping the objects in equal
power subsets. The character of equal power subsets formation is determined
by the choice of the objects similarity measure which depends on the objects
feature space properties. To choose the objective clustering it is necessary at
the early stage to define the internal and the external criteria, extremum value
of which will allows to fix an objective clustering for the studied data subsets
during clustering enumeration.
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Fig. 1. Charts of the modules interaction in the objective clustering inductive model

3 Principles of the Objective Clustering Inductive
Technology

Three fundamental principles borrowed from different scientific fields allowed
to create the complete, organic and interconnected theory, are the basis of the
methodology of the complex systems inductive modeling [9,16,18]:

– the principle of heuristic self-organizing, i.e., enumeration of the models set
aiming to select from them the best on the basis of the external balance
criteria;

– the principle of external addition, i.e., the necessity to use several equal power
data subsets with the purpose of objective verification of models;

– the principle of solution inconclusive, i.e., generation of certain sets of inter-
mediate results in order to select from them the best variants.

Implementation of these principles in the adapted version provides conditions to
create the methodology of inductive model of complex data objective clustering.

3.1 Principle of Heuristic Self-Organizing

Inductive model of objective clustering assumes a sequential enumeration of the
clustering by using the two equal power subsets; herewith the result of cluster-
ing is estimated at each step by calculating the external balance criterion, which
determines the difference of the objects clustering results on the two subsets. The
model self organizes so that the best clustering correspond to an extremum value
of this criterion depending on the type of the algorithm and the measures of the
objects and clusters similarity. During the process of clustering enumeration it is
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possible that the value of the external criterion has several local extremums cor-
responding to different objects clustering. This phenomenon is occurred in case
of a hierarchical clustering, when clustering on the two subsets are sufficiently
similar during the sequential process of objects grouping or separation that leads
to the appearing of the local minimum at a given level of the hierarchy. In this
case the choice of an objective clustering is determined by the goals of the task
whereas each of the clustering that corresponds to the extremum value of the
external balance criteria may be considered as the objective and the choice of
the final clustering is determined by the required objects partition or grouping
detailed elaboration level.

3.2 Principle of the External Edition

The principle of the external addition in the model of the group method of
data handling (GMDH) assumes the use of “fresh information” for an objective
verification of the model and selection of the best model during the process of
multiserial inductive procedures of optimal model synthesis. The implementation
of this principle in the framework of the objective clustering inductive model
supposes the existence of the two equal power subsets, which contain the same
number of pairwise similar objects in terms of their attributes values of objects.
Clustering is carried out on the two equal power subsets concurrently during
the algorithm operation with the sequential comparison of clustering results by
chosen external balance criteria. The idea of the algorithm to divide the initial
dataset of the objects Ω into two equal power subsets ΩA and ΩB is stated in
[9] and further developed in [18]. Implementation of this algorithm assumes the
following steps:

1. Calculation of
n × (n − 1)

2
pairwise distances between the objects in the orig-

inal sample of data. The result of this step is a triangular matrix of the
distances.

2. Allocation of the pairs of objects Xs and Xp, the distance between which is
minimal:

d(Xs,Xp) = min
i,j

d(Xi,Xj);

3. Distribution of the object Xs to subset ΩA, and the object Xp to subset ΩB.
4. Repetition of the steps 2 and 3 for the remaining objects. If the number of

objects is odd, the last object is distributed to the both subsets.

3.3 Principle of the Solution Inconclusive

The implementation of this principle, which is relative to the inductive model
of objective clustering, assumes a fixation of clustering which correspond to the
local minimum or maximum of external balance criterion for different levels of
the hierarchical tree. Each local extremum corresponds to an objective clustering
with a certain degree of detailing. The final choice and therefore the fixation of
the obtained clustering is determined by the goals of the task at this stage of its
solving.
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4 Criteria in the Objective Clustering Inductive
Technology

The necessity of the clustering quality estimation on the several equal power
subsets occurs during the process of implementation of the objective clustering
inductive technology, herewith separate estimations may not coincide with each
other while using different algorithms and different evaluation functions for the
same data. Thus, there is a necessity of the estimation of the correspondence of
the modeling results to the purposes of the task in view.

4.1 Internal Criteria in the Objective Clustering Inductive
Technology

Usually in most cases the number of clusters is unknown, therefor the best
solutions which correspond to the extremums of the internal criteria are allocated
during the process of clustering algorithm operation. High level of the clustering,
obviously, corresponds to a high separating capability of various clusters and high
density of objects distribution within clusters. Therefore, an internal criterion of
clustering quality evaluation should include two components: the sum of squared
deviations of objects relative to the corresponding centroid within clusters QCW

and the sum of the squared deviations of clusters centroids relative to a general
mass center of all clusters QCB . The formulas to calculate these internal criterion
components can be presented as follows:

QCW =
K∑

j=1

Nj∑

i=1

d(xj
i , Cj)2

QCB =
K∑

j=1

Njd(Cj , C̄)2

where K – is the quantity of clusters, Nj – is the quantity of the objects in j

cluster, Cj – is the centroid of cluster j: Cj =
1

Nj

∑Nj

i=1 xj
i , xj

i – is the object

i in cluster j, C̄ – is the general centroid of studied objects, d(Xa,Xb) – is the
similarity distance between vectors Xa and Xb. The correlation distance was
used as similarity distance in the case of gene expression sequences analysis:

d(Xa,Xb) = 1 −
∑m

i=1(xai − x̄a)(xbi − x̄b)√∑m
i=1(xai − x̄a)2 × √∑m

i=1(xbi − x̄b)2

where m – is the number of sequences features, xai and xbi – are the i-th features
of the Xa and Xb sequences respectively, x̄ – is the mean value of the correspond
sequence features.

Comparative analysis of the quality clustering internal criteria estimation
by the use of various types and combinations of the presented measures are
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showed in [7,8,12,15,19,20]. Structural block diagram of the process of the clus-
ters quantity determination on the basis of the internal criteria is shown in Fig. 2.
Implementation of this process assumes the following steps:

1. Application of the selected clustering algorithm for clustering K within the
limits of allowable range K = [Kmin,Kmax].

2. Fixation of the obtained clustering, calculation of the clusters centroids.
3. Calculation of the internal criteria for obtained clustering.
4. Repetition of the steps 1–3 to obtain the required number of clusters within

the given range.
5. Construction of the graphs of internal criteria versus the number of clusters.

Analysis of the graphs, selection of the optimal clustering.

As can be seen from Fig. 2, an objective clustering corresponds to a local
minimum values of the internal criterion, herewith several extremums can be
observed within a clustering process. Each of the local minimum corresponds
to an adequate grouping of objects with various degree of the process detailing.
However, it should be noted that it is not possible to evaluate the clustering
objectivity based on the internal criteria because this evaluation is possible if
there is a “fresh” information based on an external criteria of evaluation of the
corresponding clustering difference by using the two equal power subsets.

Fig. 2. Flowchart to choose the optimal clustering based on the internal criterion for
the data A1 and A2

4.2 External Criteria to Estimate the Quality of the Objects
Grouping

As noted hereinbefore, an adequate selection of the criteria to estimate the clus-
tering quality on the different stages of the model operation is one of the major
factors which promotes to the high efficiency of the objective clustering inductive
model. These criteria should take into account both the location of the objects in
the respective clusters relative to the corresponding mass center and the centroid
position of the respective clusters according to the relation of clusters to each
other in different clustering. An example of a possible location of the objects
in a three-cluster objective clustering inductive model is shown in Fig. 3. The
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position of the k-th cluster’s centroid is defined as the average of the objects
features in this cluster:

Ck =
1
nk

nk∑

i=1

xij ,

where nk – is the quantity of objects in k cluster, j = 1, . . . ,m – is the quantity
of features what characterize the objects.

The first component of the external criterion based on the assumption that
the average value of the total displacement of corresponding clusters mass cen-
ters at the different clustering in the case of the objective clustering should be
minimal. In case of normalization of criterion value formula takes the form:

QC1(A,B) =

√√√√
m∑

j=1

(
∑k

i=1(Ci(A) − Ci(B)2
∑k

i=1(Ci(A) + Ci(B)2
)2 −→ min

The second component of the external criterion takes into account the difference
of the character clusters and the objects distribution in the respective clusters in
different clustering. The average distance from the objects to the corresponding
clusters centroids can be calculated as follows:

DW =
1
k

k∑

s=1

(
1
ns

ns∑

i=1

d(Xi, Cs))

where s = 1, . . . , k – is the number of clusters, ns – is the quantity of objects
in cluster s, Cs – is the centroid of s cluster, d(·) – is the correlation distance
or Euclid distance in case of low dimensional data. The distance between the
centroids of the clusters is defined as the average distance from the centroids to
the mass center of the studied objects:

DB =
1
k

k∑

s=1

d(Cs, C̄).

It is obviously that the clustering will be more qualitative when the density
of the objects distribution within clusters is higher and the distance from the
centroids of the clusters to the total mass center of objects are more: DW −→
min, DB −→ max. The complex internal criterion was calculated using Calinski-
Harabasz criterion [20]:

D =
DW (K − 1)
DB(N − K)

.

The second component of the external criterion can be represented as an absolute
value of the internal criterion difference for various clustering. A normalized form
of this formula takes the form:

QC2(A,B) =
|D(A) − D(B)|
|D(A) + D(B)| .

The objective clustering is selected based on the local minimum analysis of the
both external criteria during the enumeration of all accessible clustering.
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Fig. 3. An example of the objects and clusters location in objective clustering inductive
technology

5 Architecture of the Step by Step Procedure of the
Objective Clustering Inductive Technology

Figure 4 shows the general architecture of the objective clustering inductive tech-
nology implementation. There is a data matrix where the studied objects are
given in rows and the features, defining the properties of the given objects are
presented in the columns, are applied to the input of the system. The set of
clusters, each of which includes a group of objects features which have a high
affinity for these objects is the output of the system. Implementation of this
technology supposes the following steps:

Phase I

1. Problem statement. Formation of the clustering aims.
2. Analysis of the studied data, definition of the studied objects feature char-

acter, brining of the data to a matrix view: A = {xij}, i = 1, . . . , n; y =
1, . . . ,m, where n – is the quantity of the studied objects, m – is the quantity
of the features characterizing the objects.

3. Data preprocessing that includes the data filtration, data normalization, miss-
ing value restoration, dimension of the feature space reducing.

4. Determination of the affinity function for the further degree of objects’ affinity
estimation.

5. Formation of the equal power subsets A and B in accordance with hereinbefore
algorithm.

6. Choosing and setup of the clustering algorithm. Initialization of the input
parameters of this algorithm.
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Phase II

1. Data clustering for subsets A and B, clusters formation inside the selected
range Kmin ≤ K ≤ Kmax. If the number of clusters in a variety of cluster-
ing is differed the process is stopped due to the poor algorithm selection or
incorrect setup of this algorithm. In this case it is necessary to apply other
algorithm from the admissible set or to change the initial parameters of cur-
rent algorithm.

2. Formation of the current clustering estimation, mass centers C(K)A, C(K)B

and internal criteria QCW (K)A and QCW (K)B for subsets A and B of current
clustering calculation.

3. Calculation of the external criteria QC1 and QC2 for this clustering.

Phase III

1. Plotting of the charts of the calculated external criteria versus the number of
the obtained clusters within a given range Kmin ≤ K ≤ Kmax.

2. Analysis of the obtained results. In case of external criteria local minimum
absence or if the values of these criteria are more than permissible norms
(Fig. 4 sign “–”) selection of another clustering algorithm or reinitialization
of the current algorithm initial parameters. Repetition of the steps 2–5 of the
Phase 1 of this procedure.

3. In case of the local minimum presence under a condition of enumerating all
clustering within given range fixation of the objective clustering correspond-
ing to the minimum of the external criteria.

6 Experiment, Results and Discussion

Approbation of the proposed model was carried out by using the patients’
data with lung cancer E-GEOD-68571 of the database Array Express [5], which
includes the gene-expression profiles of 96 patients, 10 of which were healthy and
86 patients were divided by the degree of the disease into three groups. The size
of the initial data matrix was (96×7129). The researches on the optimization of
the gene expression data preprocessing for the purpose of features space infor-
mativity increasing and quantity of the genes reducing are presented in the [2,3].
Sample of 400 genes was used at the present stage of the simulation to simplify a
computing, herewith the initial dataset was divided into two equal power subsets
using hereinbefore algorithm. To compare the simulation results during induc-
tive model operation also the datasets “Compound” and “Aggregation” of the
Computing School of the Eastern Finland University [1] and the dataset “seeds”,
representing the researches of kernels of different kinds of wheat [13] were used.
Each kernel was characterized by seven attributes. In work [4] authors used
the agglomerative hierarchical clustering algorithm to data clustering within the
framework of presented model. In this work the SOTA self-organizing cluster-
ing algorithm was used as a base within the framework of the proposed model.
The simulation of the clustering was carried out by software R. The charts of
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Fig. 4. Architecture of the objective clustering inductive technology

the used criteria versus the obtained clusters quantity for studied datasets are
shown in Fig. 5. The number of the obtained clusters was changed from 2 to 11.
The analysis of the charts allows to conclude that in terms of all external criteria
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using the clustering for division of the objects into 7 clusters is an objective in
case of the high dimensional gene expression data. In this case the position of
the external criteria local minimums are the same and the value of the internal
criterion is insignificantly different from the local minimum value corresponding
the objects division into six clusters. In case of other low dimensional data the
simulation results shows the low efficiency of the internal criterion because its
value decreases while the level of the objects division increases, herewith the
local minimums don’t allow to make the conclusion about the quality of the
model operation. Only in case of the “Compound” data, this criterion works in
agreement with the external criteria that allows to fix the clustering with the
objects division into 7 clusters. Comparative analysis of the external criteria
versus the level of clustering allows to conclude that the external criterion QC2

shows more adequate results during simulation process. In case of the “seeds”
data this criterion has two local minimums corresponding to the objects division
into 3 and 5 clusters, while extraction of the 3 clusters is not fixed by other cri-
teria. In case of the “Compound” and “Aggregation” datasets this criterion fixes
7 clusters. These results completely agree with the results, which were presented
in these data annotations.

Fig. 5. Internal and external criteria to estimate the clustering quality: (A) lung cancer
gene expression data; (B) seeds data; (C) compound data; (D) aggregation data

7 Conclusions

The researches aiming to create the technology of the objective clustering induc-
tive model of the complex nature objects are presented in the paper. To improve
the objectivity of the objects grouping the original data set is divided into two
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equal power subsets, which contained the same number of the pairwise simi-
lar objects in terms of the correlation distance of their attributes profiles. The
architecture of the objective clustering inductive model has been developed and
practically implemented on the basis of the self-organizing SOTA clustering algo-
rithm, while the evaluation of the partition objects into clusters quality at each
step was estimated using an external criteria, which take into account the dif-
ference of the objects and the clusters distribution in different clustering. The
sample of the lung cancer patients’ gene expression profiles which contains 400
profile genes of 96 patients, “Compound”, “Aggregation” and “Seeds” data were
used to approbate the proposed model. The simulation results proved high effi-
ciency of the proposed model operation. The local minimums values of the inter-
nal and external criteria allow to take more adequate solution about the choice
of the studied data objective clustering. The further authors’ researches will
be focused on a more detailed study of the proposal model operation based on
various clustering algorithms with the use of different nature data.
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Abstract. Thin-layer chromatography (TLC) is an experimental sepa-
ration technique for multi-compound mixtures widely applied in various
fields of industry and research. In contrast to comparable techniques,
TLC is straightforward, cost- and time-efficient, and well-applicable in
field operations due to its flexibility. In TLC, after applying a mixture
sample to the adsorbent layer on the TLC plate, the compounds ascent
the plate at different rates due to their individual physicochemical char-
acteristics, whereas separation is eventually achieved.

In this paper, we present novel computational techniques for auto-
mated TLC plate photograph profiling and fast TLC profile similarity
scoring that allow advanced database accessibility for experimental TLC
data. The presented methodology thus provides a toolset for automated
comparison of plate profiles with gold standard or baseline profile data-
bases. Impurities or sub-standard deviations can be readily identified.
Hence, these techniques can be of great value by supporting the phar-
maceutical quality assessment process.

Keywords: Thin-layer chromatography · TLC · Quality assessment ·
TLC plate profiling · Profile similarity scoring · Profile database querying

1 Introduction

Thin-layer chromatography (TLC) is an experimental method for qualitative
analyses of non-volatile organic compound mixtures with a wide range in appli-
cation. In fact, even fifty years after its introduction, it is one of the most applied
analytical methods in todays organic chemistry laboratories [2,6,9]. Areas of
application are in various fields of industry and research, such as food chemistry,
quality assessment in pharmaceutical research and development, forensic diag-
nostics as well as basic biochemical research. In contrast to comparable exper-
imental techniques (such as high-performance liquid chromatography and high
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 373–385, 2017.
DOI: 10.1007/978-3-319-58274-0 30
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performance TLC), conventional TLC is straightforward, cost- and time-efficient,
and well-applicable in field operations due to its flexibility and portability [6].
In addition, multiple samples can be analyzed in one single experimental run
simultaneously and separately [11].

The general aim of TLC is to separate individual compounds (the so-called
analytes) present in a mixture sample. The two most common applications are
qualitative tests for the presence or absence of mixture impurities and the isola-
tion of analytes. In its core, the experimental principle (see Fig. 1) is strikingly
simple: a mixture sample is applied to a layer of adsorbent material. Silica gel
is used mostly [6] as such. The layer of adsorbent material is referred to as TLC
plate in the following text. In the process a solvent is applied to the TLC plate.
Capillary action now causes the solvent and the analytes to migrate through the
adsorbent. Individual physicochemical properties of the analytes however lead
to different molecular interactions with the moving solvent, whereas the rate of
migration differs between analytes. Eventually, separation of analytes is achieved
over time. The fraction of migration length between solvent (known as solvent
front) and the migration length of a separated analyte is commonly referred to as
retardation factor Rf . To allow additional scaling of analyte migration lengths
and characterizing separated analytes, a mixture of marker species with known
Rf values is applied to the plate as well.

In this work, we introduce and discuss a novel knowledge-based technique for
TLC plate lane and spot detection, and demonstrate its performance on pho-
tographs with varying light sources and image quality. We further elucidate how
this technique can be employed to obtain TLC lane profiles and databases of such
profiles valuable for in-house applications. We show computational techniques for
TLC lane database searching as well as automated impurity identification and
separation evaluation. In this respect we address the problem of scoring lane
similarity, and present a dynamic programming-based algorithm with scoring
capabilities.

2 Methods

Over the last decade, numerous computational techniques have been proposed
that address the problem of TLC image analyses. This issue can be divided into
the problems of lane detection and spot detection from raw TLC plate images.
Lane detection methods presented in [1,8,12] perform reliably (F1 measures of
about 0.95 are reported in all three studies). However, subsequent analyses of
extracted profiles retrieved from identified lanes have to be conducted manually.
The second problem has shown itself to be difficult to address. Most notably,
straightforward spot recognition by means of extracting and tracing edges is not
applicable, since analyte spots can “overlap” and often show no distinct edges
(see Fig. 1c). Methods, such as presented by Tie-xin and Hong [14] or Zhang and
Lin [16], utilize image grayscaling and image transformations to detect individ-
ual spots in lanes. In a study presented by Vovk and Prosek [15] a technique is
demonstrated which shows reliable in this respect. Nonetheless, additional plate
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Fig. 1. The experimental principle of TLC. (a) Spots of mixture samples and mixtures
of marker species are applied to a TLC plate covered by adsorbent material. A solvent
is applied next, which starts to migrate through the adsorbent due to capillarity action.
(b) Marker substances and analytes comprising the sample start to migrate with the
solvent flow; however migration rates differ between analytes due to individual molec-
ular properties. Thus, separation of analytes and marker species is eventually achieved
(shown by spots labeled s∗

1 through s∗
4 and r∗

1 through r∗
3 , respectively). The normal-

ized analyte-specific migration length relative to the solvent is referred to as retardation
factor Rf . Marker substances with known Rf values provide statistics valuable for ana-
lyte characterization. (c) Photograph of a TLC plate in lab application. Note that four
marker species have been applied to lanes 9, 10, 11 and 12 separately, and to lane 13
as a mixture. The Rf scale has been provided by the experimentalist.

scanning hardware and post-processing software is required. Hemmateenejad
et al. [5] demonstrated a multivariate image analyses technique that integrates
feasibly into conventional image acquisition and processing pipelines. Although
this technique shows to perform reliably (error in analyte concentration pre-
diction is reported to be less than 10%), the extend of required manual image
preprocessing is unclear. In a more recent study, Kerr et al. [7] demonstrated
that straightforward RGB value decomposition of spots can be valuable in esti-
mating analyte concentrations. However the extend of manual preprocessing is
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significant in all presented techniques. To this day automated spot identification
remains difficult and is still assisted by manual curation, which complicates the
process of large-scale TLC database integration and accessing in consequence.

To address these issues, we developed problem-tailored knowledge-based algo-
rithms for lane and spot detection, lane profiling and lane profile comparison.
These techniques aim to reduce the amount of manual processing, increasing
the throughput for profile data integration, and providing a standard for data
consistency. Note that the latter aspect cannot be considered as a given if images
are manually processed by multiple experimentalists. Through this methodology
a toolset for profile database accessing and searching is provided. In this section,
the core algorithms used in our analysis pipeline are outlined.

2.1 Lane and Spot Detection from TLC Plate Images

In the algorithmic design knowledge-based assumptions about the input image
have been implemented that, in turn, have to be accordingly met by the input
data in order to enable processing. The implemented assumptions are:

– the image edges are well-aligned (almost parallel) to the edges of the plate,
– the lanes are evenly spaced over the plate (this also eliminates the case of

lanes being distorted),
– the image background is homogeneous.

Ensured by quality assessment and standard operating procedures, requirements
in term of data quality are mostly already quite strict in laboratory practice,
allowing to call for the implemented assumptions. For example plates with dis-
torted and deformed lanes, which would pose problematic for processing, are
usually discarded beforehand as they are not in agreement with laboratory stan-
dards in the first place. Thus, although these aspects require the data to be
almost ideal, meeting these quality demands is rarely problematic in laboratory
practice.

With these requirements met, as the first step of lane detection, statistics
about the background are obtained based on the HSV color space. The image
outline is now traversed in order to detect plate edges. As the next step, a
background-corrected average saturation profile is computed along the x-axis of
the image (see Fig. 2a). Peaks and plateaus in this profile correspond to lanes.
Using this profile as input, lane x-coordinates are extracted by progressively
inferring lane separation. A least-square error scheme for measuring the correla-
tion of observed peak spaces and hypothetical evenly spaced ad hoc coordinates
has been developed for this purpose. According to this scheme, the extracted
coordinates correspond to the set of coordinates with lowest cumulative error
of smallest common lane separation. With the lane x-coordinates being now
deduced, the spots are identified during the next steps. Here, per-pixel RGB val-
ues are background-corrected and transformed to HSV color space. This trans-
formation allows to trace hue and saturation values along the y-axis, whereas
lane-specific saturation and hue profiles are obtained. Spot detection is con-
ducted next based on the saturation profile. Information on overlapping spots
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Algorithm 1. Image analysis
1: function process(image)
2: detect background hue and saturation ranges
3: eliminate non-backround border pixels
4: compute profile of hue and saturation differences to the background
5: progressively detect all profile peaks
6: lanes ← select subset of evenly spaced peaks by error minimization
7: bg ← extract background stripe of lane width
8: for each lane in lanes do
9: subtract bg from lane in rgb-mode and convert to averaged hsv

10: apply hue changes with sigmoid function to saturation profile
11: smoothing lane saturation profile with moving average
12: spot[lane] ← detecting peaks by gaussian fingerprinting

13: export spots

is included by adapting saturation values according to hue changes. If abrupt
hue changes are observed, a spot edge or overlap is inferred. In this case, the
saturation is reduced according to a sigmoid activation function (see Fig. 2b).
Note that, in an effort to increase sensitivity, the saturation value is set to 1.
Hence hue-based saturation adaption introduces additional peaks to the satura-
tion profile which are eventually identified as spots during the next step. Finally,
the spots are iteratively retrieved from the obtained saturation profile. During
each iteration, a Gaussian function is fitted to the maximum saturation peak,
and subtracted from the profile until all remaining peak maxima are below a
given threshold. For each fit a spot is now defined as the set of assigned pix-
els including their color values, and a representative centroid coordinate. This
data can now be stored to an in-house database for further analyses. A succinct
summary of the method is given in Algorithm1.

Experimental testing has shown that not only spots are identified reliably
(see Sect. 3) but minor separation characteristics of the analyte mixture, such
as inconspicuous lubrication effects, are also identified. Thus, the algorithm
retrieves an entire profile of major and minor intensities from a lane in addition
to individual spots, giving it a fingerprint-like nature. Henceforth, the obtained
set of spots is referred to as lane profile in the process. In addition the term
‘spot’ is treated synonymous to actual spots and said detected minor signals in
the following sections for textual clarity.

2.2 TLC Lane Profile Similarity Scoring and Database Searching

The problem of TLC lane profile similarity scoring, which is the underlying prin-
ciple for database-wide searching, is similar to the classic global sequence align-
ment problem found in bioinformatics. Similarly to the bioinformatics solution
to the problem [10,13], we propose a dynamic programming-based approach for
generating profile alignments and subsequent alignment scoring. An alignment
of two given profiles can be understood as the optimal sequential arrangement of
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Fig. 2. Schematic outline of the lane and spot detection process. (a) First, a mean HSV
saturation profile is deduced along the x-axis from which lane x-coordinates are com-
puted subsequently. (b) Mean hue and saturation profiles are determined for each lane.
With the saturation set to 1, abrupt hue changes indicating spot edges or overlapping
spots can be readily identified, as shown exemplarily for the rectangular detail. The
saturation profile is adapted accordingly. (c) The resulting saturation profile for the
example lane. Gaussian functions are iteratively fit to the profile to obtain locations of
spots (indicated by black dots in a). (Color figure online)
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detected spots. Suboptimally matching spots and introducing gaps are allowed
editing operations in alignment computation. The score of the alignment indi-
cates the quality of the arrangement. The more gaps and suboptimal matches
are present, the smaller the score. Reference points for spot matching are corre-
sponding y-coordinates. The aim of the algorithm is to find the best arrangement
of two profile spot y-coordinate sets S1 and S2, denoted as S1 = {s11, . . . , s

1
m}

and S2 = {s21, . . . , s
2
n} in the following text. The algorithms further requires the

y-coordinates in both sets to be arranged in ascending order.
Before introducing the algorithmic core of the alignment technique, it needs

to be noted that the y-coordinates are not adequate for comparing lane profiles
obtained from different plates. The spot y-coordinates of an analyte can vary
greatly if different adsorbent materials are used or experimental conditions are
present. Even using different experimental running times can impact the profile.
Hence, the y-coordinates need to be normalized. The y-coordinates of the marker
species can be applied for this purpose, as experimental migration length vari-
ances are canceled out. Let s∗

i and r∗
j be the y-coordinate of an analyte spot and

marker spot retrieved from the same TLC plate, respectively. The normalized
analyte spot y-coordinate si is simply obtained by the following expression:

si =
s∗
i − r∗

m

r∗
1 − r∗

m

,

where r∗
1 and r∗

m are the y-coordinates of the marker species with longest and
shortest migration length, respectively (see Fig. 1b for an illustration of spot
indexing). Thus, two normalized profiles S1 and S2 become comparable between
different TLC plates. Although the Rf of i can be considered as an appropriate
si as well, this would however require additional manual annotation of the plate
prior to processing by providing a solvent front marking on either the actual
plate or the image. Therefore, normalization is proposed by means of marker
spots. In a standardized TLC workflow, the marker species can be applied to
a single predefined lane as a mixture (or to multiple predefined lanes if marker
species have to be regarded individually) whereas the algorithm extracts marker
coordinates automatically from said specified lanes without impeding or reducing
data throughput.

Generally speaking, by utilizing dynamic programming, an optimal spot
alignment is determined by computing an optimization score for each pair of
spot y-coordinates s1i and s2j and storing it in a so-called optimization matrix
O, whereas optimization score calculation considers the distance between nor-
malized spot y-coordinates, optimization scores computed in previous iteration
steps and a constant gap penalty. The optimization score calculation further
yields information whether two spots are accepted as a match or a gap is intro-
duced in S1 or S2. This information is stored in edit traceback matrix T . After
computing O, the alignment raw score xraw is read from O and the alignment
traceback is inferred from T . A more formal description of the algorithmic core
is listed in Algorithm 2.

The function dist(s1i , s
2
j ) (see Algorithm 2, line 11) yields the distance

between normalized spot y-coordinates, and the constant ε acts as a gap penalty.
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Although any gap penalty value could be considered for ε, a reasonable choice
can be deduced from the pairwise distance density distribution function obtained
from random y-coordinates initialized in [0, 1]. From this distribution a distance
cut-off can be estimated according to a given level of statistical significance α. In
our study an α of 0.05 was chosen, which results to an ε of 0.03. In this case, the
interpretation of ε is as follows: given two randomly chosen y-coordinates, the
probability to observe an inter-spot distance ≤ ε is 0.05. A measured inter-spot
distance ≤ ε is therefore considered as significantly small, leading to a positive
δ (see Algorithm 2, line 11) and increasing the chance of the spot pair to be
matched in the alignment. Whether this is finally the case however is dependent
on the final outcome of optimization matrix O and the underlying alignment
traceback path encoded in T .

The obtained raw alignment score xraw shows to be unsuited for proper
similarity scoring, as its order can vary by the size of the optimization matrix O
and ε. For example, given a third profile S3 with |S3| > |S2|, the obtained xraw of
alignment S1 − S3 tends to be greater than xraw of alignment S1 − S2 although
the degree of dissimilarity between S1 and S3 could theoretically be smaller.
Additional standardization of xraw is thus needed to infer profile dissimilarity
independent of m and n. In the scenario of profile database searching, this further
allows alignment ranking and reporting of best profile matches.

A technique for standardizing xraw has been presented in [3,4] and requires a
large number of alignment raw scores obtained from randomly initialized profiles
of the same length as the two profiles in question. This set of raw scores provides
an estimate on baseline profile dissimilarity observed by chance. For this pur-
pose, profiles of lengths m and n are generated by initializing m and n random
numbers in [s1m, s11] and [s2n, s21], respectively. This gives random normalized spot
y-coordinates which finally allow to compute the standardized alignment score
xA according to:

xA = − log
(

xraw − xp

xopt − xp

)
,

where
xopt =

1
2
ε(m + n).

As the average of raw scores obtained from random profile alignments, xp is
a point estimate of the expected xraw for any randomly selected profile pair.
xA grows with increasing profile dissimilarity. Impurities in an analyte mixture
are indicated by increased xA when compared to a standard lane (which is for
example retrieved from a profile database). To perform a database search, a
query TLC lane profile S is run against the set of database profiles, which can
be ranked subsequently according to lane dissimilarity expressed by xA.

Finally, background-corrected spot color can be scored as well. At the
moment matched spots are scored individually, which provides an indication
when a spot is abnormally colored due to impurity. Let P and Q be the RGB
color vector set of assigned pixels in two matched spots. Color dissimilarity
C(P,Q) is then defined as:
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C(P,Q) =

√
3�2

|P | · |Q|
∑
p∈P

∑
q∈Q

distRGB (p, q) ,

where � corresponds to the number color levels in each RGB color channel1. The
function distRGB (p, q) simply yields the euclidean distance between two RGB
color vectors. The proposed color dissimilarity function can be interpreted as
the mean RGB color vector distance normalized by the maximum possible RGB
color distance

√
3�2.

Algorithm 2. TLC lane profile alignment
1: function align(S1, S2)
2: m ← |S1|, n ← |S2|
3: initialize optimization matrix O(m+1)×(n+1)

4: initialize edit traceback matrix T(m+1)×(n+1)

5: fill ∀i ∈ [1, ..., m + 1] : Oi,1 ← −ε · (i − 1)
6: fill ∀j ∈ [1, ..., n + 1] : O1,j ← −ε · (j − 1)
7: for i ← 2, ..., m + 1 do
8: for j ← 2, ..., n + 1 do
9: u ← Oi−1,j − ε

10: l ← Oi,j−1 − ε
11: d ← Oi−1,j−1 − [dist(s1i−1, s

2
j−1) − ε

]

︸ ︷︷ ︸
δ

12: c ← max(u, l, d)
13: Oi,j ← c

14: Ti,j ←
⎧
⎨

⎩

‘up’, u = c
‘left’, l = c
‘diag’, else

15: raw score xraw ← Om+1,n+1

16: infer alignment path P from traceback on T with Tm+1,n+1 as initial element
17: introduce gaps to S1 and S2 according to P
18: return aligned profiles S1 and S2, and raw score xr

3 Results and Discussion

Lane and spot detection algorithm performance was tested on 41 TLC plate
images with a total number of 2,714 spots and 556 lanes. It needs to be noted that
in common lab practice TLC plates are often labeled by hand-written markings
by the experimentalist for documentation purposes. These additional markings
can be problematic in lane recognition and subsequent spot identification. In our
experiments however the written labels were only problematic in one case.

With respect to lane recognition, the average F1-measure was observed to be
0.98, with the smallest F1-measure being as low as 0.53 for one of the images.
1 In most software tools and programming languages, 256 color levels are implemented.
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This image suffers from low image quality, low spot resolution, a low signal-to-
noise ratio and image artifacts introduced by the camera flash. We refrained
from removing this image from the dataset in order to test the robustness of
the algorithms under suboptimal conditions. The average F1-measure indicates
performance superior to recent techniques (Moreira et al. [8]: F1 = 0.96; Sousa
et al. [12]: F1 = 0.95; Akbari et al. [1]: F1 = 0.96). However further testing
is needed in an effort to further quantify lane recognition performance and its
limitations. Furthermore a gold standard for benchmarking is yet to be defined.

With respect to spot recognition performance, it needs to be highlighted that
a spot, as discussed in Sect. 2.1, could correspond to an actual analyte spot or a
minor, yet potentially characteristic signal identified in a lane. Furthermore, an
actual spot could be represented by two or more sequential signals in a profile,
yielding normalized y-coordinates si through si+k, if the saturation profile is
shaped accordingly. Hence, the underlying classification statistics (the classifier
confusion matrix obtained from numbers of (in-)correctly identified or missed
spots) can be deduced depended on the perspective on how (in-)correctly iden-
tified spots and additional signals are treated. These perspectives are:

1. Most conservative. If an actual spot is reported by two or more profile spots,
only one profile spot is treated as a true-positive. The remainder is treated
as false-positives. Spots obtained from peaks with low signal-to-noise ratio
are treated as analyte-uncharacteristic and are accordingly reported as false-
positives.

2. Semi-conservative. If an actual spot is reported by two or more profile spots,
all profile spots are treated as true-positives. Spots obtained from peaks
with low signal-to-noise ratio are treated as analyte-uncharacteristic and are
accordingly reported as false-positives.

3. Least conservative. If an actual spot is reported by two or more profile spots,
all profile spots are treated as true-positives. Spots obtained from peaks with
low signal-to-noise ratio are treated as analyte-characteristic and are accord-
ingly reported as true-positive.

Through perspective 1 to 3, the F1-measures are 0.85, 0.89 and 0.95. Further-
more, incorrect spots obtained from written markings need to be considered
separately. If such false-positive spots are excluded beforehand in this case, the
F1-measures increase to 0.87, 0.91 and 0.97 for perspective 1 to 3. Classification
statistics were deduced manually by curating the recognition outputs produced
by the proposed methods.

In general, spot recognition performs reasonably well on the test data, how-
ever hand-written image labels show to negatively affect performance in this
respect as expected. This issue could be addressed by implementing a well defined
masked area on the right or left side of the plate ignored by the lane detec-
tion algorithm. This would still allow the experimentalist to add labels to the
plate without impeding subsequent lane detection. Further improvements could
be made by considering a more complex lane shape. At the moment, a lane
is assumed to be rectangular in all cases, which could lead to reduced outlier-
sensitive averaging and canceling out signals valuable for lane identification.
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Fig. 3. Four cases for profile alignments obtained from TLC plate profile database
searching. (a–d) Alignments of profiles with varying global profile similarity reported
by xA. xA increases with increasing profile dissimilarity. Green lines indicate matching
profile spots, red lines in profiles highlight gaps (spots with no corresponding match).
Color dissimilarity values C(P, Q) are reported for all matches. In b–d color inverted
profiles were used to illustrate color dissimilarity descriptiveness. For a colored figure
please refer to the online version of this article. (Color figure online)

In Fig. 3 four lane profile alignment outputs are shown exemplarily for
matches obtained from database searching. The database consisted of profiles
computed from our test set of 41 images. Profile S1 was used as input. Green
lines indicate matching profile spots, whereas spots highlighted by red lines indi-
cate alignment gaps. As shown in Fig. 3a, minor dissimilarity to profile S2 was
identified, reported by a gap and a slightly increased xA. Color dissimilarities of
matched spots indicate good agreement. To illustrate color dissimilarity descrip-
tiveness, the colors of S2 were inverted and the alignment was recalculated. The
result is shown in Fig. 3b. As expected, color dissimilarity scores are significantly
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greater. Also note the slight discrepancy between xA values, which is due to
minor changes of y-coordinates caused by color inversion. In Fig. 3c, the align-
ment of S1 to a more dissimilar profile S3 is shown. Colors of S3 were inverted
as well. Finally, Fig. 3d depicts the result obtained by aligning S1 to its color
inverted form. xA is almost zero as expected.

One major advantage of the algorithmic design is the amount of data needed
to compute profile alignments. Only a representative normalized y-coordinate
of a spot and the background-corrected colors of its assigned pixels need to be
considered, which allows to store hundred-thousands or even millions of profiles
in only a few gigabytes of available RAM. The alignment computation itself is
fast, which is in O(pmn), where p is the number of repetitions necessary for
computing xp. m and n is about 5 in our dataset, which thus requires only
a few thousand mathematical operations to compute xA in the average case.
Hence, it is not only possible to store a profile database of significant size in
the RAM of a standard desktop machine, but also to perform complex database
queries, such as profile similarity searching, on said machine in a time efficient
manner. Problems in the implementation can be seen in how profile spots of
actual TLC spots are treated compared to spots deduced from TLC signals with
lower signal-to-noise ratio. At the moment, both types of spots are treated equal.
Implementing a scheme for distinguishing both types of spots automatically and
introducing an adequate weighting function to the alignment process is currently
work in progress. Further, the shape of a given spot as well as individual satura-
tion densities are not yet considered. Such qualitative information could greatly
enhance alignment quality and scoring. Additionally a sensitive score combining
xA and obtained C(P,Q) values shall be defined in the future. Such a score
is of great potential for automated ranking of database matches. Future work
is also focused on defining gold standard profile sets for conducting exhaustive
sensitivity testing and benchmarking.
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Abstract. Extending standard data analysis with the possibility to for-
mulate fuzzy search criteria and benefit from linguistic terms that are
frequently used in real life, like small, high, normal, around, has many
advantages. In some situations, it allows to extend the set of results by
similar cases that would not be possible or difficult with precise search
criteria. This is especially beneficial when analyzing biomedical data,
where sets of important measurements or biomedical markers describing
particular state of a patient or person have similar, but not the same
values. In other situations, it allows to generalize the data and aggre-
gate it, and thus, quickly reduce the volume of data from Big to small.
Extensions that allow the fuzzy data analysis can be implemented in
various layers of the database client-server architecture. In this paper,
on the basis of the ambulatory data analysis, we show extensions to the
Doctrine object-relational mapping (ORM) layer that allow for fuzzy
querying and grouping of crisp data.

Keywords: Databases · Fuzzy sets · Fuzzy logic · Querying · Informa-
tion retrieval · Biomedical data analysis · Object-relational mapping ·
ORM

1 Introduction

Nowadays people live faster and more dynamically. Stress affects almost everyone
and sleep deprivation and neurosis occur even in children. Unfortunately, this
way of life is directly related to the appearance of various civilization diseases,
such as: heart disease, diabetes, nervousness, cancer, allergies. Fortunately, the
human conscience in this regard and attention to health are growing. People more
often report to doctors and often are sent for laboratory testing. Moreover, they
often are in control of their health, performing basic laboratory tests, such as:
morphology, erythrocyte sedimentation rate (ESR), blood sugar, lipid profile, or
by measuring independently blood pressure at home. The majority of these tests
are performed in medical laboratories, which services range from routine testing,
such as basic blood counts and cholesterol tests, to highly complex methods that
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assist in diagnosing genetic disorders, cancers, and other rare diseases. Almost
70% of health care decisions are guided by lab test results.

Laboratories must keep information about the examined people – their per-
sonal data and the results of laboratory tests together with ranges for particular
test types. These results more often have numeric character.

Some examples of laboratory test are as follows:

– Blood sugar
Normal blood sugar levels are as follows:

• Between 4.0 to 6.0 mmol/L (72 to 108 mg/dL) when fasting
• Up to 7.8 mmol/L (140 mg/dL) 2 h after eating

But for people with diabetes, blood sugar level targets are as follows:
• Before meals: 4 to 7 mmol/L for people with type 1 or type 2 diabetes
• After meals: under 9 mmol/L for people with type 1 diabetes and under

8.5 mmol/L for people with type 2 diabetes

– Lipid profile
The lipid profile is used as part of a cardiac risk assessment to help determine
an individual’s risk of heart disease and to help make decisions about what
treatment may be best, if there is a borderline or high risk. A lipid profile
typically includes the following tests:

• LDL Cholesterol
∗ Optimal: Less than 100 mg/dL (2.59 mmol/L)
∗ Near/above optimal: 100–129 mg/dL (2.59–3.34 mmol/L)
∗ Borderline high: 130–159 mg/dL (3.37–4.12 mmol/L)
∗ High: 160–189 mg/dL (4.15–4.90 mmol/L)
∗ Very high: Greater than 190 mg/dL (4.90 mmol/L)

• Total Cholesterol
∗ Desirable: Less than 200 mg/dL (5.18 mmol/L)
∗ Borderline high: 200–239 mg/dL (5.18 to 6.18 mmol/L)
∗ High: 240 mg/dL (6.22 mmol/L) or higher

• HDL Cholesterol
∗ Low level, increased risk: Less than 40 mg/dL (1.0 mmol/L) for men

and less than 50 mg/dL (1.3 mmol/L) for women
∗ Average level, average risk: 40–50 mg/dL (1.0–1.3 mmol/L) for men

and between 50–59 mg/dl (1.3–1.5 mmol/L) for women
∗ High level, less than average risk: 60 mg/dL (1.55 mmol/L) or higher

for both men and women
• Fasting Triglycerides

∗ Desirable: Less than 150 mg/dL (1.70 mmol/L)
∗ Borderline high: 150–199 mg/dL(1.7–2.2 mmol/L)
∗ High: 200–499 mg/dL (2.3–5.6 mmol/L)
∗ Very high: Greater than 500 mg/dL (5.6 mmol/L)

The volume of such ambulatory data obtained in laboratory tests is large,
and the data must be stored in a repository. In biomedical laboratories this
is usually a relational database that holds all the data. Similarly, when people
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make measurements in their homes, for example blood pressure, the amount
of data related to measurements can be huge, especially, when the data are
collected remotely by an external system. Frequently it happens that a doctor
recommends measuring the patient blood pressure three times a day, and the
patient must record all measurements and report them to the doctor, or those
measurements are automatically sent to doctors though a telemedicine system
to monitor patient and provide clinical health care from a distance. No matter
where the data is stored, access to it by searching and retrieving appropriate
patients’ records should be quick.

Since results of various laboratory tests should fall into certain ranges or may
exceed them, people, including medical doctors, usually use common terms, like
normal, above or below to describe levels of particular biochemical markers. This
provides a good motivation to apply such a logic in computer processing of the
data, which would be able to appropriately assign particular values to a certain
range, or mark them as going beyond the range: above or below. These conditions
can be met by using fuzzy logic [20,21], which becomes particularly handy when
dealing with Big Data sets containing results of various ambulatory tests. The
fuzzy logic allows to generalize the data, which is of great importance in large
medical screenings.

2 Fuzzy Logic in Data Processing and Analysis

Extending standard data analysis with the possibility to formulate fuzzy search
criteria and benefit from imprecise and proximity-based linguistic terms that
are frequently used in real life, like small, high, normal, around, near has many
advantages. In some situations, it allows to extend the set of results by similar
cases, which would not be possible, or at least, difficult with precise search
criteria. This is especially beneficial when analyzing biomedical data [16], where
sets of important measurements or biomedical markers, e.g., blood pressure,
BMI, cholesterol, age, describing particular state of a patient or person may
have similar, but not the same values. Enriching the set of results with similar
cases can be then very helpful in drawing appropriate conclusions, reporting
on important lesions, suggesting certain clinical actions, and preparing similar
treatment scenarios for patients with similar symptoms. On the other hand,
incorporating routines for fuzzy processing in the data analysis pipeline allows
to generalize the data, group it and aggregate, or classify and assign to clusters
or subgroups, and thus, change the granularity of information that we have to
deal with. This provides a way to quickly reduce the volume of data from big to
small, which is highly required in the era of Big Data.

2.1 Related Works

Extensions that allow fuzzy processing, querying and data analysis can be imple-
mented in various layers of the database client-server architecture (Fig. 1). On
the client side, various software tools and applications may incorporate fuzzy
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extensions as procedures and functions that are parts of the software, bound to
particular controls of the Graphical User Interface (GUI) or invoked internally
from other functions. This has several advantages, including adaptation of the
fuzzy procedures to the object-oriented environment (which is frequently used
in development of such applications), and adjustment to the specificity of the
application and processed data. The fuzzy extensions seem to be tailored to data
being processed. The huge disadvantage of such a solution is a tight coupling
to a particular application and negligible re-usability of procedures for fuzzy
processing for other applications and the analysis of other data. Examples of the
implementation of fuzzy data processing on the client side include: risk assess-
ment based on human factors [2], database flexible querying [3], modeling and
control [6], historical monuments searching [7], damage assessment [8], decision
support systems [11], searching candidates for a date, human profile analysis for
missing and unidentified people, automatic news generation for stock exchange
[13], decision making in business [19], and others.

Database 
(Server)

Applica on 
(Client)

Object-Rela onal 
Mapping (ORM)

Doctrine

Fuzzy Extensions

Fig. 1. Client-server architecture with object-relational mapping layer and location of
fuzzy extensions proposed in the paper within the architecture.

On the other hand, procedures and functions that allow fuzzy processing of
data can be implemented on the server side. This involves implementation of the
procedures and functions in the programming language native for the particu-
lar database management system (DBMS). Examples of such implementations
are: SQLf [5], FQUERY [10], Soft-SQL [4], fuzzy Generalised Logical Condition
[9], FuzzyQ [13], fuzzy SQL extensions for relational databases [12,14,18], possi-
bilistic databases [17], and for data warehouses [1,15]. Such an approach usually
delivers universal routines that can be used for fuzzy processing of various data
coming from different domains. This versatility is a great asset, but it binds
users and software developers to particular database management system and
its native language, which may also have some limitations.

2.2 Problem Formulation and Scope of the Work

In both mentioned approaches, the prevalent problem is mapping between classes
of the client software application and database tables, which is necessary for
applications that manipulate and persist data. In the past, each application
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created its own mapping layer in which the client application’s specific classes
were mapped to specific tables in the relational database using dedicated SQL
statements. Object-relational mapping (ORM) brought evolution in software
development by delivering programming technique that allows for automatic
conversions of data between relational databases and object-oriented program-
ming languages. ORM was introduced to programming practice in recent decade
in response to the incompatibility between relational model of database systems
and object-oriented model of client applications. This incompatibility, which is
often referred to as the object-relational impedance mismatch, covers various
difficulties while mapping objects or class definitions in the developed software
application to database tables defined by relational schema. Object-relational
mapping tools mitigate the problem of OR impedance mismatch and simplify
building software applications that access data in relational database manage-
ment systems (RDBMSs). Figure 1 shows the role and place of the ORM tools
in a typical client-server architecture. However, ORM tools do not provide solu-
tions for people involved in the development of applications that make use of
fuzzy data processing techniques.

In the paper, we show extensions to the Doctrine object-relational mapping
tool that allow fuzzy processing of crisp data stored in relational database. Doc-
trine ORM framework is one of several PHP libraries developed as a part of
the Doctrine Project, which is primarily focused on database storage and object
mapping. Doctrine has greatly benefited from concepts of the Hibernate ORM
and has adapted these concepts to fit the PHP language. One of Doctrine’s
key features is the option to write database queries in Doctrine Query Language
(DQL), an object-oriented dialect of SQL, which we extended with the capability
of fuzzy data processing.

3 Extensions to Relational Algebra

For fuzzy exploration of crisp data stored in a relational database we have
extended a collection of standard operations of the relational algebra by fuzzy
selection operation.

Given a relation R with n attributes:

R = {A1A2A3...An}, (1)

a fuzzy selection σ̃ is a unary operation that denotes a subset of a relation R on
the basis of fuzzy search condition:

σ̃
Ai

λ≈v
(R) = {t : t ∈ R, t(Ai)

λ≈ v}, (2)

where: Ai
λ≈ v is a fuzzy search condition, Ai is one of attributes of the relation

R for i = 1..n, n is the number of attributes of the relation R, v is a fuzzy
set (e.g., young person, tall man, normal blood pressure, age near 30), ≈ is a
comparison operator used to compare crisp value of attribute Ai for each tuple
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t from database with fuzzy set v, λ is a minimum membership degree for which
the search condition is satisfied.

The selection σ̃
Ai

λ≈v
(R) denotes all tuples in R for which ≈ holds between

the attribute Ai and the fuzzy set v with the membership degree greater or equal
to λ. Therefore,

σ̃
Ai

λ≈v
(R) = {t : t ∈ R,μv(t(Ai)) ≥ λ}, (3)

where μv is a membership function of a fuzzy set v.
The fuzzy set v can be defined by various types of membership functions,

including:

– triangular

μv(t(Ai); l,m, n) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, if t(Ai) ≤ l
t(Ai)−l

m−l , if l < t(Ai) ≤ m
n−t(Ai)

n−m , if m < t(Ai) ≤ n

0, if t(Ai) > n

, (4)

where m is the core of the fuzzy set v, [l,m] determines the left spread (bound-
ary) of the fuzzy set, and [m,n] determines the right spread (boundary) of the
fuzzy set.

– trapezoidal

μv(t(Ai); l,m, n, p) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, if t(Ai) ≤ l
t(Ai)−l

m−l , if l ≤ t(Ai) ≤ m

1, if m ≤ t(Ai) ≤ n
p−t(Ai)

p−n , if n ≤ t(Ai) ≤ p

0, if t(Ai) > p

, (5)

where [m,n] is the core of the fuzzy set v, [l,m] determines the left spread
(boundary) of the fuzzy set, and [n, p] determines the right spread (boundary)
of the fuzzy set.

– Gaussian
μv(t(Ai); c, s,m) = e−(

t(Ai)−c

2s )m

, (6)

where c is called a centre, s is a width, and m is a fuzzification factor (e.g.,
m = 2).

Figure 2 shows how filtering (selection) with fuzzy search conditions works for
sample data stored in tables Measurement and Measure of a relational database
(Tables 1 and 2).

Fuzzy selection can be performed on the basis of multiple fuzzy search con-
ditions (or mixed with crisp search conditions), e.g.:

σ̃
Ai

λi≈vi Θ...Θ Aj

λj≈vj

(R) = {t : t ∈ R, t(Ai)
λi≈ vi Θ...Θ t(Aj)

λj≈ vj}, (7)
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Table 1. Simplified structure of the Measure table

ID Name

1 BMI

2 Systolic blood pressure

3 Diastolic blood pressure

4 PLT

Table 2. Simplified structure of the Measure table

MEASURE ID VALUE USER ID

1 27 1

2 105 1

1 31 2

2 136 2

a) b)

1

λ

24 28 32 BMI

μV value
=31

value
=27 1

λ

90 110 130 140 SBP

μV value
=105

value
=136

Fig. 2. Filtering crisp data (selection) with fuzzy search conditions for fuzzy sets: (a)
body mass index (BMI) around 28 (b) normal systolic blood pressure (SBM is normal,
In both cases λ = 0.5.

where: Ai, Aj are attributes of relation R, i, j = 1...n, i �= j, vi, vj are fuzzy sets,
λi, λj are minimum membership degrees for particular fuzzy search conditions,
and Θ can be any of logical operators of conjunction or disjunction Θ = {∧,∨}.
Therefore:

σ̃
Ai

λi≈vi Θ...Θ Aj

λj≈vj

(R) = {t : t ∈ R,μvi
(t(Ai)) ≥ λi (8)

Θ...Θ μvj
(t(Aj)) ≥ λj},

where: μvi
, μvj

are membership functions of fuzzy sets vi, vj .

4 Extensions to Doctrine ORM

We have extended the Doctrine ORM library with a Fuzzy module that enables
fuzzy processing of crisp data stored in a relational database. In this section,
we describe the most important classes extending standard functionality of the
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Doctrine ORM library with the possibility of fuzzy data processing. Additionally,
we present a sample usage of the classes in a real application, while performing
a simple fuzzy analysis of ambulatory data.

4.1 Class Model of the Fuzzy Module

Extensions to Doctrine object-relational mapping tool are gathered in a dedi-
cated programming module, called Fuzzy. The module is available at https://
gitlab.com/auroree/fuzzy. The Fuzzy module is universal, i.e., independent of
the domain of developed application and data stored in a database. Software
developers can use the implemented functionality for fuzzy processing of any
values stored in the database, e.g., atmospheric pressure, body temperature,
person’s age, or the number of hours spent watching television. It is necessary
to select the type of membership function defining a fuzzy set and provide the
relevant parameters.

The Fuzzy module provides implementations of functions extending Doc-
trine Query Language (DQL), which is query language of the Doctrine ORM
library. Classes delivered by the Fuzzy module are presented in Fig. 3. They
are marked in green, in contrast to native PHP classes and classes of the Doc-
trine ORM/DBAL library that are marked in white. In order to enable fuzzy
data processing in the ORM layer we had to implement a set of classes and
methods that lead to proper generation of SQL queries for particular func-
tions of fuzzy data processing. To this purpose, we have extended the Doc-
trine\ORM\Query\AST\Functions/FunctionNode class provided by the Doc-
trine ORM library (Fig. 3). Classes that inherit from the FunctionNode class
are divided into two groups placed in separate namespaces: membership func-
tions (e.g., InRange, Near, RangeUp) and general-purpose functions (e.g., Floor,
Date). They all implement two important methods: parse and getSql. The parse
method detects function parameters in the DQL expression and stores them
for future use, then the getSql method generates an expression representing a
particular mathematical function in the native SQL for a database.

The InRange class represents classical (LR) trapezoidal membership function
and is suitable to describe values of a domain, e.g., a fuzzy set of normal blood
pressure, but also near optimal LDL Cholesterol (which are in certain ranges of
values). The RangeUp and RangeDown classes represent special cases of trape-
zoidal membership functions - L-functions (with parameters n = p = +∞) and
R-functions (with parameters l = m = −∞), respectively. They are both defined
automatically with respect to the fuzzy sets of chosen values of a domain and
are suitable to represent selection conditions, such as HDL below the norm or
slow heart rate (R-functions) and LDL above the norm or high blood pressure
(L-functions). The Near class represents triangular membership functions and
is suitable, e.g., in formulating fuzzy search conditions, like age about 35. The
NearGaussian class represents Gaussian membership function and has similar
purpose to triangular membership function.

The Fuzzy module also provides a function factory (FuzzyFunctionFactory
class), which creates instances of classes for the selected membership functions,

https://gitlab.com/auroree/fuzzy
https://gitlab.com/auroree/fuzzy
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Fig. 3. Overview of classes provided by the Fuzzy module extending the Doctrine ORM
library.
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based on the specified type of the function (one of the values of FuzzyFunction-
Types), e.g., instance of the NearFunction class for the Near characteristic func-
tion. The function factory class generates appropriate DQL expression together
with fuzzy selection condition (as formally defined in Sect. 3) on the basis of
declared query type (accepted types are constants of the class FuzzyModes).
The Fuzzy module also contains classes for various tests, e.g., for testing SQL
statements generated by the extended ORM library for particular membership
functions (e.g., InRangeTest, NearTest that inherit from FuzzyTestBase class).

4.2 Sample Usage of the Doctrine ORM Library with Fuzzy
Extensions

In this section, we present a sample usage of the Doctrine ORM library with
developed Fuzzy module in the analysis of ambulatory data. We show how the
fuzzy extensions are utilized in the PHP code of our software application that
allows reporting on measurements stored in MySQL relational data repository
by calling appropriate DQL queries of the Doctrine ORM library. Finally, we
present the form of the SQL query executed in the relational database that
corresponds to the DQL query.

Presented sample of the code refers to relational table measurement con-
taining ambulatory measurements in the value attribute for particular measures
identified by measure id attribute (like in Table 2 in Sect. 3). In the ORM layer,
this table is mapped to a class called Measurement, which attributes correspond
to fields (columns) of the measurement table. Fuzzy search conditions, created
by means of appropriate classes of the Fuzzy module, will be imposed on the
value attribute - Fig. 4, Sect. 2 - for selected measures of systolic blood pressure
and diastolic blood pressure (1).

Part of the PHP code was skipped for the sake of clarity of the presenta-
tion. In the presented example we assume that domains of both measures are
divided into three fuzzy sets: normal, low, and high blood pressure, according to
applicable standards for systolic and diastolic blood pressure. The starting point
in this case is to define fuzzy sets for normal systolic and diastolic blood pressure
with respect to which we define low and high fuzzy sets for both measures. To
represent normal blood pressure we use trapezoidal membership functions (spec-
ified by IN RANGE function type in the Fuzzy module) with 90, 110, 130, 135
parameters for systolic blood pressure (3) and with 50, 65, 80, 90 parameters for
diastolic blood pressure (4). We define both membership functions by invoca-
tion of the create function of the FuzzyFunctionFactory class. We are interested
in selecting patients, whose blood pressure (both types) is elevated (high), i.e.,
above the normal value, with the minimum membership degree equal to 0.5 (8).
Therefore, we have to define fuzzy search conditions by using getDql method
of the InRangeFunction class instance returned by the FuzzyFunctionFactory.
Then, we have to use ABOVE SET fuzzy mode in the getDql method in order
to get values above the normal. In such a way, we obtain two fuzzy search con-
ditions for DQL query that will be used in the where clause. To build the whole
analytical report we formulate a query by using Doctrine Query Builder with
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/** @var MeasurementRepository $repository */

$repository = ...;

$sysMeasureId = ...; // (1)

$diaMeasureId = ...; // (1)

$valueColumnName = ’mm.value’; // (2)

// (3)

$sysFunction = FuzzyFunctionFactory::create(

FuzzyFunctionTypes::IN_RANGE,

[90, 110, 130, 135]

);

// (8)

$sysDqlCondition = $sysFunction->getDql(

FuzzyModes::ABOVE_SET,

$valueColumnName,

0.5

);

// (4)

$diaFunction = FuzzyFunctionFactory::create(

FuzzyFunctionTypes::IN_RANGE,

[50, 65, 80, 90]

);

// (8)

$diaDqlCondition = $diaFunction->getDql(

FuzzyModes::ABOVE_SET,

$valueColumnName,

0.5

);

// (9)

$query = $repository->createQueryBuilder(’mm’)

->select(’u.id, m.name, mm.value’)

->join(’mm.user’, ’u’) // (5)

->join(’mm.measure’, ’m’) // (6)

->where("(mm.measure = {$sysMeasureId} AND {$sysDqlCondition})

OR (mm.measure = {$diaMeasureId} AND {$diaDqlCondition})") // (7)

->getQuery();

$result = $query->getResult();

Fig. 4. Sample usage of the Fuzzy module in PHP code.

appropriate clauses of the query statement (9). We join User (5) and Measure
(6) entities/classes to add data about patients and measure types. Finally, we
add fuzzy search conditions in (7). The query will return only those rows for
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which values of both measures belong to high fuzzy set (i.e., above the norm)
defined for the particular measure.

The PHP code presented in Fig. 4 produces the DQL query shown in Fig. 5,
which will be translated to SQL query for relational database (Fig. 6) by the
Doctrine library. Translation of the query built up with the PHP Query Builder
(Sect. (9) in Fig. 4) to DQL query produces WHERE clause containing two
invocations of the RANGE UP functions with appropriate parameters of L-type
membership functions representing above the norm fuzzy sets for particular mea-
sures.

SELECT u.id, m.name, mm.value

FROM Mazurkiewicz\TrackerBundle\Entity\Measurement mm

INNER JOIN mm.user u

INNER JOIN mm.measure m

WHERE (mm.measure = 2 AND RANGE_UP(mm.value, 130, 135) >= 0.5)

OR (mm.measure = 3 AND RANGE_UP(mm.value, 80, 90) >= 0.5)

Fig. 5. DQL query with two fuzzy search conditions for PHP code presented in Fig. 4

These invocations are then translated to the CASE ... WHEN ... THEN
statements in the WHERE clause of the SQL query command (Fig. 6).

SELECT u0_.id AS id_0, m1_.name AS name_1, m2_.value AS value_2

FROM measurement m2_

INNER JOIN user u0_ ON m2_.user_id = u0_.id

INNER JOIN measure m1_ ON m2_.measure_id = m1_.id

WHERE

(m2_.measure_id = 2 AND CASE

WHEN m2_.value <= 130 THEN 0

WHEN m2_.value <= 135 THEN (m2_.value-130)/(135-130)

ELSE 1 END >= 0.5

)

OR (m2_.measure_id = 3 AND CASE

WHEN m2_.value <= 80 THEN 0

WHEN m2_.value <= 90 THEN (m2_.value-80)/(90-80)

ELSE 1 END >= 0.5

)

Fig. 6. SQL query translated by fuzzy extension of the Doctrine library from DQL
query presented in Fig. 5

5 Experimental Results

We tested performance of the fuzzy extension for the Doctrine ORM library in
several series of tests. We were primarily interested in verification of how the
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Fig. 7. Membership functions for systolic blood pressure (a). Membership function for
the fuzzy set normal PLT (b).

necessity of calculation of value of a membership function influences the execu-
tion time of particular fuzzy queries with respect to classical queries that operate
on given ranges of values (appropriately chosen intervals). For this purpose, we
used a database containing 2,500,000 records in the Measurement table coming
from laboratory tests.

Results of performance tests are presented in Table 3 for three chosen sample
fuzzy queries (Q1–Q3) retrieving measurement data for patients having:

– Q1 - normal systolic blood pressure (Fig. 7a),
– Q2 - systolic blood pressure above the normal (Fig. 7a),
– Q3 - normal platelet count (PLT) (Fig. 7b),

with a minimum membership degree λ = 0.5. In a real implementation, we
tested many more queries, but they all shown the same execution time tendency.

Queries Q1–Q3 contain fuzzy search conditions. Definitions of fuzzy sets used
in these search conditions are presented in Fig. 7. Particular parameters of the
membership functions were set on the basis of arbitrary expert’s knowledge, and
include some tolerance. These parameters can be changed in specific implementa-
tions, which leads to different results. Therefore, they must be assumed carefully,
while consulting the shape of membership functions with domain experts.
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Additionally, for queries Q1–Q3 we created their classical counterparts with
precise search criteria based on intervals, where left and right boundaries of the
intervals were calculated for the membership degree λ = 0.5. Particular fuzzy
queries and their precise counterparts returned the same sets of results, but
were parametrized in a different way - precise queries need exact values of left
and right boundaries of intervals, while fuzzy queries need only the minimum
membership degree λ, above which the search condition is satisfied.

Table 3. Results of performance tests for fuzzy queries Q1–Q3 and their precise coun-
terparts for the minimum membership degree λ = 0.5.

Query Average execution time (s) Difference Relative

Precise query Fuzzy query (s) difference (%)

Q1 0.491274 0.496286 0.005012 1.02

Q2 0.485716 0.497575 0.011859 2.44

Q3 0.610142 0.627314 0.017172 2.81

Results of performance tests presented in Table 3 proved that execution times
of fuzzy queries were only slightly worse than execution times of precise queries
that returned the same sets of results. Fuzzy queries were executed relatively
1–3% longer than their precise counterparts. This means that for users of the
ORM library with fuzzy extensions the difference in execution time is almost
imperceptible.

6 Discussion and Concluding Remarks

Our research on extending the Doctrine object-relational mapping framework
toward fuzzy data processing show that it is possible to incorporate fuzzy logic
in the ORM layer and enhance standard database querying with new capabilities
of imprecise, proximity-based or similarity-based searching. The enhancement
brings new power to the analysis of crisp, numerical data stored in databases,
which is important when processing large volumes of biomedical or ambulatory
data, and can be now performed in the ORM layer, which is important for
software developers. As proved by our experiments, performance costs of such
an enhancement are negligible compared to the additional analytic possibilities
that are obtained by developers of database applications.

Fuzzy querying with fuzzy search conditions provides several benefits com-
pared to precise queries. Synthetic comparison of precise and fuzzy queries in
terms of flexibility of queries and corresponding requirements is presented in
Table 4. First of all, fuzzy queries give the possibility to easily filter out uninter-
esting data on the basis of soft search conditions, while still keeping similar data
in the final result set. Therefore, they narrow the result set to similar cases, which
is very important while performing large-scale medical screenings based on the
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Table 4. Comparison of fuzzy and precise queries in terms of flexibility, requirements,
and performance.

Fuzzy queries Precise queries

+ Soft filtering - including similar cases − Hard filtering - similar data filtered
out

+ Require value of the minimum
membership degree λ in a fuzzy search
condition

− Require crisp values in search
conditions, e.g., left and right
boundaries of an interval

± Require expert that arbitrary defines
fuzzy sets and corresponding membership
functions

− Require users to have knowledge of
data domain

− Require additional calculations of
membership degrees, which may affect
performance

+ No additional calculations are
required

+ advantage, − disadvantage

analysis of various types of biomedical data, including ambulatory data. Hard
filtering with precise queries may cause that important cases leading to the same
medical conclusions and therapeutic recommendations will be just skipped, as
they not satisfy precise search conditions. Secondly, precise queries require spec-
ification of crisp values for their filtering conditions. These crisp values may not
be known for the final users or may require further investigations to know them,
especially in medical domain. On the other hand, fuzzy queries require specify-
ing the minimum membership degrees λ for fuzzy search conditions, which may
also be a problem, but we must remember that they decide about the similar-
ity degree for data that is returned in the result set. Therefore, they can be
chosen in several trials narrowing the final result set in several following steps.
Consequently, precise queries require that users of the developed system have a
specialized knowledge of the domain of analyzed data, which is sometimes very
difficult to gain unless they are experts. For example, when analyzing results of
laboratory tests users have to find out what are the normal ranges for specific
ambulatory tests, if they are not doctors or laboratory staff, which is a weakness.
This can be also a weakness of fuzzy queries, since for many domains the require-
ment for dividing the analyzed domain into proper ranges and defining proper
membership functions for identified fuzzy sets is prevalent and can be a spark for
discussion. However, for ambulatory data and many other types of biomedical
data these values are usually arbitrary defined by experts and are indisputable
for, at least, some period of time. Therefore, for such domains this does not
constitute a problem and causes the use of fuzzy search conditions with their
large flexibility a more natural solution. Finally, a weak point of fuzzy queries is
the necessity to calculate membership degrees for each tuple from the database
processed by the fuzzy query, which may negatively affect performance of the
query. However, the fuzzy extensions to the ORM layer that we have developed
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proved to be only 1–3% slower for tested queries, which allows us to ignore this
slight decrease in performance in the face of much better querying capabilities.

Our fuzzy extensions to the Doctrine library mitigate the problem of object-
relational impedance mismatch for those software developers that want to per-
form fuzzy searches while working in the object-oriented model, regardless of
the data domain being analyzed. It is limited to the PHP technology of building
client software tools, but universal in terms of the type of analyzed data and
built application. The Fuzzy module for Doctrine framework presented in the
paper enables re-usability of procedures for fuzzy data processing for any client
application that is developed and any data that is analyzed, which was a limita-
tion of client-based solutions mentioned in Sect. 2.1. On the other hand, software
developers are not bound to a particular database management system and its
native query language, which was a weakness of server-side solutions presented
in Sect. 2.1. This ensures broader portability of our fuzzy extension. In such a
way, our solution complements a collection of existing solutions and, to the best
of our knowledge, is first such an extension for the ORM layer.
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elling for flexible querying of learning object repositories. In: Larsen, H.L.,
Martin-Bautista, M.J., Vila, M.A., Andreasen, T., Christiansen, H. (eds.) FQAS
2013. LNCS (LNAI), vol. 8132, pp. 112–123. Springer, Heidelberg (2013). doi:10.
1007/978-3-642-40769-7 10

2. Aras, F., Karaka, Y.: Fuzzy logic-based user interface design for risk assessment
considering human factor: a case study for high-voltage cell. Saf. Sci. 70, 387–396
(2014). http://www.sciencedirect.com/science/article/pii/S0925753514001726

3. Ben Hassine, M.A., Ounelli, H.: IDFQ: an interface for database flexible querying.
In: Atzeni, P., Caplinskas, A., Jaakkola, H. (eds.) ADBIS 2008. LNCS, vol. 5207,
pp. 112–126. Springer, Heidelberg (2008). doi:10.1007/978-3-540-85713-6 9

4. Bordogna, G., Psaila, G.: Customizable flexible querying in classical relational
databases. In: Handbook of Research on Fuzzy Information Processing in Data-
bases, pp. 191–217 (2008)

5. Bosc, P., Pivert, O.: SQLf query functionality on top of a regular relational data-
base management system. In: Pons, O., Vila, A.M., Kacprzyk, J. (eds.) Knowl-
edge Management in Fuzzy Databases, vol. 39, pp. 171–190. Physica-Verlag HD,
Heidelberg (2000). doi:10.1007/978-3-7908-1865-9 11

6. Cheng, S., Dong, R., Pedrycz, W.: A framework of fuzzy hybrid sys-
tems for modelling and control. Int. J. Gen Syst 39(2), 165–176 (2010).
http://dx.doi.org/10.1080/03081070903427358

7. Czajkowski, K., Olczyk, P.: Fuzzy interface for historical monuments databases.
In: Kozielski, S., Mrozek, D., Kasprowski, P., Ma�lysiak-Mrozek, B., Kostrzewa, D.
(eds.) BDAS 2014. CCIS, vol. 424, pp. 271–279. Springer, Cham (2014). doi:10.
1007/978-3-319-06932-6 26

8. Furuta, H., Shiraishi, N.: Fuzzy data processing in damage assessment. In: Natke,
H.G., Yao, J.T.P. (eds.) Structural Safety Evaluation Based on System Identifica-
tion Approaches, pp. 381–392. Vieweg+Teubner Verlag, Wiesbaden (1988). doi:10.
1007/978-3-663-05657-7 18

http://dx.doi.org/10.1007/978-3-642-40769-7_10
http://dx.doi.org/10.1007/978-3-642-40769-7_10
http://www.sciencedirect.com/science/article/pii/S0925753514001726
http://dx.doi.org/10.1007/978-3-540-85713-6_9
http://dx.doi.org/10.1007/978-3-7908-1865-9_11
http://dx.doi.org/10.1080/03081070903427358
http://dx.doi.org/10.1007/978-3-319-06932-6_26
http://dx.doi.org/10.1007/978-3-319-06932-6_26
http://dx.doi.org/10.1007/978-3-663-05657-7_18
http://dx.doi.org/10.1007/978-3-663-05657-7_18


402 B. Ma�lysiak-Mrozek et al.

9. Hudec, M.: An approach to fuzzy database querying, analysis and realisation. Com-
put. Sci. Inf. Syst. 12, 127–140 (2009)
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Abstract. Image segmentation is an initial, yet crucial procedure in
a number of medical imaging systems. Despite the existence of numer-
ous generic solutions that address this problem, there is still a need for
developing fast and accurate techniques specialized at extracting partic-
ular organs from the CT scans. In this paper, we present an approach
based on simple operations, which is controlled with a few easy-to-adjust
parameters and works without any user interaction. The proposed app-
roach, despite its simplicity, was shown to be reliable and efficient for a
dataset of over 50 studies, containing both healthy and pathologic lungs.

Keywords: Lung segmentation · Computed tomography · Medical
image processing

1 Introduction

Computed tomography (CT) was introduced over three decades ago and since
then it has become a crucial technique for diagnosing many diseases, including
cancer. As the imaging devices and diagnosis procedures evolved, the need for
automated image segmentation algorithms gradually increased. The amount of
generated medical data grows extraordinarily fast and its efficient analysis and
handling, e.g., in the field of medical imaging, play a pivotal role and attract
research attention [3]. The first attempts to the automated segmentation date
back to the beginning of the 80s’ in the 20th century [18] and they are based on
relatively simple approaches, such as thresholding and elementary morphologi-
cal operations. These techniques still offer building blocks for many successful
modern applications [2,7,21].

Gradually, many new categories of approaches emerged. A remarkable exam-
ple are the knowledge-based methods, where a learned set of anatomical mod-
els is used to increase robustness of the segmentation [20]. Another group of
approaches relies on fuzzy logic—i.e., fuzzy connectedness [8], where the con-
nectivity analysis of segmented regions is extended to grayscale instead of a
previously thresholded binary image. Fuzzy logic can also be used for reasoning
in the previous, model-based approach. There are also algorithms that rely on
pseudo-physical simulation of region [9] or contour growing, such as the active-
contour model [19]. Here, a 2D or 3D growing element is iteratively modified by
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 403–414, 2017.
DOI: 10.1007/978-3-319-58274-0 32
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its internal energy, image energy and constraint energy which influence its shape
change. It has been proved to be a very good technique for segmenting regions
such as trachea and pulmonary vessels. However, for this method to be efficient,
its parameters require difficult manual adjustments and such optimization can
be computationally intensive.

Generally, all of the above-mentioned algorithms rely—at least in terms of
preprocessing—on elementary operations which are widely used in computer
vision [17]. Hence, finding optimal combinations of these elementary processing
steps and introducing various improvements to them can contribute to many
segmentation frameworks.

1.1 Contribution

The proposed algorithm is partly based on [6], however it puts special emphasis
on untypical and pathologic lungs and offers important improvements. First, we
introduce a procedure for removing non-body false positives. Next, we introduce
an approach to distinguish between the trachea region and the airways above it
to avoid faulty segmentation in whole-body CT scans. Finally, we improve the
procedure to separate the lungs from each other, which was presented in [6].
We achieve this by introducing auxiliary steps and by modifying the original
solution so that it relies solely on image morphology. Furthermore, we present
a slightly faster, but similarly efficient method based on finding local minimum
along the outcome of the distance transform. Thanks to these improvements,
the proposed algorithm can process untypical and pathologic lungs.

1.2 Paper Structure

In Sect. 1, a brief overview of existing methods is given. Section 2 describes the
related literature. Section 3 gives a detailed description of the proposed algo-
rithm. In Sect. 4, the applied dataset and the experimental setup are described.
The last section contains evaluation of the results and sketches further improve-
ments we plan to introduce.

2 Related Literature

Costa and Carvalho [2] showed that using basic image processing algorithms
such as image morphology and thresholding, it is possible to achieve very good
segmentation results. Their Simple Automatic Lung Segmentation Algorithm
(SALSA) achieved top level lung segmentation accuracy for a large dataset.
Another example, where the above-mentioned algorithms proved to be quite
successful, is the work by Hu and Hoffman [6], where they achieved a good cov-
erage with human-segmented ground truth in a series of 24 CT scans. Certain
improvements have been made by applying fuzzy logics [16] and fuzzy connect-
edness [8]. The main deficiency of lung segmentation using thresholding is that
it is sensitive to noise and inconsistencies in image acquisition techniques. This



Segmenting Lungs from Whole-Body CT Scans 405

problem is partly overcome by the active contour model. Annangi et al. [1]
exploit this approach and combine it with descriptors of edge feature points and
region-based statistics in order to obtain very precise segmentation results.

Recently, a remarkable progress was achieved in image segmentation using
deep neural networks. So far, in terms of computer aided diagnosis, most of the
proposed solutions use reinforced learning and manually selected features [8].
A paper by Shin et al. [15] offers an in-depth study of image segmentation for
computer aided diagnosis applications. There are currently three major tech-
niques employing convolutional neural networks to medical image classification:
unsupervised training with supervised fine tuning [13], training the networks
from scratch [14] and using pre-trained features [5]. The main challenges in image
segmentation using deep neural networks are the dimensionality of the problem,
time needed to train the networks and finally making sense of the data. The
last can still be achieved using simpler and faster algorithms such as the one
presented in this paper, which can be further enhanced if needed.

3 Proposed Algorithm

The flowchart of the proposed algorithm is rendered in Fig. 1. The first two
steps are initially performed separately for each slice. Non-body regions removal
and lung extraction rely on the previously found clusters of air-filled voxels,
later called 3D connected components. Since the lungs are extracted together
with the trachea and the upper airways, it is necessary to further segment and
separate these regions using the trachea extraction procedure. The last step is
the lung separation and it is necessary only when the optimal thresholding fails
to detect the thin tissue wall between the lungs (as a result, both lungs appear
as one). After this final step, regions of interest in the form of contours or binary
masks covering the lung regions can be generated as the output. In the following
subsections, each of these steps is described in details.

Fig. 1. Flowchart of the proposed algorithm.

3.1 Optimal Thresholding

Optimal thresholding is an iterative procedure aimed at finding the optimal
threshold value, which segments the image into radioopaque and radiotrans-
parent regions. Radioopaque regions have higher radiodensity (measured with
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Hounsfield units—Hu), such as water-filled tissues and bones, while the radio-
transparent regions are those with lower radiodensity, which includes the lung
candidates and gas in the bowels. Before optimal thresholding, the air surround-
ing the patient is removed from each slice using flood fill algorithm. At the begin-
ning of the procedure, an initial threshold value is set for the first iteration to
T0 = 0 Hu, which equals to the radiodensity of water that is present in the tissues.
Then, in the subsequent iterations the threshold value is calculated by averaging
mean of radioopaque and radiodense pixel radiodensities from each previous iter-
ation. In each iteration, the threshold value is updated as Ti+1 = (μb + μnb)/2,
where μb is the value of mean radiodensity for the radioopaque pixels and μnb is
the mean value for the radiotransparent ones. The resulting binary image forms
a mask, whose white and black pixels are the radioopaque and radiotransparent
regions, respectively. This procedure is terminated when Ti+1 = Ti.

3.2 3D Connected-Components Labeling

The goal of 3D connected-components labeling is to extract 3D volumes from
a series of 2D slices, whose properties are exploited to segment the lungs. The
labeling first occurs in each slice in 2D for the radiotransparent regions. Later,
the 2D connected components are merged into layered 3D connected components
by scanning subsequent slices and building an undirected graph G(V,E ). The
vertices V are labelled with each component label and the identifier of the layer.
Edges E connect the vertices whenever a connectivity between subsequent slices
occurs. Relabeling the graph yields data about 3D connectivity and metadata
containing the location of centroids and areas of each component are generated.

3.3 Non-body Region Removal and Lung Extraction

Once all the 3D connected components are labelled, the lungs are detected rely-
ing on a simple assumption that they are the largest air-filled volume in the
image. However, we observed that this assumption may not hold, as some parts
of the bed, which the patient is laid on, may be made of lightweight foam, whose
radiodensity is similar to that of the lung tissue, while the volume of the foam
is sometimes larger than the lungs themselves.

In order to distinguish the lungs from such false positive regions, we consider
only those 3D-connected components which are located above Hmax = 0.25H,
where H is the height of the input image. From the DICOM images, it is always
possible to identify the top of the image, so there is no risk of the image being
flipped. There are usually no other large air-filled regions above the patient and
the patient himself is positioned in the center of the CT scan. We have also
considered extracting shape-related features [10], however the algorithm was
tested using data derived from different patients and scanning equipment, and
this simple verification procedure was correct in all cases.
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3.4 Trachea Extraction

In order to extract the trachea, areas of 2D connected components belonging
to the lungs are scanned from head to feet. When the area growth becomes
too rapid, the scanning is aborted and all the previously scanned 2D connected
components are separated from the lungs as trachea and mainstem bronchi.
The growth is controlled with a parameter Ta, which refers to the maximum
area accepted during the slice-by-slice scanning. The value of Ta was chosen
experimentally to be 800 pixels—smaller values result in premature interruption
of the procedure and larger values lead to confusion between the trachea and the
lungs. The largest 3D connected component found using this method is classified
as trachea and mainstem bronchi.

3.5 Lung Separation

In some cases, the optimal thresholding fails to correctly identify the radiotrans-
parent regions and the thin tissue wall between the lungs is not detected. As a
result, the lungs appear as connected together. Below, we discuss two methods
that we propose to overcome this issue—distance transform splitting and mor-
phological splitting. In order to determine whether the lungs need splitting, a
centroid of each 2D connected component in each lungs mask is calculated and
compared to the 3D centroid of the whole group of masks representing lungs. If
the distance along the horizontal plane between the centroids is below a certain
threshold Tc, then the connected component should be split. The value of Tc is
expressed as a horizontal distance from the centroid of the current component
to the centroid of the lungs—both divided by the width of the lungs.

In the distance transform splitting, distance transform [4] is calculated for
the binary lungs mask A, from which a morphological skeleton is generated [22].
Next, all the side branches are removed, leaving only the “stem”. In the final step,
all pixels are scanned from the resulting skeleton, the value of the underlying
distance transform is checked and the minimum value of it is found. The point
minimizing the value lies in the thinnest section of the input lungs mask and the
lungs are simply separated with a vertical line along that point.

Morphological splitting is based on conditional erosion and dilation. Condi-
tional erosion consists of eroding the image as long as the connectivity is not
affected. This can be expressed as follows:

S = A � nB, (1)

where S is the resulting conditionally eroded image, � denotes the erosion, A
is the input mask representing lungs, B is a 3 × 3 diamond shaped structuring
element and n is the smallest number of repetitions of the erosion resulting in
S having more connected components than A. In order to prevent premature
splitting of the lungs due to holes and irregularities, the holes are filled using
flood fill algorithm. The whole procedure is presented in Algorithm1.

If the lungs connect in more than one region, the algorithm is repeated as long
as A−D has the same number of 2D connected components as the original lungs
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Algorithm 1. Lung separation algorithm.
1: S ← conditionalErosion(A, B)
2: S ← fillHoles(S)
3: D, Dprev ← Ø
4: leftLung, rightLung ← getTwoLargestConnectedComponents(S)
5: while D = Ø ∨ D �= Dprev do
6: leftLung ← [(leftLung ⊕B) ∩ A] \ D � ⊕ denotes dilation
7: rightLung ← [(rightLung ⊕B) ∩ A] \ D
8: D ← leftLung ∩ rightLung ∪Dprev

9: swap(D, Dprev)
10: end while
11: return A − D

mask A. After executing the algorithm, mask D contains common part of left
and right lung accumulated across all the iterations. The exemplary execution
of Algorithm 1 is rendered in Fig. 2.

Fig. 2. Exemplary execution of the lung separation algorithm: (a) unprocessed lungs
mask, (b) filled holes, (c) result of conditional erosion, (d–g) intersection growth in
mediastinum, (h) separated lungs, and (i) magnified region of the separation.

4 Experimental Validation

4.1 Setup

The proposed algorithms were implemented in C++ using the OpenCV 3.1 library
and compiled with Microsoft Visual C Compiler 2015. The test platform was a
computer equipped with Intel Core i5-6500 CPU, 16 GB DDR4 RAM and 256
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GB SSD. In order to see how the algorithms influence the quality of segmenta-
tion, they are run in 4 different variants, presented in Table 1. The parameters
Tc = 0.05, Ta = 800, Hmax = 0.25H were adjusted experimentally.

The results were verified using the test dataset, which consists of 56 CT
scans containing 28 healthy and 28 pathologic lungs—2.2 · 104 frames in total.
For each CT scan, 3 or 4 randomly chosen frames containing lungs were manually
segmented to provide ground truth data. This resulted in 164 ground-truth slices.
We quantify the segmentation quality using the following metrics:

– Specificity q = TN/(TN + FP ), where FP—false positives, TN—true neg-
atives. It measures the ratio of negative pixels in the ground truth that are
correctly identified as negatives by the algorithm being evaluated.

– Sensitivity p = TP/(TP + FN), where FN—false negatives, TP—true pos-
itives. It measures the ratio of positive pixels in the ground truth that are
correctly identified as positives by the algorithm being evaluated.

– Precision PPV = TP/(TP + FP )—positive predictive value.
– C-Factor—defined when p > 1 − q. It gives information whether segmen-

tation being evaluated is an under-segmentation (negative values) or over-
segmentation. The C-Factor (C) is given as:

C =
{

d, p ≥ q
−d, p < q

, and d =
2p(1 − q)

p + (1 − q)
+

2(1 − p)q
(1 − p) + q

. (2)

– DICE = 2TP/(2TP +FP +FN). It is used for comparing the similarity of two
samples. It determines how well automatically segmented values cover ground
truth data.

Table 1. Investigated variants of the proposed algorithm.

Variant Meaning

B Baseline [6]

BB Baseline + false positives removal

DB Distance transform splitting + false positives removal

MB Morphological splitting + false positives removal

4.2 Quantitative Results

Segmentation quality metrics for each variant of the algorithm are presented in
Tables 2, 3 and 4, where μ—mean for each metrics with respect to ground truth
slices, σ—standard deviation from the mean.

From the tables, it can be observed that each of the variants from BB, up to
MB, improves segmentation quality at the cost of slightly increased processing
time. Another advantage was a visible drop of false positive rate and standard
deviation in the metrics due to successful detection and exclusion of the false
positives and thanks to the upgraded lung splitting procedure.
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Table 2. Statistical evaluation of segmentation for the left lung.

Left lung

Measure Variant DICE Sensitivity Precision C-Factor Specificity

μ B 0.92212 0.94101 0.92062 −0.03924 0.98808

BB 0.94029 0.96666 0.93559 –0.03598 0.98847

DB 0.97531 0.96634 0.98666 −0.06110 0.99917

MB 0.97660 0.96652 0.98890 −0.06090 0.99926

σ B 0.18234 0.16448 0.21045 0.11750 0.03697

BB 0.11113 0.05136 0.16227 0.11923 0.03693

DB 0.03389 0.05143 0.03044 0.08054 0.00191

MB 0.03294 0.05131 0.02512 0.08023 0.00179

Table 3. Statistical evaluation of segmentation for the right lung.

Right lung

Measure Variant DICE Sensitivity Precision C-Factor Specificity

μ B 0.94315 0.93595 0.95301 −0.05421 0.99863

BB 0.93471 0.93644 0.94279 –0.05245 0.99812

DB 0.96806 0.96949 0.97437 −0.05431 0.99766

MB 0.97100 0.97088 0.97788 −0.05409 0.99869

σ B 0.18426 0.18357 0.18865 0.06951 0.00820

BB 0.19613 0.18174 0.20665 0.07228 0.00922

DB 0.07320 0.04027 0.09963 0.07633 0.01336

MB 0.06810 0.03853 0.09121 0.06783 0.00438

Table 4. Statistical evaluation of segmentation for both the lungs.

Both lungs

Measure Variant DICE Sensitivity Precision C-Factor Specificity

μ B 0.95508 0.94723 0.96397 –0.05093 0.99681

BB 0.97574 0.97157 0.98230 −0.05195 0.99750

DB 0.97572 0.97150 0.98232 −0.05206 0.99751

MB 0.97618 0.97145 0.98322 −0.05286 0.99780

σ B 0.15623 0.15693 0.15794 0.05894 0.00894

BB 0.03620 0.03221 0.05397 0.06067 0.00647

DB 0.03617 0.03217 0.05390 0.06065 0.00647

MB 0.03595 0.03215 0.05304 0.05946 0.00549
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4.3 Qualitative Results

Figure 3 shows the only case among 56 analyzed studies, where Ta = 800 caused
improper segmentation of trachea. In all the other cases, the experimentally cho-
sen value works correctly. In the presented case, only a 2× larger value resulted in
correct extraction of the trachea. This occurred partly because the section where
the trachea “splits” into mainstem bronchi is really large and partly because the
tissue has subpixel thickness and the initial segmentation using the optimal
thresholding failed to distinguish it.

Fig. 3. Influence of the parameter Ta on the quality of trachea segmentation (a) Ta =
800, (b) Ta = 1600, correctly extracted trachea and the mainstem bronchi.

In Fig. 4, regions classified as the lungs are colored green. In Fig. 4a, the bed is
mistaken with lungs because it was not removed from the pool of lung candidates
and in fact it had the largest volume out of all the candidates. Figure 4b shows
properly recognized lungs using the proposed false-positive removal algorithm.

Fig. 4. Influence of the non-body false positive removal algorithm on the lung recog-
nition. The algorithm is disabled (a) and enabled (b). (Color figure online)
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In Fig. 5, it can be seen that without proper recognition of segmented regions
after lung extraction, the upper airways remain to be recognized as lungs as in
Fig. 5a. With the proper recognition, the problem no longer occurs as in Fig. 5b.
The issue is present in the baseline version because it assumes that the scan
contains only a section of the body from the trachea to the lowest part of the
lungs, and therefore full body CT scans cannot be properly processed.

Fig. 5. Trachea segmentation (a) before and (b) after the improvements.

In Fig. 6, three different methods of lung separation are compared for a person
with severe scoliosis. Red-colored sections in green circles depict regions which
were split using each of the variants of the lung separation algorithm. The lungs
were originally connected in both the frontal section (near sternum) and the rear
section. Variant B, in Fig. 6a failed completely, since the presence of only one
section at which the lungs connect is assumed. Variant BB failed in the same
way as variant B, since the only improvement it introduces is the non-body false
positives removal. Variant DB in Fig. 6b of the algorithm separated the lungs
along a straight line, which partly failed because they are not symmetrical.
Variant MB, rendered in Fig. 6c separated the lungs correctly.

Fig. 6. Results of three different lung separation algorithms for pathologic lungs—(a)
variant B and BB, (b) variant DB, (c) variant MB. (Color figure online)

4.4 Time Measurements

In Table 5, running times for each variant of the algorithm are reported. The
times measured exclude data source input/output operations in order to provide
better consistency. All the measurements were obtained for the whole dataset
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(see Sect. 4.1). Processing time increased by 37.5% from the worst baseline vari-
ant B to the best variant MB. Average processing time per study is approxi-
mately 4.3 s for variant MB and 3.2 s for variant B. The most time-consuming
process was the morphological analysis—it often required dozens of iterations
in order to finish processing. In the DB variant, computing distance transform
prolonged the processing time. Implementation of false positive removal does not
seem to increase processing time noticeably. Overall, the processing times are
very satisfactory compared to more complicated methods such as active contour,
where the segmentation often takes several minutes or longer.

Table 5. Processing times for each variant of the algorithm given in milliseconds.

Variant Total processing time (s) Processing time/slice (ms)

B 175.30 7.89

BB 176.51 7.95

DB 236.68 10.66

MB 241.07 10.86

5 Conclusions and Outlook

Overall, the proposed algorithm yields highly accurate results, maintaining rel-
atively short execution times. The already mentioned methods can be further
improved. First, area threshold for trachea extraction Ta could be replaced with
a gradient-based method. Secondly—even though the lung separation procedure
implemented in the variant MB of the solution works well, the region where the
splitting occurs is not being verified, which could lead to improper results. The
algorithm could be tested with other thresholding methods such as [11,12].

The algorithm we propose does not explicitly segment such structures as the
lung nodules, smaller airways or bronchial tubes—addressing these problems is
the goal of our ongoing work. Moreover, the algorithms which were implemented
will be adapted for segmenting other organs and they are not limited to only
one modality such as CT.
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Abstract. This paper introduces varied pose angle, a new approach to
improve face identification given large pose angles and limited training
data. Face landmarks are extracted and used to normalize and segment
the face. Our approach does not require face frontalization and achieves
consistent results. Results are compared using frontal and non-frontal
training images for Eigen and Fisher classification of various face pose
angles. Fisher scales better with more training samples only with a high
quality dataset. Our approach achieves promising results for three well-
known face datasets.

Keywords: Biometrics · Face · Identification · Landmarks

1 Introduction

Face recognition is an important research area as it is one of the more visible
and user-friendly biometrics [6]. In cases where the face is not used as an authen-
tication biometric, it is still often bound to the primary identification device or
system, such as an ID card or a criminal fingerprint database. As a primary
means of identification, the face is challenging in uncontrolled applications due
to varied pose angles and occlusions. Furthermore, real-world conditions often
result in degradation of image quality.

Constructing a consistent face recognition system under these conditions is an
ongoing research area and requires a new approach. Recent advancements include
an automatic face alignment system requiring milliseconds per face [9] and the
frontalization of all face images up to 60◦ pose angles [5,12]. Three-dimensional
(3D) face modelling systems generally produce high recognition rates and ver-
satility, but require greater computational power and more training data [7].

The contribution of this paper is a fast accurate approach, combining two
recent advancements in the literature and improving feature extraction, with-
out using 3D modelling. A particular improvement includes removal of frontal
training data dependence completely by accepting varied angle face data. This

c© Springer International Publishing AG 2017
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caters for applications that often have access to limited data but require a real-
time response, such as tracking a felon using street camera feeds. Illumination
changes and low quality data are also considered in the approach. The system
is expected to produce a comparable accuracy when using frontal or varied pose
angle training data. The system’s limits with respect to facial pose angle are also
investigated.

The rest of the paper is organized as follows: Sect. 2 presents related face veri-
fication and identification systems found in the literature. Section 3 discusses the
construction and application of the face identification system. The experimental
analyses and results are discussed in Sect. 4. Section 5 concludes the paper and
discusses future work.

2 Related Studies

Cootes et al. [3] compared active shape models (ASMs) and active appearance
models (AAMs). ASM was found to be faster and more accurate at feature point
location, but AAM produced a better match to the image texture. ASM is suscep-
tible to initialization failure when no face is detected. A simple and effective way
to prevent this is pre-alignment using affine transformation steps, for which 3D
deformable models are generally the most accurate. However, their applications
are limited by slow 3D modelling and high training sample requirements [12].

Kazemi and Sullivan [9] produced an ASM using gradient boosting for learn-
ing an ensemble of regression trees. The face landmarks are automatically esti-
mated directly from a sparse subset of pixel intensities, surpassing realtime per-
formance at approximately 1 ms per image. Their approach optimizes the sum
of square error loss and automatically handles missing or partially labelled data.
The resulting coordinates for face landmarks are the first step toward reliably
normalizing multiple face samples of individuals. The following face recognition
systems all perform automatic alignment for normalized face segmentation.

Yi et al. [15] proposed a robust face recognition algorithm, geared towards
large pose variations. Their approach consists of a 3D deformable model gener-
ated to estimate the pose of face images. A set of Gabor filters is transformed
according to generated parameters of the model, resulting in extraction of the
relevant Gabor features into a vector. Principal Component Analysis (PCA) is
applied to capture the most relevant data from the feature vector. The “half-
face” trick – using the least occluded side of the face under occlusion conditions –
improved the system accuracy by 46%. The dot product is used to compute the
similarity between resulting feature vectors of the training and test face images
for matching. Their method offers a significant improvement only on large pose
variation face data. They deduced that “traditional” approaches are only suffi-
cient for near-frontal face data.

A well-known deep learning based study, known as DeepFace [13], uses a
nine-layer neural network with over 120 million parameters. It achieves a high
accuracy by training over 4 million labelled faces.
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A recent approach by Haghighat et al. [5] automatically segments the face
for robust recognition using only a single training sample, without 3D modelling
or deep learning. Their approach is similar to that of Sagonas et al. but includes
“half-face”, which improves the accuracy for viewing angles that are greater than
45◦, and larger angles than supported by Sagonas et al. The automatic segmen-
tation method results in a single region of interest (ROI) consisting of the whole
face and is vertically halved only when “half-face” is required. The AAMs used
by Haghighat et al. aim to frontalize all faces using a base mesh per individual
without any face detection preprocessing. The image features include a fusion
of Histograms of Oriented Gradients (HOG) and a vast number of Gabor fea-
tures using Canonical Correlation Analysis (CCA). The resulting feature vectors
are matched using minimum distance classification of Discrete Cosine Transform
(DCT) features. The disadvantage of their approach is the added time complexity
of AAMs and 40 Gabor filters in five scales and eight orientations. Furthermore,
near-frontal training samples are preferred for achieving high accuracy.

The half-face frontalization method improves the results for the systems by
both Yi et al. [15] and Haghighat et al. [5], outperforming nine similar systems.
In fact, Haghighat et al. conducted a comprehensive comparison and achieved
very similar accuracies to Yi et al.’s 3D deformable model, on the FERET b-
series [10] face dataset. On the other hand, a large number of relevant features
are still lost with the half-face method.

This paper builds on Haghighat et al.’s system, using Kazemi and Sullivan’s
ASM method, and aims to further improve the accuracy at larger pose angles
without negatively affecting narrow pose angles. In the process, time complexity
is also reduced by combining a Laplacian of Gaussian (LoG) filter and extended
local binary patterns (ELBP), instead of HOG and Gabor, for improved feature
discrimination and an approximate 10-fold speed up – due to omitting the 40
Gabor filters. The addition of the LoG and ELBP combination, known as LLBP,
produces significant improvement in Eigen and Fisher classification methods [2].

3 Proposed System

The following subsections detail the proposed face recognition solution. The sys-
tem was coded in C++ using the OpenCV and Dlib image processing libraries.
Henceforth, the proposed face recognition solution is referred to as varied refer-
ence angle (VRA). VRA focuses on increasing the versatility and accuracy of the
face normalization and segmentation processes. Figure 1 provides an overview of
the automatic face segmentation and recognition process.

3.1 Face Landmarks

An initial ROI is determined by first detecting the face using HOG combined
with a linear support vector machine (SVM) classifier and a sliding window.
While no face is found, face detection is repeated by rotating about the x-axis in
15◦ increments in both directions. A cascade of regressors is built by continually
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Fig. 1. Overview of automatic face segmentation and recognition using VRA.

Fig. 2. Training data landmarks [11].
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(a) Training image. (b) Test image.

Fig. 3. Training and test images of the same person (PUT face dataset) [8].

updating a vector, within the initial ROI, consisting of 68 coordinates shown in
Fig. 2 [9]. Training data samples were acquired from the iBUG 300-W face land-
mark dataset [11]. The learning stage is conducted by training coordinates as a
set of triplets forming the input of the learning function for the next regressor
in an iterative process. A decision is made based on the difference between the
intensities of two pixels at each split node in the regression tree. The difference
defines coordinates of the mean shape of the face. During the landmark predic-
tion stage, the mean shape is warped according to the triplets of the learned
model by calculating a similarity transform between the corresponding coordi-
nates. The time complexity is reduced by calculating the transform and warping
only once at each level of the cascade.

3.2 Face Normalization and Segmentation

A face mesh is constructed based on the detected landmarks. The face mesh
is based on Delaunay triangulation, such that no landmark is inside the cir-
cumcircle of any triangle. The training image, used for the reference mesh, of a
particular individual (class) is shown in Fig. 3a. The reference mesh is shown in
Fig. 4a. In this paper, unseen test images are normalized and segmented based on
a training image. An example test image, with an approximate 54◦ pose angle,
of the correct class is shown in Fig. 3b with the corresponding mesh shown in
Fig. 4b. The correlation between triangle vertices of the training and test images
are based on the ordered landmarks in Fig. 2. The images are warped based on
the corresponding triangle vertices.

An advantage of VRA is that the training image does not need to be frontal or
near-frontal for that matter, increasing application versatility. The pose angle is
determined based on six coordinates consisting of the nose, eyes, left mouth edge,
right mouth edge and chin as shown in the figures. Furthermore, the pose angle of
the test image is mirrored if the reference angle is in an opposite direction, reduc-
ing the difference in angle. The pose angle is determined using the OpenCV’s
implementation of the Perspective-n-Point [4] method, using the six coordinates.
This requires camera calibration parameters such as the focal length, principal
image point and skew, which are easily accessed through OpenCV’s API.
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(a) Training mesh. (b) Test mesh.

Fig. 4. Training and test image meshes of the same person.

The example training and test images have negligible vertical pose angles
(less than 10◦). The 10◦ buffer caters for less symmetrical faces, where the nose
is not centred for frontal poses. Therefore, VRA only applies to the horizontal
pose angle in this explanation. The accuracy is expected to increase by avoiding
the half-face method and introducing VRA.

The resulting normalization of the test image, when using the non-VRA
method (warp according to reference image), is shown in Fig. 5b. Only the right
side of the face is used due to self-occlusion. While the training image is virtually
distortion free as seen in Fig. 5a, the test image is severely distorted. The VRA
method avoids the need for half-face during self-occlusion.

For VRA, the average of the reference (training) and test angle as the final
pose angle θ, for both training and test images, was found to produce opti-
mal results during preliminary testing. Thus it is an ideal replacement for the
half-face method under self-occlusion conditions, especially prevalent at angles
greater than or equal to 30◦. VRA warps both the training and test image accord-
ing to the average mesh when the pose angle is greater than or equal to 30◦. The
test image is warped according to the training mesh when the pose angle is less
than 30◦. VRA also increased the pose angle limit from 60◦ to 90◦. Although,
VRA is not practical in identification systems it is suited to verification sys-
tems. Classifying using multiple one-to-many training models (identification)
for the various angles would require a substantial amount of processing power
and storage. Therefore, VRA is limited to the angle closest to 0◦, 30◦, 45◦ and
their respective mirrors for face identification in this study. The normalized and
segmented training and test images at 30◦, are shown in Fig. 6a, b. There are
still differences between the training and test images in certain parts, but the
eyes are well normalized due to their relatively simple and consistent shape in
the mesh. Facial expression normalization is a non-trivial research area and is
considered for future work.

Figures 5 and 6 compared non-VRA and VRA of a matching test image. The
same test is thus conducted on an impostor test image, using the same reference
mesh, since the test data in a real-time identification system is unseen – the class
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(a) Training image. (b) Frontalized test image.

Fig. 5. Normalized and segmented training and test images not using VRA.

(a) Training image. (b) Test image.

Fig. 6. Normalized and segmented training and test images warped to 30◦ using VRA.

is unknown and requires prediction at the classification step. The normalized and
segmented training and test images, at 30◦, are shown in Fig. 6a, b.

3.3 Feature Discrimination

In Subsect. 3.2, intra-class variation was minimized. In this subsection inter-class
variation is maximized using a combination of LoG and ELBP (LLBP) [2]. The
LoG filter removes unwanted features on the low and high frequency spectrum
before enhancing the remaining features, effectively increasing the DC compo-
nent. The Gaussian and Laplacian kernels were 15 × 15 and 7 × 7, respectively.
This also further lowers intra-class variation by reducing subtle differences in
images of the same person often caused by facial expressions and distortions due
to warping. The ELBP operator parameters – one pixel radius and eight neigh-
bour pixels – were multiplied by four and averaged with the normalized original
image to enable its use as a standalone feature selector. This was applied to the
normalized and segmented training and test images. When the ELBP operator
is used this way, it reduces lighting differences without the typical noise side
effect. The resulting images are resized to 75 × 75 before classification (Fig. 7).
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(a) Impostor test image.

(b) Non-VRA result. (c) VRA result.

Fig. 7. Normalized and segmented impostor images with/without VRA [8].

3.4 Classification

The Eigen classifier maximizes the total variance in data based on linear combi-
nation of features. The largest variance in data is contained within the first
few principal components which are modelled into classes. The trained and
test models are compared based on the distances between eigenvalues during
matching.

Given N number of sample images xk the total scatter matrix is defined
as [1]:

St =
N∑

k=1

(xk − μ)(xk − μ)T ,

where m ∈ R
n is the mean image obtained from the samples.

The Fisher classifier takes the Eigen result and performs extra class-specific
dimensionality reduction by respecting between-class and within-class scatter
matrices. Fisher learns a class-specific transformation matrix and is expected to
outperform Eigen on a high quality dataset when using more than one training
sample. Fisher’s training and testing times are lower than Eigen due to the
reduced dimensionality.

Given C number of classes, the between-class scatter matrix is defined as [1]:

Sb =
C∑

i=1

Nk(μk − μ)(xk − μ)T
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and the within-class scatter matrix is defined as:

Sw =
C∑

i=1

∑

xk∈Xi

(xk − μ)(xk − μ)T ,

where C − 1 is the maximum number of non-zero generalized eigenvalues, which
leads to extra dimensionality reduction.

The false acceptance rate (FAR) and false rejection rate (FRR) are calculated
for both Eigen and Fisher as follows:

FAR =
false matches

C × N

and

FRR =
false non-matches

C × N

The system accuracy metric is used throughout the results as the related studies
in Sect. 2 use only this metric. Finally, the system accuracy is calculated as
100− FAR + FRR

2 . The Eigen and Fisher results are discussed in the next section.

4 Experimental Analysis and Results

This section documents of three experiments using different datasets. Training
samples are removed from the available samples and the rest are used for testing,
thereby ensuring that the test data is unseen.

4.1 Experiment 1

Table 1 compares the proposed system to the best system accuracies in the
related studies on the FERET b-series [10] dataset consisting of 200 individuals
and eight pose angles, obtained from Haghighat et al.’s experimental results. The
images were captured at a resolution of 512 × 768 fine quality. Frontal images
were used for training.

The similar results obtained for VRA, compared with Haghighat et al.’s
system, are promising as VRA’s full potential is realized when using non-frontal
face images for training. The next set of experiments test VRA with frontal and
non-frontal training images.

4.2 Experiment 2

The PUT face dataset [8], consisting of 88 samples per 100 individuals, was used
in this experiment. Each sample was at a different pose angle in all directions
permissible by the neck, ranging up to 60◦. The images were captured at a
resolution of 2048 × 1536 fine quality.
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Table 1. Face recognition rates of different approaches at eight viewing angles on the
FERET b-series dataset (in %).

Method +60◦ +45◦ +25◦ +15◦ −15◦ −25◦ −45◦ −60◦

Sagonas et al. [12] – 96 100 100 100 99 96.5 –

Yi et al. [15] 93.75 98 98.5 99.25 99.25 98.5 98 93.75

Haghighat et al. [5] 91.5 96 100 100 100 100 99 93.5

VRA 93.75 98 100 100 100 100 98.5 94.25

The results using frontal as a reference are henceforth referred to as frontref,
while results using left pose at 60◦, 56◦ and 52◦ as reference are henceforth,
referred to as leftref.

Table 2 summarizes the identification accuracies for the PUT dataset. A very
minor accuracy decrease is observed when comparing frontref and leftref using a
single training sample. This is encouraging as VRA is robust to an uncontrolled
environment with limited training data. The best performer is Fisher frontref
with a 99.69% accuracy when using three training samples. Face verification
achieved 100% accuracy for all Eigen and Fisher versions.

Table 2. Eigen and Fisher results on the PUT dataset when using one and three
training samples (in %).

Eigen frontref (%) Eigen leftref (%) Fisher frontref (%) Fisher leftref(%)

1 99.07 98.99 99.10 98.99

3 99.29 98.98 99.69 99.01

4.3 Experiment 3

For this experiment, the results using frontal as a reference are referred to as
frontref, while results using left pose at 60◦, 45◦ and 15◦ as reference are referred
to as leftref.

The FEI face dataset [14], consisting of 14 samples per 200 individuals, was
used in this experiment. Each sample was at a different pose angle in all direc-
tions permissible by the neck ranging up to 90◦ angles. The images were captured
at a resolution of 640 × 480, but at a noticeably lower focus quality than the
previous two datasets.

Table 3 summarizes the identification accuracies for the FEI dataset. Fisher
leftref achieved the best accuracy at 91.19% using 3 training samples. This is
expected due to the limited number of total samples and the aggregation of
features from three pose angles. Comparing that to Fisher frontref, shows how
Fisher is affected when training data does not cover all intra-classes [1,2]. On
the other hand, accurately classifying poses above 75◦ with a frontal training
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sample continues to be a problem for both Eigen and Fisher. Furthermore, the
results on this dataset are the worst out of the three. This is attributed to face
pose angles over 75◦ only containing half or less than half of the face, and also to
the lower quality data. After removing the 75◦ and 90◦ test samples the average
accuracy improved by 15%. Furthermore, the confusion matrix shows that the
system achieved almost 55% accuracy for angles between 75◦ and 90◦. This
confirms that VRA, like other methods, has limitations when using extra-large
pose angles to the reduced number of correlating features. However, VRA lowers
distortions, effectively improving accuracies between 45◦ and 60◦ and enables a
limited degree of identification for extra-large pose angles without 3D modelling,
when compared with the related studies.

Table 3. Eigen and Fisher results on the FEI dataset when using one and three training
samples (in %).

Eigen frontref (%) Eigen leftref (%) Fisher frontref (%) Fisher leftref(%)

1 72.48 69.21 72.68 69.26

3 85.54 88.29 85.36 91.19

5 Conclusion and Future Work

VRA loses less features than the half-face method and improves application
versatility by requiring only a single sample at an angle up to 60◦, effectively
mitigating typical self-occlusions. The significant reduction in computational
requirements allows for real-time use with less powerful equipment. The half-face
method is still useful for other occlusions. A comparison was performed on VRA
and the best performing non-VRA methods in the first experiment. The results
show that normalizing pose angles between 45◦ and 60◦ was improved. The
second experiment demonstrated its robustness by correctly identifying up to 87
pose angles per individual. Only a minor accuracy reduction was recorded when
using non-frontal training samples. The third experiment showed that VRA is
also capable of classifying angles up to 90◦, however, at a significantly lower
accuracy. This provides future research with a foundation for increasing the
accuracy when nearing the pose angle limit.

Future work includes investigating facial expression normalization and fur-
ther improvements on lowering distortion at large pose angles.
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Abstract. This work describes experiments dedicated to analysis of the
descriptive properties of several, most widely applied, texture opera-
tors in emotion recognition domain. Many researchers apply Gabor fil-
ters, histogram of oriented gradients, or local binary patterns in com-
plex set-ups with different classification approaches and image process-
ing methodologies, but nowhere it was verified, how each part of the
system influences the resulting performance. Therefore, several experi-
ments with Cohn-Kanade AU-Coded Facial Expression and Karolinska
Directed Emotional Faces Databases were performed. These experiments
reviled, that exploiting the histogram of oriented gradients overcomes
other texture operators in most cases.

Keywords: Emotion recognition · Texture operators · Histogram of
oriented gradients · Local binary patterns · Gabor filters · Classification

1 Introduction

The creation of digital camera allowed to record every event of daily life and
view the collected data many times later on a personal computer. However,
in the beginning the size of hard drive as well as the necessity to remember to
carry the equipment were some limitation to the amount of gathered data and its
possible applications. Nowadays, everyone has at least one mobile device, which
enables acquisition, on-line analysis, and transfer of data between people. Such
an easy access to visual information, makes the demands for its understanding
bigger and broader.

One of the possible applications of visual data is the analysis of emotions
depicted in the people’s faces and it is the problem addressed in this research.
There are several emotions, which strength of expression varies between cultures
and personal differences. Yet, from the works of Darwin [7] which were later
continued by Ekman [9,10], we know that there are six basic expression eas-
ily recognizable all around the world. This set of emotions consists of: anger,
disgust, fear, happiness, sadness, and surprise, which examples are presented in
Figs. 1 and 2.
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The motivation for development of a system of automatic emotion recognition
using images of facial gestures is huge [15]. It could find many applications in
the medicine: for instance the amount of happiness displayed by the smiling
expression is correlated to the severity of depression, hence automatic analysis
of films recorded during sessions with physician may give information about the
progress or regress of this disease; proper description of patient condition is also
based on pain measurement, especially after a surgery, here automatic analysis
of the pain emotion could support the physician as well. System which can
detect emotions could support people suffering from autism, or blind ones, with
information which emotional state is depicted in other’s face and thus allow for
better communication. Finally, one can imagine a game plot created basing on
the information derived from user interest and mood [28] or a computer system
exploring information about the user temper and presenting its functionality
accordingly. But also more generally an understanding of human actions can be
investigated [12].

(a) Anger (b) Fear (c) Happiness (d) Sadness (e) Surprise

Fig. 1. Exemplary images presenting various emotions in CK database.

(a) Anger (b) Disgust (c) Fear (d) Happiness (e) Sadness

Fig. 2. Exemplary images presenting various emotions in KDEF database.

Automatic classification of emotions have been already discussed in the image
processing domain. Moreover, it was stated that it is difficult to say how people
see the face for its recognition [14]. Most of the existing approaches explored sev-
eral classification techniques, which were applied for feature vectors extracted
from the facial image data. In the case of Gabor filters (GF) and Local Binary
Patterns (LBP), the image was processed as a whole [16,29], or was divided into
sub-images, for which the feature was calculated [11,25]. Additionally, when LBP
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was exploited some weighting functions were used to derive the most discrimi-
native information [13,27]. Similar approaches were presented when Histogram
of Oriented Gradients (HoG) was applied. There were also solutions based on
topological distances between characteristic points spotted on the face [1,18,26].
The calculated feature vectors may be very long and need preprocessing before
the classification takes place. Here several dimension reduction techniques may
be applied. Most frequently it is a principal component analysis [19,20]. For clas-
sification, the support vector machine with various kernels is applied usually, but
there exists solution using k-nearest neighbours, deep learning, neural networks,
and many others.

The broad literature concerning emotion recognition problem, addresses
many techniques for data description for classification needs. Some solutions
seem better than others, yet according to the author’s knowledge the influence of
texture analysis of feature vector descriptive properties has not been evaluated.
In the literature one can find many combinations of the input image description
ideas with chosen classification methodologies, yet it is difficult to claim clearly,
which part of the system contributed significantly to the achieved result. There-
fore, this work concentrates on comparison of several texture operators willingly
used in this domain.

The paper is structured as follows. Section 2 presents chosen texture operators
applied for emotion description. Then, Sect. 3 discusses details of the experiment
preparation and gives brief information about used image databases. Next, the
results are discussed in Sect. 3. Finally, Sect. 5 draws the conclusions.

2 Image Description Methods

Since it is difficult to explain how the emotion is recognized, the data derived
from whole face is analysed. One of the approaches, elaborated in emotion recog-
nition domain, suggest to exploit the information from texture by application of
one from texture operators described in this section.

2.1 Local Binary Patterns

LBP is a texture operator which was developed to work with a monochro-
matic image I [21–24]. For each pixel I(xc,yc), an LBPR,P code is calculated
which describes the local neighbourhood defined by a radius R. The illumina-
tion changes, between the pixel of interest gc = I(xc, yc) and P points sampled at
equal intervals on the circumference, portray characteristic features of an image
patch as:

LBPP,R(xc, yc) =
P−1∑

p=0

s(gp − gc) · 2p, (1)

where gp is a grey scale value recorded for the pth-point; p = 1, · · · , P is the
order of points; and s is a tresholding function given with a formula:

s(z) =
{1, z ≥ 0,

0, z < 0.
(2)
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The histogram of computed codes is used as an image content description. Since
the length of histogram depends on the number of sampled points according
to the relation 2P , usually P = 8 what results in 256 element feature vector.
In many cases, such length is still too long for further processing (especially,
when one needs to concatenate several LBP histograms), hence uniform pattern
version of this texture operator is exploited. It was noticed [24], that some codes
convey more information that the others. Considering binary representation of
the codes, those which have up to two transitions between 0 and 1 are named
uniform and seem to be the most informative ones, thus each of them has a
separate bin in the histogram, all other codes are collected in one additional bin.
This assumption allows to shorten the length of obtained feature vector to 59
elements without loosing accuracy in data description.

2.2 Histogram of Oriented Gradients

HoG [2,5,6] is another method, which derives descriptive information from mono-
chromatic image I. This time, the edges computed for each pixel using horizon-
tal [1, 0,−1] and vertical [1, 0,−1]T gradient operators provide an information,
which is collected in a form of histogram describing an image patch called a cell.
The histogram bins evenly split detected angles from 0 to 180 degrees range for
unsigned directions. The cell is a rectangular or circular region, which size is a
parameter. Each pixel belonging to the cell votes for chosen edge direction with
computed magnitude. Since changes of illumination and contrast might influence
locally collected data, several spatially connected cells determine a bigger area
for which the histograms are normalized. Finally, the concatenated histograms
constitute a feature vector.

2.3 Gabor Filter

Application of GF [8,30] to images enables an edge detection and therefore a
description of its content. The filter is claimed to analyse the images in the
same manner as human visual system works, thus seems appropriate for texture
analysis and recognition. For a pixel (x,y), it is formulated as a Gaussian function
multiplied by a sinusoidal wave following the formula:

GF(x, y) = exp(− x̂2 + γ2ŷ2

2 · σ2
) · exp(i · 2Π

λ
x̂ + ϕ), (3)

and

x̂ = x · cos(θ) + y · sin(θ), (4)
ŷ = −x · sin(θ) + y · cos(θ),

where other parameters are responsible for output function generation: θ – ori-
entation (in presented research 8 orientation sampled every 45◦ were applied);
γ – aspect ratio (set to 1); σ – effective width (responsible for five scale varia-
tion); ϕ – phase (set to 0); and λ – wavelength (set to 1). The filters obtained for
each setting were convolved with the original image to obtain a feature vector
part, which was later concatenated for all of them.
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3 Experiment Set-Up

The comparison of presented texture operators as a method for facial gestures
descriptors was performed using two different emotion databases: Cohn-Kanade
AU-Coded Facial Expression Database and Karolinska Direct Emotional Faces
Database. In the supplied data presenting emotions a face was detected using
Viola-Jones method [31], the cropped face was scaled to constant size of 100×100
pixels and converted to a monochromatic scale, if necessary.

3.1 Parameter Settings

In order to better describe the image content when LBP operator was applied,
the image was divided into 10×10 blocks of pixels for which the LBP histogram
was calculated. The final feature vector was a concatenation of all computed
characteristics. When HoG approach was executed, the cell side was 8 pixels,
while the region consisted of 2 × 2 cells and the histogram contained 9 entries.
The GF was calculated for 8 orientations and 5 scales.

The classification was performed with support vector machine SVM (using
the LIBSVM implementation [3]). For linear kernel the c parameter was adjusted
in range from 10−5 to 105. For radial basis function (RBF) kernel additionally γ
parameter was searched in the same range. Moreover, the k-nearest neighbours
(kNN) classifier was applied with several distance metrics: citiblock, correlation,
Euclidean, Hamming, Jaccard, etc., and the k parameter was explored for values
in range 1, · · · , 15. The experimental set-up assumed ten-fold cross-validation of
the results, where one testing fold was examined over nine training ones.

3.2 Databases

Cohn-Kanade AU-Coded Facial Expression Database. Cohn-Kanade
AU-Coded Facial Expression Database CK [4] consists of image sequences, where
subjects present the change of facial gesture from the neutral one to the most
expressive representation of one of the basic emotions. There are 29 examples
displaying anger, 53 individuals expressing disgust, 40 image sequences for fear,
97 samples of happiness, 29 facial gestures of sadness, and 70 expression of sur-
prise. Figure 1 depicts selected expressions. In order to prepare a class containing
a neutral expression the first frame from each image sequences was selected. The
images are monochromatic with 640 × 480 pixel resolution. The lighting condi-
tion varies in the images, and the subjects do not wear any covering elements,
such as glasses or beards.

Karolinska Directed Emotional Faces Database. Karolinska Directed
Emotional Faces Database KDEF [17] collects images presenting six basic emo-
tions and the neutral facial expression. The database consists of images taken
from 70 subjects. There were taken 2 images from 5 different angles for expres-
sion of each emotion. However, in presented experiments only frontal faces are
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considered, thus 140 images belongs to each group. The images are recorded in
32 bit RGB color and with 562 × 762 pixel resolution, as presented in Fig. 2.
The subjects are from 20 to 30 years of age wearing any covering elements and
make-up.

4 Results

In order to verify the descriptive capabilities of each texture operator three
experiments were prepared. In all of them the radius R was set to 1, and the
number of points P to 8 for LBP operator. The HoG was computed for regions
consisting of 2× 2 cells, where each cell was a square with side equal to 8 pixels.
The GFs were convolved with whole image.

4.1 Texture Descriptor Performance

The aim of the first experiment was to verify the accuracy of image content
description using one of several proposed texture processing techniques. Addi-
tionally, the influence of chosen classifier on overall performance was verified.
The settings of classifiers parameters are summarised in Table 1.

Figures 3, 4, and 5 gather results achieved for all considered data description
techniques performed on both datasets with SVM where the linear and RBF
kernels were used, and kNN classifier was executed respectively. In most cases
the best performance was obtained for the HoG data description technique,
slightly overcoming the LBP texture operator and was far ahead of GF method.
This approach loosed to LBP only once when RBF SVM was applied for CK
dataset. Considering these results one could assume, that the HoG features are

Table 1. Settings of classifier’s parameters.

Database Classifier Linear SVM RBF SVM kNN

Texture operator c c γ distance neighbours

CK LBP 100 100 10−1 Correlation 15

HoG 10−1 100 10−1 Cityblock 15

GF 10−2 101 10−4 Spearman 15

KDEF LBP 100 105 10−3 Cityblock 15

HoG 10−1 104 10−5 Correlation 11

GF 10−1 103 10−3 Cityblock 15

the strongest to describe the differences in the images. On the other hand, it is
not prone to errors in classification. Tables 2 and 3 present the confusion matrices
for linear SVM classification with HoG operator for both datasets. From here,
one can notice, that the worse performance of methods on CK dataset results
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KDEF
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Fig. 3. Emotion classification accuracy for a linear SVM.

from huge difficulties in distinguishing between anger, fear, sadness and neutral
expression as well as sadness and happiness (what is depicted in the rows of
Table 2). These problems also existed in KDEF database, but with minor effect.
Another reason, which may be responsible for the performance differences, is the
amount of collected images within a dataset. The first set is much smaller than
the other one, hence it is much probable that there are not enough examples to
properly train the classifier.

50 55 60 65 70 75 80 85 90 95 100

CK

KDEF

68.71

57.04

71.98

83.38

75.24

82.65

Percentage

GF

HoG

LBP

Fig. 4. Emotion classification accuracy for an RBF SVM.

4.2 Cross-Examination of Datasets

The aim of the second experiment was to verify whether the data collected in
one dataset describes well the differences in emotion displays. It uses one data
collection in training phase, while images from the other are used for testing. It
enables to check how well the method describes the emotion, not the lighting
condition and variation, which are present between various data sets. Moreover,
this experiment is performed only for the classifier, which showed the highest
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Fig. 5. Emotion classification accuracy for a kNN.

Table 2. Confusion matrix for images described with HoG operator – the CK dataset
(linear SVM).

Neutral Anger Disgust Fear Happiness Sadness Surprise

Neutral 314 0 0 0 2 2 0

Anger 16 10 1 0 1 1 0

Disgust 3 3 42 0 2 3 0

Fear 16 1 0 16 0 5 2

Happiness 5 0 1 0 90 1 0

Sadness 8 1 0 5 6 9 0

Surprise 1 0 0 2 0 0 67

Table 3. Confusion matrix for images described with HoG operator – the KDEF
dataset (linear SVM).

Neutral Anger Disgust Fear Happiness Sadness Surprise

Neutral 127 3 0 4 0 4 2

Anger 1 115 10 10 1 3 0

Disgust 1 7 118 4 1 9 0

Fear 6 3 9 92 2 14 14

Happiness 1 0 0 1 137 0 1

Sadness 7 5 2 13 3 106 4

Surprise 1 0 0 10 0 0 129

accuracy (linear SVM), as the goal is to compare the texture operators accura-
cies, not the classifiers power.

Figure 6 presents the obtained results for the linear SVM with all tex-
ture operators exploited for data description. Once again the HoG texture
operator overcame LBP, and the GF shows very weak descriptive properties.
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Fig. 6. Emotion classification accuracy when one database is used for training and the
other for testing.

Moreover, the general performance was much worse, than in the previous case.
That suggested the necessity of creating bigger data collection to these ones
for better verification of emotions. Additionally, it is interesting to observe that
when the smallest CK dataset was used for training better results were obtained
in classification of KDEF images (CKvsKDEF). This probably results from more
expressive facial gestures collected in CK.

4.3 Common Test for Datasets

Finally, this experiment collects all data from CK and KDEF datasets, to use
them as a one bigger collection of images. In this case, the division of data into
folds was similar as in the first experiment. Figure 7 presents the results obtained
for linear SVM. Increasing the number of images diminished the performance
from 84–87% to 82 in case of HoG feature, and from 82–84% to 82 when the
LBP operator was used. Results for GF are not presented due to insufficient
RAM (the experiments were conducted on PC with 16 GB RAM) for SVM result
calculation. Moreover, the overall classification accuracy stayed on the same level
for both examined techniques. It allows to draw a conclusion that the descriptive
power of LBP and HoG features is comparable, yet there are cases when HoG
overcomes the LBP feature descriptor.

50 55 60 65 70 75 80 85 90 95 100

DB
82.46

82.71

Percentage

HOG

LBP

Fig. 7. Emotion classification accuracy for both datasets used together.
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4.4 Discussion

From the realised experiments, it can be claimed that the HoG texture opera-
tor describes the images in such a way that classifiers performance in context
of emotion recognition improves over other solutions. However, one needs to
have in mind, that any variation in data description methodology may influence
the resulting performance reasonably. Some examples from the literature are
presented in Table 4. Another important aspect of emotion classification is the
necessity of data reduction due to long features vectors. However, it is not pre-
sented in this work, experiments with set-up described in this work and exploiting
principal component analysis for data reduction were conducted. It is possible
to claim, that this technique diminishes the data dimensions significantly, but is
correlated with slight deterioration of classification performance – similarly as it
was presented in case of smile recognition [20].

Table 4. Other methodologies for data description.

Authors Feature description Classification Dataset Results [%]

[27] GF Linear SVM CK+ 86.6

[27] Weights for LBP blocks Linear SVM CK+ 88.1

[11] Radial encoding for GF SVM CK 91.51

[25] LBP for chosen regions SVM CK 94.48

5 Conclusions

This work discusses the influence of a texture operator choice on emotion recog-
nition accuracy. For the comparison three most commonly exploited texture
operators (GF, HoG, and LBP) were applied. Then the performance was ver-
ified exploiting various classification techniques based on SVM and kNN. The
experiments were conveyed on two databases frequently used in emotion recogni-
tion research. The experiments reviled that the most powerful texture operator
is HoG. Yet, one need to have in mind, that its superiority over LBP approach
is minimal, and when more complex image processing methodologies are applied
(like weighting, region selection), it maybe overcome.
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Abstract. The article presents the results of the causes of breaks in
selected mining machines work. The studied machines belong to the
mechanized longwall system. Identification of the causes of these breaks
was carried out using author’s database that was created on the basis of
the information coming from the application, which is an integral part
of the Means of Production Management Module (TGŚP). This module
is one of the basic parts of the integrated enterprise management system
SZYK2. The results clearly show that the developed solution enables
more efficiently to identify the causes of breaks in examined machines
work than previously used systems. It is the result of acquiring the tacit
knowledge from dispatchers thanks to developed solutions.

Keywords: Database · Mining machinery · Management · Breaks in
the work

1 Introduction

In the industry, also in coal mining, more and more widely, the advanced infor-
matics systems for monitoring the work of any type of equipment and especially
machines are used [7]. Large amounts of data registered in this process require
proper processing and systematization, because in the original form they are
very difficult to be adopted and practically used [6]. It is necessary to properly
select data and make it compression in order to change them into source of
information that can be used for example in management activities [2,9].

In the coal mining industry in the area of the machines use, especially
machines working underground, large problems in the process of obtaining oper-
ating data about machine’s work are observed. Moreover, the already obtained
c© Springer International Publishing AG 2017
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data is not fully used. It refers primarily to data, which enables to determine
the availability of machines and identify the causes of breaks occurring during
their normative work.

Lack of reliable and credible information in the area of mining machines use
makes it impossible to take proper and effective decisions and that can cause their
underutilization and then, problems with the production continuity in mining
enterprises. Therefore it is necessary to take actions aimed at improving this
situation by increasing the level of use of information come derived from objective
sources, which are undoubtedly industrial automation systems.

Currently data collected by these systems and showing the monitoring
process is used almost only for current visualization and particular parameters
reporting.

In practice, more and more often the need for broader use of the obtained data
is observed. The purpose of these actions is the more complete identification and
defining a more advanced diagnostic model of monitored machines and devices.
This model should take into account the full cycles of machines work and make
it possible to identify all kinds of breaks.

To improve this situation, actions, aimed at providing access to diagnostic
data about mining machines belonging to the mechanized longwall system, were
taken. A system of obtaining, archiving and analyzing data based on functioning
industrial automation system elements was developed. Designed and built data
warehouse enabled the centralization, archiving and analytical processing of data
acquired from different machines.

These actions were taken as part of the project, realized by the Silesian Uni-
versity of Technology and consortium members, entitled “Aplication of the Over-
all Equipment Effectiveness method to improve the effectiveness of the mech-
anized longwall systems work in the coal exploitation process”. The project is
focused on the high level of the use of data, obtained from industrial automation
system, about longwall system machines, the use of which in the current practice
of coal exploitation was low.

The data obtained from industrial automation systems will be used to iden-
tify the machines work time intervals, which can be qualified as losses in the
production process.

Losses are described in several categories. The first category is a losses layer
that is equal to the loss of machine or entire mechanized longwall system avail-
ability. Usually, random events causing failures and, in consequence, downtime
are the origin of these losses. The second layer consists of performance losses
that occur when mechanized longwall system works. These losses are included
in the next layer in which also the effects of decline in quality of products are
observed. For each of the layers, appropriate percentile effectiveness indicator
is calculated and the product of partial indicators is the aggregate effectiveness
indicator.

To draw meaningful conclusions from the values of effectiveness indicators,
it is necessary to identify the events, according to the quantitative and based
on values qualification, which refers to the duration of event that is described
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by the state of the industrial automation parameters. In this case, quantitative
qualification of these events is also necessary. This kind of qualifications should
describe the specific reason of failure, downtime or performance loss. In the end,
this reason can only be diagnosed by worker occupying the production process
or an employee of maintenance service. This ascertainment leads directly to
necessity of referring to and using of failure and downtime registration, and
credible determination of their reasons.

This type of registration is carried out applying informatics solutions that are
mostly dedicated to the maintenance service or managers responsible for means
of production [2–4,8–10].

In order to believably identify breaks in work and their reasons, it was nec-
essary to develop a new method of their recording.

For this purpose, the integrated management system SZYK2, which is used
in mines, was used. For this system, an additional application for the Means of
Production Management Module (TGŚP) was made.

This application allows dispatchers to precisely indentify the reasons of down-
time occurring in machines work. Machines, which were examined, were included
in the mechanized longwall system (the longwall shearer, the armoured face con-
veyor, the beam stage loader and the crusher).

The article discusses the management system in the company, called SZYK2,
with extensive TGŚP module used to the registration of the reasons of examined
machines downtime. Results of failure cause registration for one of the exploited
longwalls in the new TGŚP module were presented. The results unequivocally
confirm that the use of the new solution has enabled the identification of about
67% of breaks in examined machines work. The result is efficiency improvement
of breaks reasons identification and it is approximately by 200% better than
using the previous system.

To sum up, it can be claimed that thanks to the application of the new TGŚP
module, the following fundamental problems have been solved:

– obtaining the reliable data on the causes of downtime during the studied
machine’ work

– explanation of the causes of the breaks recorded by other industrial automa-
tion systems [8],

– the possibility of conducting the effective analysis of great amounts of
obtained data on the breaks in the machine’ work and the causes of these
breaks.

Additionally, the development of the new methods of obtaining data on the
causes of downtime, and the new database structure that enables a simple and
clear registration of this data can be considered a scientific achievement. It all
plays a significant role due to the environment in which this system works.

The paper does not present the detailed structure of the TGŚP module (as
a database) and the used algorithms because of their commercial character.

The authors hope that the presented solution will be widely and practically
used also in others than mining industries.
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2 Characteristics of the SZYK2 System

Most of the national mining companies use integrated management system type
of SZYK2 to support the management process [1]. This system was developed
and distributed by COIG company. It is a consistent set of integrated applica-
tions based on the concepts and standards of ERP solutions [4,5].

It includes, among others, complexes dedicated to finance, logistics, produc-
tion, sale and HR support. All solutions are available through a Web browser.
Architecturally, all is based on the relational Oracle database. Each complex has
its own database, and logically separated extensive database of central catalogues
and files, being common resource of SZYK2 system, makes it all coherent. As
a result, each of these complexes “sees” its own database and central resources.
Application of this approach makes it possible to obtain high quality level of
performance parameters of the system. For multi–plant mining companies it is
very important that there is a possibility of using a single database in this system
commonly.

Figure 1 shows a scheme of the SZYK2 system [1].

Fig. 1. A scheme of the SZYK2 system [1].

One of the most important complexes of SZYK2 system is the Production–
Technical Complex (KPT). This complex is responsible for supporting business
processes associated with the production, its preparation and maintenance. It
allows operating the central part of the logistics chain in the company.

The Production–Technical Complex (KPT) of SZYK2 system includes mod-
ules for planning, scheduling and production monitoring, portfolio managing of
projects and tasks, and a wide range of application that is included in the Means
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of Production Management module (TGŚP). Each complex and so KPT must
provide the possibility of resources using from the local level — the resources
dedicated to the specific mine, as well as from the central level — all the resources
needed to mean of production management (including machines parks) from the
company level.

Therefore, appropriate relations as parts of one KPT complex base were used
for achieving access mechanisms.

The functionality of the modules included in the KPT complex is dedicated
to processes in mining companies. As part of KPT, failure, downtime and other
events affecting the production process are registered. The context of these events
can be different depending on groups of functionality that are intended to pro-
duction monitoring or means of production management.

From the studied problem need’s point of view, which refers to machine
resources and their functioning, it is justified to use the TGŚP module that is
intended to means of production management.

Other complexes included in the integrated enterprise management system
type of SZYK2 are as following:

– material logistics complex (supply, warehouse management, materials man-
agement, inventory consumption and inventory management),

– sale complex (distribution and products sale),
– shared files complex (it shares common files and dictionaries with modules in

other complexes included in the system),
– financial and salary complex,
– employment and salary complex.

The SZYK2 system is used in holding and multi-branch structures. It can also
work in mono-branch companies as well as in territorially dispersed structures,
where lots of users work [1]. Universal structure of the system is its advantage
and it influence on its broad use in various industries.

3 Characteristics of the TGŚP Module

In order to accurately identify the causes of work downtime of machines belong-
ing to the mechanized longwall system, the application for the breaks rea-
sons registration was made. This application has become an integral part of
Means of Production Management Module (TGŚP). This module is part of
the Production–Technical Complex of the Integrated Enterprise Management
System. As an application EAM class (Enterprise Asset Management), it sup-
ports means of production (technical objects) and closely related to them over-
haul management [5,11]. It helps to conduct the failure analysis and extraction
analysis and manage mechanized roof supports. Functionality of the system is
adapted to work, using mobile tools that enable storage management of machines
and devices elements and to conduct underground logistics work on machine
components.
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Fig. 2. A view of the main application window of the TGŚP module [1]

Figure 2 shows a view of the main application window of the TGŚP
module [1].

The standard TGŚP includes the following functional classes:

– managing a common file with information about types of machines and
devices used in all mines branches of the mining company containing, in
particular, all kind of technical data, documentation, technical drawings, dia-
grams, etc.

– machines and devices operation service, as well as income, taking on record,
lease, transfer of means of production in one plant (between work places) and
between plants, and liquidation,

– operations service of related to the usability of the machine (assembly, disas-
sembly, exchange of particular elements)

– service of failure evidence of particular machines,
– the process of machines and devices maintenance service as well as scheduling,

carrying out inspections, conservations, periodic and after–failure repairs of
machines,

– service of operating work parameters monitoring for the history of using of
the machine according to exploitation criteria (eg. progress etc.).

To provide information completeness in the TGŚP module and opportunities
to use information, whose source is the TGŚP module, in the SZYK2 system,
thanks to use of central resources, the integration of many components is made.
This integration includes:

– resources of structural and organizational file (eg. the longwall face, regions,
branches of the location, movement, determining the ownership time),

– resource of central file of contractors (eg. producers, tenants, service providers
of commissioned works),

– resources of fixed assets management (eg. displacement, value change, liqui-
dations),
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– resource of production scheduling (machine resources assigning, parameters
of completed work, schedules of longwalls and longwall faces work),

– resource of production process monitoring (evidences of completed works and
events, and incidents, eg. failures),

– resource of tasks and projects management module (eg. orders related to the
means of production),

– resource of material logistics (eg. the area of spare parts, exploitation means,
material needs for repair works).

Presented functional range and integration of the system should make it
possible to get a broad image of areas that are necessary for the completing
particular tasks, especially, for qualitative identification of losses times in the
level of industrial automation system.

Mining companies use the functionality of failure and incidents monitoring in
the TGŚP module as well as in production process monitoring module. The way
and scope of losses evidence and downtime causes identification were insufficient
for the needs related to applied systems of the breaks registration.

The main reasons for this state were resulted from insufficient accuracy of
attributes (features) describing failures (stoppages), and assumed too high value
of lower threshold level of failure (downtime) time qualifying it for being placed
into failure record.

Therefore, one of the mines used developed and dedicated functionality of
the TGŚP module related to failure evidence, which was characterized by sig-
nificantly increased level of failures registration accuracy and of their attributes.
At the same time, the lower time limit deciding whether incident is qualified to
be placed into registration was canceled.

A few months of this solution exploitation made it possible to gain knowl-
edge in the area of use and the failure frequency of machines belonging to the
mechanized longwall system. This knowledge was previously explicit. Revealing
of this knowledge will allow achieving a new quality in the area of downtime
causes identification of examined machines and obtaining of additional informa-
tion about machines exploitation.

A module, dedicated to mining companies, aimed at supporting dispatcher’s
work is Production Processes Reporting Module (TMRPP2) [1]. This module
allows registering and documenting the daily work in the mine based on files and
dictionaries. Originally, it aimed also at failures and downtime data processing
and making, on their basis, Daily Reports and other daily and periodic reports.
This module gathering failures and downtime data should have also conducted
advanced analysis of their causes, as well as registered the events and accidents
in the mine.

In practice, it turned out that the amount of stored events in the module
significantly differs from those registered by industrial automation system.

Table 1 shows the statement of the number of breaks in studied set of
machines work for four weeks of working registered by the industrial automa-
tion system (IAS) and TMRPP2 module. The registration referred to the time
before activating the modified TGŚP system. The results unambiguously show
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that the number of breaks registered in the TMRPP2 module significantly differs
from the real number of breaks in these machines work. In practice, this module
recorded only breaks, whose duration was more than 30 min.

Table 1. Statement of the number of breaks in studied set of machines

System TPMRPP2 IAS (TMRPP2/IAC)×100%

Week 1 10 76 13.2%

Week 2 12 73 16.4%

Week 3 14 69 20.3%

Week 4 12 106 11.4%

The large discrepancy in downtime evidence made it impossible to identify
the real causes. This led the authors of the article to develop the new application
that effectively works in the TGŚP module.

4 The Results of Registration and Analysis

Development and implementation of a dedicated application for registering of
the breaks causes for studied set of machines made it possible to identify most
of the reasons.

On this basis, database containing chronological report of the downtime
causes was established. It also had division into particular machines and their
subgroups. A potential cause of a downtime, a place of its occurrence and its
duration were also registered. In addition, a preliminary type classification of
the failure causing downtime and description of the reason were also made.

The data included in the database in the range of reported breaks was related
to their amount recorded by the industrial automation system. It was assumed
that industrial automation systems, due to the 1 Hz frequency, register all breaks,
in machinery work time, whose duration is longer than one second. However, for
technical reasons evidence of breaks in the TGŚP module in the analyzed period
(assumed as preliminary) included only those downtime whose time was more
than or equal to one minute.

Figure 3 presents quantitative breaks report about surveyed machines. These
breaks were registered by the industrial automation systems and a modified
version of the TGŚP module for six weeks of longwall work. These data are
summarized in weekly blocks. This report includes all the breaks whose time is
more than or equal to one minute. During this period, industrial automation sys-
tem registered 987 breaks but a modified version of the TGŚP module included
661 breaks and that is 67% of breaks registered by industrial automation system
(IAS).

Figure 4 shows the quantitative division of recorded, by both systems, breaks
in machines work based on their duration. These breaks were divided into seven
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Fig. 3. Quantitative breaks report about surveyed machines

Fig. 4. The quantitative division of breaks in machines work recorded by both systems
due to duration of breaks
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intervals. This figure also shows the percentile differences between numbers of
breaks registered by both systems for each of the determined intervals.

The results clearly show that the modified TGŚP module enables to identify
almost 70% of studied mining machinery work breaks. Comparing these results
with data obtained from the IAS (Industrial Automation System), according to
breaks duration, it can be claimed that all breaks, whose duration was more
than 30 min, were indentified. The biggest differences were observed in case of
short intervals (to 10 min). The reason is probably the short duration of these
breaks, which results in the fact that the dispatcher can not manage to do the
registration in the system on time.

It also often happens (usually in case of the longwall shearer) that breaks
occur in short intervals and because of this they all can not be recorded.

Database, which was built based on recorded breaks causes, enables accu-
rately to describe these causes.

These causes have been divided into mining, mechanical, electrical and
hydraulic. Figure 5 shows their distribution. This figure also presents the
cumulative number of breaks in work of studied machines.

Fig. 5. The division of breaks in machines work based due to their causes

5 Conclusions

In the mining industry, like in other sectors of the economy, the effective use
of technical means is very important. Especially, it refers to mining machines,
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which are directly involved in the coal exploitation process. Due to the specific
nature of the machine work environment, machines have to be highly reliable and
productive. Additionally, high costs of these machines make mining companies
strive to maximize the use. Therefore, it is necessary to monitor the state of
their work continuously and reduce all types of breaks.

The way of breaks causes identification, presented in this paper, using the
TGŚP module refers to this process. The application, developed for this module,
enabled to build a database of the causes of occurring breaks in studied machines
work. Thanks to this application, a lot of information, which is so–called tacit
knowledge and which has crucial meaning for improving the effectiveness of use
of studied machines, was obtained.

Built base enables to analyze the recorded data in terms of obtaining credible
and reliable knowledge about the real causes of recorded breaks in machines
work. Afterwards, this knowledge should be used to reduce these breaks and
improve the availability of these machines.

The results proved that the chosen direction of research in this area is right
and correct. Causes of almost 70% of all breaks in machines work were inden-
tified. Referring to breaks lasting longer than 10 min the rate is approximately
96%. In previous studies it rarely succeeded to identify 25% of occurring breaks.

Additionally, the built database allowed to conduct many analyzes to deter-
mine different kind of indicators that could be used for instance by maintenance
services.

Therefore, it is justified that developed solution should be widely applied in
practice. It is also necessary to conduct further research on its improvement and
develop user–friendly interface, especially in the field of short breaks (lasting
up to 5 min) registration in the machines work.
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B6/25/2015 “Aplication of the Overall Equipment Effectiveness method to improve
the effectiveness of the mechanized longwall systems work in the coal exploitation
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Abstract. The effective use of machines and devices in the mining
industry is significant. In a competitive energy market, such effective-
ness can decide about the further functioning of the company in many
cases. The article subject refers to these issues, in particular, to the way
of determining the availability of a longwall shearer used in underground
coal mining. The article presents the proposal of using the data ware-
house to determine the level of load of a longwall shearer during its work
on the basis of shearer motor power consumption time series.

Keywords: Overall Equipment Effectiveness · OEE · Machine
monitoring · Data warehouse

1 Introduction

From the decades the increase of production of electric energy from renewable
resources can be observed. Simultaneously, hands the efforts to limit the negative
influence of traditional energy production technologies are bore. Though in many
European countries the coal—hard or brown—remains the main source of energy.

For example in Poland in 2012 83% of produced energy was generated from a
coal (50% from a hard and 33% from a brown coal) while in Germany the total
amount of a coal based energy production was at a level of 45%.

One of possible aspects of limitation the negative influence of hard coal min-
ing into an environment is a proper operation of a mining machines. The proper
operation covers the accessibility of the whole longwall system and also a assur-
ing the optimal (nominal) conditions of machines work (current consumption
etc.).

c© Springer International Publishing AG 2017
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In the essential part, the paper focuses on the analysis of the longwall shearer
work. The aim of this analysis was to determine the load of the shearer main
engines which are responsible for cutting and moving. Registered values of cur-
rent consumed by these engines were assumed as a measure of the load. Then,
these values recorded as a time function were referred in addition to the shearer
position in the longwall. The position was determined in reference to the section
of the roof support, at which the shearer was at that time.

The combination of the shearer position and the current consumption values
enabled to determine the load of these engines, depending on the shearer work
phase. Shearer work during exploitation has been divided into three basic phases
which include slotting, main work and final work.

The usage of the data warehouse enabled to carry out the analysis whose
results clearly showed that the load of the shearer engines depends on its position
in the longwall. Moreover, the breaks during work were determined. The obtained
data is an important source of information for staff supervising the work of
mining machinery and it should be used to make decisions in order to optimize
the use of the machines.

The paper is organized as follows: it starts with the short description of
efficiency analysis, then some introduction into machine monitoring is presented.
Afterwards the detailed specification of the case analyzed in the paper is shown.
Then the short description of data warehouse used is presented, followed by
the explanation of the data taken into consideration in this approach and an
overview of developed reports. The paper ends with some final conclusions.

2 Background

One of the main problems of national mining companies extracting coal is ineffec-
tive use of available technical means. Especially, it refers to the mining machinery
used in the coal–cutting process, horizontal and vertical transport and crew area
protection.

Taking into account the specifics of the mining industry, it can be assumed
that a set of machines responsible for the coal and rock cutting out from the
rock mass and transporting them from the zone of a longwall face is the most
important in the exploitation process. These machines form a set called mech-
anized longwall system. This set of machines includes the longwall shearer, the
armoured face conveyor, the beam stage loader, the crusher and the power roof
support.

From the reliability point of view, this set is characterized by the serial struc-
ture. The most important machine of this set is the longwall shearer cutting and
loading excavated material onto the armoured face conveyor. The effectiveness
of the whole exploitation process of the longwall depends on the efficiency and
effectiveness of longwall shearer’s work.

To assess the level of the longwall shearer use in the underground coal min-
ing process the Overall Equipment Effectiveness model (OEE) has been used
[13] which was successfully applied in industry [14,16] and is still being devel-
oped [12]. This model is a quantitative tool for assessing the efficiency of the
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Total Productive Maintenance (TPM) strategy implementation. This strategy
includes a set of actions and activities aimed at the keeping machines failure–free
and faultless by reducing failures, unplanned downtime, lacks and unscheduled
service. In the consequence, it will directly result in economic efficiency improve-
ment [1,11,17]. The purpose of the strategy application for longwall shearer work
analysis (and then for the whole mechanized longwall system) is to identify all
kinds of losses and eliminate or limit their sources and causes.

The application of the OEE model for assessing the level of the longwall
shearer use in the coal exploitation is associated to the necessity of identifica-
tion of the shearer state in the areas of availability, performance and quality of
the product (in this case—coal). For each of these areas the partial indicators
are determined and their product designates the Overall Equipment Effective-
ness indicator of examined machine. Figure 1 shows the scheme of the Overall
Equipment Effectiveness indicator determination [1,8,11].

Fig. 1. The scheme of determining the Overall Equipment Effectiveness (OEE)
indicator

According to Fig. 1 the final formula of its calculation becomes as follows:

OEE =
B

A
· D
C

· F
E

Taking into account the specifics of the mining industry the most important
meaning, during designating the OEE value, has the value of availability indica-
tor, but basically, the value of the real availability. Essential for the credibility of
the designated availability value is data selection, obtaining, processing and col-
lecting. In the process of collecting information about the longwall shearer work
parameters the industrial automation system, which inspects the exploitation
process in the type of the SCADA (Supervisory Control and Data Acquisition),
was used.

Based on the recorded data, analyzes have been conducted and their goal
was to determine the longwall shearer availability. It should be noticed that
the determination of the availability in the range like in this study without the
support of a data warehouse would be practically impossible.
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The methodology of availability indicator determination for mining machines
(especially for longwall shearer) applied in study, which uses innovative for
coal mining informatics tools, should improve the effectiveness of use of mining
machines, and as a consequence should also have an influence on the increase of
the overall effectiveness of the exploitation process.

The application the OEE model in underground mining exploitation condi-
tions aimed ultimately at helping to establish the appropriate normative rules,
good practices and improvement programs of production process, depending on
the level of the indicators as the main content of the OEE model. As a conse-
quence, this will lead to increased effectiveness of the entire production process,
thereby to rationalization of production costs in the areas of the production and
labor means.

3 Machine Monitoring

The typical environments deployed in a coal mine are monitoring and dispatch-
ing systems. Their main role is collecting the large number of data which for
the purpose of the further analysis e.g., on–line prediction of the sensor mea-
surements [6]. This can address different aspects of coal mine operation such as
equipment failure or natural hazards.

Methane concentration prediction and seismic hazard analysis are one of the
most popular and important examples of the research in the field of natural haz-
ards [15]. Application of data clustering techniques to seismic hazard assessment
was presented in [7]. There are also approaches to prediction of seismic tremors
by means of artificial neural networks [4] and rule–based systems [3].

Another important role of monitoring systems is presenting the information
about the diagnostic state of machines. Usually, machine learning methods are
used to diagnostics of mining equipment and machinery, like in [2,6,9,10]. The
issue of mining industry devices diagnostics was raised among others in the
works [5].

4 Problem Specification

In the presented study the longwall shearer was analysed. It is the most impor-
tant machine in the mechanized longwall system. The purpose of the analysis is
a credible determination of the real availability of the longwall shearer that is
the basis for availability indicator calculation in the OEE model. This indicator
is the ratio of the real work time of the machine to the normative (planned)
time, set in the technical and economic plan in the company.

The research problem is to develop efficient method of diagnostic data obtain-
ing, processing and archiving for the studied longwall shearer. Such solution will
allow credible determining of the indicator value.

Previous methods of determining the real work time of the longwall shearer
were based on documents made by dispatchers or the registration of the shearer
state in the “0–1” system. Definitely, the data registered in this “0–1” system
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had more credibility. The disadvantage of this method of longwall shearer work
recording was the fact that the indication of “1” (work) occurred in case of
working at least one of the five shearer’s engines. In practice, it turned out that
very often assumed work time was a period in which the longwall shearer did
not work but just one of the engines was turned on.

The least credible registration system of shearer real work time was the reg-
istration system made by dispatchers. Therefore, it is justified to claim that
the fundamental meaning for determining the partial indicators as well as the
Overall Equipment Effectiveness indicator has the way of obtaining input data.

In case of the studied longwall shearer, its parameter registration system was
used and it was based on indication of the industrial automation system in the
range of the diagnostic parameters registration.

The parameters, which were used to determine the real work time of the
longwall shearer, were current consumption waveforms consumed by the engines
of the cutting heads, feed drive, hydraulic pump drive, the feed speed of the
shearer and its position in the longwall.

These parameters were registered with a frequency of 1 Hz and this resulted
in obtaining a huge database of these parameters due to 8–month period of
study. Due to the fact that the other parameters of the shearer work such as
oil temperature in the gear, set and actual frequency of the variable frequency
drives were also registered, databases became very extensive.

For the realization of the research goals, it became necessary to build a
data warehouse, which allowed efficient and effective archiving and analytical
processing of obtained data. This data warehouse was also used to analyze the
work of other machines belonging to the mechanized longwall system and the
whole system treated as a single mega–machine.

5 Data Warehouse Description

The data repository used in our research is a data warehouse Vertica, the product
of the HP company. In the measurement–based part it contains a snowflake archi-
tecture which centre is the WOEEADM.WOEE NORM table (presented in the
Fig. 2) with additional partially dictionary based information about the moment
of measurement and its location in the longwall complex structure: machine id
(WNO WMA ID), longwall id (WNO WSC ID), parameter id (WNO WPA ID)
and time stamp (WNO DATACZAS).

The warehouse contains also additional tables describing the structure of
all equipment, additional parameters describing the mentioned elements as well
as information about the first step of incoming data preprocessing. The total
number of tables is 44.

One of the most important task of the ETL procedures applied in the ware-
house data feeding is the analysis of the missing data. It is assumed that if the
time of the data missing is less than 30 s it is filled with the last observed value.

The another step performed at the stage of loading the data is a normal-
ization. Due to the fact that data comes from system of different producers (or
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Fig. 2. The main table for measurements storage and three data views as a dictionary
tables.

sometimes there are different formats of the data coming from the same type
of machine of the same producer) all coming data should be represented in the
same common way. The normalization translates the incoming format of the
data into the structure of the mentioned snowflake hierarchy.

The warehouse stored procedures supplies also methods of cleaning the out-
standing data. For every measured signal its maximal and minimal values are
stored in the data warehouse and in the case when a new observation exceeds
those limitations there are removed (and the procedure of missing data intro-
duction is responsible for solving the problem).

For the purpose of the analysis presented in the paper the data warehouse
has the possibility to generate the text reports of selected variables ant their
values from the selected period of time. These text files become the important
input for the further analysis, presented in the next section.

6 Analysis and Results

6.1 Data Description

In the analysis the two sets of monthly data describing the “typical operation”
of a heading machine were used. The considered months were the following:
February and March 2016. As the “typical operation” only the operation whose
goal was the coal exploitation were considered. The observations from time of
shut–down, inspection and maintenance works were excluded from the analysis.
The remaining data contained also missing values which percentages for selected
months are presented in the (Table 1).

From the wide range of observed variables only five of them were taken into
consideration:

– the left tractor engine current (marked as KMB pcl, due to the original Polish
definition “KOMBAJN — pr ↪ad silnika ci ↪agnika lewego),
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Table 1. Description of the data from the two month of typical operation of a heading
machine

Feb Mar

Total record count 1 881 500 1 546 799

Percentage of records with missing values 67.07 55.46

– the right tractor engine current (KMB pcp — “pr ↪ad silnika ci ↪agnika
prawego”),

– the left organ engine current (KMB pol — “pr ↪ad silnika organu lewego”),
– the right organ engine current (KMB pop — “pr ↪ad silnika organu prawego”),
– the position of the machine, in a reference to the number of the section from

the powered roof support (marked as KMB poz).

Analyses were performed in the R environment, which required text files as
an input. The sample file format is presented in Table 2.

Table 2. Several records from the analysed data file

Time KMB pcl KMB pcp KMB pol KMB pop KMB poz

2016-03-13 12:38:46 152.940 157.3500 71.30000 31.8 37.4

2016-03-13 12:38:47 143.880 162.5500 70.65000 31.8 37.4

2016-03-13 12:38:48 140.450 149.9200 94.65000 28.4 37.4

6.2 Diagnostic Report

The description of the proposed diagnostic report is presented on the measure-
ments from the second of two mentioned months (March 2016).

To reflect the quality of the data it is important to point the distribution of
missing data lengths. The distribution for the given period of time is presented in
the Table 3. The ranges of bins are presented in seconds (first two bins), minutes
(four bins), hours (four bins) and days (last two bins). For each bin the total
number of data missing durations from the specified range is given.

The most general descriptive statistics for the considered currents are deciles
that may help to compare the nonequality of the operation of corresponding left
and right organ and engines.

The longwall consists of 106 powered roof support sections. In the Fig. 3
histograms of current consumption of left and right engines of a heading machine
are presented. The Table 4 presents the selected percentiles of current values of
four engines. These data corresponds to the whole range of machine position. It
must be mentioned that all histograms are presented with the Y axis logarithmic.

It is implied by the specific operation condition on the both ends of the
longwall that the current consumption differs from the typical coal exploitation.
In the Fig. 4 the same histograms are presented and the difference is easy to
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be observed (lacks of the data correspond to the value 1 while bars going down
correspond to the value 0). It is not presented on figures but histograms for the
currents at the beginning of the longwall (section from 0th to 7th) looks similar.

Table 3. Distribution of missing values durations.

[s] [min]

Bin (0, 30) [30, 60) [1, 5) [5, 15) [15, 30) [30, 60)

Count 0 102 171 268 40 10

[h] [day]

Bin [1, 3) [3, 6)] [6, 12) [12, 24) [1, 2) [2,. . . ]

Count 17 23 2 1 0 0

Table 4. Percentiles of a currents values.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

KMB pcl 0 0.7 1.25 2.2 6.27 26.86 35.8 41.8 47.6 55.35 162.3

KMB pcp 0 0.75 1.3 2.33 7.17 30.3 39.87 46.14 52.23 60.52 164.9

KMB pol 0 21.9 26.9 27.6 28.1 28.6 29.1 29.8 30.8 32.6 244.7

KMB pop 0 23.23 25.6 26.2 26.7 27.45 28.3 29.2 31.05 35.2 243.7

Fig. 3. Histograms of a current consumption for left and right engines

Fig. 4. Histograms of a current consumption for left and right engines from the 99th
to the 106th section
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That makes interesting to observe how do the histograms for the power
consumption in the middle sections look like. They are presented in the
Figs. 5 and 6.

Fig. 5. Histograms of a current consumption for left and right engines from the 8th to
the 98th section

Fig. 6. Histograms of a current consumption for left and right engines from the 98th
to the 8th section

There exists a simple explanation why there is a different characteristic of
the power consumption during moving the shearer from the 8th to 98th section
and back. It is due to the fact that in this case shearer tears off the coal only
while moving from the first sections to the last. In the opposite direction it just
comes back to the beginning of the longwall.

To stress the differences between following phases of longwall complex oper-
ation the charts presenting histograms of four currents in four different aspects
of longwall complex operation are presented in the Fig. 7. Rows represent the
same aspect for four engines and the following rows reflect the characteristic for
the sections at the beginning of the longwall, for the sections at the end of the
longwall, for the middle sections while the tearing off the coal and finally for
the middle sections while the complex was going back to the beginning of the
longwall.
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Fig. 7. Histograms for four currents values in four different phases of complex operation

On the basis of available data the correlations between all engines power
consumptions were checked. It occurred that there is no significant difference
between correlations measured in the total time of a longwall complex work and
except of bound operations on all ends of the longwall. The charts of pairwise
correlations comparison is presented in the Fig. 8.

Fig. 8. Correlations between all currents (left) and only from currents of the middle
sections (right).
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7 Conclusions and Further Works

The necessity of the modern mining is the implementation of innovative diag-
nostic systems, which are based on approved methodologies of machine parks
management and combine innovative technical solutions in the field of industrial
automation system and information technology. The system, which was devel-
oped as a part of the project, will have such features and it will be based on
the adaptation of methodology aimed at improving the overall effectiveness of
coal exploitation. The system application will enable to control the rational use
and machines operation. It will lead to improved exploitation efficiency, which
in practice should translate into extend time of their use, reduced failures and
downtime, and the proper organization and realization of work related to their
operation and maintenance.

The article presents the issue which is a part of this area and which is an
example of the practical application of the advanced informatics tools in the
economy. The purpose of the analysis conducted and presented in the paper was
to show that it is almost impossible to assess reliably the effectiveness of the use
of the machines without using the modern tools, such as data warehouse. The
presented example confirmed it.

The material shown in this paper represents a small part of the research
conducted in the area of effectiveness of the mining machines use. The results
clearly show that the diagnostic data obtained from the studied machinery in
order to assess the level of their use, is the most credible and reliable source of
information about their work. This data, combined with great analytical oppor-
tunities referring to the developed data warehouse, gives a chance to effective
analyze and use the results practically.

Presented example shows how the recorded values of current consumed by
the longwall shearer motors can be used to analyze the level of its use. Linking
these values with the longwall shearer position enables to determine its load
depending on the phase of work.

The results confirmed the typical pattern of the longwall shearer work, which
shows that there is much higher loading of the engines in slotting phase. The
determined correlations of load between the shearer engines confirm these pat-
terns as well.

Histograms, presented in the paper, show summary durations of specific val-
ues of current consumed by the individual longwall shearer engines in the studied
time. On the basis of these results it is possible to precisely determine the load
of the longwall shearer and evaluate the places and the areas where there is its
overload. However, the area of interpretation of the results is much broader and
dependent on the expectations of the potential users of this information.

To sum up, it is justified to claim that the results confirm the validity of the
methodology of research and they can be a solid basis for conducting the process
of optimization of the use of the machines in the mining industry.
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wodność – Maint. Reliab. 50(2), 81–93 (2011)

6. Kalisch, M., Przysta�lka, P., Timofiejczuk, A.: Application of selected classification
schemes for fault diagnosis of actuator systems. In: 2014 Federated Conference on
Computer Science and Information Systems, pp. 1381–1390 (2014)
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Sebastian Iwaszenko(B) and Janusz Makówka

Central Mining Institute, Pl. Gwarków 1, 40-166 Katowice, Poland
siwaszenko@gig.eu

Abstract. Underground deep mining always influences the surround-
ing rock mass. The excavated voids cause changes in stress fields in their
neighbourhood, which can lead to rock bursts. This can cause very seri-
ous threat to working people and equipment. Thus properly determined
or predicted rock mass state is a crucial information for many purposes
in mining activity. Not only does it allow to identify potential rock burst
hazard in advance, but it also allows to design the parameters of mining
technologies and excavation schedule to minimize the risk. One of the
most important parameters describing the rock conditions is the seismic
wave propagation anomaly, related to the rock mass stress state.

Methods for its prediction have been researched in GIG for over
40 years. The article presents the computer software for calculating a seis-
mic waves propagation anomaly and stress state anomaly. The calcula-
tion algorithm based on the method developed in GIG was designed. The
algorithm was implemented using C++ language and became a crucial
component for calculation supporting computer software. The software
was developed as a Windows application and uses Microsoft SQL Server
as the database management system. It also allows importing input data
from several file formats. The special attention was paid to appropriate
handling of spatial and temporal information. The system is capable of
visualizing the calculation area as well as exporting the results in Surfer
format for further analysis. The developed software is a valuable tool sup-
porting prediction of rock burst threats in deep coal mines.

Keywords: Database · Software design · Relational data model

1 Introduction

Despite the development of novel, green energy sources the fossil fuels will still
fulfill the energy demands for several years. The hard coal is one of most com-
monly used fuels for the power industry. However, special attention has to be paid
to both its excavation and utilization. The coal is widely known for its adverse
effect to the environment. Recently several research projects have been done
around the development of so called Clean Coal Technologies (CCT). Among
them, the coal gasification is one of most interesting. The process was targeted
not only by the experimental work [11], but was also widely investigated by
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numerical modeling. Significant work was also dedicated to the appropriate visu-
alisation of the process [12]. In spite of the aforementioned attempts to develop
a new technology for coal processing and utilization, excavation of the under-
ground deposits in deep mines will still be necessary.

Working in deep coal mines is continuously connected with exposition to sev-
eral hazards. Methane, water, explosive dusts or rock burst are not only common
but also very dangerous. One of methods of natural hazards risk limitation is
application of ICT solutions. Information and database systems have already
been used to monitor and visualize safety parameters [8]. The information sys-
tems can analyze and visualize data gathered from a network of sensors spread
through the mine galleries. It is possible to identify the potential threat by ana-
lyzing the stream of data. However, once the threat is identified, there is very
little time for human and equipment rescue. It is also difficult to guess if any
particular mining technology application can increase or decrease the probability
of an observed effect. Therefore wide attempts are made for using modeling and
numerical methods for the prediction of threats.

The paper presentes a computer application and database backend dedicated
for seismic waves and stress anomaly calculation. Developed software solutions
help with prediction of rock burst hazard and is dedicated as a supporting tool
for experts dealing with safety in deep mines.

2 Determination Stress State Anomaly in the Rock Mass

Stress state in rock mass is one of basic parameters in the point of view of mining
openings’ stability, a proper design of roof support and safety of miners. In the
scale of a mine it mainly comes from disturbances generated by the mining of
minerals. Mining is simply taking out the mineral and creating an empty space
which is rarely filled out by other material, because it is troublesome and thus
expensive. The voids sooner or later are tightened or filled up spontaneously by
the surrounding rocks because of the pressure of the adjacent ground. This phe-
nomenon generates successive deformations and coupled stress state alteration,
because - imaging this evocatively - the rock parts held up by the volume of the
removed minerals have to be carried out by the volumes left.

How to analyze the new state of rock mass with its deformations and stresses?
It is possible to apply some of universal numerical methods as finite element
method (FEM), boundary element method (BEM) implemented in modeling
tools as COSMOS, ANSYS, NASTRAN and many others. Some specialized
codes were developed, mainly based on the boundary element method as MUL-
SIM NL, developed in 1980’s by US Bureau of Mines [15], continued by LaModel
in 2000’s [5,6]. Another approach, also using BEM, but allowing an easy core
code supplementation by additional libraries or routines, is presented in software
developed in INERIS as Suit3D [13] and Fault3D [14]. Recently, the codes by
Itasca CG as FLAC3D [10] and 3DEC, implementing distinct element method
[3], are most commonly used in mining and civil engineering.

Although universal and giving precise results (if well implemented), all the
codes are expensive in terms of the model construction and calculations (usually
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in multiple stages). It is understandable if one realises what large volumes of
rock mass become influenced by a single exploitation panel - usually hundreds
meters in each direction.

This complexity could be simplified in some situations. For the exploitation
of hard coal underground in multi seam coal basins (as in the Upper Silesian
Coal Basin which spreads from southern Poland to the northern Czech) it is
possible to simplify the numerical model to multiple two dimensional planes
with some exploitation panels surrounded by a rock mass with relatively common
geomechanical parameters. It opens the possibility to generalise an influence of
a single exploitation in one panel and to elaborate a set of characteristics of
influence dependent on a few parameters. This is the basic concept for a fast
and efficient stress calculation method called SigmaZ.

3 System Structure and Implementation

The computer software was developed based on a set of single edge of exploitation
characteristics expressed in the seismic wave propagation anomaly developed by
Dubiński [4], reflecting stress state anomaly. It has been the foundation for the
calculation engine developed by Kabiesz and Makówka [7].

Let us consider a single excavation area, where coal (or other mineral) is
excavated using the long wall exploitation system. As the coal is being removed,
the roof falls down, forming the gob area. The exploited part of the coal seam
(and probably surrounding strata) forms a polygonal shape (Fig. 1). The polyg-
onal area of exploitation is called a panel. Being a disturbance in the rock mass,
the panel is a source of observed anomalies and is a principal object of interest.
The seismic waves anomaly along with the rock stress anomaly are distributed
outside and inside of the panel. However, there is usually more than one panel
formed during the mining operation. The multiple reciprocal interactions in the
exploitation areas have to be taken into account. The principle of the calcu-
lations is to determine a characteristic of seismic wave anomaly for the given
type, size and period of excavation for each panel. After that, their mutual geo-
metrical placement and interactions are considered. The characteristic itself is a
function defined on a line which is normal to the panel’s edge. It is assumed that
a coordinate system is bound to the line, with zero point at the panel’s edge and
positive values directed outside the panel.

The proposed solutions consists of three main parts:

– database of measured seismic waves anomalies,
– calculations formulas and procedure,
– cases and results database.

Each of the mentioned parts will be described in details in the next sections.

3.1 Measured Seismic Waves Anomalies Database

The measured seismic waves anomalies database is of the crucial importance
for calculations. The data describing the anomaly characteristics are of multidi-
mensional nature. They present the deviation from normal state of seismic wave
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Fig. 1. The excavation panels and relationships between them. The interactions
between panel B and C have to be considered: they are close to each other. The top of
panel B and panel C is also close to calculation horizon, which have to be taken into
account. Panels A and D are far from other panels and calculation horizon - no special
treatment is necessary.

along the axis, which is normal to the panel’s edge. The shape and amplitude of
deviations are dependent on:

– distance from the edge measured along the axis,
– location - the points outside the panel have different characteristic from the

ones placed inside,
– the vertical distance between plane containing considered panel and the plane

at which anomaly is determined,
– time span from the end of panel exploitation,
– roof control method.

For each combination of quantities listed above, a value of a seismic wave can be
determined. The basic characteristics have been elaborated by Dubiński [4] and
are stored in a database. The data are organized as a kind of multidimensional
cube. The first selector differentiates the data sets according to the roof control
methods. The sets for two main used methods: backfill and caving, have been
considered. Among each roof control type, 4 timespan values are considered:
1, 3, 5 and 10 years. Within the single year, the data are organized into two
dimensional array with an x coordinate denoting the distance from the panels
edge and a z coordinate denoting the vertical distance from the panel’s layer
and the layer containing the point in which the anomaly is calculated. The
characteristics approximate to the shape of a given roof control type, timespan
and vertical distance are shown in the Fig. 2. Distribution of anomaly value of
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Fig. 2. The seismic wave anomaly characteristics definition.

Fig. 3. Distribution of anomaly value of velocity of longitudinal seismic wave An in the
surroundings of mining by caving edge: (a) for 1 year since mining operation completed,
(b) for 10 years since mining operation completed.

velocity of longitudinal seismic wave An in the surrounding strata caused by
caving edge was presented in Fig. 3.

The database for storing the characteristics is organized as follows. It has to
be stressed, that ‘read’ operations on the database of characteristics are much
more frequent than ‘write’. In fact, the writing only occurs, when the data of
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Fig. 4. Data model for storing the characteristics of the seismic wave anomaly.

a new measurement are available. It is hardly possible that such event takes
place more often than once in a few years. Moreover, such data should be care-
fully prepared as they form the foundation for all calculations. Everyday use of
the database utilizes ‘read’ operation. Therefore, the database structure should
be optimized for ‘read’ operations. Furthermore, the integrity of the database
requires, that there is only one set of characteristics for the given roff control
type and timespan. Therefore the type and timespan of the roof control were
chosen as index values for addressing an appropriate subset of characteristics
data. As far as characteristic data are concerned, the x coordinate as well as the
z coordinate change from the given start value with constant interval (usually
different for x and z axis). Therefore, they are organized as a 2D grid. The rows
of grid contain sets of values pinned to a chosen z axis coordinate. The columns
of the grid are annotated with a x coordinate. Each grid structure is supple-
mented with a tag describing the x and z coordinate starting value and interval.
The idea of the data model is presented in the Fig. 4. The roof control type has
been represented as an enumerated type. As far as a time span is concerned, it
was chosen to use a integer type for its representation according to the POSIX
standard.

3.2 Calculations Formulas and Procedure

The calculations are based on computing the influence each panel has on seismic
wave and stress anomaly in given point. It is assumed that all panels can be
treated as two dimensional and lays in few horizontal plains, at different depths.
Above or below the panels’ plain another plain is considered: the layer, called
‘horizon’, where the seismic wave or stress anomaly has to be determined. It
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is parallel to the plain containing panels and placed above or below it. On the
horizon an evenly spaced grid of calculation points has been defined. The calcu-
lation procedure determine total effect of all panels on the horizon grid’s points.
The calculation procedure starts with determination of characteristic for panels.
The characteristics are dependent on time elapsed from end of panel excava-
tion till the calculation date (calculation date is determined by the user). The
measured characteristics for 1, 3, 5, and 10 years time span are used (Fig. 4).
For each panel a time which elapsed form its excavation to calculation date is
determined. Panel’s characteristic is calculated as an interpolation of measured
characteristics nearest to the date. Calculated characteristic is stored in object
representing panel.

After each panel’s characteristic has been determined, the geometrical rela-
tion between panels and between given panel and horizon is checked. If the panel
is too close to horizon a special corrections have to be applied in further cal-
culations. At this step, a matrix of lists is constructed. Each matrix element
represents a calculation point. The lists contain information about corrections
which have to be done in the next step in calculation process. For panels close
to horizon, a new geometry is calculated - they are deflated in proportion to dis-
tance to the horizon. The other type of corrections to characteristic is necessary
when panels are close each other. Then an internal and external part of charac-
teristic has to be rescaled, proportionally to the distance between panels. Once
every panel is checked the corrections, the matrix is prepared for further calcu-
lations. Each element pints to the list containing description on operations to
be performed by calculating code. The main computation loop iterates for each
point in horizon representing grid. For each panel, its influence is calculated.
First, its characteristics is interpolated to depict panels distance from horizon.
Then the distance from grid’s point to panels nearest edge is determined. Using
it, the value of seismic wave anomaly is calculated. Then, a correction matrix
entry for given point is looked up. Any correcting operations described in the
list are applied, and resulting value is added to the results grid. The panels’ loop
iterates through all panels, then next horizon point is taken for calculations. The
calculation algorithm was described in following pseudo-code.

Read Characteristics from Database;
Read Case definition from Database;
For every panel pk in panels’ set:

Calculate characteristics for pk’s time span and distance form horizon.;
End
Prepare corrections matrix, corrMatrix;
Prepare results grid RG;
For every point P(x, y) in RG:

For every panel pk in case panels’ set:
Calculate d as distance from P(x, y) to nearest edg;
Calc r, the characteristic value for given d value;
If corrMatrix(P(x, y)) not empty

Applay corrections described in the list for P(x, y);
End
Add r to value stored in P(x, y)
End;

End;
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3.3 Data Representation

Calculations of seismic wave and stress anomaly requires handling data repre-
senting geometry and objects parameters. The panels were represented as a set of
consecutive points forming polygon. The direction of point sequence define inte-
rior and exterior of the panel. All points used for panel’s definition are stored in
an array. Every panel holds a pointer to that array. The indexes of points which
form a panel are stored in internal structure in each panel. The panel keeps track
of its depth, thickness, rock properties and date of mining excavation. There is
also internal array for storing current characteristics. The panel makes its inter-
nal structures available using setters and getters. Each panel has its own, unique
identifier. The panels are gathered in an array in workset object. The work-
set represents a calculation case. Apart from storing a collection of panels, it
also holds results grid and parameters for calculation case (e.g. calculation date,
horizon depth, points’ buffer). The workset determine each panel distance from
horizon. It is responsible for panel’s objects management, points buffer manage-
ment and organizing result set. Neither panel nor workset perform calculations
on its own. There is a dedicated calculation component responsible for compu-
tation. It operates on workset object and panels objects. Internally it holds a
mentioned correction matrix as well as objects implementing numeric subrou-
tines. The numeric subroutines are accessible through interfaces. The calculation
component is configured during startup with dynamically created objects imple-
menting calculation subroutines (e.g. for interpolation). Therefore it is relatively
easy to change the behavior of calculation component. Visualization of panels
and results is dedicated to graphic engine component. The component use set
of classes wrapping data structures such as panel or results grid and visualize
them on giver canvas object.

3.4 Cases and Results Database

The measured seismic waves anomalies do not exhaust the necessity for an infor-
mation storage. There is also a set of data defining each calculation work set.
The information can be divided into two parts: the definition of the calculation
case and set of results (each calculation case can be associated with many sets
of results). Calculation case data includes:

– Panels definition
– Calculation horizon definition
– Calculation case parameters

The set of results contains the value of a seismic wave and stress anomaly cal-
culated in each point of the defined calculation grid. The set of results also
contains the information about the panels which were selected for calculations
(it is sometimes useful to exclude some of the panels from calculations) and the
parameters used for calculations (e.g. depth).
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For the storing of the calculation cases and the set of results, a database and
an object model of the domain were developed. The object model is presented
in the Fig. 5. The interpretation and responsibilities for presented classes are as
follows.

CWorkSet: class implements the workset functionality. It holds a collection
of panels (implemented as CPanel class), collection of results (CResultSet
class) and points buffer (CVertexBuffer class). Objects of CWorkSet class
represent a calculation case.
CPanel: Class representing a panel. It contains structures for holding panel’s
geometry (a pointer to CVertexBuffer class and indexes array) as well as
panels parameters necessary for calculations (depth, roof control type, exca-
vation date, characteristics).
CResultSet: class implements data structures and functionality necessary
for managing the calculation’s results. Apart from CGrid2D object, used for
results grid representation, it remembers parameters values used for calcula-
tions.
CVertexBuffer: class holds coordinates of all points used in panels defin-
ition. The points are stored in the array. The panels use indexes to chose
appropriate points. The point is represented by CVertex class.
CEdgeCharacteristic: class used for storing and accessing seismic wave
anomaly characteristic information. The characteristics itself are stored as
CGrid2D objects. CEdgeCharacteristics functionality include calculating
characteristic interpolation for given timespan and xz coordinate.
CGrid2D: class represents a function sampled over regular grid of 2D points.
Used for storing results and characteristics.

Fig. 5. Object model for calculations sets and results representation.
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For the data management of the calculation set a simple relational model was
developed (Fig. 6). The database allows a convenient storage and management
of the calculations cases. Calculation data is persisted using binary serialization.
After serialization, they are stored in binary field ‘data’; in database structure.
The database structure does not directly allow for manipulating the calculation
cases data nor the set of results. The database links the additional, descriptive
information with the data of binary serialized calculation cases. It helps users
with organizing and managing the simulations and research work performed with
the software.

Fig. 6. Relational data model for calculations sets and results representation.

4 Software Design and Implementation

The software was developed using C++ and Mirosoft Visual Studio 2015 IDE.
The software consists of two parts:

– End user application
– Database.

The end user application is composed of a few parts. It consists of the Data
Structures Component (DSC), the Calculation Engine Component (CEC), the
Data Repository abstraction Component (DRC) and the GUI Application Com-
ponent (AC). All components were designed using the object oriented analysis
and design approach [1,2]. The Data Structures Component implements the data
model described in the previous sections. Besides storing all the data needed for
calculations, the objects are capable of performing a set of basic operations
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(e.g. recalculating distance from the panel layer to the calculations horizon).
They are also responsible for ensuring the consistency in the data. The calcu-
lation engine component operates on the data structures defined in DSC. The
component is responsible for performing all data transformations and calcula-
tions necessary for the calculations of the seismic wave and stress anomaly. The
Data Repository abstraction Component is responsible for the serialisation of
the data structures and their storing in the repository. The relational database
is considered a main and basic repository, but the component also provides ser-
vices allowing for the storage of the data in the file system. It is also possible to
save a part of data (e.g. results) in different format for further processing and
visualization. The GUI Application Component uses all mentioned components.
It is responsible for the interaction with the user, setting up calculations and
presenting results (Fig. 7). It was written as a common Windows operating sys-
tem controlled application. The application allows for reading and saving data,
browsing through the database, selecting panels for computation and so on. The
AC is the only component, which is specific to an operating system and uses the
proprietary Microsoft libraries. The other components were written using C++,
STL and a boost library. Using the code under different operating system should
be possible without difficulties.

The Microsoft SQL server was used for data storage. The connection to a
database was done by implementing interfaces specified in the Data Reposi-
tory abstraction Component. The database stores the calculation data as binary
objects. The workset data model is serialized and stored in the database along
with the additional information. The information helps the user in a quick and
efficient localization of the desired calculation data. The system allows coarse
preview of a graphical form of collected data. However, from the user’s per-
spective the most important is the information of the location of the case of
calculations, the formal information (mine name, the mining area identification)
and a few most important parameters.

Fig. 7. The main window of developed application.
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5 Results and Discussion

The developed methodology and software were tested on several sets of prepared
data. Though the data were prepared specially for testing purpose, they depict
the panels locations and geometry, which can be found in many real coal mines.
There were 24 points and 5 panels defined. The projection of panels are presented
in the Fig. 7. The panels share some of their edges. They are located at different
depths, though some of them lay in the same plane. The calculation horizon was
placed at 700 m below ground level, while panels depths vary form 670 to 720 m.
A results grid size was 700× 500 m, while the distance between grid nodes were
5 m both in x and y direction. The results set was exported to Golden Software
Surfer for visualization. The Fig. 8 presents the obtained results.

Fig. 8. Example of obtained calculations results - seismic stress anomaly.

The results are in a good agreement to the expectation. The interactions
between panels were correctly calculated in most cases. However, some artifacts
can be observed (e.g. elevated values in the direction of the common edge of
panels 1 and 2). They reveal the limitations of the used methodology. As the
method of calculations is still an active research area, it can be expected that
artifacts will be removed in the near future. The developed software proved its
usefulness in the prediction of the potentially hazardous conditions in the deep
mine operations. It is also a convenient tool for the development of the calcula-
tions methodology. Due to the application of the object oriented principles, and
especially Liskov’s substitution principle [9], it is relatively easy to exchange one
calculation algorithm with another.
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6 Conclusions

The new software for the calculation of seismic waves and stress anomalies caused
by an exploitation of mineral deposits (coal) has been developed. The software
uses an original method based on measured characteristics. The software is com-
posed of a few cooperating components. A database is used for characteristics
and calculation cases data storage. Several test calculations were performed.
Obtained calculations results proved correctness of application. However, a few
minor artifacts were observed, which shows that further development of the
method is necessary. The application along with the database are a useful tool
for the prediction of potentially hazardous conditions and helps in improving
safety in coal mining.
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4. Dubiński, J.: Sejsmiczna metoda wyprzedzajacej oceny zagroienia wstrzqsami
gérniczymi w kopalniach wegla kamiennego. Prace GIG, Seria dodatkowa, Katow-
ice (1989)

5. Hardy, R., Heasley, K.: Enhancements to the LaModel stress analysis program. In:
2006 SME Annual Meeting and Exhibit, Denver, Colorado, pp. 06–67 (2006)

6. Heasley, K.A.: Numerical modeling of coal mines with a laminated displacement-
discontinuity code. Ph.D. thesis, advisor: Miklos D.G. Salamon, Department of
Mining Engineering, Colorado School of Mines (1998)

7. Kabiesz, J., Makówka, J.: Empirical-analytical method for evaluating the pressure
distribution in the hard coal seams. Min. Sci. Technol. (China) 19(5), 556–562
(2009)

8. Kabiesz, J., Michalak, M., Iwaszenko, S.: Tworzenie interfejsu uzytkownika w opar-
ciu o szablon MiSS Framework, vol. 30 (2009)

9. Liskov, B., Wing, J.M.: Family values: a behavioral notion of subtyping. Technical
report, DTIC Document (1993)

10. Manual, FLAC Users: Itasca Consulting Group Inc., Minnesota, USA (1998)
11. Mocek, P., Pieszczek, M., Swiadrowski, J., Kapusta, K., Wiatowski, M.,

Stanczyk, K.: Pilot-scale underground coal gasification (UCG) experiment in
an operating Mine “Wieczorek” in Poland. Energy 111, 313–321 (2016).
http://www.sciencedirect.com/science/article/pii/S0360544216307046

http://www.sciencedirect.com/science/article/pii/0148906288922930
http://www.sciencedirect.com/science/article/pii/S0360544216307046


Computer Software Supporting Rock Stress State Assessment 479
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Abstract. This document presents an ontology-based communication
interface dedicated for an autonomous mobile platform (AMP). All data
between the Platform and other controllers such as PCs or AMPs are
exchanged using standardized services. This solution not only allows the
required measurement information and its states to be received from an
AMP but also control of the Platform. The first advantage is that all of
the information is available through an XML file. The second advantage
is better possibility for controlling the AMP using external machines that
can monitor the route of the AMP. In the case of avoiding obstacles, an
external machine can, with the existing sensors and services, help the
AMP come back via the correct route. The structure for the data for the
Platform is described as set of standardized services such as information
about the existing configuration and the status of any installed sensors.
The XML format helps to structure information by adding metadata. To
create a fully functioning system, it is necessary to add a semantic model
(relations between the elements and services) of the AMP services. This
paper describes one possible solution for creating ontology model, using
the current configuration, services for monitor and services for control of
the AMP.

Keywords: Autonomous systems · Cyber Physical Systems ·
Ontology · XML · Semantic model · OPC UA

1 Introduction

Cyber Physical Systems are places in which the embedded world meets the
Internet world [19]. They deploy embedded cyber capabilities and join them
with the physical world, including humans, infrastructure and platforms, that
transform interactions with the physical world. The automation pyramid is no
longer a canon in industrial IT systems. CPS are formed by networks of dis-
tributed operating entities that supply the production process and makes them
capable of operating in a smart factory environment through the application
of the Internet of Services [25]. Such services can be supported by agent-based
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systems that support flexible and transparent IT services in order to make col-
laborative manufacturing compliant with CPS [8]. One of the important aspects
of contemporary manufacturing systems are the flexible internal logistics sys-
tems that support agile manufacturing [6] by providing support to the flexible
production paths. The recent progress in advanced ADAS (Advanced Driver
Assistance Systems) [28] make the idea of the Autonomous Mobile Platforms
for internal logistics in manufacturing systems more feasible. This paper focuses
on one of the crucial problems related to the application of autonomous vehicles
the problem of communication between autonomous vehicles, human users and
IT systems through flexible and self-describing services that make an AMP an
integral part of CPS.

An ontology is a semantic tool that is understandable by humans and com-
puters that consists of a formalized representation of the knowledge about a
field of discourse, which is defined as “a formal, explicit specification of a shared
conceptualization” [23].

In the field of ADAS, an ontology-based Intelligent Speed Adaptation system
that can detect speeding situations by accessing an ontology-based Knowledge
Base was described in [26]. Ontology models about autonomy levels and situ-
ation assessment for Intelligent Transportation Systems have been introduced
for co-driving [18]. An ontology-based traffic model that can represent typical
traffic scenarios such as intersections, opposing traffic, multi-lane roads and bidi-
rectional lanes was introduced in [20].

The ontology proposed in [3] to provide a description of all road entities
along with their interaction allows inferences about the knowledge about the
situation of a vehicle with respect to the environment in which it is navigating.
In paper [27], an ontology-based Knowledge Base and a decision making system
that can assist autonomous vehicles at narrow two-way roads and uncontrolled
intersections were described. Lean ontology close to real-time was described in
[12]. It contains the concepts of vehicles, crossings, crossing traffic lights and
traffic signs and lane and road connections. Vehicles collected, measured and
processed the data. The XML format allows open access to that data. XML is
a widely used markup language [14,22] that defines a set of rules for encoding
documents in a format that is readable by both machines and humans. The data
in the XML format can be migrated [11] to a relational or NoSQL Database and
then processed.

In order to enable the physical implementation of the proposed ontology and
to convert it to a type of communication services that are easy to implement
in manufacturing system, the authors propose the application of the OPC UA
(IEC 62541) standard. OPC UA (Open Production Connectivity Unified Archi-
tecture) is a service-based architecture that relies on Web Services for commu-
nicating with enterprise management systems and TCP-based communication
for communication with control and HMI (Human Machine Interfaces). OPC is
maintained by the OPC Foundation [1] and is recommended by the Industry
4.0 guidelines. OPC UA supports data modelling and annotating raw input
data with useful semantic information that supports object-oriented vertical
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communication in flexible manufacturing systems [5] and it can be implemented
on different platforms including embedded systems that have very low comput-
ing resources [7]. All of the above-listed factors mean that although the proposed
ontology for AMP can be implemented on a variety of service-oriented commu-
nication platforms, the OPC UA solution appears to be the most appropriate
for industrial applications.

The rest of this paper is organised as follows: the concept of the multi-layer
hardware architecture for the AMP is presented in Sect. 2. The proposed ontology
that reflects the hardware model being used and the required logistics services is
given in Sect. 3. Some of the implementation details including a representation
of data model in XML and its implementation in the OPC UA address space
are described in Sect. 4. The conclusions are presented in Sect. 5.

2 Architecture for an Autonomous Mobile Platform

Nowadays is possible to find many solutions of small mobile platforms. They
were also created solutions for development control software and simulation for
robots, on example Robot Operating System (ROS) [2]. ROS is implemented
for Linux Ubuntu LTS. It provides standard services, hardware abstraction with
low-level device control, message-passing between processes and others. ROS
is not a real-time OS therefore was prepared own application for control and
communication with AMP in C with functionality close to a real-time OS.

Fig. 1. The main idea of communication with an Autonomous Mobile Platform

The main idea of the proposed solution is to build an autonomous mobile
platform that is equipped with a software system that is built on the Raspber-
ryPi platform (Fig. 1). The AMP [28] is supervised, controlled and monitored
through a Distributed Logistics System by the software application on a Personal
Computer via the Internet. The application that is installed on the PC allows
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the AMP to be controlled by the services that specify the communication tasks
for the AMP. Motion control of the AMP is executed through an application
running on RaspberryPi that interprets the signals that are collected from the
sensors that are installed on the platform and they also perform the services that
are received from the PC. Communication between the PC and the RaspberryPi
is performed via a Wi-Fi Internet connection.

Fig. 2. The hardware architecture of an Autonomous Mobile Platform

The basic service allows data to travel from point A to point B by following
a known route on a flat terrain.

An AMP is designed as a modular project that is based on a simple mobile
platform, an engine control module and a movement control system. The main
assumptions of its hardware architecture are presented in Fig. 2. The authors
assume that the mobile platform and engine controls are one of the commercially
available solutions and the control system is realized on a RaspberryPi system.
Additionally, the system can be equipped with an FPGA circuit, which would
allow special functions to be implemented [29].

The movement control system of an AMP allows it to drive a vehicle forward
and backward, to turn left and right. In order to achieve this functionality, an
AMP can be equipped (depending on the AMP configuration) with a set of
sensors [9,21] that includes a:

– 3-axis Digital Gyroscope
– 3-axis Accelerometer
– Magnetometer
– GPS
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– Encoder
– Ultrasound
– Camera

A software application for an AMP system is divided between a RaspberryPi
and a Personal Computer. The RaspberryPi application is responsible for many
individual tasks. The RaspberryPi allows the tasks to be received from the PC
system via Wi-Fi. One task is to set up the short segments of the route that
the vehicle will have to drive, which are described as a map of the area with the
access from point A to point B marked with tags. The second important task is
to prepare an algorithm that will allow the route from point A to point B to be
driven.

This task requires the implementation of several solutions:

– measuring the speed and direction,
– determining the position,
– calculating any deviation from the target,
– detecting and bypassing any obstacles.

3 Ontology for an AMP

An ontology [10] is the way in which specific information such as a model of the
entities and interactions in some particular domain of knowledge is represented.
This type of description enables the machine (independent of human decision)
interpretability of web content the parameters and the relations between them.
There are many types of ontologies that can describe different models. Ontology
Web Language is the language for defining Description Logics used in ontology
creation [4].

Ontologies are often used in the area processing natural language or unstruc-
tured text documents [15]. In [13], an algorithm was presented for creating a
mapping between selected semantic features and words. In [16], a classification
method of potentially innovative domains acquired from the Internet to esti-
mate whether they represent companies that are innovative or not was described.
Another example is fuzzy ontology that is based on Fuzzy Semantic Petri Nets
that was used for the automated recognition of complex video events [24].

An AMP is designated to work both indoors and outdoors. Previous experi-
ments showed that it does not always work properly. Sometimes, an AMP cannot
find the correct way to its destination. This can happen in a situation in which
the way is blocked by obstacles or when the selected sensors are not precise to
correct its actual position. Errors in the correct position accumulate, for exam-
ple, inside buildings. In other situations such as a message from other AMP or
service about traffic problems, there is a need to modify the route. A Platform
should be ready to communicate with external systems in order to obtain cur-
rent information or to ask for help. In order to use an AMP in today’s Internet
of Things [24] world, it is necessary to prepare a description of communication
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structures to cooperate with web services. An AMP can be equipped with differ-
ent kinds and types of sensors depending on the needs. Sensors can use different
techniques in different units to obtain the measurements.

A single measurement is usually insufficient to control a Platform. An accel-
eration measurement by itself gives no information about the position, GPS
cannot work properly indoors, ultrasound can have problems in rain, etc.

The obvious method for realize communication between different devices is
to use the Semantic Web, in which will be possible to use standard protocols and
services to transfer, understand and process information from and to an AMP,
regardless of its type, the sensors being used for the control methods. To create
a Semantic Web, it is necessary to prepare information in a standardized form
of ontology. In this situation, the ontology should contain a representation of
the elements of the AMP such as its sensors, states, measurements, controls as
well as the relations between them. In addition for ontology, we proposed three
types of services to allow data exchange for different types of AMPs.

– Discovery – The presentation of the AMP. The Platform announces its Posi-
tion, Movement, Task, Address and Sensor list. A position is defined by Lon-
gitude, Latitude and Altitude. Movement by Azimuth and Speed. Task as ID
and Distance.

– Measurements – The AMP send, on demand, the values and information about
the selected sensors. Different Sensors have different classes and properties.

– Control – The AMP receives the new target. This can be realized by a direct
command such as Right, Left, Forward, Back, Step, Stop or by sending a list
with new commands.

For sake of simplicity, this paper does not describe functionality [17] and
rules of security such as authentication, rights to control or users priority.

By using the ontology description and web services, the AMP can exchange
the necessary information with the control station. Is possible to choose and
collect measurements (series of measurements) to control the AMP in the best
possible way. The ontology proposed here is the structural framework for orga-
nizing the available information. It consists of the concepts in the AMP (sen-
sors, states, commands) and the relations between them. It makes it possible to
exchange data automatically regardless of the type of AMP and other equipment.
All of the previous ontologies can be combined into one structure.

The AMP address space defines its own types, which are related to the pro-
posed hardware model of an AMP and the software services required by the logis-
tics system. The main idea of the proposed representation is shown in Fig. 3. The
graphical description of the AMP ontology corresponds to the one used by the
OPC UA standard. The graphic symbols used for representation are given by an
Agenda. The Objects reflect the different data structures that are defined by the
model. Some of the objects such as the ADAS1, Accelerometer, Magnetometer,
Gyroscope, Encoder and Ultrasound are defined by their types, which provide
additional information about the internal structure of the modelled devices. The
Objects group actual information about the physical values that are available
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Fig. 3. The ontology for an Autonomous Mobile Platform

on an AMP that are collected and explored by variables. Variables are used to
present the actual measurements or the AMP parameters that change during the
execution of the required logistics tasks. The dependencies between the objects
and variables are defined by a HasComponent reference. The object-oriented
structure is also supported by events mechanisms, which means that there is no
longer a need for cyclical data pulling and continuous object state checking. The
information is automatically sent to the client that has subscribed to a given
event and that receives the required message in the event of its evidence. A
subscription mechanism is used to track any data changes in a consistent man-
ner. These methods are used to represent the services that are available to the
AMP. In the proposed model, services are divided between Manual Control and
Automatic Services that are grouped by corresponding objects. The supported
logistic services are visible on the left side of the picture.

To ensure the consistency of the information between the different imple-
mentations of the AMP, a type hierarchy was proposed. In our case, the ADAS1
object was created as an instantiation of Type AMP ADAS TYPE.

AMP ADAS TYPE is a child type of a generic AMP platform that is
described by AMPType. The additional components that are added by the child
type are sensors that can be specific for different implementations of the AMP.
In the case of AMP ADAS, the following sensors are used: Accelerometer, Mag-
netometer, Gyroscope, Encoder and Ultrasound. Moreover, in the case of the
sensors, the relevant types expose their internal structure. The generic infor-
mation that should be supported by any AMP are defined by the parent type
AMPType, which includes information about the AMP location (Position), its
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speed and directional movement (grouped by Movement object) and details that
are relevant to the logistics task (Task) being performed. The Address object
contains the details that are necessary to establish communication with AMP.

4 Implementation

A WWW application was created on a PC to prepare an outdoor route for a
mobile platform (Fig. 4) that could be exported in a .CSV file. The application
in .NET on a PC allows the route data to be imported from a .CSV file and sent
to the AMP. The file contains information about the following points along the
route, e.g. the position of the AMP, the distance to be driven by the vehicle, the
direction of the route and the specification of orders (turn around, . . .)

Fig. 4. The WWW application to prepare an outdoor route for the Autonomous Mobile
Platform

The route in the .CSV file is described below (with short specification of
tasks).

5 0 . 2 8 8 8 3 2 ; 1 8 . 6 7 7 9 ; 0 ; 0 ; 0 ; ;
5 0 . 2 89154 ; 18 . 678544 ; 58 . 16 ; 51 . 926971 ; 51 . 926971 ; 10 ; 00000011
50 . 2 8 9493 ; 1 8 . 6 7 8136 ; 4 7 . 6 2 ; 3 2 2 . 4 8 7545 ; 8 9 . 4 3 9426 ; 1 1 ;
50 . 289589 ; 18 . 678351 ; 18 . 63 ; 55 . 007897 ; 92 . 520352 ; 10 ; 00000001

Additionally, the route can be described in the Python language. The descrip-
tion in CSV and Python allows the Automation Services to be used. The XML
file for the AutomaticServices is described below.

</AutomaticServices>
<Python=\”0\”/>
<CSV=\”0\”/>

</AutomaticServices>
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Another main functionality is the continuous recording of the route and this
information being sent from the AMP to the PC using an XML file. The infor-
mation that is sent includes the measurement data from the sensors that are
implemented on the AMP accelerometer, gyroscope, magnetometer, etc. The
XML file for AMP ADAS Type, which included the data measured by the AMP,
is described below.

<AMP ADAS Type>
<timestamp ms=\”3787547561\”/>
<acce l e rometer>

<m2 x=\”0.650181\” y=\”0.0382459\” z=\”8.98779\”/>
<g x=\”0.0663\” y=\”0.0039\” z=\”0.9165\”/>

</acce l e rometer>
<magnetometer x=\”−3.03\” y=\”178.77\” z=\”−254.52\”/>
<gyroscope x=\”0.09625\” y=\”−1.07625\” z=\”0.4375\”/>
<encoder d i s t ance =\”59\”/>
<ult rasound d i s t ance =\”45\”/>
< . . . >

</AMP ADAS Type>

The measurement data are processed by the RaspberryPi and allow the Posi-
tion of the AMP, the Movement with the actual Speed and the direction on the
route (Azimuth) to be specified.

Additionally, the AMP can introduce an Address (IP and MAC address, port
number) for communicating with the AMP as well as the task being realized
(Task ID the point which it goes from the platform) and the distance from the
last point. The AMPType provides these data as an XML file as shown below.

<AMPType>
<Pos i t ion>

<Lat i tude =\”50.289154\”/>
<Longitud=\”18.678544\”/>
<Alt i tude =\”18.67854\”/>

</Pos i t ion>
<Movement>

<Azimuth=\”58.16\”/>
<Speed=\”4\”/>

</Movement>
<Task>

<ID=\”2\”/>
<Distance=\”35\”/>

</Task>
<Address>

<IP=\”192.168.1.0\”/>
<MAC=\”0023546723C6\”/>
<PortNumber=\”8000\”/>

</Address>
</AMPType>
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Some of the information above is presented on the AMP website that is
available at the AMP IP address (Fig. 5).

Fig. 5. The measurement data presented by WWW application on the AMP

Additionally, the AMP website contains the commands for the AMP that
allow the AMP to be controlled manually in modes STOP or STEP (STEP - step
or continuous movement), direction - forward, backward, left or right (Fig. 6).
The XML file for ManualControl is described below.

<ManualControl>
<Forward=\”0\”/>
<Backward=\”1\”/>
<Le f t=\”0\”/>
<Right=\”0\”/>
<STEP=\”0\”/>
<STOP=\”0\”/>

</ManualControl>

All of this information can be exchanged between the AMP and several PCs,
which allows the AMP to be monitored and controlled from several systems. All
of these systems can help the AMP get to the destination. The use of the XML
format allows for a fast connection and exchange of data between the AMP and
other systems including new systems.

The ontology for the AMP presented in Fig. 3 was implemented using the
OPC UA address space. The OPC UA address space is presented in Fig. 7. It is
available for all OPC UA clients (in our case for UAExpert) by browsing services.
The instance of an AMP ADAS Type is named ADAS1 and was created in the
Objects folder on the server. The ADAS1 object exposes all of the information
and services defined by type hierarchy including the variables defined for its
parent type AMPType and additional information about the sensors being used



490 R. Cupek et al.

Fig. 6. The control of the vehicle by the WWW application on the AMP

for the specific implementation of the given AMP. The connections between
ADAS1 and the other nodes defined by the OPC UA address space is specified
by References. References show the type hierarchy and internal components of
the object. The Attributes window shows the OPC UA node attributes (in this
case, the attributes of the object node) that are used for the description and
identification of the node on the server side.

Fig. 7. Implementation of the OPC UA address space based on the AMP ontology
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5 Conclusions

The authors propose an ontology-based communication interface that is dedi-
cated for an autonomous mobile platform. The main advantage of the proposed
communication interface is its self-descriptive nature. An AMP not only explores
the data that is relevant to its state or the services that it is able to execute
but also exposes the relations between different parts of the information model
that are expressed by classes that are defined according to the proposed ontol-
ogy. The presented model shows that ontology-based communication services are
easier to maintain and to use by any client. Laboratory tests also proved that the
presented concept can easily be implemented using well-accepted industrial com-
munication standards. The OPC UA address space was defined according to the
presented ontology. The practical tests of simple services (manual commands)
were performed by a Human Machine Interface based on a web browser.

Acknowledgements. This work was supported by the European Union from the
FP7-PEOPLE-2013-IAPP AutoUniMo project “Automotive Production Engineering
Unified Perspective based on Data Mining Methods and Virtual Factory Model” (grant
agreement no. 612207) and research work financed from funds for science in years 2016–
2017 that are allocated to an international co-financed project (grant agreement no.
3491/7.PR/15/2016/2).

References

1. OPC Foundation: Unified Architecture. https://opcfoundation.org/about/
opc-technologies/opc-ua/

2. Robot Operating System. http://www.ros.org/
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Bartosz Zieliński(B) and Pawe�l Maślanka
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Abstract. Transition systems in which the state is described by a rela-
tional database found applications in artifact centric business process
modeling, where the business artifacts are often modeled relationaly. We
describe a framework implemented in term rewriting system Maude for
specifying and model checking relational transition systems. The system
was created to be a part of the future artifact centric business process
modeling framework, but is of general interest on its own.
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1 Introduction

Interactive applications and business processes are commonly modeled as tran-
sition systems. To alleviate complexity, the state space of such systems is
often structured, e.g., as algebra terms (in case of algebraic formalisms such as
π-calculus [21]) or Petri net markings ([23], cf. [24]). In most cases, this state
space is used to encode control flow information only. Data operated on, if any,
is abstracted away and delegated to other formalisms.

For example, business process specifications in BPMN are concerned only
with orchestration of activities within a workflow, and it almost completely
ignores the business data modified or accessed by activities, even though this
data does influence the execution of activities, e.g., in conditional splits.

This approach has obvious merits. Usually it makes the state space finite
and provides a reasonable separation of concerns, e.g., when the structure of a
business process is rigid and only losely connected with data. On the other hand,
there are cases when those concerns are not so easily separated, particularly for
data driven applications, frequently encountered in business practice.

This problem is well recognized (see e.g., [6,14,22]) and several solutions were
proposed. Let us mention the two most relevant for this work:

Relational transducers [1] model processes as state automatons, where each
state consist of instances of several relational databases. External actors interact
with the process by inserting rows into tables in input and output databases.

Artifact centric business process modeling [5,11,14] is built around, unsur-
prisingly, business artifacts, that is
c© Springer International Publishing AG 2017
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[. . . ] business-relevant objects that are created, evolved, and (typically)
archived as they pass through a business [11].

An artifact’s data model describes components of artifact instances’ state.
Artifact centric business process modeling methodology is agnostic about data
modeling formalism, but a significant amount of research is devoted to the use
of relational model and its restricted variations (see e.g., [7,8,12,13]).

A common theme here is that at least part of the specification defines a
(labeled) transition system in which states are given by relational databases.
This shows a need for support for modeling and testing such systems.

In this paper we present a framework implemented in term rewriting sys-
tem Maude for specifying and model checking relational transition systems. The
system was created to be a part of the future artifact centric business process
modeling framework but is of general interest on its own. The implementation
of the system is in the “proof of concept” stage, and thus has many limita-
tions. For example, the only queries supported so far are conjunctive queries
(non-recursive datalog queries). While this might seem restrictive, some works
on artifact-centric business process modeling (see e.g., [8,12]) actually assume
this restriction by design, as conjunctive queries are sufficiently expressive for
many practical applications, while at the same time enjoying good properties.

1.1 Prior Work

An alternative approach to artifact centred business process modeling was pre-
sented in [17], where the user specifies business process and data model in UML.
In contrast, our work aims to support business process specification based on
enriched process algebras (cf. [25]).

There exist various formalizations of relational databases such as formaliza-
tion of relational model [4] and the certified implementation of the full relational
database system [16]. Note that those formalizations deal with relational model
as used in relational databases, whereas our purpose is to model transition sys-
tems in which states are described relationally.

In [2,3] an efficient Maude implementation of Datalog is presented. This
implementation requires translating each datalog program (including base facts)
into specific Maude modules, which is reasonable when evaluating queries against
static knowleadge base but awkward when facts dynamically change.

2 Preliminaries

2.1 Term Rewriting and Maude

Maude [10] is a language and execution system based on term rewriting [19,20]
and many sorted equational logic [18]. Rewriting systems that can be defined in
Maude are of the form (S, Σ,M, E ,A,R), where
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– (S, Σ) is a many sorted, ordered signature with S being the poset of sorts
and Σ a collection of function signatures of the form f : S1S2 . . . Sn → S.
Connected components of S, referred to as “kinds”, correspond to types. We
denote by [S] the kind of S. Sorts of a kind are like predicates on the values
in the kinds and can be interpreted as (a hierarchy of) subtypes. Variables
are also sorted and only terms which are correct with respect to kinds can be
formed. It is expected that a term either has the unique smallest sort with
respect to subsort ordering or has only kind.

– M (resp. E) is the collection of implicitly universally quantified conditional
membership (resp. equality) axioms of the form “T : S if C” (resp. “T1 =
T2 if C”) which declare all terms of the form T to have sort S (resp. terms of
the form T1 and T2 to be equal). Conditions are conjunctions of equalities and
(unconditional) membership declarations. In conditions, equalities of the form
T = true are shortened to T . Equality axioms “T1 = T2 if C” are interpreted
internally as (conditional) rewritings rules of the form “T1 ⇒ T2 if C”, and
it is required that the rewriting system thus defined by equality axioms is
terminating and confluent. Equations define a quotient T(S,Σ)/E of ground
terms in signature (S, Σ) by the congruence defined by equations, where every
equivalence class can be represented by the (unique) normal form of the term
under rewriting system defined by the equations.

– Properties such as commutativity or associativity are easily written as equal-
ities but they do not define terminating and confluent rewriting system. Such
properties (A) can be defined in Maude by equational attributes instead.

– R is the collection of conditional rewriting rules.

Definitions of rewriting systems are collected in Maude modules, either func-
tional (which cannot include rewriting rules and simply define quotient algebras)
or system ones which can include rewriting rules. Modules can be parametrized
by theories which define properties of classes of systems with which the module
can be instantiated.

2.2 Conjunctive Queries and Dependencies

Let us recall some well known notions to fix the notation and terminology.
We assume a fixed set Val of atomic values and (at least countable) set of

variables Var. A database schema S = (R, ar) consists of a finite set of relation
names R and arity assignement ar : R → N. An instance I over the schema S
is an assignement to each relation symbol R ∈ R a relation RI ⊆ Valar(R).

Terms are elements of Val ∪ Var. Given a schema S := (R, ar), an atom
is a an expression of the form R(t1, . . . , tar(R)) where R ∈ R and each ti is
a term. We often abbreviate list of terms t1, . . . , tn to t. Any partial map σ :
Var ⇁ Val, called substitution, can be extended to terms (where the extension
is denoted by the same symbol) by setting σ(v) = v for v ∈ Val∪(Var\Dom(σ)).
A conjunctive query is an expression of the form

?(s) : −R1(t1) ∧ · · · ∧ Rn(tn), (1)
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where R1, . . . , Rn are relation names, and s is a list of terms such that each
variable in s also appears in one of the lists t1, . . . , tn. Query arity is the size of
s. Given an instance I over S, the query Q from Eq. 1 defines a relation

QI :=
{
σ(s) | σ : Var ⇁ Val ∧ σ(t1) ∈ RI

1 ∧ · · · ∧ σ(tn) ∈ RI
n

}
(2)

which we consider to be the answer to Q.
Tuple generating dependencies (TGD’s) are defined by formulas of the form

∀x(
Φ(x) ⇒ ∃yΨ(x,y)

)
, (3)

where Φ(x) and Ψ(x,y) are conjunctions of atoms such that x (resp. x,y) is
the list of distinct variables appearing in Φ(x) (resp. Ψ(x,y)). Similarly, equality
generating dependencies (EGD’s) are defined by first order formulas of the form

∀x(
Φ(x) ⇒ t1 = t2

)
, (4)

where again Φ(x) is a conjunction of atoms such that x is the list of all the
variables appearing in Φ(x) which also contains the variables in t1 and t2.

3 Relational Transition Systems

Our relational transition systems will be passive, responding only to external
actions modeled as transition labels. Let us denote by IS the set of all instances
of schema S and by Rel the set of all (finite) relations on Val of arbitrary arity.

Definition 1. Relational transition system (S, Λ, Γ,Θ,→,→Q,∈) consists of

– a database schema S := (R, ar),
– set Λ (resp. Γ , resp. Θ) of action (resp. query, resp. predicate) labels of the

form f(v,R), where f is the primary symbol of the label, v is a list of atomic
values and R is a list of relations (with expected arities in a given position),

– a ternary (transition) relation →⊆ IS × Λ × IS ,
– a ternary query relation →Q⊆ IS × Γ × Rel,
– a binary predicate ∈⊆ IS × Θ. We read I ∈ θ as “in the instance I the

condition θ holds”.

Actions model changes to the database through the set of predefined opera-
tions identified by the primary symbol and parametrized with label arguments.
Queries and predicates must be predefined too, and they also can accept parame-
ters through labels. Queries and predicates do not modify the queried instance
(provided as the source of →Q). The target of →Q is interpreted as the answer.

Queries and actions are not assumed to be total or deterministic. Thus:

– a given instance might admit only some of the transitions and queries. If for
no instance I ′ (resp. relation R) I

λ→ I ′ (resp. I
Γ→Q R) then we say that the

action λ (resp. query γ) is inactive at the instance I.
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– actions and queries need not be deterministic. In both cases non-determinism
represents arbitrary choices by the user.

Non-determinism for queries requires some further explanation. Suppose one of
the actors is a customer of e-commerce venue. There is an action which adds set of
products (passed as the relational argument) to the basket. The products are not
arbitrary but chosen from the set of available ones. This choice can be modeled
as a non-deterministic query to the product information system. Alternatively,
non-deterministic selection could be included in the (now argumentless) “add to
basket” action. Which of the approaches is correct depends on the situation but
making choice of products and adding them to basket separate events allows for
modeling the situation in which when the customer finally makes the decision,
the product is no longer available.

4 Relations, Queries and Conditions in Maude

In this section we describe implementation in Maude of relations, deterministic
queries and dependencies. To keep the presentation self contained we explain
some less obvious elements of the Maude language as they appear in the code.
Otherwise, the reader is referred to the Maude Manual [9].

4.1 Relations and Tuples

We represent tuples (Tuple) as lists of atomic values. A single value is also a
list. For queries and conditions we also need tuples of terms. A term (ATerm)
is either an atomic value (AValue) or a variable (AVar). A tuple of values is in
particular a tuple of terms (VTuple). Each of these syntactic elements has its
corresponding sort and the subsort order serves as “is a” relation:

sorts AValue AVar ATerm Tuple VTuple.
subsorts AValue < Tuple < VTuple.
subsorts AVar AValue < ATerm < VTuple.

We do not implement any domain computations nor type control, but it helps
readability to be able to construct atomic values from standard data types such
as strings or natural numbers, e.g., with constructors

op {_} : Nat -> AValue [ctor]. op {_} : String -> AValue [ctor].

Here we use Maude’s mixfix syntax, where the places for arguments are indicated
by underscores. Thus, {‘‘Bartek’’} and {1} are terms of sort AValue. Variables
are built from Maude’s quoted identifiers (Qid’s) with op $ : Qid -> AVar.
Finally, we define lists of values and terms:

op nilTuple : -> Tuple.
op __ : VTuple VTuple -> VTuple [assoc id: nilTuple ctor].
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We allow for tuples of arity 0 (constant nilTuple). A relation of arity 0 can be
either empty or contain a single nilTuple. Lists are appended with the associa-
tive binary operator (with empty syntax) which has nilTuple as a neutral ele-
ment. Those properties are not defined with equations. Instead, they are declared
with attributes assoc and id. Thus, the following is a term of sort VTuple:

{1} {‘‘aaa’’} nilTuple $(’A) {‘‘bbb’’} {’aaa} {2}

All sorts defined in this module belong to the same kind. Maude permits
overloading of functions. However, in case of overloading for sorts in the same
kind, Maude requires that definitions agree on common elements. Such a subsort
overloading enables assigning finer sort for particular values, e.g.,

op __ : Tuple Tuple -> Tuple [ditto].

makes the result of appending two Tuple’s a Tuple.
We represent relations directly as finite sets of tuples, but, to simplify code

and improve efficiency, we do not check that all the tuples in the relation have the
same arity. Operations we define on relations do not depend on this assumption.
The predefined SET module is parametrized with the TRIV theory. In order to
instantiate this module we first need to declare the view which links the sort
Elt in TRIV to the intended sort of set elements. In the case of tuples, this is
achieved with the declaration

view Tuple from TRIV to TUPLE is sort Elt to Tuple. endv

where TUPLE is the module which defines the sort Tuple. Then Set {Tuple}
is the sort of sets of tuples (the name in the bracket is the name of the view).
Similarly we define for later use views AValue, AVar, and Relation (in the latter
case Elt is linked with Set {Tuple}).

As relation names we use terms of sort RelVar which can be built with op
R : Qid -> RelVar from quoted identifiers. One might also use constructors
for names prefixed by a namespace. An instance (sort Inst) is represented as
a map from RelVar’s to relations. As maps we utilize predefined MAP mod-
ule, parametrized by TRIV theories of keys and values. The following command
includes a copy of instantiation of MAP for RelVar’s as keys and relations as
values, with the sort Map{RelVar, Relation} renamed to Inst:

pr MAP{RelVar, Relation} * (sort Map{RelVar, Relation} to Inst).

4.2 Syntax of Queries and Conditions

We implement Horn queries (Eq. (1)). Conditions implemented are either tgd’s
(Eq. (3)) or egd’s (Eq. (4)). We need the sorts for atoms, lists of atoms (which
represent conjunctions of atoms) equalities, tgd’s, egd’s, conditions (which are
both tgd’s and egd’s) and queries:

sorts Atom AtomList Equality Tgd Egd Condition Query.
subsorts Tgd Egd < Condition.
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Lists of atoms (including empty ones) are defined in a standard way:

subsort Atom < AtomList. op nil : -> AtomList [ctor].
op _,_ : AtomList AtomList -> AtomList [assoc comm id: nil].

Atoms are relation names (RelVar) followed by a tuple (VTuple) of terms:

op _(_) : RelVar VTuple -> Atom [ctor prec 3].

The queries (Eq. (1)), tgd’s (Eq. (3) and egd’s (Eq. (4)) are represented with

op ?(_):-_ : VTuple AtomList -> Query [ctor].
op [_=_] : ATerm ATerm -> Equality [ctor].
op _=>_ : AtomList Equality -> Egd [ctor].
op _=>_ : AtomList AtomList -> Tgd [ctor].

In the second argument of the tgd constructor variables which do not appear in
the atoms from the first argument are considered to be existentially quantified.

4.3 Implementation of Query Answering and Condition Checking

We use a variant of the standard conjunctive query answering algorithm which
creates, for each matching combination of tuples, a substitution for variables
present in the body of the query:

pr MAP{AVar,AValue} * (sort Map{AVar,AValue} to VarToVal).

Every such substitution (of sort VarToVal) is applied to the tuple of terms in
the query’s head yielding a tuple of values in the answer using the function

op sub : VTuple VarToVal -> [Tuple].

Its codomain is in the kind and not sort because it can fail (e.g., when
not all variables in the first argument appear as keys in the second) return-
ing the constant tset-error in the kind [Tuple]. With correct arguments
sub

(
(h1 . . . hn),M

)
= (v1 . . . vn), where vi = hi if hi is a value and vi = M [hi] if

hi is a variable.
Another function updates the substitution by matching a tuple of values with

a tuple of terms returning match-err in the kind when matching is impossible:

op match : VarToVal VTuple Tuple -> [VarToVal].

More precisely, match
(
M,H, V

)
= match-err when H and V are of different

length and match
(
M,nilTuple,nilTuple

)
= M . Otherwise,

match
(
M, (h H), (v V )

)
=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

match(M,H, V ) if h : AVar and M [h] = v,

match(M,H, V ) if h : AValue and h = v,

match(M ∪ {h 
→ v},H, V )
if h : AVar and M [h] = undefined,

match-err if h : AValue and h �= v

.

We now define the function which returns the set of tuples answering the
query (or the constant tset-error in the kind if the query is ill formed):
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op execQuery : Query Inst -> [Set{Tuple}].

The first step is to extract the relevant information from the arguments and
reformat it in the form which is better suited for efficient rewriting:

op $execQuery : [VarToVal] VTuple [MatchList] -> [Set{Tuple}].
op toMatchList : AtomList Inst -> [MatchList].
eq execQuery(?(VT) :- AL, I)

= $execQuery(empty, VT, toMatchList(AL, I)).

The first argument of $execQuery is a substitution to be be filled for each
combination of source tuples by matching with VTuple’s in the body AL of
the query. The function toMatchList converts a list of atoms of the form
R1(t1), . . . , Rn(tn) to a list (of sort MatchList) of the form:

{t1 | RI
1}; · · · ; {tn | RI

n}. (5)

Here RI
i is the set of tuples currently assigned by the instance (Inst) to the

relation name Ri. This way we avoid costly searches for keys for every tuple.
The execQuery recurses on the elements of the MatchList:

eq $execQuery(M, VT, nilMatchList) = sub(VT, M).
eq $execQuery(M, VT, ({PVT | R} ; ML))

= gatherTuples(M, VT, PVT, empty, R, ML).
eq $execQuery(MK, VT, MLK) = tset-error [owise].

In the base case, when the list is empty, the substitution M is applied to the tuple
of terms VT from the head of the query. The step is given by the second equality
which delegates iterating over the tuples in R to the function:

op gatherTuples : VarToVal VTuple VTuple
Set{Tuple} Set{Tuple} MatchList -> [Set{Tuple}].

The fourth and fifth arguments of this function are, respectively, the “tuples
in the query answer so far” (Ans) and the “tuples in the currently considered
relation yet to process”. The base case is “nothing more to process”:

eq gatherTuples(M, VT, PVT, Ans, empty, ML) = Ans.

The step, in which we process the next tuple T in R, is more complicated:

eq gatherTuples(M, VT, PVT, Ans, (T, R), ML)
= gatherTuples(M, VT, PVT, unionOrError(Ans,

$execQuery(match(M, PVT, T), VT, ML)), delete(T,R), ML).

unionOrError returns the error term if its second argument is an error term.
Otherwise, it reduces to the set union of both arguments. Thus, the step adds to
ans the tuples returned by the recursive call of $execQuery with the MatchList
ML corresponding to as yet unconsidered atoms and the VarToVal substitution
enriched by matching with the current tuple T.
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Note that iteration over tuples of the current relation is implemented by
tail recursion. Maude performs the tail recursion optimization. Recursion over
MatchList element is not tail but its depth will usually be very small.

Checking of Tgd’s and Egd’s for the given Inst is implemented with

op verifyTgd : Tgd Inst -> [Bool].
op verifyEgd : Egd Inst -> [Bool].

Their codomain is the kind of Bool instead of the sort as they return the error
term in the kind if the checked dependency was ill formed.

Terms verifyTgd(A ⇒ A1, I) and verifyEgd(A ⇒ E, I) are reduced to
boolean constants as follows. Each combination of tuples matching the atoms in
A yields a substitution σ. The algorithm returns true if for each such substitu-
tion all atoms in A1 (in case of tgd) or the equality E (in case of egd) is satisfied.
Equality t1 = t2 is satisfied if all the variables in this equality are defined by σ
and σ(t1) = σ(t2). List of atoms A1 satisfies σ if all the atoms in A1 satisfy σ.
The atom R(t) satisfies σ if there exists a tuple v ∈ RI which matches with t in
the presence of σ, that is iff match(σ, t,v) (defined in the previous subsection)
does not return an error term. We optimize the algorithm by replacing (using
the function toMatchList) the lists of atoms with MatchList’s (cf. Eq. (5)).

5 Defining Transitions

5.1 DML Operations and Generic Transition Syntax

Transitions are defined in terms of insert and delete operations:

sort Dml.
op insert_<=_ : Atom AtomList -> Dml [ctor].
op delete_<=_ : Atom AtomList -> Dml [ctor].

They are evaluated against an instance using the function

op exec : Inst Dml -> [Inst].

which returns a new instance. Let Ψ(x) be a conjunction of atoms with variables
x (represented as an AtomList), and let t be a list of terms. Then

– exec
(
I, insert R(t) ⇐ Ψ(x)

)
= I ′, where I ′ is identical to I, except that it

maps R to RI′
:= RI ∪ {

σ(t) | σ : Var ⇁ Val ∧ Ψ(σ(x))
}
.

– exec
(
I,delete R(t) ⇐ Ψ(x)

)
= I ′ where I ′ is identical to I, except that it

maps R to RI′
:= RI \ {

σ(t) | σ : Var ⇁ Val ∧ Ψ(σ(x))
}
.

In case of error, exec() returns an error term in kind but not sort.
The basic operators and sorts supporting transitions are as follows:
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sorts Label QueryLabel ActionLabel Comm.
subsorts QueryLabel ActionLabel < Label.
op act : Inst Label -> Comm.
op result : Inst -> Comm [ctor].
op result : Inst Set{Tuple} -> Comm [ctor].
op result : Inst Bool -> Comm [ctor].

For each transition system those declarations have to be supplemented with the
module defining constructors for action labels (of sort Label) as well as equations
and rewriting rules which allow to reduce/rewrite terms of the form act(I, L) to
the terms of the form result(I ′) or result(I ′, A) where I ′ is a new instance after
the action labeled by L and, in the case of query actions, A is the relation or
a boolean value which answers the query. We describe building such a concrete
module later in this section.

5.2 Choosing Rows Probabilistically

A common task for the user is to choose values (or rows) from some set, e.g., a
student may choose courses. As indicated earlier, we simulate such choices inside
non-deterministic actions and queries with probabilistic choice. We use the stan-
dard sampling algorithm (see e.g., [15]): Visit every element of an M -element set.
If K elements have been chosen after first t visits then select (t + 1)’st element
with probability N−K

M−t . We implement sampling in the module parametrized by
the TRIV theory X of the elements of sampled set.

First we need random numbers. The predefined random() function maps nat-
ural numbers to the respective elements of a pseudo-random sequence (generated
by Mersenne Twister Random Number Generator with the seed chosen at the
start of Maude interpreter). The following function maps this sequence into the
real interval [0, 1]:

op rand : Nat -> [Float]. vars N M CN : Nat.
eq rand(CN) = float(random(CN)/4294967295).

We need to keep track of which element of the pseudo-random sequence is to
be used next, hence the additional (last) argument of the sampling operator
sample of with defined below. The term sample N of S with CN reduces to
the pair (of sort CPair) consisting of a random N-element sample of the set S and
the first unused index of the pseudo-random sequence. The auxilliary function
sampleRec makes the definition tail-recursive:

sort CPair . op [_|_] : [Set{X}] Nat -> CPair [ctor].
op sample_of_with_ : Nat Set{X} Nat -> CPair.
op sampleRec : Nat Set{X} Nat Set{X} Nat -> CPair.
vars S C : Set{X} . var E : X$Elt.
eq sample N of S with CN = sampleRec(N, empty, | S |, S, CN).
eq sampleRec(0, C, M, S, CN) = [ C | CN ].
eq sampleRec(s N, C, s M, (E, S), CN) =
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if float((s N)/(s M)) >= rand(CN)
then sampleRec(N, (E, C), M, delete(E, S), s CN)
else sampleRec(s N, C, M, delete(E,S), s CN) fi.

In sampleRec(N, C, M, S, NC), M (resp. S) is the number (resp. the set) of
elements not yet considered, and N (resp. C) is the number (resp. the set) of
elements already selected. Deleting the considered element E is necessary as S
may contain duplicates.

5.3 Example Specification

Here we specify a tiny fragment of a paper submission system. The schema
contains a single relation symbol Paper(auth, doc) (in parentheses we indicate
the intended meaning of each positional attribute). A given paper (doc) may have
more than one author (auth). The only operation we consider is the submission,
labeled submit(doc,A), of the paper doc written by authors enumerated in the
set A. The paper can be submitted iff it has not been previously submitted. The
following egd expresses this precondition of submit(doc,A) action:

∀auth
(
Paper(auth, doc) ⇒ 1 = 2

)
. (6)

The action, when applicable, inserts rows (auth, doc) into the Paper relation
for all auth ∈ A. Using our framework we encode this transition as follows:

op submit : AValue Set{Tuple} -> ActionLabel [ctor].
op author : -> RelVar.
var I : Inst . var A : Set{Tuple} . var D : AValue.
crl act(I, submit(D, A)) => result(remove(author, exec(

insert(author, A, I),
insert R(’Paper) ($(’auth) D) <= author ($(’auth)))))

if verifyEgd(R(’Paper) ($(’auth) D) => [{1} = {2}], I).

Note that the instance passed to the $act function is extended with the relation
A (containing authors) named by a constant author guaranteed not to clash with
other names. Now we can test the submission process by rewriting terms like

act(i, submit({10}, ( {‘‘Bartosz’’}, {‘‘Pawel’’}))).

where i is some initial instance, and we represent the new paper by the atomic
value {10}. In order to demonstrate how can we discover errors in specifications
using Maude, assume for the moment that we forgotten to add to the rewriting
rule for act the condition preventing submission of the paper already submitted.
First we need to define a rewriting system which repeatedly submits random
papers. Then we check if the state in which a duplicate paper is submitted and
the submission completed is reachable from the initial state.
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var N CN : Nat. var A : Set{Tuple}. sort CnComm.
op <_|_> : Comm Nat -> CnComm [ctor].
op nextAct : Inst Nat CPair -> CnComm.
rl < result(I) | CN > => nextAct(I, random(CN) rem 10,

(sample 2 of people with (s CN))).
eq nextAct(I, N, [ A | CN ]) = < act(I, submit({N}, A)) | CN >.

Here people is a constant equal to a finite set (of 6 names, not shown) from
which authors are randomly selected. Document id’s are selected randomly from
the set {0, . . . , 9}. The sort CnComm and its constructor are needed to keep track
of the last unused position in the pseudo-random number sequence generated
by the random function. Now we can check if it is possible to submit a paper
already submitted by executing a command

search [1] < result(i) | 0 > =>*
< act(I:Inst, submit(D:AValue, A:Set{Tuple})) | CN:Nat >

such that not verifyEgd(R(’Paper) ($(’auth) D:AValue)
=> [{1} = {2}], I:Inst) /\ act(I:Inst,

submit(D:AValue, A:Set{Tuple})) => result(I1:Inst).

In the case of incorrect implementation it finds an example of such double sub-
mission. In case of the incorrect one no such solution exists, but because here
the system is finite state the command also terminates returning “no solution”.

6 Evaluation of Query Answering

We expect that relational states in tested systems will typically be relatively
small (even though in principle they can grow unboundedly). Thus, we do not
need our framework to be able to efficiently execute queries against instances
with thousands or milions of tuples. On the other hand, we still expect the
queries to be reasonably efficiently evaluated on small instances. Here we test
our framework on a family of instances In, indexed by natural numbers, of a
schema with a single 2-ary relation symbol E. The instance In encodes a binary
tree with the set of nodes {0, . . . , n−1} and edges encoded by the tuples of EIn ,
where EIn = {(m, m/2�) | 0 < m < n}. We executed the query

?(x, t) : −E(x, y), E(y, z), E(z, t)

against instances In for several values of n using a computer with 2.8 GHz Intel i7
processor and 16 GB of memory. The number of rewrites and the time duration
of query computation are presented in the table below.
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n Rewrites Time [ms]

10 2013 0

50 54213 3 ms

100 218463 19 ms

200 876963 113 ms

500 5492463 779 ms

7 Conclusion

We described a framework implemented in term rewriting system Maude for
specifying relational transition systems. To the best of our knowleadge it is the
first such framework. The framework allows only for conjunctive queries which
simplifies the implementation, and is sufficient in most cases. The significance
and usefulness of our approach lies in the fact that relational transition systems
are in general infinite state and thus the only available automated way to verify
such systems is to partially check the correctness through simulation, which our
framework (and Maude) is designed for.

The system was created to be a part of the future artifact centric business
process modeling framework (and not the replacement for relational database).
In particular, we plan to couple it with some implementation of the π-calculus in
Maude, modifying the process algebra in such a way that it can perform actions
on the relational database in addition to the standard π process transitions.

Our framework is also interesting on its own, as it shows the viability of
simulating the relational database within term rewriting system. It also supports
probabilistic exploration of reachable states which in case of infinite state systems
may provide more effective way of finding errors. Another original aspect of our
system is that the actions and queries are parametrised not only by atomic values
(as in [8]) but also by relations. This allows for similar expressivity as in the case
of relational transducers [1] without introducing a global input database.
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Abstract. The rule knowledge-based systems are still popular in the
real-world applications and the rules are considered as a standard form
of knowledge representation in intelligent information systems. While the
number of knowledge-based applications grows, the number of tools for
building such systems grows much more slowly. This work is the part of
research focused on the development of new methods and tools for build-
ing rule-based expert systems. The software components mentioned in
this work are the main parts of the distributed expert system shell. The
realized implementation assumes, that the inference is performed on the
preloaded knowledge base stored in the memory. But such a way of using
rule bases may be unrealisable or ineffective for large ones, especially
when a weak hardware configuration (mobile applications, embedded
systems) is used. In this work the utilization of a database stored pro-
cedures is considered. This approach minimizes the network traffic and
is independent from the used programming tools—only a connection to
the database server is required. The main goal of the experiments was to
describe an experimental implementation of the forward chaining infer-
ence algorithm (as the stored procedure) and to evaluate this approach in
comparison to performing inference on preloaded (real-world) knowledge
bases.

Keywords: Knowledge base · Expert system shell · Web application

1 Introduction

The rule representation and forward/backward chaining inference are still pop-
ular in real-world applications [2,23]. The rules are considered as a standard
output form of data mining methods, and are again an important and useful
material for constructing knowledge bases for different types of decision support
systems [21]. The number of expert systems’ applications grows, but unfortu-
nately the number of tools for building knowledge based systems grows much
more slowly. The set of ready to use tools is still restricted to the well-known
systems (e.g. JESS [14], CLIPS [4], DROOLS [5], EXSYS [8]), and interesting
new systems are not so popular yet (XTT [17], SPHINX [31]). The authors of
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this publication argue that there is still a need for expert system building tools,
especially for modern, easy to use systems which are able to work over the WWW
network.

This work is the part of research focused on the development of new methods
and tools for building knowledge-based decision support systems. The software
components presented in this work are the main parts of the distributed expert
system shell. The KBExplorer is a WWW application which allows the user to
create, edit and share the rule-based knowledge bases [28]. The KBExpertLib is
a software library, which allows programmers to implement domain knowledge
based systems using the Java programming language [25]. This library makes it
possible to run different kinds of inference (classical and modified forward and
backward chaining algorithms [19,20,29] on rule-based knowledge bases stored
in the KBExplorer database or saved locally in the form of XML files.

The KBExploratorDesktop [20] is a desktop application which allows to
analyse knowledge bases created by the KBExplorer. This system utilizes the
KBExpertLib library and is implemented as an standard JavaFX GUI pro-
gram. The KBExploratorDesktop allows the user to perform different kinds
of forward and backward chaining inference, rules clustering, and also provides
tools for viewing the whole rule base structure and methods of visualization of
rules groups. The prototype version of KBExplorer and the demo version of
KBExploratorDesktop are available on-line: http://kbexplorer.ii.us.edu.pl. The
Fig. 1 presents the main software modules of the proposed distributed expert sys-
tem shell. The system is still under development, currently the new, enhanced
versions of the software are in the test phase.

This article presents selected implementation issues, directly connected with
database topic. We assume that the knowledge bases are stored in the database of
the KBExplorer system and may be exported to an XML file for offline analysis.
For the purpose of this work we are going to perform inference from a client
side software. The primary scenario implemented in the KBExpertLib assumes,
that the content of a particular knowledge base is retrieved from the XML file
or a relational database and is stored in the RAM. Furthermore, the inference is
performed on these data structures and the effectiveness of this process depends
on the hardware configuration of the local machine and will vary due to the size
of the knowledge base.

When we consider software working on a weak hardware configuration
(mobile applications, embedded systems) such a way of using rule bases may
be unrealisable for large ones. That is why, in this work we also analyse a dif-
ferent approach. We assume that the inference process is being realized fully
on the server side. Worth to note is that we considered different ways of the
server side implementation—as a PHP module, by the usage of Rest API ser-
vices and as a utilization of stored procedures (within the database server). The
last approach will be described in this work (the two other approaches are still
in consideration haven’t been completed yet). The utilization of stored proce-
dures minimizes the network traffic, as only a single request is necessary. The
main advantage of this approach is independence from the used programming

http://kbexplorer.ii.us.edu.pl
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tools—only a connection to the database server is required. The main goal of
the experiments was to describe an experimental implementation of the for-
ward chaining inference algorithm (as the stored procedure) and to evaluate this
approach in comparison to performing inference on preloaded knowledge bases.
Experiments were conducted on knowledge bases, storing respectively 416, 1119,
4438 and 22190 rules.

The remainder of this paper is organized as follows. The related works section
provides an overview of currently available web-based expert systems build-
ing tools. Section 3 presents background information and the problem descrip-
tion considered in this work. Section 4 outlines the proposed methods and
tools—by a description of the proposed software and two implementations of for-
ward chaining inference algorithms. Section 5 presents the experiments and discus-
sion of obtained results. Finally, the conclusions section summarizes the paper.

2 Related Works

Several tools and languages are available for developing decision support sys-
tems [26]. Traditional rule based systems were developed as desktop applications
and a number of development tools are available for such systems. Meanwhile,
web applications have grown rapidly and have had significant impact on the
application of a traditional expert system [22]. The detailed discussion and com-
parison of modern tools goes beyond the scope of this study. Some aspects of
such review can be found in [18,22] and also in [6,10,12]—in this work only basic
information is presented.

The Acquire system [1] provides an ability to develop web-based user
interfaces through a client–server development kit that supports Java and
ActiveX controls. The ExSys system [8] provides the Corvid Servlet Runtime
and implements the Exsys Corvid Inference Engine as a Java Servlet. Devel-
oped at NASA, the C Language Integrated Production System (CLIPS) is a
rule-based programming language useful for creating expert systems [4]. Jess
is a popular rule engine for the Java platform. JESS or Java Expert Sys-
tem Shell is the skeleton of expert systems developed by Sandia National
Laboratories. Jess is written in Java and it is possible to run code in this
language using Jess. It uses a syntax similar to Lisp [14]. It is compat-
ible with both the Windows and Unix systems. Rules written using Jess
are saved in the form of an XML file which must contain a rule-execution-
set element [3]. JESS is a rule engine and scripting language, which pro-
vides a console for programming and enables basic input/output operations—it
cannot be used directly in a web-based application but it is possible to use JESS
within the JSP platform.

Another commercial expert system building tool is XpertRule [33], which
offers a Knowledge Builder Rules Authoring Studio. The XpertRule KBS inter-
faces over the Web with a thin client using Microsofts Active Server Page tech-
nology. Applications developed using the Knowledge Builder Rules Authoring
Studio can be generated as Java Script/HTML files for deployment as Web appli-
cations. The Web Deployment Engine is a JavaScript rules runtime engine which
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runs within a browser. Similar concepts share the eXpertise2Go’s Rule-Based
Expert System, which provides free building and delivery tools that implement
expert systems as Java applets, Java applications and Android apps [7].

Next interesting system is Drools, a Business Rules Management System
solution. It provides a core Business Rules Engine, a web authoring and rules
management application (Drools Workbench) and an Eclipse IDE plugin for core
development [5]. In the literature we can find some attempts to build web-based
domain independent expert systems [9,32] as well as specialized domain expert
systems, e.g. [15,34]. This work introduces an another decision support system
building tool—the KBExplorator system. It is a web application and it allows
the user to create, edit and share rule knowledge bases. It is also connected
with the KBExpertLib—a software library, which allows programmers to use
different kinds of inference within any software projects implemented in Java
programming language.

3 Background Information and Problem Description

In this work, the following formal description of a knowledge base is assumed:
a knowledge base is a pair KB = (R,F) where R is a non-empty finite set of rules
and F is a finite set of facts. Furthermore, R = {r1, r2, . . . , rn} and each rule
r ∈ R will be represented in the form of Horn’s clause: r : p1 ∧p2 ∧ · · · ∧pm → c,
where m is the number of literals in the conditional part of rule r (m ≥ 0), pi is
the i-th literal in the conditional part of rule r (i = 1 . . .m) and c denotes the
literal of the decisional part of rule r.

For each rule r ∈ R we define the following functions: concl(r)—returns the
conclusion literal of rule r: concl(r) = c; cond(r)—the value of this function is
the set of conditional literals of rule r: cond(r) = {p1, p2, . . . pm}, literals(r)—
the value of this function is the set of all literals of rule r: literals(r) =
cond(r) ∪ {concl(r)}, csizeof(r)—conditional size of rule r, equal to the num-
ber of conditional literals of rule r (csizeof(r) = m): csizeof(r) = |cond(r)|,
sizeof(r)—total size of rule r, equal to the number of conditional literals of
rule r increased by 1 for a single conclusion literal: sizeof(r) = csizeof(r) + 1.
We will also consider facts as clauses without any conditional literals. The set
of all such clauses f will be called set of facts and will be denoted by F :
F = {f : ∀f∈F cond(f) = ∅ ∧ f = concl(f)}.

For the purpose of this work, rule’s literals will be denoted as pairs of
attributes and their values. Let A be a non-empty finite set of conditional and
decision attributes. For every symbolic attribute a ∈ A the set Va will be defined
as the set of possible values of attribute a. Attribute a ∈ A may be simulta-
neously a conditional and decision attribute. Also a conclusion of a particular
rule ri can be a condition in an other rule rj . It means that rules ri and rj

are connected and it is possible that inference chains may occur. The literals
of the rules from R are considered as attribute-value pair (a, v), where a ∈ A
and v ∈ Va. Furthermore, the notation (a, v) and a = v for symbolic attributes
is equivalent. We also consider numeric attributes and literals containing such
attributes are represented in the form of an attribute-relation-value triple.
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3.1 Inference Algorithm

The software implementation considered in this work is able to perform forward
and backward chaining inference. The KBExpertLib provides classical versions
of the algorithms as well as their modified versions [19,20,24]. In this paper two
different implementations of a classical forward chaining inference will be con-
sidered. This type of inference is also called data or facts driven. Each rule is
analysed whether all its’ premises are satisfied. If that is the case, the rule is acti-
vated and its’ conclusions are added to the set of facts. The algorithm stops either
there are no more rules which can be activated or when the starting hypothesis
is added to the set of facts [11,16]. The inference process can be divided into
three stages: matching, choosing and execution. At first, the premises of every
rule are analysed to match them to the current set of facts – the conflict rules
set is selected. Then, if such rules exists, the inference engine selects single rule
to activate and at the execution stage, the conclusion of the selected rule is
appended to the facts set. The rule for activation is selected according to the
conflict resolution strategy (the selection strategies used in proposed inference
implementation are briefly described in the Sect. 4.1).

Require: R: the set of rules, F : the set of facts, g: the goal
Ensure: F
procedure forwardInference( R, F , selStrategy )
var R, A : RuleSet
var r : Rule
begin
A ← ∅
select R ⊆ R : ∀r ∈ R, cond(r) ⊆ F
while R �= ∅ ∧ ¬g ∈ F do

select r ∈ R : r where r fulfills selStrategy
F ← F ∪ {concl(r)}
A ← A ∪ {r}
select R ⊆ R − A : ∀r ∈ R, cond(r) ⊆ F

end while
end procedure

Forward chaining inference leads to a massive growth of new facts and a time-
consuming rules’ matching process, therefore a modification of the forward and
backward chaining algorithms was proposed and described in the previous works
[13,19,20,24]. The proposed modification of the forward chaining algorithm
regards the reduction of the time necessary to realize the matching phase of
inference by choosing only the rules from a particular rules’ group—detailed
description is presented in [19]. The proposed modification of the backward
algorithm consists of the reduction of the search space by choosing only the
rules from a particular rules’ group, according to a generated (decision oriented)
rules partitioning and the estimation of the usefulness of each recursive call for
sub-goals. Therefore, only the necessary rules are processed and only promising
recursive calls of the classical backward chaining algorithm are made.
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In this work two custom versions of a classical forward chaining inference
implemented in the KBExplorer system will be considered. In the experiments
the worst possible case of inference is considered (in which all the rules should
be eventually activated) – this allows the authors to evaluate the boundaries
of a practical implementation of the proposed solutions. These experiments will
be in the future repeated with use of the aforementioned, modified inference
algorithms.

3.2 Software Description

The software components discussed in this section are the main parts of the
distributed expert system shell. The KBExplorer is a WWW application which
allows the user to create, edit and share the rule-based knowledge bases. It works
on the client side and requires only the usage of a typical modern web browser.
Unlike desktop applications, the KBExplorer system do not have to be installed
on a local machine. Each user can register his own account—knowledge bases cre-
ated by the user are stored in a relational database, and may be shared between
the registered system’s users. Moreover, it is also possible to download the knowl-
edge base as an XML file (for further analysis). The KBExpertLib is a software
library, which allows programmers to implement domain knowledge based sys-
tems using the Java programming language. This library makes it possible to
run different kinds of inference (classical and modified forward and backward
chaining algorithms) on rule-based knowledge bases stored in the KBExplorer
database or saved locally in the form of XML files.

The KBExpertLib may be used on the server side, but the main scope
of its application are client side desktop programs (developed in Java). The
KBExpertLib is an object-oriented library, which classes are divided into the
following packages: kbcore—the main, essential classes for representing rules,
kbinfer—classes providing the classical and modified inference algorithms,
kbpartition—classes allowing the decomposition of rule bases, and kbtools—
additional helper classes. The KBExploratorDesktop should be considered as
an offline version of the KBExplorator. This system utilizes the KBExpertLib
library and is implemented as a JavaFX program. The Fig. 1 presents the main
software modules.

The rule-based knowledge bases are usually physically stored in a relational
database. Any registered user of the KBExplorer system can create and manage
multiple knowledge bases, each one containing a custom set of attributes, their
values, facts and rules. Rule bases could be also shared between users—it is
possible to share particular rule bases for editing or only in the read-only mode.

3.3 Two Approaches to Inference Implementation

In the recent papers [27,30] the connections with other modern expert systems
building tools were discussed. For this reason, in this work the detailed analy-
sis and comparison between existing tools has been omitted. In the paper [30]
we also presented a relational database model for the rule-based knowledge base
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Fig. 1. Main components of the distributed expert systems shell

(presented in the KBExplorer system). Three main issues were discussed – a log-
ical model of the rule base for the proposed web expert system shell, the archi-
tecture of such a system and the transformation of the proposed model into
a relational database. These works also presented the evaluation of the rules
retrieval effectiveness (in the proposed model)—experiments were conducted to
determine the duration of retrieving of a single rule or group of rules in large
rules sets, counting up to 20000 rules. The paper [27] presented experiments con-
cerning the evaluation of time efficiency of loading rules from local XML files into
the internal, object oriented data structures (defined in the package kbcore of
KBExpertLib) as well as the estimation of memory usage for such data structures.
What is more the effectiveness evaluation of inference algorithms implemented
in the KBExpertLib library was presented.

In this work an another inference framework is considered. We assume that
the knowledge bases are stored in the database of the KBExplorer system and
we are going to perform inference from a client side software connected with
the KBExplorer database via Internet. The primary scenario implemented in
the KBExpertLib assumes, that the content of a particular knowledge base
is retrieved from the relational database and is stored in the object-oriented
data structures placed in the RAM. The inference is performed on these data
structures.

This method is similar to the approach described in the [27], where a rule base
is loaded from a local XML file. Unfortunately, the time needed to perform the
knowledge base loading from XML files is satisfactory only for small bases. For
example, for a knowledge base aggregating 22190 rules the loading time exceeds
8 min [27] and is not acceptable in real-world usages. In this work we try to
evaluate the time efficiency of a direct on-line access to the database containing
a rule knowledge base. We are going to check whether loading data directly from
the relational database (on the fast internet connection) may be an alternative
for using local XML files.

The second approach for the inference realization assumes, that the inference
process is being realized fully on the server side. It is worth to mention that the
authors have considered different ways of the server side implementation—as
a PHP module, by the usage of Rest API services and as a utilization of stored
procedures (within the database server). Only the last approach will be described
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in this work as the two other approaches are not completed yet. The utilization
of stored procedures minimizes the network traffic, as only a single request is
necessary. The main advantage of this approach is an independence from the
used programming tools—only a connection to the database server is required.

4 Methods and Tools

This section presents in detail the first of the previously mentioned approaches
of inference implementation. The KBExpertLib is a software library dedicated
for the Java programming language. It allows the programmers to use knowledge
bases and inference algorithms within any software projects implemented in the
Java programming language. The inference algorithm works on data stored in
computer memory, which must be retrieved from Java beforehand by a series of
SQL statements.

4.1 Forward Chaining Inference as the Java Code

The KBForwardInferer is the main class providing forward chaining inference
algorithms (previously described). These algorithms use the interface, which
gathers simple statistics about the inference process (KBForwardInferTracer).
The following example presents the real forward chaining inference code with
the usage of the tracer interface. We decided to show the original code, because
it clearly represents the whole structure of the inference process:

public boolean classicInference( KBInferer.RuleSelStrategy strategy )
{

if( base == null ) return false;
if( getGoal() != null && base.isFact( goal ) ) // Exit if the goal is a fact

return setGoalConfirmed( true );
tracer.startTracing(); // Starts inference tracing
tracer.traceInitialFacts(); // Dump the initial facts to the tracer object
setNewFactsInferred( false ); // We assume inference failure
setGoalConfirmed( false );
tracer.traceBegin(); // Starts time measurement
KBRules matchingRules = new KBRules( base ); // A container for fact matching rules
base.selectFactsMatchingRules( matchingRules ); // Select fact matching rules
while( matchingRules.numOfRules() > 0 ) // While matching fact rules set is not empty
{

if( goal != null && base.facts.isFact( goal ) ) // Check goal if defined
break;

tracer.traceNewIteration(); // Update the iterations counter
// Appends matching rules to the tracer file
tracer.traceMatchingRules( matchingRules );
// Select a rule to be processed
KBRule rule = selectRule( matchingRules, strategy );
base.facts.addNewFact( rule.conclusion ); // Appends conclusion to the facts set
// Appends information about the activated rule to the report
tracer.traceActivatedRule( rule );
setNewFactsInferred( true ); // Store information about new fact
rule.setActivated(); // Set the rule’s activation flag
// Select rules matching to the facts set
base.selectFactsMatchingRules( matchingRules );

}
if( setGoalConfirmed( base.facts.isFact( goal ) ) )

tracer.traceConfirmedGoal( goal );
if( newFactsInferred() )
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tracer.traceNewFacts();
tracer.traceEnd();
tracer.traceStatistic();
tracer.stopTracing();
return newFactsInferred();

}

The detailed descriptions of the algorithm’s steeps are included in presented
code as the comments. The KBForwardInferer actually provides only four sim-
ple conflict resolution strategies. The inference algorithm may choose first or last
rule from the conflict rules set, alternatively rule with shortest or longest condi-
tional part can be selected (KBInferer.RuleSelStrategy strategy allows to
select applied strategy).

4.2 Forward Chaining Inference as the Stored Procedure

This section presents the second of the earlier mentioned approaches of infer-
ence realization. This approach works in the database server layer as a stored
procedure, which uses native properties of the MySQL engine.

Algorithm 1. Forward chaining inference as the stored procedure
Data: R = {r1, . . . , rn} - rules from knowledge base, which have not been

activated yet; g := (aj , vj) - inference goal as a descriptor
Result: F - the set of facts given as descriptors;
begin

Read rules from knowledge base;
/* For every not-activated rule */
foreach ri in R do

/* Check if the inference goal is a fact. If so, exit
the procedure */

if g ∈ F then
return Success

else
/* Select the ID of the first rule from the

knowledge base, which hasn’t been activated yet
*/

rId ← selectFirst(ri);
if rId = NULL then

return Failure
end
/* Get the rule data and insert its conclusion to

the set of facts */
F ← F ∪ {concl(ri with rId)};
/* Mark the rule as activated */
R = R\{ri with rId};

end
end

end
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Please note, that a simplified version of the inference algorithm is presented,
which assumes that any selected rule from the knowledge base may be fired,
because we are interested only in the worst-case scenario. The pseudocode of the
described approach is presented in Algorithm 1 and the exemplary implementa-
tion of stored procedure is as follows:

main_infer:BEGIN

DECLARE rId INT;

read_loop: LOOP

#Check if the inference goal is a fact. If so, exit the procedure.

IF (SELECT COUNT(*) FROM infer WHERE FK_attributeID = 212 AND operator = ‘==’ AND

FK_valueID = 17) THEN

LEAVE main_infer;

END IF;

#Select the ID of the first rule from the knowledge base, which hasn’t been activated yet.

#If there isn’t any, exit the procedure.

SET rId = (SELECT ruleId FROM rule WHERE wasChecked = 0 AND FK_knowledgeBase = kbID LIMIT 1);

IF rId IS NULL THEN

LEAVE read_loop;

END IF;

#Get the rule data and insert its conclusion to the set of facts.

INSERT INTO infer SELECT FK_attributeID, operator, FK_valueID, continousValue, FK_knowledgeBase

FROM ‘attributeValue’, ‘attribute’ WHERE FK_ruleID = rId AND attributeID = FK_attributeID

AND isConclusion = 1;

#Mark the rule as activated.

UPDATE rule SET wasChecked = 1 WHERE ruleId = rId;

END LOOP;

END

The above-metioned implementation assumes that the initial set of facts is
empty and the user has set the inference goal to a descriptor expressed internally
as a pair of attributeID = 212 and valueID = 17 (which is also the conclusion of
the last rule in the knowledge base). If the goal of the inference already belongs
to the set of facts, it is confirmed and the procedure ends. This is not the case, so
the procedure select the ID of the first (not analysed) rule from the knowledge
base (as only such a simple strategy was implemented in this version). If such
a rule exists, its conclusion is added to the set of facts and its marked as checked.
If all rules were checked the procedure ends.

5 Experiments and Discussion

This section presents the experiments performed on four real-world knowledge
bases. The first used knowledge base (bud4438) is used by a builder company in
Poland and currently consists of 4438 rules. There are 2802 symbolic attributes
and 51 numeric. The formed (by domain experts) rules were generally very short,
because the conditional part of a given rule was between one and eighteen literals
long. The average length of the stored rules (defined as the number of condi-
tional literals) was only 2,66. This is because the creators of the knowledge base
were experts from the building or architecture fields and their understanding of
the decission support systems field and related concepts was minimal. This also
means that the structure of the knowledge base was flat (as generally such bases
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should be hierarchical). The second base (bud22190) was generated by duplicat-
ing the first one five times with random modifications (because gaining access
to large, real-world knowledge bases is very difficult). The third (eval416) and
fourth (eval1199) knowledge bases regarded the topic of effectiveness evaluation
of sales representatives and consisted of 416 and 1119 rules. More information
about the structure and experimental evaluation of rules partitioning concerning
these knowledge bases can be found in [27].

The aim of the first experiment was to evaluate the loading times and mem-
ory usage of the knowledge base exported to an XML file for offline analysis.
Furthermore data loading time form a relational database was also considered.
The XML file format was chosen by the authors because of its clear advan-
tages such as being technology agnostic, human readable, extensible and allows
quick validation. Being plain text, XML is technology independent and can be
used by any technology for data storage or transmission. The simplicity of the
XML file format ensures that it is easily human readable and understandable.
What is more, custom tags can be created very easily and by using XSD as well
as proper namespaces the generated structure can be validated in an efficient
manner. Unfortunately, this format has also one big disadvantage which is high
redundancy. Normally XML file contains a lot of repetitive terms, which implies
high storage requirements (and potentially increased transmission costs). This
fact is also confirmed by the results shown in Table 1.

Table 1. Knowledge base mass storage usage and average loading times

Knowledge
base

Loading time
from XML [s]

Loading time
from database
[s]

XML file
size [B]

XML file
line count

RAM
usage [B]

eval416 0,810 2,092 480 12537 95964

eval1199 3,643 5,185 1153 39976 285316

bud4438 45,570 29,238 6797 167118 1197148

bud22190 516,551 188,195 27241 667344 4646348

Results presented in Table 1 clearly indicate, that because of the chosen struc-
ture1 the file size and line count can be (and usually is) much bigger than the
stored rules count. It is especially visible for the bud4438 and bud22190 knowl-
edge bases, because they have a lot of attributes which definitions (and a list
of possible values) are also stored besides the rule set. An increased file size
implies also higher loading times. A loading time of nearly nine minutes (from
the XML file) for the biggest database can be regarded as significant. Loading
times from the database are better for bigger knowledge bases, but still can be

1 The chosen XML structure was discussed in more detail in our previous publications
such as [27,28].
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treated as high. That is why the authors wanted to check if performing opera-
tions directly on the database server can be an alternative to having to wait for
the data loading phase to finish in order to perform e.g. inference in the client’s
application.

The goal of the second experiment was to compared two (previously described
in this work) methods of forward chaining inference—a classical version imple-
mented in the Java programming language and one that operates directly on the
database server. The results of this experiment are presented in Table 2.

Table 2. Analysis of rules’ retrieval time (in seconds) based on their identifiers

Knowledge base Rule count Data source Minimum Maximum Mean Median σ

eval416 416 Database 16,1710 16,7098 16,5007 16,5365 0,2252

eval416 416 RAM 0,0042 0,0056 0,0050 0,0050 0,0005

eval1119 1119 Database 45,3419 46,9881 46,3444 46,5064 0,6963

eval1119 1119 RAM 0,0206 0,0709 0,0300 0,0217 0,0201

bud4438 4438 Database 7,1753 10,1816 8,5748 8,5324 1,1248

bud4438 4438 RAM 0,2334 0,2828 0,2487 0,2376 0,0205

bud22190 22190 Database 94,0995 96,0619 95,2647 95,5558 0,8120

bud22190 22190 RAM 10,3705 10,8686 10,7426 10,6849 0,1806

It is obvious that inference realized on objects placed in the RAM of a client’s
computer will be faster than performing the same process directly in the database
layer (even when using proper column indexes). But the results in Table 2 should
be interpreted in the context of knowledge base loading times (see Table 1).
Then one can observe an advantage of the stored procedure method (in case of
knowledge bases bud4438 and bud22190) compared to running inference on the
desktop application. In case of the Java program the user has to wait a time
period of about 29–45 (in case of bud4438) or 188–516 (in case of bud22190)
seconds for the database to load and additionally 0,2 or 10 s for the inference
process to finish. When performing inference directly on the database this time
is reduced to a bit over 7 or 94 s respectively. This means that the user will be
able to perform inference at least two to five times (directly on the database)
whereas the data would still be loading in the desktop application. Of course
when the user plans to perform inference multiple times it is still better to load
the data into the desktop application, because it’s a one-time operation only.
As far as the eval416 and eval1119 knowledge bases are concerned, the direct
database approach performs worse than the traditional one. This is caused by
the structure of these knowledge bases. Although they store less rules, they form
a hierarchical structure, and a chain of rules is activated and analysed instead
of only a single rule like in the case of the bud4438 and bud22190 bases which
have a flat structure.

6 Conclusions

In this work two approaches for inference implementation, which uses knowledge
bases stored in the form of an XML file or relational database, were introduced.
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The first approach requires a priori loading of the knowledge base contents to
the RAM of the client’s computer. The inference process is performed later on
using only data stored in the RAM. The second approach involves implementing
inference as a stored procedure, run in the environment of the database server.

Experiments were conducted on real-world knowledge bases with a relatively
large number of rules. Experiments prepared so that one could evaluate the
pessimistic complexity of the inference algorithm. The results confirmed, that
the inference implemented in object-oriented data structures loaded into memory
is effective. The times of inference in the worst-case scenario did not exceed
11 s. However, loading the contents of the knowledge base proved to be time
consuming. For small bases these times were about a couple of seconds, but for
the largest one they reached nearly 9 min (when loading from an XML file). Such
a case is acceptable in systems where the knowledge base is reloaded rarely, and
the waiting time (for data loading) is tolerable from the user’s point of view. For
applications where there is need for frequent reloading of the knowledge base,
this solution is inconvenient and may be cumbersome for the user. This may
be the case for knowledge bases which are frequently updated, e.g. by programs
that use specific algorithms to automatically generate rules.

The inference implemented in the form of a stored procedure runs signifi-
cantly slower than the solution described previously, which is not a surprising
result. However, when comparing the inference times and adding the time of
loading data from the knowledge base, the solution using a stored procedure
turns out to be faster (in specific conditions). This solution is especially conve-
nient when the knowledge base is updated frequently.

Implementation of the inference in the form of a stored procedure is an inter-
esting solution and will eventually be permanently included into the described
KBExplorer system and the KBExpertLib library. This will allow the program-
mer implementing a domain expert system to select the desired mode of infer-
ence. Alternatively, we consider the usage of the KBExpertLib library in a server
side implementation of inference – as a service available via REST API. This
solution will be analysed as the next stage of research.
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24. Simiński, R.: Extraction of rules dependencies for optimization of backward infer-
ence algorithm. In: Kozielski, S., Mrozek, D., Kasprowski, P., Ma�lysiak-Mrozek,
B., Kostrzewa, D. (eds.) BDAS 2014. CCIS, vol. 424, pp. 191–200. Springer, Cham
(2014). doi:10.1007/978-3-319-06932-6 19
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Abstract. A significant expansion of Big Data and NoSQL databases
made it necessary to develop new architectures for Business Intelligence
systems based on data organized in a non-relational way. There are many
novel solutions combining Big Data technologies with Data Warehous-
ing. However, the proposed solutions are often not sufficient enough to
meet the increasing business demands, such as low data latency while
still maintaining high functionality, efficiency and reliability of Data
Warehouses. In this paper we propose DUABI - the BI architecture
that enables both traditional analytics over OLAP Cube as well as near
real-time analytics over the data stored in the NoSQL database. The
presented architecture leverages features of NoSQL databases for scala-
bility and fault-tolerance with the use of mechanisms like sharding and
replication.

Keywords: Business Intelligence · NoSQL · Big Data · Real-time ·
Analytics · Scalability · Fault-tolerance

1 Introduction

At the beginning of the second decade of the 21st century there was discussed the
problem of relation between Big Data and Data Warehouses. Do the Big Data
solutions replace Data Warehouses? Today, we know that Big Data is a type of
data and the set of technologies allowing processing them, while Data Warehouse
is an architecture which allows managing clean, high-quality integrated data.
Thus the question arises how to integrate Big Data with Data Warehouses [14,
15]. This integration is the process that happens for the last few years. Let us
have a closer look at available solutions:

Firstly we have got the traditional technologies used in Data Warehouses.
There are two standard architectures: introduced by Inmon [13] and Kimball
[16]. In the business applications any combination of these architectures are
used. All of them have some common features:

– data are integrated into Data Warehouse and stored in relational struc-
tures (in Kimball architecture these structures, star schemas, are prepared
in advance with the focus on analytics [16]),

c© Springer International Publishing AG 2017
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– data structures are populated with batch loading (often once a day),
– effective analysis requires rewriting relational structures to analytical ones

(often column oriented databases),
– analytical structures are difficult to maintain (altering relational structures

is cumbersome),
– they are not suitable for Big Data.

Next, we have Big Data and technologies that allow processing them. Let us
mention the 3Vs model of Big Data defined by Doug Laney: Volume - the size of
generated and stored data, Velocity - the speed at which new data is generated
and Variety - the different types of data, also semi-structured or unstructured
[17]. Among the Big Data technologies the most widely used is Hadoop [1], an
open source framework allowing distributed processing of large datasets across
clusters of computers using simple programming model - MapReduce [8].

Finally, during the last years there were developed NoSQL databases which
have the following features: effective operation in distributed model, structures
other than relational, lack of rigid schemas and application of BASE paradigm
rather than ACID one [19].

The paper, proposing a DUABI (Business Intelligence Architecture for Dual
Perspective Analytics), in some way, concerns all these three fields of computer
science. While developing DUABI the following assumptions in each of these
fields were made:

1. The standard architecture for Data Warehouses is extended by introducing
new components, which should not have an influence on traditional Business
Intelligence analysis. However, the new components can provide new high-
quality data.

2. The architecture should allow processing Big Data, characterized with Vol-
ume, Velocity and Variety. Having these assumptions in mind the new archi-
tecture should enrich the standard analysis with new information provided by
Big Data, as well as near real-time analysis of Big Data. This duality justifies
the name of our proposed architecture.

3. Big Data are stored in NoSQL databases.

2 Rationale for New BI Solutions Architectures Using
NoSQL Databases

NoSQL databases have been mainly created for storing and processing large
volumes of different types of data and for ensuring their high availability. They
have not been designed to use them for analytics and OLAP purposes. There-
fore, there is a lack of mechanisms that allow using these databases in an efficient
way for decision making processes and, generally speaking, Business Intelligence.
What is more, making the ad hoc queries using NoSQL databases requires more
programming skills and knowledge of the API in comparison to relational ones,
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as NoSQL databases intentionally skip some of the advanced features for perfor-
mance reasons and thus such advanced features must be programmed manually
in application [12].

The increasing need to develop new methods and solutions for described
problems has resulted in several concepts that can be used in order to gain
business value from NoSQL databases. These concepts can be divided into three
groups:

1. Dedicated BI applications,
2. Integration with existing data sources,
3. Virtualization [9].

Let us briefly consider each group of concepts. The first one consists of archi-
tectures that require creating specialized software in order to use a NoSQL data-
base for analytics. The first solution in this group is presented in Fig. 1.

Fig. 1. Dedicated BI application approach (based on [9])

This architecture ensures that the data latency will be zero due to the direct
connection to the NoSQL database. However, the lack of the preprocessed aggre-
gates results in the need of on-the-fly calculations and, therefore, the analysis
latency increases. To avoid this drawback, the solution can be upgraded as it is
shown in Fig. 2.

Fig. 2. Dedicated BI application approach extended with preprocessed aggregates
(based on [9])

In this case, the developed software has to be even more specialized and
able to both create and use aggregates that may be stored either in a NoSQL
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database or outside of it. Unfortunately, none of these two architectures pro-
vides the possibility to issue the true ad hoc queries - depending on the level
of advancement, created software may allow the user to make only the specific
queries that can be handled. What is more, because of the NoSQL interface,
none of these architectures supports the use of common BI tools. Such tools can
be used in the third architecture, shown in Fig. 3.

Fig. 3. Common BI visualization tools over flattened data from NoSQL (based on [9])

This solution assumes that the developed software is designed only for pulling
the data out of the NoSQL database and transforming them into one of the typ-
ical structured data formats. Such prepared data may then be used as an input
for a common BI/visualization tool. Thanks to the utilization of the common
BI tool, this architecture requires less programming work, however, it still does
not provide the true ad hoc queries.

In the following paragraphs we briefly mention group of concepts consisting
of solutions that integrate existing data sources and allow users to make the true
ad hoc queries.

Fig. 4. Common BI solution enriched with data from NoSQL data (based on [9])

The architecture shown in Fig. 4 contains the ETL process that transfers
the data from NoSQL database into relational one. Due to the large volume of
data, this step requires making some pre-aggregates before loading into SQL
database. After the successfully performed ETL process, data may be then used
in a common BI tool and the true ad hoc queries can be made. This solution
may also be upgraded - the relational database may be replaced with a Data
Warehouse. This is shown in Fig. 5.
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Fig. 5. Common BI solution enriched with Data Warehouse and data from NoSQL
database (based on [9])

As in the previous solution, this architecture also requires the ETL process
with pre-aggregating the data. However, in this case the data are loaded directly
into a Data Warehouse and, therefore, can be analyzed with the information
from another data sources using common BI/OLAP tools. Despite the possibility
to issue the ad hoc queries, these two solutions are not sufficient enough to
meet current business demands simply because of the high data latency - data
freshness in the relational database or Data Warehouse depends on the frequency
of the ETL process. In most cases it is around 24 h.

The last group of concepts concerns the virtualization. Solutions based on
this mechanism are often used in the EII (Enterprise Information Integration)
systems. The goal of such systems is to “provide uniform access to multiple data
sources without having to first loading them into a data warehouse” [11]. The
example of this kind of concept using NoSQL database is shown in Fig. 6.

Fig. 6. Architecture utilizing virtualization approach (based on [9])

In this architecture, the common BI tools make the SQL queries that are
being translated in real-time into proper NoSQL commands. The process of
translation is possible by using a middleware layer and Data virtualization mod-
ule that behaves as a wrapper - the NoSQL database is being seen as a relational
one. Besides, the layer also consists of the Cache module which may store the
aggregates and support the efficient ad hoc queries. The main drawbacks of this
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kind of architecture are its complexity, a difficult implementation and the fact
that each NoSQL database will require its own middleware layer because of the
different types of APIs.

As can be seen, none of these concept could be used to satisfy the need for
making the ad hoc queries while maintaining low data latency level and low
cost of implementation. Therefore, after analyzing all these concepts, we tried
to develop such architecture that would:

– be relatively easy to implement,
– support the ad hoc queries and the aggregates,
– offer low data latency and could be used for the near real-time analytics.

3 Hybrid Architecture - DUABI

As stated in previous point, none of described approaches fulfills requirements of
enabling both traditional analytics over OLAP Cubes as well as near real-time
analytics over raw data. Therefore, the combination of the approaches must take
place. The analysis showed, that having in mind features and implementation
effort needed, the mixture of Dedicated BI application approach extended with
preprocessed aggregates and Common BI solution enriched with Data Warehouse
and data from NoSQL database has the highest features to cost ratio. Such
approach is presented in Fig. 7.

Fig. 7. Concept of mixture of Dedicated BI application approach extended with pre-
processed aggregates and Common BI solution enriched with Data Warehouse and data
from NoSQL database

Besides the ETL process that transfers pre-aggregated data into the Data
Warehouse, the architecture designed in this way requires also an OLAP Cube
and two different BI tools:
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– the advanced application that would connect to the NoSQL database and use
the aggregates stored in the OLAP Cube,

– the common BI application that would connect only to the OLAP Cube.

Such architecture allows not only for analyzing the data in real-time by read-
ing them directly from the NoSQL database, but also would enable the tradi-
tional analytics and would provide the possibility to issue ad hoc queries against
the OLAP Cube.

What is more, to maximize the advantages of that architecture, we considered
also two main features of NoSQL databases, namely sharding and replication.

The use of the sharding mechanism would make the architecture horizontally
scalable and would provide a higher bandwidth capacity due to the database
fragmentation and geographical distribution - with proper selection of shard key
the incoming data could be written to nodes that are less loaded or are located
closer to the user.

The replication mechanism, in turn, would reduce the NoSQL database load -
all kind of analytics could be performed on the data stored not only in primary
node, but also its replicas. Using mentioned primary-secondary (also known as
master-slave) replication model would let for efficient analysis of huge amounts
of data. In the same time, the use of the replication would make this architecture
fault-tolerant. If there was a failure of the primary node, replication mechanism
would automatically switch to one of its replicas.

Eventually, the final form of DUABI is presented in Fig. 8 (for the sake of
clarity, the arrows in the diagram indicate the data flow).

In DUABI, the operational data that seamlessly arrive in the system are
loaded to the NoSQL database shards (PRIMARY nodes) and after that, they
are asynchronously replicated to the replicas (SECONDARY nodes). When repli-
cated, the data may then be used by the Advanced custom BI application for
near to real-time analytics. However, because of the time required to synchro-
nize replicas (so called a replication lag), it is not a true real-time. In addition,
the application may use the aggregates that are stored in the OLAP Cube. In
order to fill that multidimensional structure with the data, the proper ETL
processes need to be performed. Depending on the frequency, the operational data
stored in the NoSQL database replica are being pre-aggregated and loaded into
the Staging area. Despite these data, the Staging area may also contain the data
from several other data sources (eg. Flat files or Source systems). Then, all of the
data are being integrated together and in that form are being loaded to the Data
Warehouse. Afterwards, at the specified time, the OLAP Cube is being processed
and may be used both for the traditional analytics by the Common BI/OLAP
tool and for supporting the near real-time analytics by the Advanced custom
BI application. Such designed architecture enables, therefore, dual perspective
analytics.
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Fig. 8. DUABI - Business Intelligence Architecture for Dual Perspective Analytics
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4 MeteoAnalytics System as a Validation of DUABI

In order to confirm the assumed characteristics and features of DUABI, we
designed and implemented a prototype that is based on our architecture - Meteo-
Analytics System. The prototype simulates an environmental monitoring system
for weather observations and analysis. Such system should be able to handle a
lot of data incoming from various sensors and transmitters. What is more, these
data may come from many different and specialized systems, and thus may not
have a common, rigid structure [10]. To implement the MeteoAnalytics System
we used the following tools:

– MongoDB 3.2 [2] as a NoSQL database,
– csv files as an external data source,
– Microsoft SQL Server 2012 [3] as an RDBMS for the Staging area and the

Data Warehouse,
– SQL Server Data Tools [4] as a tool for creating the ETL processes and the

OLAP Cube,
– Microsoft SQL Server Analysis Services as a tool for manage the OLAP Cube,
– RealTime Meteo Dashboard as our custom BI application,
– Bilander Platform [5] as an external BI tool.

To reliably reproduce the actual environmental monitoring system, we cre-
ated a data generator that was regularly (every ten seconds) loading the weather
data into the MongoDB database. These data, stored in the BSON documents,
consisted of different weather parameters, such as: surface air temperature,
atmospheric pressure, humidity. Next, the generated data were replicated to
the MongoDB replica and then used in the way that was described in DUABI.

MeteoAnalytics System differs a bit from general architecture of DUABI in
the terms of replication mechanism. To ensure that our system would be true
fault-tolerant, we used the arbiter node. Thereby, any failure of the primary node
results in an immediate voting and switching between the PRIMARY and the
SECONDARY node so that the system would still load the new weather data.

As an advanced custom Business Intelligence application we used RealTime
Meteo Dashboard - homemade software that connects directly to the replica of
the MongoDB database and visualize the incoming data in almost real-time. The
actual values of each weather parameter are shown in the separate plots and are
regularly updated as new data arrive. The examples of the plots are shown in
Fig. 9.

These plots present not only the actual weather conditions, but also the
corresponding last weeks values. This kind of visualization was possible through
the use of the aggregated data stored in the OLAP Cube.

To show off the main feature of DUABI - the possibility of dual perspective
analytics, we also created several typical Business Intelligence reports and dash-
boards using the standard Business Intelligence software - Bilander Platform
and its module for analytics. As an example, Fig. 10 presents a visualization of
aggregated weather data that was created with Bilander Platform.
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Fig. 9. Near real-time data presented in RealTime Meteo Dashboard

Fig. 10. Aggregated data presented in Bilander Platform

5 Related Work

The concepts that are currently being designed to support analytics over NoSQL
databases are mainly based on the Dedicated BI application approach extended
with preprocessed aggregates or the Architecture utilizing virtualization approach
and often use Hadoop framework. However, the solutions from the first group
(such as Kyvos [6]) are not mature enough to support the true ad hoc queries,
while the solutions from the second group (such as Apache Kylin [7]) does not
support the full richness of SQL when translating to NoSQL or MapReduce
commands.

There are some other concepts of using both Hadoop and relational databases
in conjunction for dual perspective analytics (such as one shown in Fig. 11 - an
approach to implement Big Data Warehouse soultion [18]). However, we cannot
indicate the existing examples based on this kind of architectures.
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Fig. 11. Architecture using both Hadoop and RDBMS simultaneously (based on [18])

6 Conclusions

The paper presents the architecture for BI solution that enables both traditional
analytical processing, as well as near real-time analytical processing of Big Data.
The case study of presented architecture was based on processing of meteoro-
logical data. There were also performed theoretical analyzes of scalability of the
proposed solution. As a part of further work the scalability of the proposed
architecture should be examined for large sets of data incoming with different
frequencies. The application in real conditions will allow its further development
and adjustments to fulfill all defined requirements.
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Abstract. This work is dedicated to analysis and comparison of the
efficiency of several extensions of JavaScript. Analysis concentrates on
the quality of delivered application performance in terms of web page
update, database display refreshing, etc. The comparison is performed
using three scenarios of: array data display, filling a form, and switching
the views between application pages. The research addresses functional-
ity of frameworks and libraries taken under consideration on the personal
computer as well as on the mobile device. The results of comparison show,
that it is difficult to find one solution, which works well in all circum-
stances. React, as a view of application, can be recommended for server
side flow control, near the database, while Angular should be considered
when a clear division into server and client side is sought.

Keywords: JavaScript · Extensions of Javascript

1 Introduction

A database alone, without a functionality enclosed within a software designed for
its data presentation, is just a container of data. Yet, the ability of web surfers
to explore a database by convenient web interface makes it very usable. There
are many constraints connected with such software development. One of them is
the quality and timing of data presentation on the web pages. This problem on
the side of a database has been already addressed in [10]. But the ability of data
presentation when timing constraints are considered by the Internet applications
is also important.

It is hard to think about present world without dynamic web pages. Most of
desktop applications is constantly replaced by Single Page Applications. There
is no doubt that this approach has a lot of advantages, such as independence
of device and operating system or the ability to access data from anywhere in
the world. One of the major components which had an impact on the popular-
ization of Internet applications was JavaScript (JS). Nowadays there are many
extensions based on JS and it is hard to chose the best one. In this article four
of them were compared: Angular, Angular 2, Backbone, and React.

Angular is one of the most popular JS frameworks and Angular 2 is its
very promising successor. React is a library created and used by Facebook.
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 539–550, 2017.
DOI: 10.1007/978-3-319-58274-0 42
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With React, developer creates components which can be used in many places.
Backbone, in the contrary, is a library that can be adapt to many requirements -
it is an extension that makes JavaScript more organized, but it does not force
programmers to use only one solution (language, pattern etc.).

2 Experiments Preparations

Way of creating basic elements on the page is different for all of the compared
JavaScript extensions. However, performance is one of the very important issues
when creating a production application. Therefore, there were prepared three
scenarios under which performance was measured:

Array scenario presents an array of elements on the page. Any object inside the
array was placed in a row of <table> attribute. The refresh time for a random
element on the page was 100 ms, in this time the operation seems smooth for
a user [9]. This scenario not only displayed a list of items, but also performed
the task of scrolling down the screen. This test could have a big impact on the
comparison results, because a side scrolling is associated with increase of many
complex operations in the browser, so it can freeze the page momentary. An
exemplary problem is illustrated in Fig. 1. Implementation details:

– React: map function which return list item components,
– Angular: framework directive ng-repeat,
– Angular 2: framework directive ngFor,
– Backbone: jQuery append method.

Form scenario was designed to fill the <input> elements on the page with addi-
tion of new objects to existing array. Each new object was appended at the
beginning of the array to check how framework and libraries can handle a shift
of the entire list of objects. In contrast to the previous scenario, any random
refreshing of elements on the page was applied. Implementation details:

– Angular: HTML input element with framework directive ng-model,
– Angular 2: HTML input element with framework directive [(ngModel)],
– Backbone: HTML input element with jQuery val() method,
– React: HTML input element with onChange React method.

Fig. 1. Problem with refreshing page while scrolling.
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Router scenario switches between three application views which were set inside
main page. On each view there were elements which were assigned to them. This
scenario was designed to check refreshing the view with loading new elements
on the page. Implementation details:

– Angular: ui-router module extension,
– Angular 2: RouterModule extension,
– Backbone: Backbone.Router,
– React: react-router library.

Nowadays it is important to run web application on desktop browser and
mobile device, too. Therefore, each scenario was run on a personal computer and
also on a mobile device. All tests had to investigate two important application
properties: building page from layers and checking frames management. These
properties were split to verification of following parameters [2]:

Composite layers. It is the time which browser spent on composing rendered
layers into a screen image. Every element of the site is located in a separate
layer, which can overlap, penetrate, and may be transparent [11].

Update layer. It is the time spent on updating of single layer in a browser.
First paint. It is the time used immediately before rasterizing the page into

bitmaps.
Frames per second (fps). It is a measure of a website’s responsiveness.

A frame rate of 60 fps is the target for smooth performance [4].
Dropped frame count. The number of frames produced by the GPU were

over 16.6 ms apart (1000 ms/60).
Mean frame time. Average time taken to render each frame.

Each parameter was measured by browser-perf [2]. This tool is based on
Chrome developer tools and requires chrome-driver [3] to work with. All appli-
cations were written with the same HTML attributes and IDs in order to enable
automation of testing: scrolling page, filling elements, and switching between
pages. To enable testing on mobile device it was also required to switch mobile
device into developer mode. Debugging and collecting data was made with
Android Debug Bridge [1]. Each test was repeated ten times in order to decrease
risk of random results and the final results present mean average and standard
deviation of obtained outcomes. Collected data were then grouped for analysis.

After each test, there were assigned points for each JavaScript extension in
order to compare and show which performance is the best on mobile device,
which on personal computer and which on both. Following point scale was
adapted:

– 1st place (the best result) – 4 points,
– 2nd place – 3 points,
– 3rd place – 2 points,
– 4th place – 1 point.

Research were carried out on devices which parameters are listed in Table 1.
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Table 1. Parameters of the devices.

Personal computer Mobile device

Name MacBook Pro Huawei P9

CPU Intel Core i7 2.5 GHz HiSilicon Kirin 955 2.5 GHz

Cores 4 8

RAM 16 GB 3 GB

OS OS X El Capitan Android 6.0 Marshmallow

Browser Chrome 53.0.2785.143 Chrome 53.0.2785.124

3 Results

Final results are presented separately for each scenario. Tested parameters are
shown in the graphs, with plotted values obtained for the mobile device and per-
sonal computer. Additionally, a summary of achieved performances is gathered
in tables. In this article all scenarios tested on computer and mobile device are
regarded as equally valid, hence their weights are equal.

Table 2. The array scenario: points for personal computer.

React Angular Angular 2 Backbone

Composite layers 3 1 2 4

Update layer 3 2 1 4

First paint 4 3 1 2

Frames per second 3 3 3 1

Dropped frame count 2 3 4 1

Mean frame time 2 3.5 3.5 1

Summary 17 15.5 14.5 13

Table 3. The array scenario: points for mobile device.

React Angular Angular 2 Backbone

Composite layers 4 2 1 3

Update layer 3.5 2 1 3.5

First paint 4 3 2 1

Frames per second 2 3.5 3.5 1

Dropped frame count 2 4 3 1

Mean frame time 2 4 3 1

Summary 17.5 18.5 13.5 10.5
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Fig. 2. Results for the array scenario.

3.1 The Array Scenario

Figure 2 presents results recorded for verified parameters, while Tables 2 and 3
summarise the results for a personal computer and mobile device, respectively.

The best results for the array scenario which has been taken on personal
computer were obtained by React (Table 2). It got very good value of frames



544 A. Mlynarski and K. Nurzynska

per second (Fig. 2(d)) and not so bad result in mean frame time (Fig. 2(f)).
Facebook library also got first place when first paint parameter was considered
(Fig. 2(c)). When analysing the parameters on composite layers (Fig. 2(a)) and
update layers (Fig. 2(b)) React lost only to the Backbone.

The results obtained for mobile devices indicate Angular as the winner for
the array scenario (Table 3). Angular best coped with the frames processing
(Fig. 2(e)) and despite for the long time to composite layers and update layer it
won with React, which was on the second place. Angular 2 after summing up
the points did not get a better result than its predecessor. Excluding frames per
second test, Angular 2 got worse results from Angular 1 in all the other tests
on mobile devices. For personal computer it got better result in dropped frame
count and composite layers.

Backbone coped bad results with the tasks for the array scenario. It has
obtained the worst results in the processing of frames for mobile device and also
for the computer. However, Backbone got really good results for the parameters
describing the application layers.

3.2 The Form Scenario

Figure 3 presents results recorded for analysed parameters, while Tables 4 and 5
summarise the results for a personal computer and mobile device respectively.

Table 4. The form scenario: points for personal computer.

React Angular Angular 2 Backbone

Composite layers 1 3 3 3

Update layer 1 3 3 3

First paint 4 3 2 1

Frames per second 2 3.5 3.5 1

Dropped frame count 1 3 4 2

Mean frame time 2.5 2.5 2.5 2.5

Summary 11.5 18 18 12.5

Table 5. The form scenario: points for mobile device.

React Angular Angular 2 Backbone

Composite layers 3 4 1 2

Update layer 1 2 3 4

First paint 4 3 2 1

Frames per second 1 4 2.5 2.5

Dropped frame count 1 4 3 2

Mean frame time 1 4 3 2

Summary 11 21 14.5 13.5
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Fig. 3. The form scenario.

Analysing the graphs of the form scenario, it can be seen that each of
the applications got very similar results on the personal computer. How-
ever, taking such a criterion, Google products had achieved the highest places
(Tables 4 and 5). Although the results were very similar to each other, the last
place in this scenario was taken by React.
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Table 6. The router scenario: points for personal computer.

React Angular Angular 2 Backbone

Composite layers 1 2 4 3

Update layer 1.5 1.5 3.5 3.5

First paint 4 3 2 1

Frames per second 1 4 3 2

Dropped frame count 1 3 4 2

Mean frame time 1 3.5 3.5 2

Summary 9.5 17 20 13.5

Table 7. The router scenario: points for mobile device.

React Angular Angular 2 Backbone

Composite layers 4 2 3 1

Update layer 4 2.5 2.5 1

First paint 4 3 2 1

Frames per second 1 3.5 3.5 2

Dropped frame count 1 3 4 2

Mean frame time 4 1 2.5 2.5

Summary 18 15 17.5 9.5

Much different results can be seen on mobile device tests. Angular was the
winner in this category with almost twice more points than React, which was the
last one. Backbone got good results for update layer (Fig. 3(b)) and third place in
composite layers (Fig. 3(a)). The parameters for the processing of frames shown
in Fig. 3(d–f) and first paint (Fig. 3(c)) gave Backbone fourth place in both the
test carried out on a computer and on mobile device.

3.3 The Router Scenario

The router scenario presented very different results comparing the mobile device
and personal computer. React with total points received the highest place for
mobile devices (Table 7). However, for tests made on personal computer it got
last place (Table 6). It is worth noting that the parameter representing the num-
ber of frames per second even in the best case (Angular) was more than 2 times
lower than the expected value of 60 frames per second in test made on personal
computer (Fig. 4(d)). Even worse results achieved all test applications for the
mobile device not exceeding the limit of 10 frames per second.

Figure 4(a) presenting composite layers and Fig. 4(b) presenting update layer
show that results obtained on personal computer are much more better than
mobile device. In this test Backbone got the last place. Also analysing first
paint parameter (Fig. 4(c)), it indicates Backbone as the looser, especially on
the mobile device.
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Fig. 4. The router scenario.

The router scenario proved to be very demanding on mobile devices.
Figure 4(e) shows that the number of dropped frames for each JavaScript exten-
sion amounted to more than 2000 (mobile device). However, on the personal
computer this number is always under 100 dropped frames. Also mean frame
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time (Fig. 4(f)) on mobile device was more than two times worse than on per-
sonal computer. Angular 2 became the winner according to the total number of
points obtained on the personal computer (Table 6). This framework coped also
well with routing performed on the mobile device. It obtained the second place,
losing only half a point to React.

4 Discussion

Based on extensive investigations and ranking of the number of points, one
can conclude that Angular is the best solution for applications written simul-
taneously for personal computers and mobile devices (Table 8). First version of
Google’s product is evolving from the beginning and for now is used and sup-
ported by thousands of developers which choose this framework to build web
applications. Angular approach to create their own HTML compiler [8] and
allowing to create directives proved to be a very good move. In contrast to the
Backbone, developer does not need to use jQuery library, but it should be men-
tioned that this library is an important element inside Angular. Yet, developer
does not need to know that. In Angular there is a visible separation of each MVC
(model-view-controller) component, what makes implementation of web appli-
cations much more easier [7]. Angular is not free from any defects. The approach
of two way binding of variables in a real application may be impractical. It seems
that a good idea is to give the programmer a responsibility for choosing whether
the variable should be two way bind or not (as was done in the second version
of the framework). As already mentioned, first version of Angular achieved very
good results in tests of use of frames on the page. In the array scenario and
form scenario, it received the recommended value of 60fps (tests performed on
the personal computer), while in the router scenario, although this value was
lowered by half, also best coped with a task. Building and updating the layers

Table 8. Summary: points.

React Angular Angular 2 Backbone

Computer 38 50.5 52.5 39

Mobile device 46.5 54.5 45.5 33.5

Summary 84.5 105 98 72.5

Table 9. Summary points for personal computer.

React Angular Angular 2 Backbone

Array 17 15.5 14.5 13

Form 11.5 18 18 12.5

Router 9.5 17 20 13.5

Summary 38 50.5 52.5 39
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Table 10. Summary points for mobile device.

React Angular Angular 2 Backbone

Array 17.5 18.5 13.5 10.5

Form 11 21 14.5 13.5

Router 18 15 17.5 9.5

Summary 46.5 54.5 45.5 33.5

were weaker side of Angular where in most of tests (excluding the form scenario
on mobile device) the better results were obtained by other extensions.

Based on the number of summary points the second place took Angular 2.
This framework only in the router scenario made on personal computer got bet-
ter results than its predecessor. Yet, this was sufficient to take first place in
the ranking of the total number of points obtained on the personal computer
(Table 9). In tests performed on the mobile device, Angular 2 was better than
Angular 1 in router scenario (Table 10). Comparing the results of Google prod-
ucts obtained in testing, it seems that developers should not migrate from the
first version to the other. Nowadays when the number of mobile devices grows
very fast, it is expected from newer versions of frameworks to provide better
support and higher performance. Taking also into consideration the fact that
Angular 2 is a new product, support is also lower in comparison to the first
version.

React in the overall ranking took the third place. In the array and form sce-
nario performed on the personal computer, React has achieved the best results
associated with the processing of frames. However, tests performed on the mobile
device showed not so good results, especially of frames per second and dropped
frames count. React in each of the tests achieved very good results for the para-
meter examining first paint. Facebook’s product got better summary results than
Angular 2 on mobile device and took the second place.

The lowest number of points in both tests performed on the personal com-
puter and tests performed on the mobile device obtained Backbone. This library
did not win in any of the conducted scenarios. One of the biggest Backbone prob-
lem is frame processing. Also it is really surprising that the number of dropped
frames count performed on personal computer in the array scenario turned out to
be much more higher than on the mobile device, while in another JS extensions
better results were obtained on a personal computer. The first paint on mobile
device also differs from the other. The cause of poor Backbone performance, may
be the fact that any change in the element on the page will refresh all objects.
The advantage of Backbone can be composite layers and update layer. Except
the router scenario for mobile device this library got there good results.

Based on the above conclusions it can be inferred that Backbone should not
be the part of new web applications. Analysing the use of library, it is impossible
not to get the impression that this JS extension must be connected with jQuery.
On the other hand, Backbone is really light but developers should keep in mind
that all actions also need Underscore.js and jQuery.
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5 Conclusions

React is the perfect choice in applications where there is no clear division between
the client and server side [5]. The simplicity of implementation and the small
size makes the Facebook product wide-ranging. Also when creating applications
which contain many repeated components, developers should think about React.
Facebook’s support and very high popularity makes React also a good choice for
near future.

Angular got the highest number of points, but considering the release of a
new product from Google, it would be worth to think about the new version
of Angular. Angular 2 combines the proses of Angular 1 and React. The native
language of Angular 2 is TypeScript what should contribute to a more stable
version of the application written by developers [6]. But it can not be forgotten
that first version of Angular has a very strong support, which today is much
better than Angular 2. The choice between these two frameworks can be difficult
and will certainly depend on the size and time required for implementation of
the project.

All of the presented JavaScript extensions are designed to support REST
applications. Nowadays it is the most popular and operative way to get data from
databases. One of the biggest advantage is simplicity and stateless. It should be
also noticed, that the data exchanged is mostly performed using JSON format,
which had the effect of reducing information sent to the browser.

Acknowledgements. Karolina Nurzynska work was supported by statutory funds
for young researchers (BKM/507/RAU2/2016) of the Institute of Informatics, Silesian
University of Technology, Poland.

References

1. Android debug bridge. https://developer.android.com/studio/command-line/adb.
html. Accessed 16 Oct 2016

2. Browser-perf. https://github.com/axemclion/browser-perf. Accessed 16 Oct 2016
3. Chrome driver. https://sites.google.com/a/chromium.org/chromedriver/

downloads. Accessed 16 Oct 2016
4. Frame rate. https://developer.mozilla.org/en-US/docs/Tools/Performance/

Frame rate. Accessed 16 Oct 2016
5. React. https://facebook.github.io/react/. Accessed 16 Oct 2016
6. Fenton, S.: Pro TypeScript: Application-Scale JavaScript Development. Apress,

New York (2014)
7. Freeman, A.: Pro AngularJS. Apress, New York (2014)
8. Green, B.: AngularJS. O’Reilly Media, Sebastopol (2013)
9. Nielsen, J.: Usability Engineering. Morgan Kaufmann, Burlington (1993)

10. Szczyrbowski, M., Myszor, D.: Comparison of the behaviour of local databases
and databases located in the cloud. In: Kozielski, S., Mrozek, D., Kasprowski, P.,
Ma�lysiak-Mrozek, B., Kostrzewa, D. (eds.) BDAS 2015-2016. CCIS, vol. 613, pp.
253–261. Springer, Cham (2016). doi:10.1007/978-3-319-34099-9 19

11. Williams, R.: The Non Designer’s Web Book. Peachpit Press, Berkeley (2005)

https://developer.android.com/studio/command-line/adb.html
https://developer.android.com/studio/command-line/adb.html
https://github.com/axemclion/browser-perf
https://sites.google.com/a/chromium.org/chromedriver/downloads
https://sites.google.com/a/chromium.org/chromedriver/downloads
https://developer.mozilla.org/en-US/docs/Tools/Performance/Frame_rate
https://developer.mozilla.org/en-US/docs/Tools/Performance/Frame_rate
https://facebook.github.io/react/
http://dx.doi.org/10.1007/978-3-319-34099-9_19


ALMM Solver - Database Structure and Data
Access Layer Architecture

Krzysztof Ra̧czka(B) and Edyta Kucharska

Department of Automatics and Biomedical Engineering,
AGH University of Science and Technology,
30 Mickiewicza Av, 30-059 Krakow, Poland

{kjr,edyta}@agh.edu.pl

Abstract. The paper presents form of data storage in ALMM Solver
and propose the structure of database. The solver is built on Algebraic-
Logical Meta-Model of Multistage Decision Process (ALMM of MDP)
methodology. Functional and non-functional requirements for data
source are described. The detailed structure of database areas (Problem
instance, Experiment data, Experiment parameters) and the architec-
ture of the solver’s database communication layer and specific architec-
ture of the SimOpt module from the perspective of communication are
presented. Proposed database structure takes into account that not only
numeric variables, but also data sets and sequences defined system state
can be stored. The paper presents an overview of selected solvers from
the data source perspective too.

Keywords: Database structure · Design patterns · Layered
architecture · Simulation · Optimization · Algebraic-logical meta-model

1 Introduction

The real issues faced on a daily basis by managers of production and logistics
enterprises are, to a large extent, complex discrete optimization problems. Aca-
demic and commercial solvers can be used to fix such problems. They differ
from each other in terms of the manner and scope of problems solved, as well
as the methods used to find a solution. Among the available solvers, we can
find software tools implemented on top of well-known spreadsheet applications
(such as Frontline Solvers - Solver.com [1], Lindo Whats Best [2], TK. Solver
5.0 [3]) with the use of general methods. There are also applications based on
various specialized problem models, which also enable us to use AI methods. An
example of such a solver is JABAT, designed in the agent technology [14], based
on the A-Team architecture and JADE Framework. Other available solvers are
based on the Constraint Integer Programming (CIP) approach, that integrates
constraint programming (CP), mixed integer programming (MIP) and satisfia-
bility modeling and solving techniques (SAT) [4,12] and the Logical Constraint
Programming (CLP) approach [5]. According to that approach, problems are
c© Springer International Publishing AG 2017
S. Kozielski et al. (Eds.): BDAS 2017, CCIS 716, pp. 551–563, 2017.
DOI: 10.1007/978-3-319-58274-0 43
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modeled by a finite, predetermined number of variables, their domains, and rela-
tions between them. Another example is LiSA - a software package for solving
deterministic scheduling problems, where the main focus is shop-scheduling and
one-machine problems. It allows us to identify the type of the problem using
Graham’s number in order to determine its complexity, and to solve selected
problems with the use of an exact algorithm or an heuristic algorithm. More-
over, it enables us to develop algorithms for specific problems [6,15]. The article
focuses on the ALMM Solver, which falls within the second group of software
tools (i.e. it is an application based on specialized problem model) and allows us
to solve complex combinatorial optimization problems. It is built on the basis of
Algebraic-Logical Meta-Model of Multistage Decision Process (ALMM of MDP)
methodology [18]. With this solver, the problem is modeled by the formal model
based on the algebraic-logical meta-model methodology and can be solved with
the use of different methods (exact and heuristic) as well as new meta-heuristic
algorithms developed specifically for algebraic-logical meta-model. It also facili-
tates solving of non-deterministic scheduling problems.

In case of solvers designed to solve complex problems, especially NP-hard
problems, data on the problem, its parameters and solutions obtained must be
stored correctly. One of the key aspects of the ALMM paradigm is the analysis
of the data structure of states from the perspective of data storage. It is variable
and can store not only numeric variables, but also data sets and sequences.

The aim of the article is to discuss the data source and the data access layer in
the ALMM Solver, in particular, to present requirements regarding data sources.
Moreover, the paper proposes a database structure for the solver, which would
facilitate not only storage of basic data required to obtain a solution, but also
analysis and design of new methods and problem-solving algorithms, as well as a
data access layer architecture. This paper is an extension of the work presented
in [26], where an initial proposition for functionality and modular structure of
the ALMM Solver and detailed description its core module “SimOpt” were given,
and in [46], where the more detailed architecture of the ALMM Solver taking into
account the functional and non-functional requirements as well as the practices,
design patterns and principles, that was used to ensure the best quality of the
solver software, were proposed.

2 Data Source in Selected Solvers

Various available solvers can be used to try to solve discrete optimization prob-
lems. The solvers differ in terms of the scope of issues/problems covered and
the solving methods used. For the purpose of this paper, several solvers were
analyzed from the perspective of data storage. The analysis focused on the fol-
lowing solvers: IBM ILOG CPLEX Optimization Studio, Lindo Whats Best,
GoldSim, AIMMS, Frontline Solver (Solver.com), SuperDecisions, TK. Solver
5.0 and LISA. In terms of data storage, the solvers can be summarized as
follows:

http://www.solver.com/


ALMM Solver - Database Structure and Data Access Layer Architecture 553

– IBM ILOG CPLEX Optimization Studio - data can be stored in memory,
saved in the database, in Excel or exported to external files. The solver has
advanced simulation progress monitoring tools (output data, computing time
and memory usage analysis) [7].

– Lindo Whats Best - Lindo Whats Best - the solver was built as an Excel
plug-in. During the simulation, data are stored in RAM memory, which cre-
ates issues in case of larger amounts of data (Insufficient Memory (Help Ref-
erence: MEMORY)). Once the simulation is complete, output data are saved
in Excel [2].

– GoldSim - during the simulation, data are saved in RAM memory. Whereas
output data are saved in *.gsm files, which store data in the internal GoldSim
format. The solver can export data to Excel and text files [8].

– Frontline Solvers (Solver.com) - FrontlineSolvers (Solver.com) - the solver
has been implemented as an Excel plug-in. Output data are saved directly
in Excel. Integration with database systems is possible with the use of stan-
dard Excel functions. The implementation of this solver has opened multiple
opportunities for integration with other systems. It can be used as an Excel
plug-in or as an SDK for various programming languages. The solver’s great
flexibility makes it possible to store data in any way desired [1].

– SuperDecisions - the solver saves output and input data in files. Data are
stored in the solver’s internal format. The solver cannot be integrated with a
database [9].

– TK. Solver 5.0 integrated directly with Excel. Output data can be saved in
*.tkx files or in the database [3].

– LISA (A Library of Scheduling Algorithms) - the solver does not facilitate
storage of data in the database and does not save the results in real time in
files or any other data storage means. After the simulation, output data are
saved in text files [6].

– JABAT Solver missing technical details on the solver. Impossible to analyze
the solver’s data storage mechanism [14].

A tool different from those listed above is AIMMS [10], which facilitates, among
others, problem modeling. Modeled problems are solved with the use of any
external solver available in the AIMMS system, integrated with the platform.
The AIMMS platform uses the PostgreSQL database.

On the basis of the analysis performed, it can be concluded that most solvers
allow export of output data to external systems, such as Excel, databases and file
systems. Some solvers can save data in external systems in real time. Whereas
others only save data once the simulation has been completed. This means that
if the simulation is unexpectedly interrupted, all output data are lost.

3 Characteristics of ALMM Solver

The purpose of the paper is to present form of data storage in ALMM Solver and
propose the structure of database. The concept and structure of this software
tool was proposed in [26]. Paper [46] presents requirements regarding the solver,

http://www.solver.com/
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functional as well as non-functional and the best practices, design patterns and
principles, that were applied to ensure the best quality of the solver software.
A basic layout of the Problem Model Library is proposed in [24].

The solver is built on Algebraic-Logical Meta-Model of Multistage Decision
Process (ALMM of MDP) methodology. The ALMM paradigm was proposed
and developed by Dudek-Dyduch [17–21,23]. This approach has been evolved by
research team and following approaches were presented: method uses a specially
designed local optimization task and the idea of semi-metric [25], method based
on learning process connected with pruning non-perspective solutions [39], sub-
stitution tasks method [22,27], switching of algebraic-logical models in flow-shop
scheduling problem with defects [31,32], failure modes modeling for scheduling
[47] and hybrid algorithm for scheduling manufacturing problem with defects
removal [41,42]. According to ALMM theory, a problem is modeled as a multi-
stage decision process (DMP) together with optimization criterion. Multistage
decision process is defined as a sextuple: a set of decisions, a set of generalized
states, an initial generalized state, a partial function called a transition function,
a set of not admissible generalized states, a set of goal generalized states. The
optimization task is to find an admissible decision sequence that optimizes qual-
ity criterion. Decision sequence is constructed from the initial state to goal state,
a non-admissible state, or state with an empty set of possible decisions, in such a
way that new state is calculated using a transition function and depends on the
previous state and the decision made at this state. The solver has been developed
to solve discrete optimization problems, in particular for NP-hard problems and
contains different methods (exact and heuristic, especially new meta-heuristic
algorithms developed specifically for algebraic-logical meta-model).

Solver Structure. Let us recall the structure of the solver [26,46]. The solver
is composed of four basic functional modules [49]. First is ALM Modeler, which
allows one to define the model of the problem in ALMM methodology. Second is
Algorithm Module, which provides a collection of already implemented methods
and algorithms (Algorithm Repository) and allows one to design new method
(Algorithm Designer). The main module is SimOpt, which solves given prob-
lems on the basis of the ALMM methodology and consists of five components
(State Chooser, Decision Generator, Decision Chooser, State Generator, Quality
Criteria) and Coordinator, which coordinates the whole procedure of building
a process trajectory (a sequence of states or sequence of decisions). The last
module is the Results Interpreter, in which obtained solution (decision sequence
and final value of global quality criterion) is identified.

Solution Generation. Solution Generation within the ALMM Solver is as
follows. A selection of an appropriate model of the problem, methods and algo-
rithms along with its parameters and uploading the instance data should be
done initially. These settings are stored in the Controller component. Controller
decides what actions State Chooser, Decision Generator, Decision Chooser, State
Generator and Quality Criteria take. The solution finding process is done by
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executing in a cycle appropriate components of the SimOpt module. It is man-
aged by Coordinator. In each cycle the next node of the state tree is generated.
Firstly, according to chosen search strategy, the state for which the next state
will be generated is selected (by StateChooser). Secondly, a whole or a part of a
set of possible decisions for this state is generated by DecisionGenerator from this
set. Next, in accordance to a particular procedure specified in Controller which
decides about using in computations algorithm from the repository, one deci-
sion is selected by DecisionChooser. The decision (selected by DecisionChooser)
and the current state (elected by StateChooser) are sent to StateGenerator to
calculate a new state and to the QualityCriteria component to calculate the
criterion value for this state. The state is verified whether it belongs to the set
of non-admissible or goal states. All the information connected with new state
generation is stored. Finally, Analyzer performs the analysis of the new state
and, due to information gained during generation of the trajectory, can change
the parameters stored in Controller to new cycle of state generation.

4 Functional and Non-functional Requirements for Data
Source

The data structure within the solver is based on its functionality, as the solver
should, among others, allow us to search for solutions to problems which concern
prioritizing tasks of various classes. Moreover, the solver cannot be limited in
terms of the number of machines used or the number of tasks. Consequently, data
on status coordinates and decision coordinates depend on the given instance of
the problem being solved. Another important aspect is the ability to use various
methods and algorithms for the same problem instance. Therefore, it is necessary
to store data on the construction of the solution graph (status graph), which is a
method of determining the next status (graph node) by selecting a decision from
a given status (for example, in the form of a local optimization criterion) and
status selection strategy, on the basis of which the final section of the solution is
constructed (process trajectory). The methods and algorithms used can be saved
in the database and later read during the simulation experiment. The solver can
also read and save predefined algorithms in the database with set parameter
values from files of the right structure, compatible with the solver’s database.
Remembering the simulation results (intermediate and final), including prede-
fined simulation experiment parameters, is another advantage. Such data make
it possible not only to extract the problem solution found for the given input
data, including the quality criterion and the sequence of decisions made, but also
to visualize the result of the simulation as a status graph or a graphic represen-
tation of the course of the simulation (for example, visualization of the sequence
of tasks performed by individual machines in the production process, or move-
ment of vehicles in transport-related problems). Moreover, saving intermediate
and final results makes it possible to later analyze the solution or historic solu-
tions obtained to be able to select better simulation parameters with the use
of, for example, learning algorithms, and to develop other heuristic algorithms.
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Data generated by the solver may be needed for integration with other solvers.
This means that they should be saved permanently, not only once the simulation
is complete, but also during the simulation. It is possible to integrate the solver
with external systems using the results generated by it in real time, for example,
when the solver is used as an APS application integrated with ERP and MES
systems [40]. The functional aspects of data storage are discussed above. We
should also consider non-functional requirements for data source [13]:

– Reliability of the solver understood as fault-free operation over a specified
period of time. To achieve this, data must be stored in a manner which
reduces problems related to memory limitations.

– Data backup the ability to restore data in case of losing the main copy.

5 Data Storage in ALMM Solver

As the solver is a system which processes very large amounts of data in real
time, it is necessary to provide a reliable repository. The solver makes it possible
to perform simulations lasting up to several weeks (if using exact methods for
large problems), which creates a need to store very large amounts of data. The
solver’s architecture was designed to allow storage of data in various repositories.
Several data storage means were taken into consideration, such as RAM memory,
relational database, file system, object database, NoSQL database. This paper
focuses on two of those means, i.e. RAM memory and relational database. Use
of the remaining data storage tools and their testing will be the subject of future
research.

RAM Memory. Data storage in RAM is very easy to implement and does not
require the solver to be integrated with external applications. It is a very efficient
solution, because it is not necessary to download data from external systems as
they are always available in RAM memory. This solution has significant disad-
vantages in case of long simulations. One of the issues is insufficient memory
and unexpected interruptions at any random moment of the simulation. If the
simulation is interrupted, all results generated will be lost and the simulation
will need to be restarted. Despite the significant drawbacks, this solution can be
used for simple simulations lasting no more than several minutes.

Relational Database. Relational databases allow for permanent storage of large
amounts of data. To use them, the solver needs to be integrated with external
software. This means that its implementation is slightly more complicated than
in case of storing data in RAM. The use of databases facilitates fulfillment of
most functional and non-functional requirements, and eliminates the shortcom-
ings of storing data in RAM. The analysis performed shows that functional and
non-functional requirements are satisfied to a higher extent by relational data-
bases [34]. Easy implementation of RAM data storage solutions makes them very
useful for short and small simulations.
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6 Database Structure

In order to establish the database structure, the domain data model should be
analyzed [44]. In case of ALMM solver one of the most difficult aspects proved to
be the method of saving the states of the simulation in the database. It turned
out that the state may comprise not only of numeric values, but also of set
sequences. It was decided that state data should be stored in five tables: State,
Machine State, Machine State Item and Task State, Task State Item. The two
tables: Task State, Task State Item are not provided for by the ALMM method-
ology. They allow the state to be represented in relational databases as a set or
set of sequence. On the basis of the solver’s data structure analysis, we propose
the database structure presented in Fig. 1. The proposed structure is divided
into four database areas:

– Problem instance area stores all data for the individual problem instance.
The instance is defined by the number of the machines and tasks with
their characteristics/properties, parameters, limitations and any possible
relations. The data are stored in several tables. The list of tasks is
stored in the Task table, whereas the characteristics are stored in the
Task Parameter table. The list of machines is stored in the Machine table. The
Machine Paremeter table contains the attributes of an individual machine.
The Task Parameter and Machine Parameter tables can store any attributes.
All problems have different attributes in terms of the tasks and the machine.
The only limitation is that due to the structure of the database, it is recom-
mended to store scalar values of the attributes. Storage of objects or lists of
objects is rare, although practically possible, but not recommended.

– Experiment data area - saves data generated during the experiment, among
others, the generalized status with quality criterion, and the set of possi-
ble decisions in the given state. The main table is the Experiment Session.
The records in this table represent each simulation launch. The actual sta-
tus of the system is saved in the tables: State, Task State, Task State Item,
Machine State and Machine State Item. The Task State Item and
Machine State Item tables, due to their structure - similar to the respec-
tive tables in the instance area - can store any state of the machine and task
respectively. This means that the data structure developed can store data
on any models of algebraic and logistic problems. Moreover, each state has a
reference to tables which store the set of possible decisions, i.e. the Decision
and Decision Item tables. One of the state characteristics is the decision on
the basis of which the state was created.

– Experiment parameters area - stores input parameters of the simulation.
These are parameters set by the user before starting the experiment. More-
over, the area stores simulation parameters necessary to carry out the exper-
iment. Storage of these parameters makes it possible to analyze them and
to use learning algorithms in order to select better parameters in the future
and even to modify the parameters during the simulation. The parameters
presented are stored in two tables: Session Parameters and State Parameters
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respectively. The tables created make it possible to store any parameters with
scalar values.

– Algorithm repository area - stores all algorithms, methods and their
input/default parameters found in the solver. The algorithm repository
database will be researched separately in the future and is not described
in detail in this paper.

Fig. 1. ALMM solver database structure

7 Solver Communication Layer Architecture with
Database

The solver’s architecture (presented in Fig. 2) was designed in such a way as to
keep the module which performs the simulation as independent as possible from
all auxiliary modules/layers, such as communication between the solver and
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the database, simulation launch application, algorithm repository, integration
bus and result interpreter [28]. Design patterns used reduce the direct relation
between the simulation module and the database data entry layer [35,36,38,45].
The relation is considered loosely coupled. It was decided that the simulation
launch application should save all data in the database and launch the simula-
tion. Whereas the SimOpt module, on the basis of data found in the database,
should perform the simulation of the modeled problem. The Integration Bus
and Result Interpreter should only download data from the database and there
should be no connection with the SimOpt module [29,30]. The main simulation
module was designed in such a way as to ensure that the data access layer is
not an integral part of this module. The data entry layer was implemented with
the use of Aspect Oriented Programming (AOP) [33,37]. This made it possible
to ensure the correct division of the functions and to break down the SimOpt
module into components related to the domain layer and components related to
the data layers [48]. The key data storage components can be easily replaced.
This makes it possible to change the data source and to use other tools and
solutions for this purpose with ease [43].

Fig. 2. ALMM solver architecture

After analyzing the operation of the SimOpt module, so-called AOP join
points were identified (places where methods are triggered which return data
that must be saved in the database). It was decided that they should be triggered
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by all the key components of the SimOpt module, i.e. State Chooser, Decision
Generator, Decision Chooser, State Generator, Quality Criteria. Aspect were
implemented with the use of the Castle Windsor framework, which makes it
possible to create AOP implementing interceptors [11]. The interceptors imple-
ment logics, operating on the data layer. Data access was designed with the use
of the repository design pattern and implemented with the use of ORM Nhiber-
nate [16]. ORM facilitates object and relational mapping of the data model to
produce a model understood by the database engine. The use of the framework
significantly improves the architecture and makes system maintenance easier. It
was considered whether to implement database communications through direct
communication and SQL language implementation, which has a great advan-
tage in the form of much better data access efficiency. However, implementa-
tion of the solver in the form of loosely coupled components facilitated use of
multithreading. This made it possible to significantly improve the efficiency of
communication with the database with the use of ORM. A downside of using
the SQL language is the difficulty with maintaining the application developed
(future modifications and development) and low transparency of the data access
layer. This is an important aspect to consider in case of a dynamically developing
solver.

8 Conclusions

The paper presents results of the new research concerning the ALMM Solver.
The idea of the solver based on ALMM paradigm and comes from Dudek-Dyduch
E. and is developed by her research team.

The paper presents an overview of selected solvers from the data storage
perspective. It discusses functional aspects with regard to data storage meth-
ods, as well as non-functional requirements (solver reliability and data backup).
Several methods can be considered in the context of data storage, i.e. RAM, rela-
tional database, file system, object database, NoSQL database and this paper
analyses two of them for ALMM solver data storage, i.e. RAM memory and
relational database. The solver’s database was divided into four areas: Problem
instance, Experiment data, Experiment parameters and Algorithm repository.
The detailed structure of three of them is presented in the paper. Separate
research on the algorithm repository is planned. Moreover, the paper presents
the architecture of the solver’s database communication layer and specific archi-
tecture of the SimOpt module from the perspective of communication. Future
research will focus on, among others, expanding the database by making it possi-
ble to store more complex problem instances and data, as well as on the aspects
referred to above. Other data storage methods, especially NoSQL database, will
be researched further. Moreover, a comparison of relational database and NoSQL
database performance will be analyzed. The application of parallel computing
to the ALMM solver is also planned in future work.
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Abstract. In this paper, we present a very simple color space trans-
form HVSCT inspired by an actual analog transform performed by the
human visual system. We evaluate the applicability of the transform to
lossy image compression by comparing it, in the cases of JPEG 2000 and
JPEG-XR coding, to the ICT/YCbCr and YCoCg transforms for 3 sets
of test images. The presented transform is competitive, especially for
high-quality or near-lossless compression. In general, while the HVSCT
transform results in PSNR close to YCoCg and better than the most
commonly used YCbCr transform, at the highest bitrates it is in many
cases the best among the tested transforms. The HVSCT applicability
reaches beyond the compressed image storage; as its components are
closer to the components transmitted to the human brain via the optic
nerve than the components of traditional transforms, it may be effec-
tive for algorithms aimed at mimicking the effects of processing done by
the human visual system, e.g., for image recognition, retrieval, or image
analysis for data mining.

Keywords: Image processing · Color space transform · Human visual
system · Bio-inspired computations · Lossy image compression · ICT ·
YCbCr · YCoCg · LDgEb · Image compression standards · JPEG 2000 ·
JPEG XR

1 Introduction

For natural images, the correlation of the RGB color space primary color com-
ponents red (R), green (G), and blue (B) is high [18]. Correlation results from
the typical characteristic of RGB images and reflects that the same information
is contained in two or all three components. For example, an image area which
is bright in one component usually is also bright in others. Computer generated
images also share such characteristic, since artificial images mostly are made to
resemble natural ones. Recent image compression standards: JPEG 2000 [9,28]
(as well as the DICOM incorporating JPEG 2000 [15]) and JPEG XR [4,10] com-
press independently the components obtained from an RGB image by using a
c© Springer International Publishing AG 2017
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transform to a less correlated color space. Although the independent compression
of transformed components is not the only method for color image compression,
it is the most frequently used one. It allows to construct a color image compres-
sion algorithm based on a simpler grayscale image compression algorithm. As
compared to compressing the untransformed components, by applying the color
space transform we improve the image reconstruction quality or the lossless
compression ratio (for lossy and lossless algorithms, respectively), since without
the transform the same information would be independently encoded more than
one time. However, alternative approaches are known that take advantage of
inter-component correlations while encoding of untransformed or transformed
components [1,6,7].

In this paper we present a human visual system inspired color space transform
(HVSCT) for lossy image compression. We evaluate this transform by comparing
it for 3 sets of test images and 2 image compression standards (JPEG 2000 and
JPEG-XR) to transforms ICT/YCbCr and YCoCg.

The reminder of this paper is organized as follows. In Sect. 2 we discuss
properties of irreversible color space transforms and present the ICT/YCbCr
and YCoCg transforms used then for comparison with HVSCT. Section 3 intro-
duces the new transform. Section 4 contains experimental procedure, results, and
discussion; Sect. 5 summarizes the research.

2 Color Space Transforms

The Karhunen-Loève transform (KLT) is an image-dependent transform that
for a specific image is constructed by using the Principal Component Analy-
sis (PCA), it optimally decorrelates the image [16,18]. The computational time
complexity of PCA/KLT is in practice too high to compute it each time an image
gets compressed. Instead, fixed transforms are constructed based on PCA/KLT
by performing PCA on a set of typical images. Then, assuming that the set is
sufficiently representative also for other images, which were not included in the
set, we use the obtained fixed KLT transform variant for all images. The fre-
quently used color space transforms, for example, the YCbCr color space trans-
form described below, are fixed transforms constructed based on PCA/KLT;
however, there are algorithms constructing a color space transform for the spe-
cific image. An adaptive selection of the transform from a large family of 60
simple transforms was proposed by Strutz [26]; performing the selection slightly
increases the overall cost of the lossless color image compression algorithm. In
[27], an even larger family of 108 simple transforms is presented; adaptive trans-
form selection is performed for the entire image or for separate image regions,
however, the latter approach leads to only a small further ratio improvement.
Singh and Kumar [19] presented an image adaptive method of constructing a
color space transform based on the Singular Value Decomposition. Although this
method is of significantly greater computational time complexity, than a method
which directly selects a transform from a family of simple transforms, it is still
simpler than computing PCA/KLT for a given image.
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The probably most commonly used color space, but the RGB space, is
YCbCr. It was constructed using PCA/KLT, but with an additional require-
ment: the transform should contain a component that approximates the lumi-
nance perception of the human visual system [14]. YCbCr contains the Y com-
ponent that represents the luminance and two chrominance components: Cb
and Cr. YCbCr was constructed decades ago for video data and nowadays is
used both for video and for still image compression. There are many variants of
the transform between RGB and YCbCr (resulting in respective variants of the
YCbCr color space). Below we present one of them, ICT (Eq. 1), with inverse
(Eq. 2):

⎡
⎣
Y
Cb
Cr

⎤
⎦ =

⎡
⎣

0.29900 0.58700 0.11400
−0.16875 −0.33126 0.50000
0.50000 −0.41869 −0.08131

⎤
⎦

⎡
⎣
R
G
B

⎤
⎦ , (1)

⎡
⎣
R
G
B

⎤
⎦ =

⎡
⎣

1.00000 0.00000 1.40200
1.00000 −0.34413 −0.71414
1.00000 1.77200 0.00000

⎤
⎦

⎡
⎣
Y
Cb
Cr

⎤
⎦ . (2)

ICT is defined in the JPEG 2000 standard for lossy compression [10].
Note, that if the transformed components are to be stored using integer

numbers, then the transform is not exactly reversible—we say that it is irre-
versible or not integer-reversible. It is not a problem in a typical case of lossy
coding, where distortions introduced by forward and inverse transform are much
smaller than distortions caused by lossy compression and decompression. How-
ever, in the case of the very high quality coding, the color space transform may
limit the obtainable reconstruction quality. The integer-reversible variants of
ICT and of other transforms are constructed using the lifting scheme [2]. The
reversibility is obtained at the cost of the dynamic range expansion of the trans-
formed chrominance components by 1 bit (the dynamic range of a component
is defined as a number of bits required to store pixel intensities of this compo-
nent). The dynamic range expansion affects the transform applicability, since
certain algorithms and implementations either do not allow or do not process
efficiently images of depths greater than, e.g., 8 bits per component. Expansion
may be avoided by the use of modular arithmetic (as in the RCT transform in
the JPEG-LS extended standard [8]), however, such transform introduces sharp
edges to transformed components, that worsen the lossy compression effects.
In this research we focus on typical transforms for lossy coding—not using
the modular arithmetic and not expanding the dynamic range of transformed
components.

A recent YCoCg transform is an another interesting transform (forward in
Eq. 3 and inverse in Eq. 4):

⎡
⎣
Y
Co
Cg

⎤
⎦ =

⎡
⎣

1/4 1/2 1/4
1/2 0 −1/2

−1/4 1/2 −1/4

⎤
⎦

⎡
⎣
R
G
B

⎤
⎦ , (3)
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⎡
⎣
R
G
B

⎤
⎦ =

⎡
⎣

1 1 −1
1 0 1
1 −1 −1

⎤
⎦

⎡
⎣
Y
Co
Cg

⎤
⎦ . (4)

It was obtained based on PCA/KLT constructed for a Kodak image-set (see
Sect. 4.1 for the Kodak set description); YCoCg is an irreversible variant
of a YCoCg-R transform included in the JPEG-XR standard [10,14]. The YCoCg
transform is significantly simpler to compute, than ICT. The former requires 15
simple floating point operations (additions, subtractions, multiplications) for
forward and 8 operations for inverse transform. The YCoCg forward transform
may be computed in 6 integer operations (add, subtract, and bit-shift; the latter
denoted by �):

t = (R + B) � 1; Y = (G + t) � 1; Co = R − t; Cg = Y − t;

inverse in 4 additions and subtractions only:

G = Y + Cg; t = Y − Cg; R = t + Co; B = t − Co;

3 New Transform Inspired by Human Visual System

We described in detail previously [21] the following interesting fact. A color space
transform that results in a single luminance and 2 chrominance components is
performed by our (i.e., human) visual system. There are three types of cone
cells in our retinas that are most sensitive to three light wavelengths, these
are S-cones (short wavelength with sensitivity peak in violet), M-cones (middle
wavelength, sensitivity peak in green), and L-cones (long wavelength, peak in
yellow). According to the common opinion, the cones simply respond to blue
(S-cones), green (M-cones), and red (L-cones) light. However, this opinion is
wrong not only because the cone sensitivity peaks are outside of red and blue
wavelengths, but also since S-cones are sensitive to colors ranging from violet to
green, whereas M-cones and L-cones are sensitive to the full visible spectrum.
However, indeed the highest reaction to blue color, among all cone types, is
shown by S-cones, to green by M-cones, and to red by L-cones. The response of
cones is then transformed and to the brain, via the optic nerve, the below three
components are transmitted:

– the luminance computed as a sum of responses of L-cones and M-cones,
– the red minus green color component (a difference between responses of

L-cones and M-cones),
– and the blue minus yellow color component (a difference between response of

S-cones and a sum of L-cones and M-cones responses, which may be also seen
as a difference between the response of S-cones and the computed luminance).

For brevity, above mentioned were only certain aspects of human visual sys-
tem reduced to essentials; for further details the Reader is referred to [5] and
references therein.
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In [21] we have investigated an integer-reversible color space transform for
lossless image compression modeled on a transform performed by the human
visual system (LDgEb); it resulted in very good average lossless compression
ratios for several image sets and compression algorithms. The same transform
has been presented by Strutz as a special case (denoted A4,10) of a large family of
simple integer-reversible transforms [27]. Here, evaluation was based on counting
how many times given transform resulted in the best lossless ratio for an image
from the test-set employed. Interestingly, while for a diverse set of photographic
images it was the second one most often resulting in best ratio, for a more
homogeneous set it has never been the best one. LDgEb is simple to compute, but
as most of the transforms for lossless coding, it causes dynamic range expansion
of chrominance components. In this research, based on LDgEb, we propose an
irreversible color space transform for lossy image compression, named HVSCT.
The new transform originates from the human visual system and is normalized to
obtain the same dynamic range after the transform, as before it. In the HVSCT
transform (Eq. 5, inverse presented in Eq. 6):

⎡
⎣
Y
Cd
Ce

⎤
⎦ =

⎡
⎣

1/2 1/2 0
1/2 −1/2 0

−1/4 −1/4 1/2

⎤
⎦

⎡
⎣
R
G
B

⎤
⎦ , (5)
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⎤
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⎡
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1 1 0
1 −1 0
1 0 2

⎤
⎦

⎡
⎣
Y
Cd
Ce

⎤
⎦ (6)

the luminance is, as in humans, a sum of two longer wavelength components,
but multiplied by 0.5: Y = (R+G)/2, chrominance components are normalized
differences: between two longer wavelength components Cd = (R − G)/2 and
between the shortest wavelength component and the luminance Ce = (B−Y )/2.

The HVSCT forward transform is even simpler to compute than YCoCg,
since it may be computed in 5 integer operations (add, subtract, bit-shift):

Cd = (R − G) � 1; Y = R − Cd; Ce = (B − Y ) � 1;

inverse HVSCT, as inverse YCoCg, requires 4 additions and subtractions:

R = Y + Cd; G = Y − Cd; B = Y + Ce + Ce;

4 Experimental Evaluation

4.1 Procedure

In the evaluation we included the ICT, YCoCg, and HVSCT transforms; we
also report results for untransformed RGB images. Transforms were applied
with the colortransf tool, version 1.11; ICT was performed using real (double)

1 http://sun.aei.polsl.pl/∼rstaros/imgtransf/colortransf/.

http://sun.aei.polsl.pl/~rstaros/imgtransf/colortransf/
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numbers, whereas other transforms were implemented using integers. If a trans-
formed pixel component exceeded its nominal range, then it was corrected to its
nearest range limit. After the color space transform was applied to an image,
the resulting components were compressed as a single image (all components
together, with disabled color space transform of the compression algorithm). We
measured resulting compression ratio in bits per pixel [bpp] (bitrate) and, after
decompression and inverse color space transform, the PSNR image quality [dB]
in the RGB domain.

We evaluated the effects of the color space transforms on image quality of
JPEG 2000 and JPEG XR compression. JPEG 2000 is an ISO/IEC and ITU-
T standard lossy and lossless image compression algorithm based on discrete
wavelet transform (DWT) image decomposition and arithmetic coding [9,28].
JPEG XR is a recent ISO/IEC and ITU-T lossy and lossless standard algorithm
designed primarily for high quality, high dynamic range photographic images; it
is based on discrete cosine transform image decomposition and adaptive Huff-
man coding [4,10]. We used the JasPer implementation of JPEG 2000 by Adams,
version 1.9002 and a standard reference implementation of JPEG XR [11]. The
former allows setting the desired bitrate, to which the actual one is close (not
greater than). The JPEG XR implementation allows setting the quantization
value for all components (we used this option) or for each component individu-
ally, but the resulting bitrate depends significantly on the image contents. We
report average PSNR for bitrates from 0.25 bpp to 6 bpp. Since JPEG 2000 and
JPEG XR for the below sets of images obtain average lossless ratios from 9.5 bpp
to 13.3 bpp, the 6 bpp may be considered a high quality or nearly-lossless bitrate
setting. The compression was performed with several (16) bitrate/quantization
settings. Then, in the cases of both algorithms, to obtain average PSNR for a
group of images at a desired bitrate, for each image the PSNR was interpo-
lated (polynomial 3-point interpolation) based on results obtained for 3 bitrates
nearest to the desired one.

The evaluation of transforms was performed for the following sets of 8-bit
RGB test images:

– Waterloo3 – a set (“Colour set”) of color images from the University of Water-
loo, Fractal Coding and Analysis Group repository, used for a long time in
image processing research. The set contains 8 natural photographic and arti-
ficial images, among them the well-known “lena” and “peppers”, image sizes
vary from 512 × 512 to 1118 × 1105.

– Kodak4 – a set of 23 photographic images released by the Kodak corporation,
the set is frequently used in color image compression research. All images are
of size 768 × 512.

2 http://www.ece.uvic.ca/∼mdadams/jasper/.
3 http://links.uwaterloo.ca/Repository.html.
4 http://www.cipr.rpi.edu/resource/stills/kodak.html.

http://www.ece.uvic.ca/~mdadams/jasper/
http://links.uwaterloo.ca/Repository.html
http://www.cipr.rpi.edu/resource/stills/kodak.html
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– EPFL5 – a recent set of 10 high resolution images used at the École poly-
technique fédérale de Lausanne for evaluation of subjective quality of JPEG
XR [3]. Image sizes from 1280 × 1506 to 1280 × 1600.

4.2 Results

In Tables 1 and 2 for JPEG 2000 and JPEG XR, respectively, we present average
PSNR calculated for images from all groups; images were transformed with the
ICT, YCoCg and HVSCT transforms and we also report the results of coding of
untransformed RGB images. Due to limited space the data is in Tables presented
for certain bitrate/quantization settings only, however, results for all the settings
are presented in Fig. 1 (in panel A for JPEG 2000 and panel B for JPEG XR).
Results are similar for both algorithms. Average PSNR image quality for low
bitrates is for all 3 transforms close to each other and better than for untrans-
formed RGB by about 2–3.5 dB (depending on the bitrate). From about 1bpp,
the PSNR of YCoCg and HVSCT transformed images is still close to each other
and better than for RGB, but the results of the ICT transform get closer to
results obtained without a color space transform.

Table 1. JPEG 2000 average PSNR for all images from all groups.

Transform Bitrate

0.25 0.50 1.00 1.50 2.00 3.00 4.00 5.00 6.00

RGB 25.798 28.008 30.847 32.872 34.516 37.151 39.242 41.083 42.655

ICT 27.790 30.559 33.881 36.001 37.562 39.737 41.388 42.550 43.630

YCoCg 27.846 30.667 34.087 36.342 38.063 40.611 42.735 44.512 46.037

HVSCT 27.639 30.402 33.781 36.046 37.784 40.351 42.487 44.223 46.048

Table 2. JPEG XR average PSNR for all images from all groups.

Transform Bitrate

0.25 0.50 1.00 1.50 2.00 3.00 4.00 5.00 6.00

RGB 25.708 28.019 30.953 33.028 34.680 37.299 39.448 41.332 43.088

ICT 28.339 30.752 34.088 36.176 37.726 39.983 41.503 42.561 43.331

YCoCg 28.421 30.908 34.430 36.723 38.511 41.249 43.287 44.816 46.016

HVSCT 28.250 30.785 34.295 36.590 38.360 41.127 43.209 44.805 46.087

5 http://documents.epfl.ch/groups/g/gr/gr-eb-unit/www/IQA/Original.zip.

http://documents.epfl.ch/groups/g/gr/gr-eb-unit/www/IQA/Original.zip
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Fig. 1. JPEG 2000 (A) and JPEG XR (B) average PSNR for all images from all groups.

Good performance of the new transform may be surprising considering that,
as opposed to others, it has not been designed based on analysis of digital images,
but simply adopted from the analog transform of the human visual system. On
the other hand, digital images are acquired or constructed for the human visual
system, therefore digital image representation as well as algorithms processing
images may be indirectly influenced by our visual system. The close relation of
HVSCT to the human visual system may be beneficial for other image processing
algorithms that exploit color space transforms and are aimed at mimicking the
effects of image processing and analysis done by the human visual system, e.g.,
face or skin detection algorithms [12,13].

In order to compare effects of color space transforms on JPEG 2000 and
JPEG XR more thoroughly, in Fig. 2 for each compression algorithm and for each
image group we present PSNR relative to PSNR obtained without a color space
transform. For a given transform its relative PSNR was calculated by subtracting
from its absolute PSNR the PSNR obtained in the case of RGB. Dissimilarities in
relative performance of transforms are noticeable rather between image groups,
than between compression algorithms. Generally, results of HVSCT are close to
results of YCoCg also for individual image groups. While for the lowest bitrates
HVSCT is close, but worse than others, for high bitrates in many cases it obtains
the best PSNR. Let’s look at the results for the Waterloo group of images (Fig. 2,
panels A and B). This is the oldest group and only this group contains both nat-
ural and computer generated images; the latter differ significantly from natural
continuous-tone images, as some of them are dithered, have sparse histograms of
intensity levels [17,20], or are composed from images and text. For the Waterloo
images, YCoCg is better than HVSCT at all bitrates by from 0.17 to 0.79 dB.
For more recent Kodak and EPFL continuous tone natural images (Fig. 2, panels
C to F), the difference between HVSCT and YCoCg in average PSNR is at most
0.44 dB (0.20 for JPEG XR). Here, YCoCg is better up to a certain threshold
(depending on algorithm and set from 1 bpp to 5.5 bpp), above which HVSCT
obtains better PSNR.
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A) JPEG 2000, group Waterloo B) JPEG XR, group Waterloo

C) JPEG 2000, group EPFL D) JPEG XR, group EPFL

E) JPEG 2000, group Kodak F) JPEG XR, group Kodak
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Fig. 2. JPEG 2000 and JPEG XR average PSNR image quality for individual groups
of images, relative to quality obtained in the case of untransformed RGB.

We did not perform any systematic subjective assessment of transform effects
on reconstructed image quality, however, in the cases of several images, which
were viewed on a regular LCD IPS monitor, for both algorithms there was no
noticeable quality difference between ICT, YCoCg, and HVSCT, while images
compressed in RGB domain at lower bitrates contained more apparent artifacts
and less details.
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5 Conclusions

We presented the bio-inspired HVSCT transform for lossy image compression,
which originates from the analog transform performed by the human visual sys-
tem. The transform does not expand the dynamic range of transformed com-
ponents and is of very low computational time complexity (5 simple integer
operations per pixel for forward transform, 4 for inverse).

We evaluated effects of employing the new transform in JPEG 2000 and
JPEG XR compression for 3 popular sets of test images and compared it with the
ICT/YCbCr and YCoCg transforms. Although, as opposed to others, HVSCT
was not designed based on analysis of digital color images, with respect to PSNR
it obtains results close to the recent YCoCg transform. In most cases, for the
greatest part of the tested bitrate range (0.25 to 6 bpp) YCoCg results in little
better PSNR than HVSCT, whereas ICT in significantly worse. HVSCT appears
the most useful in high quality lossy image compression, or in near-lossless com-
pression, since at the highest bitrates it usually is the best among the tested
transforms.

In order to improve the effects of HVSCT, we plan to apply to it the RDLS
method. RDLS is a modification of the lifting scheme [2] that was found effec-
tive for improving the lossless compression ratios in the cases of several integer-
reversible lifting-based color space transforms [23,24] and the discrete wavelet
transform [22,25]. HVSCT may be implemented using the lifting scheme; the
good results of RDLS obtained for lossless coding indicate that it may be also
effective for the near-lossless compression. As compared to color spaces tradi-
tionally used in various algorithms in the digital image processing domain, like
retrieval or recognition, that are aimed at mimicking the effects of processing
happening in the human visual system, the components of HVSCT are closer
to the components transmitted to the human brain via the optic nerve. This
opens a promising field of future research. Checking whether by using HVSCT
instead of traditional color space transforms the results of such algorithms will
get closer to results we expect from experience with our own visual system is
certainly worthwhile. Other potential fields of further research are subjective
evaluation of image quality after the HVSCT followed by the lossy compression
as well as application of HVSCT to video data.
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