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Preface

Human civilization revolves around artificial light. From its earliest incarnation as

firelight to its most recent as electric light, artificial light is at the core of our living.

It has freed us from the temporal and spatial constraints of daylight by allowing us

to function equally well day and night, indoors and outdoors. It has evolved from

open fire, candle, carbon arc lamp, incandescent lamp, and fluorescent lamp to what

is now on our doorstep: solid-state lighting (SSL). SSL refers to a type of lighting

that uses semiconductor light-emitting diodes (LEDs), organic light-emitting

diodes (OLEDs), or light-emitting polymers. Unlike incandescent or fluorescent

lamps, which create light with filaments and gases encased in a glass bulb, solid-

state lighting consists of semiconductors that convert electricity into light. Tech-

nological developments in the last two decades have allowed LEDs to be used first

in signal devices, like traffic lights and exit signs, and then in some limited

illumination applications, such as flashlights; and are now on the doorstep of

massive general illumination applications, from homes to commercial spaces to

outdoor lighting. This penetration is mainly due to the promise of an energy-saving

opportunity with an increased and improved reliability at low cost. According to the

projections of the Department of Energy (DOE) of the United States, replacing

incandescent lamps with SSL would save US $250 billion in energy costs, reduce

the electricity consumption by nearly one half, and avoid 1,800 million metric tons

of carbon emissions over the next two decades.

Nowadays, the lighting industry experiences the exponentially increasing impact

of digitization, and connectivity of its lighting systems. The impact is far beyond

the impact on single products, but extends to an ever larger amount of connected

systems. Continuously, more intelligent interfacing with the technical environment,

and with different kinds of users is being built-in by using more and different kinds

of sensors, (wireless) communication and different kinds of interacting or interfac-

ing devices.

An LED system is composed of an LED engine (or LED module) with a

microelectronics driver(s) and control gears, integrated in a housing that also pro-

vides the optical, sensing, heat dissipation and other functions. Knowledge of

v



reliability at the component and system level is crucial for not only the business

success of future SSL applications but also solving many associated scientific

challenges. The increasing use of LEDs for intelligent applications will also pose

additional reliability issues for SSL systems. It also means that system performance

monitoring and further control options become more essential.

This book is part of the Solid State Lighting Technology and Application Series,

with Prof Guo Qi Zhang as series editor. It is a continuation of Solid State Lighting
Reliability: Components to Systems (published in 2013), with W.D. van Driel and

X.J. Fan as editors. In that book, we presented the state-of-the-art knowledge and

information on the reliability of SSL systems. The book soon became a reference

book for SSL reliability from the performance of the (sub-)components to the total

system. It was one of the top 25% most downloaded e-books in the relevant

Springer eBook Collection in 2015 with up to 35,000 chapter downloads.

In the past 4 years, we have witnessed rapid development in technology and

significant market penetration in many applications for LED systems. New pro-

cesses and new materials have been introduced; new standards and new testing

methods have been developed; new driver, control and sensing technologies have

been integrated; and new and unknown failure modes have also been presented. In

this book, Solid State Lighting Reliability Part 2: Components to Systems, we
invited experts from the industry and academia to present the latest developments

and findings in the LED system reliability arena. Topics in this book cover the early

failures and critical steps in LED manufacturing, advances in reliability testing and

standards, quality of color and color stability, degradation of optical materials and

the associated chromaticity maintenance, characterization of thermal interfaces,

LED solder joint testing and prediction, common failure modes in LED drivers, root

causes for lumen depreciation, corrosion sensitivity of LED packages, reliability

management for automotive LEDs, and lightning effects on LEDs. This book starts

with a Quo Vadis and ends with a next frontier discussion in which the accom-

plishments so far are presented and what next hurdles need to be taken in order to

make 100 % LED penetration an optional scenario.

Parts of the contents in this book are first-hand results from research and

development projects. We would like to thank all the authors for their contributions

to the book. We would like to acknowledge the contributions from the National

High-Tech Research and Development Program of China (863 Program, Grant No.:

2015AA03A101), from which seven chapters in this book are supported. Dr van

Driel and Prof Zhang would also like to make acknowledgments to many of their

colleagues in Philips Lighting and Delft University of Technology who have

contributed to this book in one way or another.
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Chapter 1

Quality and Reliability in Solid-State Lighting:
Qua Vadis?

T. Vos, P. den Breeijen, and Willem Dirk van Driel

Abstract In the past 4 years we have witnessed a change in quality and reliability

to make the marked introduction of solid-state lighting (SSL) successful. LED

penetration levels have reached values of 10–30%, depending on the application.

The number and variety of LED packages and, thus, associated LED-based prod-

ucts, have significantly increased in the past years. Consequently, new processes

and new materials are introduced which will introduce a new series of new and

unknown failure modes in SSL products. The understanding of these failure modes

is better understood, and the number has grown to beyond 50. The fingerprint is

changing to failures that are due to interactions between components. First exer-

cises with system level acceleration tests are presented, but it is important to derive

acceleration models for these tests. Advanced reliability prediction capabilities are

needed including algorithms and tools that couple the multi-physic and multiscale

behavior of the SSL failure modes. The shift toward services will force the lighting

industry to develop these capabilities in order to better address lifetime and

reliability. Connected lighting will bring big data from live connections that can

be used to determine the degradation level of the system. Both trends, service and

connected, will bring yet another huge change in mind-set in the lighting industry

when in concerns reliability: detailed understanding of failure mechanisms, usage

scenarios, technology, and design will come together.

1.1 What We Predicted: A New Era in Lighting

In Solid State Lighting Reliability: Components to System we presented a chapter

describing a brief history of quality and reliability, their interaction, and the impact

for the change within the lighting industry into the solid-state era [1]. We mentioned
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that a huge mind-set change is needed in both quality and reliability to make the

market introduction of solid-state lighting (SSL) applications a big success. Our final

remark dealt with the challenge to embed known-good practices from industries such

as semiconductors, automotive, military, and aerospace into the veins of the lighting

designers. Let us in this paragraph reflect on what happened in the 4 years that

elapsed; we focus on the reliability part and leave out the quality aspects of SSL.We

first want to discuss three major observations from a market perspective that

occurred in the past 4 years (our first chapter was published in 2013, see [1]).

First of all, in only 4 years of time we have seen a substantial change in the

(traditional) lighting industry. The three major lighting companies in conventional

technology, Osram, Philips Lighting, and General Electric (GE) Lighting, made

substantial changes in their enterprise architectures. This is mainly due to the

upcoming competition by other parties able to develop, manufacture, and sell

LED-based products at competitive price levels. For example, the ascension of

Chinese manufacturers in recent years has pushed down LED bulb prices consid-

erably. The same trend occurred for professional luminaires, both for indoor and

outdoor applications. In the past years GE, Osram, and Philips Lighting published a

series of public announcements, just to highlight a few of them:

1. GE’s 125-year-old lighting business has been the backbone of the organization’s
foundation since 1890 when Thomas Edison founded the company. In October

2015, GE announced it would be spinning off its commercial LED lighting

business, solar energy, and energy storage devices into a new start-up company

[2]. In 2016 GE said farewell to the compact fluorescent light, or CFL [3]. Here,

the company announced in February 2016 that it would stop making and selling

these bulbs by the end of the year.

2. German lighting giant Osram announced in 2015 to spin off of its lamps business

into LEDVANCE. LEDVANCE encompasses Osram’s lighting brand values in

the conventional and LED lighting businesses sectors. Osram completed this

organizational separation as of April 2016, while the legal separation was

scheduled in July 2016 [4].

3. Royal Philips announced in 2015 to spin off its “historical” lighting business

[5]. Effectively on January 2016, Philips Lighting ended up as an initial public

offering (IPO), whichwill result in the listing of the lighting business on theDutch

bourse, and aims to sell at least 25% of its shares in the lighting company [6]. The

Dutch conglomerate started making light bulbs 123 years ago, where Gerard

Philips and his father Frederick founded one of the earliest makers of incandes-

cent light bulbs in 1891. Besides this, Royal Philips also intends to divest in their

LED components and automotive lighting business, named Lumileds.

These are just a few of the announcements we have seen passing in the past

4 years. It indicates that the transition from conventional lighting into SSL truly

resulted into a new era for the lighting industry.

Secondly, SSL has the promise of an increased reliability with an energy-saving

opportunity, and we mentioned in the first chapter that SSL applications are now at

the doorstep of massive market entry. But what are then the current volumes and

penetration levels of LED-based products in the different application domains, and

2 T. Vos et al.



did they significantly increase? This question is answered by theDOE reports Energy

Savings Forecast of Solid-State Lighting in General Illumination [7, 8]. There are

seven iterations of the Energy Savings Forecast of Solid-State Lighting in General
Illumination. Just recently, the 2016 report was published [8]. Here we only discuss
this report and the one from 2014 [7]. LED lighting is projected to gain significant

market penetration. Of the eight submarkets examined, they forecast that LEDs will

growmost rapidly in the street and roadway and general service submarkets in terms

of the percentage of total lumen-hour sales. Scenarios estimate the expected future

adoption of LEDs based on historical data and the current trajectory for the technol-

ogy. In the 2016 report, LEDs are predicted to comprise over 90% installed pene-

tration by 2025 and nearly 100% by 2035. When one compares the 2016 forecast

with the earlier one in 2014, it can be noted that the penetration is a bit slower. Take,

for example, the street and roadway submarket, already a popular area for LED

upgrades. In the 2014 report, LEDs are predicted to reach 83%market share of sales

by 2020 and nearly 100% by 2030 [7]. In the 2016 report these values are 60% and

88%, with a 100% not to arrive before 2035 [8].

Penetration projections dating from December 2012 forecasted that LEDs will

reach a level of 84% in 2020. This number represents the estimated LED market

penetration between 2010 and 2020. In 2014, light-emitting diodes were expected

to reach a penetration into the lighting market of approximately 11%.

Figure 1.1 depicts these three projections indicating the fact that LED penetra-

tion is growing rapidly but not as fast as one once thought. Following these
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Fig. 1.1 LED penetration levels in four applications; blue line indicates overall trend (DOE data

from [7, 8], 2012 data from [9]; with permission)
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projections, the 2013 and 2017 numbers are <10 % and 20–30 %, respectively. It

means a 2–3 times increase since 4 years. Remind that these are projections, and

signals from countries and/or companies should underline them. For example, in

June 2015 it was reported that Japan was the first country in the world to use LED

lighting and with penetration rates for the home market exceeding 90 % [9]. GE’s
announced LED revenues soared 77% during the second quarter in 2016 [3]. Philips

Lighting announced LED lighting sales grew strongly by 27 % and now account for

50 % of the overall lighting sales [10]. But be aware that booming revenue figures in

the LED business can be misleading as sharp price declines for LED-based products

impact the margins on these products.

The third observation is the following one. The number and variety of LED

packages and LED arrays have significantly increased in the past 4 years. This is

mainly due to the fact that the LED supplier landscape is exploding; see Fig. 1.2 for

just a snapshot. High-power LEDs are replaced by mid-power LEDs in the con-

sumer products, chip-on-boards (COBs) were introduced, and low-power LEDs are

currently introduced. The power consumption ranges from low-power LEDs that

operate at less than 0.05 watts per package to COB that can consume over 50 watts

per module. However, an agreed or standardized package outline for all these LED

variants still does not exist. In the semiconductor industry, JEP95 is a compilation

of some 1,800 pages of outline drawings for microelectronic packages including

Fig. 1.2 The LED supplier landscape is exploding. Just a short list of companies providing LED

packages. It resulted in an increased variety of LED packages

4 T. Vos et al.



transistors, diodes, DIPS, chip carriers, and package interface BGA outlines in both

inch and metric versions [11]. It facilitates easier product design and second

sourcing of particular package types. In the LED industry the inexistence of such

a standard (read, agreement) means that where one LED supplier offers a 2� 3 mm
2 leadless package, it can completely differ from another supplier. The consequence

of this is a corresponding increase in the number of LED replacement lamps and

LED luminaires that are available. Also here, we see an explosion of offered

solutions and products. And, consequently, new processes and new materials

which will, as we wrote in [1], always introduce a series of new and unknown

failure modes.

1.2 What Is the Current Status?

Since 2013, the understanding of the degree to which LED drive current and

operating temperature affect product reliability is better understood. Failure

modes, mainly originating from the semiconductor industry, are better understood

and under control. Better designs are the positive outcome; however, still a wide

range of design choices to meet specific application and market needs are required,

hence a potentially wide range of product reliability. On top of that, other sub-

systems and components in a luminaire, e.g., sensors and controls, introduce other

potential failure modes which will affect and may actually dominate the determi-

nation of its reliability. In 2014, the Lighting Industry Alliance LED Systems

Reliability Consortium (LSRC) identified potential failure modes for SSL products.

The LSRC members scored the failure modes they most frequently observed [12];

the resulting Pareto plot is shown in Fig. 1.3. Failure of the light source, in this case

LEDs, is only 20 %. This result underlines our earlier statements:

Electronic failure

LED failure

Moisture ingress

Material degradation

Color shift

Other components

8%
4%

40%12%

16%

20%

Fig. 1.3 Pareto plot of scored failure modes by the LSRC (Data from [11], with permission)
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There is a clear shift in the reliability budget for SSL applications: with the introduction of

SSL it is no longer the light source that is the limiting factor for the product life.

In 2013, we mentioned that the amount of failure modes for SSL products would

easily be larger than 30 [1]. They would partly be inherited from the semiconductor

industry, as described in JEP122F [13]. In those days we did not know the effect of

such failure modes on to the specifics of a SSL system. Simply due to the fact that

the relation of them to the quality of light was unknown. Take, for example, the

failure mode wire bond fatigue. In JEP122F [13] it is described as a:

Wire bonds can break under temperature cycle, the mechanism are well modeled by Coffin-

Manson or Paris power law models.

For LED-based products, however, we learned that the effect of a wire bond

failure can have a more complex effect on a system level:

1. A wire bond failure leads to an open electrical structure.

2. It is quite common to design serial strings of LEDs; thus, if one fails, then the

total string is giving no light.

3. In parallel designs with serial LEDs strings this will lead to black spots in the

product.

Figure 1.4 schematically represents this situation in the middle picture: if single

LEDs fail, the light distribution will be affected, either by showing blacks spots, by

changing the color, or by a decreased lumen output. Other typical semiconductor

failure modes, such as fatigue and/or interfacial failures, may lead to the same

effects [14].

Fig. 1.4 Failures in LEDs can have unexpected effects on the lighting function

6 T. Vos et al.



In the past 4 years, the industry learned how semiconductor failures interact

within lighting products. Note that some of them could not be captured before

affected products entered the market. This is quite logical if you consider the

introduction of a totally new technology. The consumer product safety commission

[15] lists the number of unsafe products that have entered the market. Searching for

those that contain LEDs results in approximately 19 cases in the past 4 years. Main

reasons are (i) impact hazard, (ii) burn hazard, or (iii) shock hazard. The largest one,

that is, the one with the highest amount of affected products, comes from a large

LED manufacturer, recalling>700,000 LED T8 lamps in the USA and Canada due

to the risk of burn hazard [16].

Obviously plenty of failure modes do not lead to unsafe products. They are

detected during the design phase of SSL products. Extensive testing, by using

accelerated conditions, will reveal weaknesses in to-be-launched products [17]. Fig-

ure 1.5 depicts a so-called word cloud with failure modes in SSL products as seen in

2013 (gray) and appearing in the period after until 2016 (black). Here, the word size

reflects the impact, which is common for such pictures. Figure 1.6 depicts the same

Fig. 1.6 Number of failure

modes in SSL products

versus the year detected

Fig. 1.5 Failure modes in SSL products: as seen in 2013 (gray) and appearing in the period after

until 2016 (black). Word size reflects the impact

1 Quality and Reliability in Solid-State Lighting: Qua Vadis? 7



information in a more traditional kind of showing them: a line graph for the number

of failure modes in SSL products versus the year detected. What can be seen in

these figures is that since the past 4 years the amount of failure modes has more than

doubled. Also our earlier forecast of>30 failure modes [1] was easily achieved, and

a number of >50 are met. On average ten new failure modes per year were found,

but this growth seems to decline in the last years. In semiconductor industry it is

believed that one new failure mode is expected per year [18]. Here, the fingerprint

changed from single mode failures to those that are due to interactions between

components making it difficult to detect the root cause. Looking at the past 4 years,

the SSL industry is slowly but gradually moving to that pace.

Finally we raised the question that the promising lifetime numbers of 50.000 and

higher burning hours are great, but how does one cover that? It needs accelerated

test conditions both on product and component level which is a totally new

approach for the lighting industry. A first exercise in this direction was performed

by the LED Systems Reliability Consortium [19] by conducting the so-called

Hammer Tests. The Hammer Test was to serve as a highly accelerated stress test

(HAST) method that would produce failures in SSL luminaires in a reasonable test

period (defined as less than 2,000 h of testing). It was set up solely to provide

insights into potential failure modes in SSL products. One loop of the Hammer Test

consists of four stages of different environmental stresses, and each stage was

modeled after common stress tests used in the microelectronics industry. Cumula-

tively, one loop of the Hammer Test lasted for 42 h, with each stage presenting a

stress comprising variations in heat and humidity. Electrical power was cycled on

and off during the Hammer Test and provided an extreme stress environment for the

luminaires. The acceleration factor of the test was estimated at 30 or higher,

depending on the actual application conditions. The testing protocol was exposed

to seven commercial SSL luminaires. The results were very surprising [19]. The

failures typically occurred in the driver circuit, and the 611 tested LEDs endured

nearly 1 million hours of cumulative exposure with only four failures. These

findings reinforce the need to consider a systems-level approach, including LEDs,

drivers, optics, and other components.

1.3 What’s Next: SSL Reliability, Qua Vadis?

Quo vadis is Latin for where are you going? According to the legend, it was the

apostle Peter who first used these words, by then in a more religious meaning. Here

we want to highlight the topics in the coming years that are important in the context

of SSL reliability.

The first item worthwhile mentioning is acceleration models. There is a signif-

icant need for the creation of appropriate acceleration models for the SSL failure

modes mentioned in the previous chapter. We can use the existing models, such as

Arrhenius, Coffin-Manson, Norris-Landzberg, Peck, and/or Generalized Eyring,

but they need to be tuned to lighting products. A working group in the International
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Electrotechnical Commission (IEC), known as IEC62861 [20, 21], has initiated the

work to create a so-called guide to principal component reliability testing for LED

light sources and LED luminaires. The group started in 2013, and a final version

will appear in due time. Figure 1.7 depicts the principle behind this activity. The

guide specifies minimum stress test-driven qualification and reliability require-

ments for the principal components of LED products. The purpose is to give

guidance establishing a level of reliability for which a product is specified. What

the exact level is depends on the product specification and depends on the applica-

tion profile. Acceleration models are needed to project the accelerated test condi-

tions to the application profiles. The publication of this document will certainly give

a boost to the required creation of acceleration models.

A second point worthwhile to mention is concerning predictive reliability

modeling capabilities. This does not only need advanced modeling theories, algo-

rithm, and tools but also coupling of them and inclusion of the time factor in order

to fulfill the reliability demand. Figure 1.8 depicts the currently available toolset for

Fig. 1.7 Principal component reliability testing and demonstration on final product level
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SSL product reliability among the different levels from LED chip, package, to

complete system. Clearly, tools do exist and are used by academia and industry, but

direct coupling of them and inclusion of time need further attention.

Although finite element modeling (FEM) is a well-established technique for

predicting thermomechanical behavior of product/process [18], they are not spe-

cifically developed for applications and needs of SSL systems. GaN chip is already

manufactured to feature size down to several micrometer and nanometer, and also

modeling the light output of GaN requires knowledge from across different field

such as quantum efficiency and their interaction between different loading condi-

tions. Hence, beyond-continuum mechanics modeling tools such as multiscale

modeling tool that will incorporate both molecular dynamics and quantum mechan-

ics need to be developed.

On top of this no coupling of available FEM techniques with traditional

ray-tracing tools exists. For packaging and module-level modeling, FEM is a

well-established technique for predicting thermomechanical behavior of the LED

packages. However, since the performance of LEDs is highly dependent on the light

quality, there is a need to develop techniques that could predict the light behavior in

the optical system as the package degrades. The multiscale modeling platform

(MMP) is part of the EU Multiscale Modeling Cluster of FP7-funded projects on

multiscale modeling for nano-materials and systems by design [22]. This cluster

unifies EU projects that have the ambition to develop an open, integrated, and

multipurpose numerical nano-design environment. The cluster is intended to enable

knowledge exchange, foster adoption of novel approaches for multiscale modeling

and provide a platform for harmonizing standardization or interoperability. The first

Fig. 1.8 The prediction landscape for SSL products. Coupling and inclusion of time are needed to

cover reliability predictions (Courtesy by C.A. Yuan, [22])
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results of this EU project were presented in 2016 at the EuroSimE conference

[23, 24]. Tapaninen et al. [25] presented a test case for coupling two physical

aspects of an LED, optical and thermal, using specific simulation models coupled

through an open-source platform for distributed multi-physics modelling. They

showed how to connect a Mie theory-based scattering calculator with ray tracing.

Alexeev et al. [24] followed this approach by connecting a ray-tracing model for the

light conversion in LightTools® to a thermal model in ANSYS®. Tarashioon et al.

[26] introduced a multi-physics reliability simulation approach for solid-state

lighting (SSL) electronic drivers. This work explored the system-level degradation

of SSL drivers by means of applying its components’ reliability information into a

system-level simulation. An automatic coupling between electrical simulations in

SPICE® with thermal simulations was established in order to perform thermal-

electrical reliability predictions. Sun et al. [27] continued this work by improving

the thermal part through automatic coupling with ANSYS®. These multi-physics

modeling attempts are needed to cover the grand challenge for reliability modeling

in SSL, simply because all failure modes and mechanisms, such as electronic drift,

browning, coating degradation, color shift, lumen decay, water ingress, corrosion,

etc., are results of strong multidisciplinary interactions. More effort should be spent

on the development of sophisticated (multi-physics and multiscale) models, effi-

cient numerical algorithms, and user interfaces, code integration methods, as well

as advanced computational techniques.

A last important point is the fact that several lighting companies are shifting

toward services and/or are increasingly integrating their products and services to

offer “integrated solutions.” Shifting toward services is attractive because they

provide a continuous revenue stream. It has become the new way for some of the

world’s leading companies to achieve success, e.g., IBM, GE, and Ericsson

[28]. Innovating with services brings challenges for high-technology industries or

traditional goods industries [29, 30]. One of these challenges is related to reliability

and lifetime [31]. Here, lifetime can be thought of as the time by which the product

reaches end of life. As such, the service contract length is determined based on the

product lifetime, and reliability is replaced by dependability: a measure of system’s
availability, reliability, and maintainability [32]. A high reliability will always lead

to a high availability, but a system with low reliability can still have a very high

availability. In the latter case, appropriate scheduling of maintenance will be key

for the service overall performance and thus its success.

Next to the shift toward services, as a result of the continuous growth in the

utility of disruptive technologies, companies are also enabled to shift more toward

an information-based environment [33]. As a result of a radical transformation in

the SSL industry – the adoption of digital technology and LED – traditional lighting

is shifting toward connected lighting. Hardware is increasingly becoming a source

of information with the introduction of, e.g., sensors. The use of information from

all these sources can be described as a revolution named big data. Big data will

cause a fundamental change in the basic reliability concepts. In a classical reliabil-

ity approach the results from (accelerated) tests are used to obtain conservative

bounds of failure rates. With big data, data analytics from live connections of
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“intelligent” systems can be used to determine degraded performance. This will

trigger scheduled maintenance and/or replacement of the (sub)system. Service in

the lighting industry will move into the prognostics regime where a detailed

understanding of failure mechanisms, usage scenarios, technology, and design

comes together.

1.4 Final Remarks

In the past 4 years we have witnessed a substantial change in the lighting industry.

Traditional companies have changed their strategy, and upcoming competition has

pushed down prices for LED-based products considerably. LED penetration levels

increased so as the diversity of commercially available replacement products. New

processes and materials were introduced, and consequently new failure modes

appeared. This trend will continue as the lighting industry is getting connected

and large amounts of user data are being analyzed. New components are needed to

deliver this functionality (sensors, actuator IoT modules), and, as such, the diversity

from an architectural point of view will also increase. Gradually but slowly, the

term reliability will be replaced by availability, and “smart” maintenance will

distinguish good from bad products.
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Chapter 2

Chip-Level Degradation of InGaN-Based
Optoelectronic Devices

Carlo De Santi, Matteo Meneghini, Gaudenzio Meneghesso,
and Enrico Zanoni

Abstract This chapter reviews the main physical mechanisms responsible for the

degradation of InGaN-based optoelectronic devices at chip level. The generation of

defects caused by bias and temperature is frequent in modern devices, being respon-

sible for the increase in non-radiative recombination and forward leakage current.

Deep level enhancement related to diffusion will also be discussed. The investigation

will then move to further processes, such as degradation of the ohmic contacts,

electromigration, and device cracking due to mismatch. In addition, we described

failure processes related to extrinsic factors, namely, electrostatic discharges and

electrical overstresses, along with possible structure improvements that permit to

increase device robustness. Finally, degradation caused by reverse bias will be

investigated, a topic of growing interest for the design of AC-powered LEDs.

2.1 Defect Generation

The presence of defects in the device is one of the main factors that limit the optical

performance. Defects may be native, when they originate from undesired arrange-

ments of the crystal lattice, or extrinsic, when they are related to external impurities.

Common native defects include missing gallium or nitrogen atoms in an expected

position, called vacancies (VGa, VN), presence of gallium or nitrogen atoms in

locations that are not part of the lattice (interstitials Gai, Ni), and gallium or nitrogen

atoms occupying the site of their counterpart (substitutionals GaN, NGa). These may

be point defects, when only one atom is involved, or arranged in 2D or 3D

configurations, giving birth to extended defects and dislocations. Typical external

contaminants include impurities, such as silicon and magnesium that are introduced

in order to achieve n- and p-type conductivity, respectively. Other elements present

in the growth reactor may have a negative impact, such as hydrogen from the

precursors (known for its passivating effect on p-type doping [1, 2]) and residual
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oxygen (which is probably involved in the strong yellow luminescence of GaN

[3, 4]). Native and extrinsic defects may form bonds, creating several different

kinds of complexes.

Defects can create allowed energy levels inside the forbidden bandgap, acting as

non-radiative recombination centers according to the Shockley-Read-Hall (SRH)

theory, and therefore they reduce the number of electron-hole pairs available for

radiative recombination and emission of desired photons.

In a first-order approach, the overall efficiency of LEDs can be described by

using the ABC model:

ηEQE ¼ ηextr � ηinj �
Bn2

Anþ Bn2 þ Cn3

where ηEQE is the external quantum efficiency, ηextr the extraction efficiency, ηinj the
injection efficiency, A the Shockley-Read-Hall coefficient, B the radiative recom-

bination coefficient, C the Auger recombination coefficient, and n the carrier

density. It is typically assumed that the radiative recombination coefficient does

not change during stress, and experimental data obtained at low bias current have a

negligible contribution from Auger recombination. At chip level, a variation in the

extraction efficiency would require extensive modification in the device structure,

since it is related to the reflectivity of the front and back surfaces. In summary, the

analysis of the EQE at the various steps of the aging can provide useful information

on the variation in SRH recombination and radiative efficiency. In the following,

both processes will be analyzed.

2.1.1 Increase in Non-radiative Losses

A comprehensive study identifying the increase in the SRH coefficient as the cause

for the optical degradation and its effects was carried out by La Grassa et al.

[5]. The devices under test are single quantum well (SQW) LEDs grown on a

silicon substrate. Stress caused a reduction in the external quantum efficiency, as

shown in Fig. 2.1a. The effect is stronger in the low-moderate current regime,

suggesting an increase in the SRH coefficient. The same effect may also be

explained by an enhanced carrier escape or shunt leakage current contribution;

therefore an additional experiment was designed. By using a highly focused laser

diode with adequate peak wavelength, electron-hole pairs were created only inside

the quantum well, and the photoluminescence (PL) and corresponding photocurrent

were monitored during aging. Results, reported in Fig. 2.1b, show that the PL

decreases and that this effect cannot be explained by a higher carrier escape because

the corresponding photocurrent, shown in the inset, decreases. The reduction in

both quantities can be explained by the additional e�–hþ loss process induced by

the higher SRH recombination.
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Direct measurement of the SRH A coefficient is possible, thanks to the differ-

ential carrier lifetime technique [6]. In this case, an enhancement in non-radiative

(SRH) recombination was experimentally found, well correlated with the reduction

in the output optical power, as reported in Fig. 2.1c. By means of capacitance deep

level transient spectroscopy (C-DLTS, [7]), an increase in defect density for a deep

level located at Ec–0.61 eV was detected (see Fig. 2.1d), confirming that the

measured increase in non-radiative recombination is supported by physical modi-

fication in the lattice and not caused by additional effects or measurement artifacts.

2.1.2 Increase in Shunt Current

Tracking changes in the injection efficiency is not an easy task, since there is no

clear way to distinguish electron-hole pairs lost due to shunt conduction paths or to
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Fig. 2.1 The reduction in optical power at low-medium bias current (a) in SQW LEDs is

associated to a lower photoluminescence (b). This effect is not caused by a higher leakage from

the quantum well since the corresponding photocurrent does not increase (inset), but by an

enhanced SRH non-radiative recombination, well correlated to the variation in optical power

(c). The stronger C-DLTS signal (d) confirms the increased defect density (Reprinted from

Microelectronics Reliability, vol. 55, no. 9–10, M. La Grassa, M. Meneghini, C. De Santi,

M. Mandurrino, M. Goano, F. Bertazzi, R. Zeisel, B. Galler, G. Meneghesso, E. Zanoni, “Ageing

of InGaN-based LEDs: Effects on internal quantum efficiency and role of defects,”,

pp. 1775–1778, Copyright (2015), with permission from Elsevier.)
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non-radiative recombination in the quantum well. A study involving the possible

role of the forward leakage in the degradation of LEDs was presented by Buffolo

et al. [8]. They tested the reliability of medium-power white LEDs stressed at

nominal operating current and various junction temperatures, evaluated according

to the forward-voltage technique [9].

Figure 2.2a reports the changes induced by the stress in the current-voltage

characteristics of four LEDs connected in series configuration. A strong increase in

the forward leakage current below 10 V is clearly visible, and its amount is

influenced by the junction temperature during the stress (see Fig. 2.2b). Recent

works correlate the current at low forward bias with the trap-assisted tunneling

through mid-gap defects located in the quantum wells, the spacer, and the electron-

blocking layer [10, 11]. Therefore, the experimental data are consistent with the

creation of deep levels inside the device enhanced by the temperature. The increase

in forward leakage is well correlated with the reduction in the output optical power,

as described in Fig. 2.2c, possibly because the defect-related conductive path shunts

the quantum wells, preventing part of the radiative recombination and lowering the

injection efficiency. It is important to point out that, since the defects responsible

for the increased forward leakage are located also in the quantum wells, it is

possible that the lower optical flux is partly caused by the higher SRH recombina-

tion at this new defect and not only by the reduced injection efficiency.

2.2 Diffusion Processes

The defects responsible for the higher SRH recombination may be generated locally

by the combined effect of current and temperature, or they can be originated by the

diffusion of preexisting defects or impurities towards the active region.
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Fig. 2.2 (a) Aging causes an increase of the forward leakage current in the series of four white

LEDs, (b) enhanced by the junction temperature during the stress at the same bias current. (c) The
variation is well correlated with the decrease in output optical power (Reprinted from Microelec-

tronics Reliability, vol. 55, no. 9–10, M. Buffolo, C. De Santi, M. Meneghini, D. Rigon,

G. Meneghesso, E. Zanoni, “Long-term degradation mechanisms of mid-power LEDs for lighting

applications”, pp. 1754–1758, Copyright (2015), with permission from Elsevier.)
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In the literature, several models are available for describing the time dependence of

the diffusion process. One of the most successful is the solution in one dimension of

Fick’s second law, as described by Orita et al. [12]. Assuming a constant N0

concentration of impurities diffusing toward the active region, the amount of

impurities Ndiff at the position x after time t can be described as

Ndiff x; tð Þ ¼ N0 erfc
x

2
ffiffiffiffiffi

Dt
p

� �

where D is the diffusion coefficient and erfc the error function. According to the

SRH theory, a higher local defect concentration yields a faster recombination

through deep levels and therefore a lower non-radiative lifetime τnr. Its variation
therefore follows the equation:

Δ
1

τnr

� �

¼ KN0

w

Z w

0

erfc
x

2
ffiffiffiffiffi

Dt
p

� �

dx

where K is a coefficient that is related to carrier capture rate and w the width of the

space charge region.

Diffusion is easier to detect in laser diodes (LD), owing to the linear relation

between reciprocal carrier lifetime and threshold current Ith

Ith ¼ qV

ηinj

Nth

τnr

where q is the absolute value of the electron electrical charge, V the volume of the

active region, and Nth the carrier density at lasing threshold. Therefore, if a

diffusion process is responsible for the degradation of a laser diode, the expected

variation of the threshold current should follow a
ffiffi

t
p

dependence on stress time.

This model was successfully used by De Santi et al. to describe the threshold

current variation in commercial green InGaN-based laser diodes submitted to

accelerated lifetime tests [13]. The good fitting quality (not shown here) suggested

the presence of a diffusion process, and in order to gain additional information, the

authors carried out high-resolution spectrally resolved cathodoluminescence maps

on the samples. This technique allows for selective excitation of electron-hole pairs

in a limited volume of the device by means of a high-energy electron beam. The full

emission spectrum is then recorded point by point and analyzed to detect the local

composition and radiative efficiency.

Figure 2.3a shows the results at the front facet of an untreated LD. Each color

represents the intensity recorded at a specific wavelength (emitted by a specific

layer); color coding was done as described in Fig. 2.3b. The saturation level of the

color is proportional to the CL signal intensity, i.e., a brighter color points out

regions with high radiative efficiency and low defect-related non-radiative recom-

bination. It can be clearly seen that the optical performances of the device are
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uniform over the whole area under investigation. The intensity profile completely

changes when a stressed device is tested (Fig. 2.3c, d). In this case, a dark zone

identifies a local enhancement of the non-radiative recombination, affecting not

only the quantum wells but also the waveguiding and cladding layers. It is worth

noticing that the shape of the degraded region is semicircular and symmetrical

along the axis from the p-side to the n-side (i.e., the direction of the current flow).

This profile is compatible with a diffusion-related degradation originated from the

p-side and moving toward the n-side. Possible culprits include magnesium and

hydrogen, chemical elements present in the p-doped material in dopant-level

concentration in a highly mobile interstitial position.

Additional information can be extracted by means of this innovative technique

regarding the role of the yellow luminescence (YL) in the degradation of the device.

The yellow luminescence is a parasitic radiative recombination path, involving

gallium vacancies [14] and possibly enhanced by carbon [15–17] or oxygen [3, 4,

18]. In some cases the degradation of LEDs is associated to an increase in the

yellow emission, and it is typically assumed that the reduction in optical power is

caused by the higher SRH recombination at the defects responsible for the YL. In

the case of the laser diodes under analysis, a stronger emission in the yellow

spectral region was detected, but this was not the reason for the threshold current
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Fig. 2.3 Comparison between high-resolution cathodoluminescence maps at the front facet of an

(a) untreated and (c) aged laser diode. The spectra integrated over the whole area, along with the

explanation of the color coding, are shown in (b) and (d), respectively (Reprinted from De Santi

et al. [13]. © 2016 IEEE)

20 C. De Santi et al.



increase. As can be seen in Fig. 2.4a, even the YL signal is affected by an intensity

reduction, with the same semicircular shape already described for the band-to-band

luminescence. Figure 2.4b reports the intensity profiles in the quantum wells and in

the bulk material, allowing for a better understanding of the different intensity. The

experimental data are compatible with the generation of an additional deep level,

draining electron-hole pairs both from the main emission and from the parasitic

yellow band.

A more extensive set of reliability tests on the same samples was carried out by

De Santi et al. in [19], varying both the junction temperature and the bias current in

order to understand the role of the two stress stimuli. The threshold current was

chosen as the parameter used to monitor the degradation.

Figure 2.5a reports its variation during aging at the same bias current and six

different junction temperatures, evaluated by means of the forward-voltage method

[9], along with a stress at the highest temperature and no applied bias. It can be

noticed that no degradation occurs if no current flows through the device and that

the degradation is thermally activated. The dashed lines are the fits according to the

diffusion model described at the start of this section; the very good agreement

suggests that the degradation can be caused by a diffusion process. From the fits it is

possible to extrapolate the value of the diffusion coefficient, whose values are

summarized in Fig. 2.5b. At higher temperatures the degradation is faster and

therefore the diffusion coefficient is higher, and an activation energy of 1.98 eV

Untreated device Stressed device
Ridge

(b)

(a)

Stressed deviceUntreated device

 QW
 Bulk

Ridge

Intensity (a.u., not in scale)

Fig. 2.4 (a)
Monochromatic

cathodoluminescence maps

highlighting the spatial

distribution of the yellow

luminescence in an

untreated and stressed

device. The latter is affected

by the same non-radiative

reduction already described

for the band-to-band

emission. (b) Reports the
intensity profile along the

quantum wells and the bulk

material for clearer

comparison (Reprinted

from De Santi et al.

[13]. © 2016 IEEE)
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can be calculated. This value is similar to the 1.93 eV found by Seager et al. in p-n

junctions for hydrogen diffusion and even closer to the theoretical 2.03 eV for the

sum of the activation energies for diffusion and binding of Hþ to Mg acceptors [20].

The results of the tests at different bias current are shown in Fig. 2.5c. Even in

this case, the diffusion equations are able to closely model the experimental data.

The diffusion coefficient values in Fig. 2.5d suggest that the bias current level has

an impact, even though few reports are available concerning a possible drift

mechanism during diffusion [20]. A complete explanation of the whole dataset

requires careful examination of the possible diffusing species, their charge state,

and their position in the lattice. Possible additional mechanisms that need to be

taken into account include the dopant activation, the transfer of kinetic energy from

the carriers to the diffusing elements, the field-assisted drift of the impurities, and

the diffusion of native defects. Additional details are given in [19]. Moreover,

recent papers propose that, during operation of a device, a possible release of

hydrogen from point defects can take place, in particular from gallium vacancies

[21, 22]. This process can lead to an increased local concentration of hydrogen over

stress time. In summary, the data suggest that the degradation could be related to the
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diffusion of interstitial Hþ from the p-side toward the n-side. It is enhanced by

temperature, as any diffusion process, and by current, due to the lower electric field

in the space charge region that opposes the diffusion.

The analysis of the bias role in the diffusion process has important consequences

for a correct understanding of the mechanism. Figure 2.6a, b reviews experimental

and theoretical diffusion coefficients reported in the literature for Mg and H,

respectively. A clear difference between experimental values and parameters com-

puted from first principles can be noticed. This broad variation may point out that

the theoretical basis of the diffusion mechanism for these impurities is not yet

completely understood and that the electric field may be a likely candidate to

include in the calculations.

2.3 Degradation of the Ohmic Contacts

The ohmic contacts are critical regions, since they strongly influence the injection

efficiency of the devices. The metal-semiconductor interface may be affected by

interdiffusion, and in GaN the lack of metals with high work function requires very

high doping levels for obtaining a tunneling Schottky junction at the p-side. Even

though as-grown devices usually suffer from no contact-related performance reduc-

tion, additional problems may appear during the lifetime of the device.

A degradation mechanism present in early LEDs is the partial or total detach-

ment of the Ti-W contact and reflector layer from the n-side of the device, reported

by Meneghini et al. [35]. Reliability tests carried out in DC and pulsed condition

showed that it causes an increase in the series resistance of the device.
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Fig. 2.6 Experimental (blue region) and calculated (red region) diffusion coefficients for (a)
magnesium and (b) hydrogen from the literature [12, 19, 20, 23–34] (Reprinted from Microelec-

tronics Reliability, vol. 64, C. De Santi, M. Meneghini, G. Meneghesso, E. Zanoni, “Degradation

of InGaN laser diodes caused by temperature- and current-driven diffusion processes”,

pp. 623–626, Copyright (2016), with permission from Elsevier.)
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In addition to macroscopic mechanical damage, degradation may occur due to

microscopic changes in the semiconductor, more common in the latest generations

due to the improvements in contact deposition technology. The first demonstration

of a degradation mechanism related to this problem was given by Meneghini et al.

[36]. They submitted two series of multiple quantum well (MQW) LEDs grown on

SiC substrate to accelerated lifetime tests at temperatures between 180 and 250 �C
with no applied bias. The devices differ in the presence or lack of SiN passivation

deposited by plasma-enhanced chemical vapor deposition (PECVD). They found a

strong decrease in optical power only in passivated devices, along with a significant

variation in the spatial distribution of the electroluminescence. Figure 2.7 shows

that the luminescence, compared to the untreated device (a), is clearly localized

near the bonding pad in a device aged for 90 min (b). The current crowding yields

also a remarkable increase in the overall series resistance of the device (see

Fig. 2.7c). The suggested degradation mechanism involves the transfer of hydrogen

from the passivation (the SiN precursors in PECVD are SiH4 and NH3) to the

p-GaN layer. The H atoms may bond with magnesium, reducing the effective

doping level and therefore increasing the resistivity of the contact. This supports

the strong current crowding under the bonding pad, since the metal prevents H

diffusion from the passivation to the semiconductor.

These tests do not identify whether the contamination problem affects only the

contact or also the p-GaN contact layer. In order to clarify this point, additional tests

were carried out by Meneghini et al. by using the transmission line method (TLM)

[37]. Circular TLM patterns passivated by H-rich PECVD with different radii were

submitted to thermal storage at 250 �C. As shown in Fig. 2.8a, the stress caused an

increase in series resistance, as previously reported, but also a rectifying behavior

near 0 V. This last effect may be related to the Mg deactivation due to H diffusion

from the passivation. A lower effective doping level causes a broadening of the

Schottky barrier between the metal and the semiconductor, lowering the tunneling

probability of the electrons and therefore moving the contact from an ohmic to a

rectifying behavior. The TLM technique allows for estimate of both contact and

sheet resistance, whose changes over stress are reported in Fig. 2.8b. The increase in

contact resistivity is stronger compared to sheet resistance, proving that degradation
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mainly affects the semiconductor in close proximity to the passivation but not the

whole p-GaN layer. In this case, the degradation was found to be recoverable.

Additional thermal storage after device depassivation was able to partly restore the

initial characteristics, likely due to hydrogen outgassing from the surface. The use

of low-H sputtered SiN (instead of PECVD deposition) was able to lower the

amount of degradation.

The deposition method for the passivation is not the only parameter influencing

the reliability of the contacts. The metal stack composition has a strong importance,

due to the very high interdiffusion coefficient of Ni and Au (reported in the

400–600 �C range in [38]). A detailed study on the stability of conventional

Ni/Au contacts and on the use of TiB2 or Ir as an interdiffusion barrier in MQW

LEDs was given by Stafford et al. [39]. They found that a strong increase in the

turn-on voltage could be caused by thermal storage at the relatively low tempera-

ture of 200 �C. The leakage current and output optical power were negatively

affected by the test. An improvement of the long-term stability was obtained

through the use of TiB2/Ti/Au or Ir/Au overlayers between the Ni/Au contact and

the p-GaN.

2.4 Electromigration

Electromigration is the movement of atoms from the contact pads or the current

spreading metal lines to the semiconductor. This process is aided by the current

flow, due to the energy exchange between the electrons and the metal atoms, and by

the temperature, since it follows the laws of diffusion.

Electromigration has detrimental effects for the reliability of the device: the

movement of the metal causes a variation in the local resistance, leading to current

crowding. The higher current density induces a stronger local self-heating, and the

increased temperature reduces the resistance even more. If this positive feedback is
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too strong, it may cause the device to fail due to thermal runaway. In addition, if

there is a preferential path for electromigration, a continuous metal line could form

from the p-side to the n-side, effectively shunting the active region and preventing

correct device operation.

Barton et al. showed that strong electrical degradation, up to a short-circuit

behavior, may be present in blue GaN-on-sapphire LEDs [40, 41]. The devices

under test were submitted to short (100 ns) but intense current pulses, and no

significant change in capacitance DLTS signal was detected. Electron beam-

induced current (EBIC) imaging highlighted the presence of some small conductive

paths shunting the active region, and scanning electron microscope (SEM) second-

ary images revealed damage to the p-side contact compatible with metal migration.

An electromigration process was therefore identified as the mechanism responsible

for the degradation.

Kim et al. analyzed multi-quantum well InGaN/GaN LEDs grown on a sapphire

substrate, carrying out stress tests at different bias levels on unpackaged samples

[42]. They found that the lifetime can be explained by the contact electromigration

failure model of silicon devices, and the increase in forward and reverse current was

consistent with the role of metal electromigration in the degradation. Optical

photographs of the pad surface support this hypothesis.

Both papers suggested a correlation between the amount of electromigration and

defect density in the lattice, since dislocations are believed to be preferential paths

for the migration of the metal atoms. Decisive evidence was provided in the study

by Hsu et al. who analyzed the effect of high temperature annealing in GaN-on-

sapphire MQW LEDs with Ni/Au contact layer [43]. Devices were tested at

different annealing temperatures, from 300 to 900 �C, and each annealing test

lasted for 10 min in a furnace with continuous nitrogen flow. They found an

increase of the forward and reverse leakage currents even at the lower temperatures

and a clear short-circuit behavior at higher temperatures. The morphology of the

electrodes changed during the test due to the creation of some bubbles on the

surface, and in order to investigate the cause, they carried out a transmission

electron microscope (TEM) investigation of the cross section directly below the

bubbles. The result is summarized in Fig. 2.9. Figure 2.9a shows, for the LED

annealed at 900 �C, a hollow region at the center of the bubble in the metal contact

directly above a dislocation in the lattice, whereas in Fig. 2.9b, a dislocation in the

LED annealed at 600 �C. The labels highlight the points where energy-dispersive

X-ray spectroscopy (EDX) was carried out in order to investigate the chemical

composition. As can be seen, the void in the bubble (EDS-1) contains some gallium,

probably originated by Ga outdiffusion, and the corresponding gasification of

nitrogen during GaN decomposition could be the cause for the formation of the

bubbles. The most important finding comes from the comparison of EDS-2 and

EDS-3. Along the dislocation it is possible to find contamination of nickel and gold,

but the two elements are not present outside the dislocation in the p-GaN layer. This

experiment confirms that metal from the contacts can be prone to electromigration,

that dislocation are preferential paths, and that this mechanism could cause
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shunting of the device. Metal atoms are present also in the dislocations of device

annealed at a lower temperature, even if in lower concentration (EDS-4).

Liu et al. in a recent work suggested that electromigration and mechanical

stresses can cause a broadening of the contact metal lines [44]. They suppose that

dislocation-related failure may happen even without metal atoms migrating inside

the dislocation, due to the de-trapping of space charges around threading disloca-

tions caused by the higher electric field at the rough metal edges. Additional work is

required in order to confirm this hypothesis.

2.5 Cracking Due to Mismatch

Gallium nitride substrates would be the best choice for device growth, but the

technical difficulties involved in the creation of large area native substrates are not

easy to overcome. Available GaN wafers have a small area and a remarkable cost,

causing a high price for the final products. For this reason, sapphire substrates are

commonly used, and a lot of effort is put into growth of efficient LEDs on cheaper

silicon substrates.

Both sapphire and silicon have high thermal expansion coefficient and lattice

constants mismatch with gallium nitride. For this reason, a high density of

Fig. 2.9 Cross-sectional TEM image of an LED annealed at (a) 900 �C and (b) 600 �C. EDX
spectra (EDS from one to four) confirm the presence of metal atoms from the contacts only inside

the dislocations, as a consequence of electromigration (Reproduced from Hsu, Chin-Yuan and

Lan, Wen-How and Wu, YewChung Sermon, Applied Physics Letters, 83, 2447–2449 (2003),

with the permission of AIP Publishing [43])

2 Chip-Level Degradation of InGaN-Based Optoelectronic Devices 27



dislocations forms at the interface between the substrate and the epitaxial layer,

reducing the efficiency and the reliability of the devices. Moreover, the strain may

relax through the creation of extended cracks during growth or device operation.

For GaN on Si, two different types of cracks can be found: open grooves with facets

occurring during growth (see Fig. 2.10a) and a crack without grooves, likely

generated during the cooling process (see Fig. 2.10b). The cracks extend into the

silicon substrate (see Fig. 2.10c).

The formation of cracks in both heating and cooling stages was confirmed by

Sarua et al. even for Al0.34Ga0.66N layers grown on GaN on sapphire [46]. By

means of atomic force microscope (AFM), they detected the formation of cracks

after sample cooling from growth temperature to room temperature and the creation

of additional but smaller cracks after annealing above 900 �C. The variation of the

position of the E2(high) phonon mode measured by Raman scattering confirms that

tensile stress is relieved near the cracks and that annealing reduces the overall

stress, thanks to the formation of the additional cracks (and to the possible forma-

tion of dislocations).

Barton et al. studied the degradation of several GaN LEDs grown on sapphire

substrate [47]. They used electron beam-induced voltage (EBIV) mapping to

Fig. 2.10 Possible types of cracks for GaN on Si: (a) open groove with facets (occurs during

heating); (b) closed crack (occurs during cooling). The cross section of an open crack is shown in

(c) (Reprinted from Materials Science and Engineering: B, vol. 93, no. 1-3, A. Krost, A. Dadgar,

“GaN-based optoelectronics on silicon substrates”, pp. 77–84, Copyright (2002), with permission

from Elsevier.)
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correlate a sudden decrease in optical power with the formation of a crack in the

device, isolating part of the active region from the contacts.

Various solutions are proposed in the literature to minimize the effects of

mismatch, such as AlAs buffer layers [48, 49], AlN buffer layers [50–52],

low-temperature AlN interlayers [53–55], AlGaN buffer layers [56], graded

AlGaN buffer layers [57–59], superlattices [60–62], use of SiN interlayer [63],

growth on patterned substrates [64–66], and growth on porous Si [67–69].

More recently, Blake et al. grew MQW InGaN/GaN LEDs on silicon substrate.

The strain was relieved by means of ZrB2 buffer layers and by an AlN/AlGaN/GaN

transition layer [70]. Lateral cracks originated by microvoids were found on the

surface of the LEDs (see in Fig. 2.11a a SEM image of a microvoid), completely

quenching the electroluminescence from a vast area of the device. By means of

cross-sectional transmission electron microscopy (XTEM) investigation, they

showed that the presence of microvoids is not related to micropipes originating

from the ZrB2 buffer layer. A SEM analysis of a vertical focused ion beam (FIB)

cross section revealed, under the microvoids, the presence of vertical cracks

originating from thicker ZrB2 regions, likely due to misoriented crystallites in the

epitaxial ZrB2 layer. Figure 2.11b, c is SEM cross sections of the region under the

microvoid at two different steps of the FIB milling, showing cracks originating

from distinctive features at the substrate interface. Devices without ZrB2 buffer

were not affected by this problem.

2.6 Electrostatic Discharge (ESD)

All electronic devices in every material system have a limited robustness to short

and highly energetic stimuli, including GaN-based light-emitting diodes. These

electrostatic discharge events (ESD) may last for a few hundreds of nanoseconds

Fig. 2.11 SEM images of a microvoid (a) at the center of the plane view, (b) and (c) at a FIB cross

section (Reproduced from Blake, AdamH. and Caselli, Derek and Durot, Christopher andMueller,

Jason and Parra, Eduardo and Gilgen, Joseph and Boley, Allison and Smith, David J. and Tsong,

Ignatius S. T. and Roberts, John C. and Piner, Edwin and Linthicum, Kevin and Cook, James

W. and Koleske, Daniel D. and Crawford, Mary H. and Fischer, Arthur J., Journal of Applied

Physics, 111, 033107 (2012), with the permission of AIP Publishing [70])
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and are originated from interaction with electrostatically charged manufacturing or

handling equipment (machine model, MM), with installers or end users (human-

body model, HBM), with ambient conditions in a typical operating environment

(e.g., lightning for streetlight lamps), or with grounding connections when some

residual charge is present on the device (charged-device model, CDM).

2.6.1 Role of Defects and Internal Capacitance

Critical regions for the reliability are defective parts and unwanted leakage paths,

where the high energy of the discharge may cause a significant current to flow.

Typical weak regions are the edges of the contact layer [71–73], the edge of the

bonding pad [74, 75], and V-pits with threading dislocations [75, 76]. For this

reason, LEDs are sensitive to ESD of both negative and positive polarity, even

though the latter usually causes less damage, thanks to the ability of the diode to

sustain very high forward currents for a short amount of time before thermal

damage occurs [73, 75].

Two different parameters seem to play an important role in the failure mecha-

nism of an LED submitted to electrostatic discharges: the presence of V-pits with

threading dislocations and the overall internal capacitance of the device.

The first step in identifying the importance of V-shaped defects connected to

threading dislocations was reported by Su et al. [75]. They designed InGaN/GaN

MQW LEDs on a sapphire substrate with a Mg-doped GaN cap layer grown at two

different temperatures, low temperature grown (LTG) at 900 �C and 1,000 �C, and
high temperature grown (HTG) at 1,040 �C and 1,100 �C. The surface of the HTG
devices was very smooth with almost no visible extended defects, whereas the LTG

devices showed a very rough surface due to the presence of a high V-pit density.

The difference was ascribed to the low migration speed of Ga atoms at lower

temperatures, leading to a low lateral growth rate [77–79]. Even though all the

LEDs showed similar robustness to positive polarity ESD, HTG devices were able

to withstand an almost double voltage during negative discharges.

This work was further expanded by Tsai et al. [76]. They grew InGaN/GaN

MQWLEDs on a sapphire substrate with different p-GaN growth conditions. A first

set of samples, labeled LED-II, used a layer with low temperature grown at 850 �C,
leading to a high concentration of V-pits connected to threading dislocations (see a

SEM top-view image and a TEM cross section in Fig. 2.12a). In the second set of

samples, LED-III, the Mg-doped layer, was grown in HTG conditions at 1,050 �C,
preventing the formation of V-pits consistently with the previous paper but not

affecting significantly the threading dislocation density (see Fig. 2.12b). The last set

of samples, LED-I, was designed with a hybrid approach: a HTG layer is grown

immediately above the quantum wells, followed by a LTG layer. This way, the

surface of the sample is even rougher than LED-II due to the high concentration of

V-pits, but the bottom of the pit is not connected to a threading dislocation, whose

density was not reduced (see Fig. 2.12c). Figure 2.12d reports the results of the ESD
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tests. Devices with basic structure (LED-II) have a limited robustness, whereas

HTG devices (LED-III) have a higher reliability, consistent with the paper by Su

et al. [75]. Remarkably, LED-I samples have a pass yield comparable to LED-III

devices, due to the suppression of threading dislocations connected to V-pits.

Compared to LED-III set, LED-I devices have a higher output optical power,

related to the better extraction efficiency at the rough surface.

Concerning the internal capacitance, its importance derives directly from gen-

eral considerations on energy transfer during the discharge. Each ESD event is

based on a rapid charge transfer, which is simulated through the charge and

discharge of an external capacitance on the device under test. In this case, the

average current I flowing through the LED is given by I¼Q/τ, where Q is the total

Fig. 2.12 SEM top-view image and TEM cross section of MQW LEDs with p-GaN layer (a)
grown at 850 �C, (b) grown at 1,050 �C, and (c) composed of two subsequent layers grown at

1,050 �C and 850 �C. The ESD robustness and output optical power for the different growth

conditions are reported in (d) (Reprinted from [76]. © 2016 IEEE)
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charge stored in the discharging capacitance Cd and τ the time constant of the

discharge process, which in a simple RC circuit is given by τ¼Ci(RLEDþRpar),

where Ci and RLED are the parallel capacitance and the parallel resistance of the

device under test, respectively, and Rpar the parasitic resistances in the discharge

circuit. When the LED resistance dominates in the time constant equation, the

energy dissipation Ed in the LED can be evaluated as Ed¼RLEDI
2τ¼Q2/Ci

[80]. For this reason, the higher the capacitance of the LED, the lower energy

dissipation it has to sustain. This basic reasoning was experimentally confirmed by

Jeon et al. [81]. They grew InGaNMQW LEDs on sapphire substrate with different

Si doping concentration in the n-side. The higher doping level increases the

capacitance of the device under reverse-bias condition, i.e., when the border of

the space charge region is located deep in the doped contact layer. They detected a

higher robustness for more highly doped devices.

A similar experiment was carried out by Jia et al. [82]. They grew three different

sets of InGaN MQW LEDs on sapphire substrate. Set A has a common structure,

whereas set B has a 15 nm thick Si-doped (carrier concentration 1.5� 1019 cm�3)

InGaN layer between the bulk n-GaN and the MQWs. Additionally, set C has also a

three-period modulation-doped p-InGaN/GaN hole injection layer between the

p-GaN contact layer and the MQWs, where the GaN layers are unintentionally

p-doped. The n-InGaN layer caused a small increase of the device capacitance,

whereas a stronger effect was detected for devices with the p-superlattice. The ESD

performances were improved by the higher internal capacitance.

A multilayer approach was exploited also by Li et al. at the n-side of InGaN

MQW LEDs on sapphire substrate [80]. In this case, the improved devices possess

three n-GaN/u-GaN pairs between the n-spacer layer and the active region. Exper-

imentally, this additional insertion layer increased the capacitance of the device in

the reverse-bias region and the ESD robustness.

2.6.2 ESD Effects

In order to understand the role of process and internal parameters in determining the

ESD robustness, the simple pass-fail tests used in the previously reported papers are

adequate. With the aim of explaining the effects of a discharge and the changes

leading to the failure, more accurate and diverse tests are required.

SEM mapping of the samples is a good complementary technique, allowing for

microscopic analysis of the differences between working and failed samples and for

detection of most likely failure regions. This technique was used byMeneghini et al.

during the tests of UV LEDs (see Fig. 2.13) [73]. The analysis of failed devices

pointed out that the failure was located in a curved region of the contacts, where the

mesa edge was irregular. This could lead to higher local electrical field and therefore

to lower ESD robustness. As a consequence of the discharge, the region is affected by

significant structural damage, preventing proper operation of the device.
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An additional technique that can be used in order to understand the effect of the

ESD events is the emission microscopy. The spatially resolved electroluminescence

in reverse-bias condition, along with the reverse leakage, was monitored by

Meneghini et al. during ESD events at increasing voltage simulated by a transmis-

sion line pulser (TLP) on green LEDs [83]. They found that, after the first dis-

charges up to �60 V, the characteristics of the device remained stable. Any

additional discharge then reduced the leakage current and emission intensity,

until the strong increase in leakage and drop in EL associated to the catastrophic

failure of the device. The spatial distribution of the reverse luminescence showed

that the reduction is related to the disappearance of some of the “hot spots”

composing the emission. The lower leakage current can therefore be associated to

local destruction of conductive paths, rather than to processes affecting a wide area.

This annihilation may be related to the high energy associated to the pulses, and

therefore it is consistently present only when the voltage is higher than a threshold

value. When the energy is too high, the conductive paths may melt leading to a short

circuit rather than to a nonconducting behavior.

Emission microscopy can be used to detect and support the analysis of different

failure modes caused by ESD discharges in devices with varying structure and

indium content in the quantum wells, as reported by Dal Lago et al. [84]. They

tested two different series of commercially available LEDs, blue with a grid-shaped

metal contact and green with a simple bonding pad, monitoring the change in the

device impedance and electroluminescence during the discharge. The failure of

blue LEDs was identified by the instantaneous increase in the leakage current,

related to the creation of a low-resistance conductive path caused by the high power

dissipated during the ESD event. This conductive path can be detected by the

increase in luminescence after the catastrophic breakdown, occurred at

VLINE¼ 1,503 V in the case of the representative sample of Figs. 2.14a and 2.15.

Subsequent discharges cause a sudden decrease in the impedance of the device,

highlighted by the increase in the current flowing through the device during the

ESD pulse in Fig. 2.14a. The emitting area moves toward the edge of the damaged

region after every additional event (see Fig. 2.15), suggesting a diffusion of the

conductive path and more significant damage in the central region, where current

Fig. 2.13 SEM images of an (a) untreated and (b) failed device submitted to ESD discharges. The

correlation between irregular borders of the mesa and failed regions can be noticed
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flows no more. After the test, the device appears melted in the region corresponding

to the emitting area. Concerning green LEDs, the increase in leakage current is

gradual, and modifications in the device impedance take place even during the

pulse, as can be noticed by comparing Fig. 2.14a, b, representative of blue and

green devices, respectively. In this case, the emission during the discharge comes

from the edge of the device (see Fig. 2.14c), suggesting that an improvement in the

defect concentration along the device perimeter could lead to a significantly

enhanced ESD robustness.

2.6.3 Structure Improvements

Several solutions for improving the ESD robustness are available at device level

and at circuit level. This chapter is focused on the reliability at chip level; therefore

we will present only changes to the internal device structure and not designs

requiring external components. For this reason, every possible design variation

may cause also a positive or negative effect on the output optical power of the LED,

other than an improvement of ESD robustness.

Chen et al. suggested a selective post-epitaxy etching and re-deposition in order

to fabricate on-chip antiparallel GaN Schottky diodes [85]. Even if the etched areas

were placed under the pads (to prevent loss of useful emitting area), in this case the

emission from the protected LEDs was lower. The cause was ascribed to the

increased non-radiative recombination at the defects generated by the etching

process.
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Fig. 2.14 Results of ESD tests on commercial blue (a) and green (b), (c) LEDs. (a, b) Current
flowing through the device during the discharge, highlighting variation in the device impedance;

c electroluminescence during the pulse, showing the location of the damaged area (Reprinted from

Microelectronics Reliability, vol. 53, no. 9-11, M. Dal Lago, M. Meneghini, N. Trivellin, G. Mura,

M. Vanzi, G. Meneghesso, E. Zanoni, ““Hot-plugging” of LED modules: Electrical characteriza-

tion and device degradation”, pp. 1524–1528, Copyright (2013), with permission from Elsevier.)
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Wen et al. used an Al0.12Ga0.88N/GaN superlattices for a better spreading of the

ESD-related current [86]. The superlattices were placed between the active region

and the Si-doped GaN substrate (on the n-side) or the Mg-doped GaN cap (on the

p-side). They were modulation doped (Si or Mg) to reduce their resistivity, leading

to a significant increase of the robustness under reverse-bias pulses. No variation

was detected with forward bias tests. The superlattice approach was used also by

Liu et al. [87]. In this case the superlattice was composed of p-GaN/i-InGaN layers

placed between the multiple quantum wells and the p-GaN layer. The output optical

power of the device with superlattice was higher, due to a more uniform current

spreading and to a possible reduction in injection losses.

The higher robustness to positive polarity discharges of the GaN-based LEDs

was exploited by Shei et al. [88] and by Jeong et al. [89]. By using a selective

etching, they realized two independent LEDs with different area on the same

epitaxial wafer. The LEDs were then connected in antiparallel configuration by

the metal lines, allowing the lower area device to act as an internal shunt protection

Fig. 2.15 Electroluminescence during the ESD test on the commercial blue LED of Fig. 2.14a,
showing the location and time evolution of the damaged area. The last frame (bottom right) shows
a photo of the failed device
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diode. In this case, the output optical power is lowered, since part of the area is used

for the protection structure.

Following the previously described approach by Tsai et al. [76], Jang et al.

studied the effect of the p-AlGaN EBL thickness. They found an improvement of

the ESD robustness when a thicker EBL is present in the structure, assuming that it

may be related to the filling of the dislocation-related v-pits [90]. The

corresponding increase in electroluminescence was related to the lower carrier

losses due to overflow and/or tunneling mechanisms.

A creative solution was suggested by Park et al. [91]. They added an air gap in an

Al film below the substrate, connecting one side to the anode and the other one to

the cathode. If the width of the gap is correctly designed, when the bias pulse is

applied, current flows not through the LEDs but through the air gap, due to the

limited dielectric strength of air. For this reason, this structure is able to protect the

device from both negative- and positive-polarity discharges. No indication was

given on the effect of the air gap on the optical characteristics.

Tsai et al. manufactured an internal MOS capacitor by adding a SiO2 layer in the

n-GaN epilayer and extending the metal lines from the contacts [92]. They tested

several line layouts and found that the capacitor increases the robustness of the

device. Subsequent discharges may lead to damage and puncturing of the oxide and

in some cases even damage to the device occurs. The authors do not report the

variation of the optical power in the different structures, but it is probably lower due

to the area used up by the protection structure.

Chen et al. demonstrated, by means of 3D simulations and experimental tests,

the importance of the metal line layout even when a MOS capacitor is not present

[93]. They found that current density and thermal dissipation peaks may be reduced

by a more uniform distribution of the electric field during the electrostatic dis-

charge. The improved contact structure with parallel extended electrodes theoret-

ically offers the best uniformity of the electric field and was experimentally

demonstrated as the most reliable solution against both forward- and reverse-

polarity discharges. Even in this case, no indication was given on the variation of

the optical power when different contact geometries are employed.

A different solution was used by Huang et al., involving accurate design of a

patterned substrate [94]. They tested several devices with different values of fill

factor and slanted angle. LEDs grown on substrates with lower fill factor showed a

lower concentration of threading dislocations and therefore higher reliability. The

most robust devices also have higher output optical power, due to the lower

threading dislocation density and to the higher light extraction efficiency.

More recently, Lee et al. suggested the possibility of realizing patterned damage

in the current-blocking layer by means of oxygen plasma treatment ion damage

[95]. The patterned ion-damaged current-blocking layer (IDCBL) increases the

robustness of the devices due to the better spreading of the current injected by the

ESD event. Devices with IDCBL were found to have a higher electroluminescence

level, thanks to the improved current injection and current spreading, and possibly

to a better extraction efficiency.
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2.7 Electrical Overstress (EOS)

Compared to ESD events, even electrical overstresses (EOS) can induce cata-

strophic damage due to stimuli beyond the safe operating area, but involve longer

(in the millisecond-second range) and less energetic stresses.

A possible cause is the connection of a LED to a power supply with enabled

output, for example, when a lamp is plugged to an energized driver. This event,

called “hot plugging,” leads to a significant current flowing through the devices and

to a possible degradation or failure. Dal Lago et al. carried out an extensive

investigation of the mechanism and of its causes, testing several LEDs from various

manufacturers, with varying peak wavelength, connected in series of different

length, and even analyzing several drivers [96]. The current waveforms recorded

during the hot plugging show that a significant overcurrent may flow through the

devices and that its intensity is inversely proportional to the number of LEDs

connected in series (see Fig. 2.16a). This behavior is consistent with the discharge

of the output capacitance of the driver, charged up to the maximum allowed voltage

value due to the lack of any load. This hypothesis was verified by simulation of the

discharge time constant in a simple equivalent circuit composed of the output

capacitance of the driver and a capacitance with a series resistance in order to
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Fig. 2.16 (a) Current waveforms during the “hot plugging” event as a function of the number of

LEDs connected in series configuration. (b) Variation of the current-voltage characteristic after

several “hot plugging” connections. (c) SEM image showing localized damage around the

bonding pad
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model each LED. Repeated tests on the same LED series showed that the main

effect of the event is the creation of defects inside the lattice, acting as additional

paths for current flow and therefore increasing the forward and reverse leakage (see

Fig. 2.16b). Inspection of failed samples reveals a preferential damaged area near

the bonding pad (see Fig. 2.16c). The melted appearance suggests the important

role of the device heating during the discharge, possibly due to current crowding

leading to thermal runaway.

Additional tests were carried out by Meneghini et al. by using a custom EOS

simulator in order to prevent effects related to the specific driver model and

manufacturer [97]. Figure 2.17a reports typical current waveforms measured during

an EOS event at several voltages. Failure is highlighted by a sudden decrease in the

current flowing through the device. The increase in the impedance may be related to

damage to the bonding pad and/or to the metal lines (see Fig. 2.17b). The amount of

current required for the failure was found to be several times the nominal operating

current and to strongly depend on the pulse width, confirming the important role of

temperature and the current crowding hypothesis.

2.8 Reverse-Bias Degradation

In the past, reliability studies of LEDs in reverse-bias operation were of limited

interest since LEDs are designed for forward bias operation, but this is going to

change in the next years. Several research centers and companies are currently

developing LED lamps able to operate when directly connected to the mains wall

plug, i.e., in AC condition. These lamps do not require an external driver and

converter, and therefore they have no additional size, weight, and reliability issue

related to additional electronic components. Moreover, they have no power con-

version losses and a reduced price due to the lower number of components and to

the lower design cost. These advantages have a drawback related to the specific
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LED configuration used in the lamps: the reverse-bias degradation issue. Typical

AC lamp structures are composed of two LED stripes connected in antiparallel

configuration (which improves also the robustness to ESD, since every stripe pro-

tects its neighbor). When the lamp is biased, one strip emits light during the positive

half of the mains wave, the other during the negative [98–101]. The “off” stripe has

to sustain the entire negative mains voltage, and process variations in the equivalent

reverse resistance may lead to significant voltage dropping on a limited set of LEDs.

For this reason, the analysis of the stability under strong reverse bias is important

for this application [102–104].

Chen et al. tested the reliability of green InGaN/GaN MQW LEDs on sapphire

substrate when submitted to reverse bias in water vapor [105]. They report a strong

increase in the reverse current and in the forward bias leakage current, up to the

failure of the device due to the formation of a short circuit. The degradation caused

the decrease in the EL in specific regions of the device and the increase in the

reverse-bias emission in the same locations. EDX analysis revealed the presence of

Au from the contacts near the quantum wells, which may cause a peak in the local

electric field. The authors conclude that the catastrophic failure occurs due to the

high electric field, but since the stress tests were carried out in water vapor, it is not

clear if the same degradation mechanism may influence AC lamps.

An extensive experiment was carried out in air by Meneghini et al. on green

MQW LEDs stressed at several constant reverse current and reverse voltage values

[106]. They provide experimental evidence that, in reverse-bias condition, current

flows through preferential localized paths due to a tunneling process and is corre-

lated to the reverse-bias luminescence. The reliability tests cause a strongly corre-

lated increase in both current and EL, not related to the small power dissipation.

The degradation rate was found to depend linearly on the stress current and almost

exponentially on stress voltage, suggesting an important role of hot carriers.

Stresses at varying temperature showed that the enhancement in degradation rate

is stronger for constant voltage tests rather than constant current, confirming that

carrier density is the driving force for the increase in reverse current. Failure is

therefore related to the generation or propagation of defects toward the active

region due to the injection of hot carriers through defective states.

A similar analysis in more extreme conditions was carried out by De Santi et al.

on MQW LEDs on sapphire [107]. The increase in reverse current during stress and

in reverse EL intensity was confirmed even at higher reverse voltages, as was their

correlation (see Fig. 2.18). They analyzed also the spatial distribution of the EL

signal, which originates from localized conductive paths (“hot spots”). A novelty

element is the fact that the number and intensity of “hot spots” increase over stress

time (see the inset in Fig. 2.18) and that the failure point (which has a melted

appearance) usually corresponds to the peak reverse EL position. This result

suggests that catastrophic breakdown occurs due to the high-power dissipation

under strong reverse voltage, driven by the increase in the current flowing in a

localized region caused by generation and/or percolation of conductive paths

created by the electric field.
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To confirm this hypothesis, they tested several devices at various stress voltages.

Experimental results show that the time to failure is Weibull distributed (see

Fig. 2.19), suggesting that GaN in deep depletion may behave as a dielectric and

be affected by time-dependent dielectric breakdown (TDDB). Time-dependent

dielectric breakdown is a time-dependent failure mechanism commonly found in

insulating materials and consists in the generation/percolation of conductive paths

through field-induced defects shunting the dielectric layer [108–110]. The detected

exponential dependence of the failure time on stress voltage (see inset of Fig. 2.19)

is a second common signature of TDDB. The fact that GaN itself can be affected by

TDDB is an important result for a more clear understanding of the failure mecha-

nism of electronic and optoelectronic devices under high electric fields [111–113].

2.9 Conclusions

In summary, the high reliability of GaN-based optoelectronic devices is one of the

reasons of their high diffusion in the market of light-emitting devices. Thanks to

several improvements in growth techniques and structure, commercial products are

almost entirely free from some of the early degradation modes, such as

electromigration and device cracking, and even contact robustness is strongly

improved.
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At the state of the art, the most critical aspect to be addressed is the generation of

defects during the lifetime. They may lead to premature failure due to short

circuiting of the active region, and even a moderate increase in their concentration

can strongly affect the output optical power, enhancing the non-radiative recombi-

nation. To reach an even higher robustness and performance level, a lower defect

density and defect generation rate is a mandatory task, and a more accurate analysis

of the causes, impact, and improvements regarding the SRH recombination is

required.

Out of the total number of failed luminaires in real applications, a large amount

of devices exhibit the typical signatures of failure related to ESD or EOS. Even

though the reliability at device level was strongly improved, an important role is

played by electrical driver structure, mechanical design, and installation conditions.

An analysis and careful planning at system level are therefore required to prevent

early failures.

Finally, the very good robustness and performances of light-emitting devices

enable creative and advanced solutions, such as AC-driven LEDs and new appli-

cations to the automotive field. Each of these is expected to create additional open

reliability issues, ranging from the stability under reverse bias to operation at very

high temperature and power density.
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Chapter 3

LED Early Failures: Detection, Signature,
and Related Mechanisms

B. Hamon, T. Merelle, and B. Bataillou

Abstract LED lifetime and reliability are strong differentiators for a luminaire

assembler. An LED being more a system and not a single device means reliability

analyses are complex. The different subparts constituting the LED present different

failure modes and mechanisms, as well as different responses to stresses. In this

chapter, the latest results of LED early failure investigation are presented. In a first

part, an introduction to early failure management in reliability studies will be

presented. In the second part of this chapter, the different critical steps in LED

production and their variability and quality impact will be reviewed. The third part

explains postproduction weak LED detection method at the LED assembly side as

well as the modeling, characterization, and measurement techniques. Last part

details early failure signatures, identified defects, and how they are linked to

production process steps.

3.1 Introduction

In addition to their higher efficacy, the lifetime and the reliability of LEDs are

strong differentiators for the technology on the lighting market. The fact that an

LED cannot be considered only as a component but more as a system renders their

reliability studies challenging. In fact, the different subparts constituting the LED

present different failure modes and mechanisms as well as different responses to

stresses. LED reliability and lifetime prediction is thus considered as a key point for

solid-state lighting (SSL) massive adoption. Past studies have mostly focused on

investigating the different failure mechanisms related to each subpart [1]. In the

early years of LED lighting, reliability prediction efforts have been focused mostly

on lumen maintenance predictions, as the flux depreciation over time was consid-
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ered as the main failure mode of LED components [1–6]. With the increase of the

maturity of LED technology, an additional focus has been given to color mainte-

nance models [7, 8] and end of life models such as wire bond fatigue models [9]. As

a result, current modeling and investigations are focusing on predicting the perfor-

mances and the behaviors of LEDs (or LED lighting systems) after thousands of

hours of use.

In the process of building these long-term reliability models, the study of early

failures and efforts to filter out components with initial weaknesses from the

production appears to be a necessity.

The LED production process is composed of different steps from epitaxial

growth to packaging [10]. Due to variability in production processes or to handling

between manufacturing steps, defects and weaknesses in the component, which can

lead to an early failure, cannot be entirely removed. Other defects such as lens crack

or wire bond break can easily be filtered out from LED manufacturers’ production
through visual inspection processes or during binning process. In fact, at the end of

the LED manufacturing process, components are measured in line and grouped by

defined parameters (e.g., flux, color point, forward voltage), a step known as

binning. Consequently, any abnormal component’s behavior such as no light output
due to anomaly in the wire bond process is then removed from the end products.

However, smaller defects which don’t have directly observable consequences

but which weakened the component are not necessarily identified in production.

Therefore, efforts have been conducted to highlight these defects during the pro-

duction of LED-based lighting systems.

The study of these defects requires knowledge on both component architecture

and processes as well as an access to high LED quantity as these defects have an

impact on a small percentage of the LED total production.

In the first part, device lifetime is defined, and an introduction to early failure

management in reliability studies is presented.

In the second part of this chapter, the different critical steps in LED production,

their variability, and the resulting impact on quality are reviewed. Small defects

which don’t have directly observable consequences but which weakened the com-

ponent are not necessarily identified in the production phase. Efforts have then been

conducted to highlight these defects during LED production. One can list three big

families of variabilities: batch-to-batch variability, variability leading to hard fails,

and variability leading to soft fails. Root causes for those three families are listed

and discussed in this chapter.

The third part explains postproduction failing LED detection methods at the

LED assembly side, as well as the modeling, characterization, and measurement

techniques. Current modeling and investigation are focusing on predicting the

performances and the behaviors of LEDs (or LED lighting systems) after thousands

of hours of use.

The last part describes postproduction in-depth study of these defects, which

requires knowledge on both component architecture and processes as well as an

access to high LED volumes as these defects have an impact on a small percentage

of the LED total production.
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3.2 Early Failures in Reliability Studies

In reliability field, the lifetime of a population of any system is often graphically

represented using the bathtub curve [11]. In this graphical representation (Fig. 3.1),

lifetime is accessed to follow three regimes: an infant mortality (or early failure)

regime, a random failure regime, and finally a wear out failure regime.

The failure rate in those three regimes can be described using the Weibull

model [12]:

gWeibull xð Þ ¼ α

β

x

β

� �α�1

exp � x

β

� �α� �
ð3:1Þ

In the Weibull model, the value of the parameter β allows to describe each

regimes presented in Fig. 3.1. A parameter β < 1 is characteristic of a decreasing

failure rate with time which characterizes the infant mortality regime. In the

opposite, a parameter β > 1 is associated with an increasing failure rate represen-

tative of the wear-out failure regime.

Early failures can result from different failure causes, such as material or

assembly defects. These defects, which cause the system to fail in a relatively

short period of time, are highly undesirable as they cause warranty concerns and

customer displeasure.

Early failures can be linked to initial material defects; consequently, they are

linked to LED production variability and are then challenging to prevent. There-

fore, LED productions have a population of “weak” (also called freak) components

which present a lifetime below the one of the main population. An example of these

main population and weak population lifetime distribution is displayed in Fig. 3.2.

From a probability point of view, the proportion of a lighting system (with

several LEDs) to have a weak component is higher than the proportion of weak

components within the LED production (see Eq. 3.2). Therefore, the impact of the

weak population on a complete lighting system cannot be overlooked.

Fig. 3.1 The bathtub curve –

failure rate vs. time [11]
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F f ; n; kð Þ ¼ 1�
X k

i¼0

n
i

� �
1� fð Þn�i∗f i ð3:2Þ

With:

f: Probability of an LED component to be within the weak population

F: Probability of an LED system to have a weak component

n: Number of LED component in the LED system

k: Number of LED component early failure accepted in the LED system

Considering an LED system in which no early failure component is accepted

(k ¼ 0):

F f ; n; 0ð Þ ¼ 1� 1� fð Þn
F f ; n; 0ð Þ � f 8n ð3:3Þ

Using (3.2), it appears that the higher the number of LEDs in a luminaire, the

higher the chance is to have a weak LED within the product. If one considers that an

early failure on a single LED will result on a product early failure, the detection of

these early failures as well as the necessity to filter the weak components out of the

production appears to be a necessity in the LED-based lighting system industry. In

the next part of this chapter, the root causes and the manufacturing variability which

lead to this weak population will be discussed.

Fig. 3.2 Simulated production lifetime from a large LED population with a 10% ratio of weak

components
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3.3 Early Failures from an LED Manufacturing
Variability Point of View

Due to supplier-to-customer communication (with an understandable IP protection

on the supplier side), it might be difficult for a customer to get a good insight on the

real root cause for lifetime failure distributions such as the one presented in Fig. 3.2.

However, three kinds of process variabilities capable of affecting the device

lifetime can be highlighted:

• Batch-to-batch variability

• Soft defects

• Hard defects

Those three likely root causes are related to the production environment inside a

semiconductor fabrication plant.

3.3.1 Batch-to-Batch Variability

On the customer side, LED forward voltage is being measured at fixed forward

current conditions. The measured voltage can actually shift by hundreds of mV

from one shipped LED batch to another. The reason is obviously due to changes in

manufacturing process of the supplier fabrication plant.

3.3.1.1 Batch, Lot, Wafer, and Die Definitions

A given product follows a process route, constituted by all the specific process steps

required for its manufacturing. A batch of LEDs sent to a customer is constituted by

series of lots from the same process grade. A lot is constituted by a fixed number of

wafers all located in a front-opening unified pod (FOUP). As it is displayed in

Fig. 3.3, each wafer has been processed using photomasks several times on its

surface, forming reticles containing several dies.

Fig. 3.3 Lot, wafer, reticle, and die definition
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3.3.1.2 Lot-to-Lot, Wafer-to-Wafer, and Within-Wafer Variabilities

Standard deviation from lot to lot, from wafer to wafer, and from within a wafer can

be measured. The equation summing the variances (3.4) holds true if the three

variabilities are fully independent. In practice, lot-to-lot and wafer-to-wafer vari-

ances contain contributions from within-wafer variability.

σ2Total ¼ σ2Lot2Lot þ σ2Wafer2Wafer þ σ2Within Wafer ð3:4Þ

Among those three variances, lot-to-lot variance is typically the dominant one.

In fact, every wafer within a lot sees a similar environment. In the case of LEDs, it

can be the same MOCVD reactor, for example. However, this is often not the case

from one lot to another which explains this lot-to-lot variance.

On the other hand, a large wafer-to-wafer variance might indicate that the

variation derives from the position of the wafers in a furnace or the sequence of

processing through a single-wafer operation. Variability within a wafer is often a

systematic “center-to-edge” drift especially observed when measuring an electrical

parameter.

3.3.1.3 Tool-to-Tool Variability

In a fabrication plant, a given product follows a process route which lists every

single process step an LED lot has to follow. For each family of tools (e.g.,

lithography tools, chemical mechanical polishing tools, MOCVD reactors, metal

plating tools, etch tools, surface cleaning tools, etc.), a subset of tools (normally

grouped by tool brand and generation) is attributed to a given product. However,

depending on the plant load and on unavoidable dynamic changes in the different

volume of products needed by each customer, tool attribution inevitably varies with

time, and ideal process control can then be impacted. For an LED manufacturer, the

best way to detect and correct rapidly such an issue can be separated in two steps.

• Step 1: To make Anova (analysis of variances) on electrical data to determine

presence of distinct wafer populations on a SPC chart in a production flow. The

principle of Anova is to calculate, within group, variance as well as the total

variance and to test likelihood of having two distinct populations by comparing

these two variances. The principle of Anova is described in Fig. 3.4.

• Step 2: If the existence of two or more distributions is confirmed, a tool

commonality analysis needs to be performed to figure out which tool can be

responsible for such a discrepancy between the different populations. Tool

leading to the most off-target population is then inhibited for the corresponding

product.
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3.3.2 Soft Fails

The main population distribution in device lifetime in Fig. 3.2 is a consequence of

the natural variation of the manufacturing process itself. Lower tail of this distri-

bution is due to soft fails. A non-comprehensive list of the root causes for these soft

fails is listed below.

3.3.2.1 Wafer Substrate

In order to prevent supply issues, a fabrication plant often has a first and a second

source for wafer supply. For instance, even despite a preliminary chemical mechan-

ical polishing process done within the plant, differences in thickness between wafer

center and edge from one substrate supplier to another can be observed. This radial

distribution can sometimes be seen on wafer electrical maps, at the very end of the

process. These substrate differences will impact growth parameters and component

variability.

3.3.2.2 Chemical Mechanical Polishing (CMP)

Control of the processing environment is challenging and can most of the time be

criticized. In CMP, the wafer is pressed face down on a polishing pad, and a slurry is

deposited onto the pad to grind and polish the surface. Therefore, obtaining access to

the chemical and physical mechanisms which are taking place during processing is

extremely difficult [13]. Pad aging and degradation can also affect polishing consis-

tency as a function of time, though polishing rate is consistentlymonitored. In the case

of LEDs, planarization (and cleaning) of a substrate should be as perfect as possible

prior to epitaxy to avoid as much as possible defects at the crystalline interface when

growing epitaxial layers. Hopefully, a buffer layer is used during the epitaxy phase to

help relaxing constraints [10] prior to junction manufacturing (Fig. 3.5).

pad

Pad conditioner

Wafer
Backing-Film

Slurry

Top view

DI water

Pad
Pad conditioner

SIurry

Carrier/Chuck

Fig. 3.5 Chemical mechanical polishing/planarization principle
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3.3.2.3 Lithography Misalignment

From successive process steps, series of photomasks opened at key areas on the

device have to be positioned above reticle onto the wafer under process. One

photomask and its follower will be necessarily slightly misaligned. This

misalignment can lead to overlay defects, though this is less critical for LED

manufacturing (lithography is mostly used for front end) than in advanced CMOS

technology processes where critical dimensions can be as small as a few tens of

nanometers [14] (Fig. 3.6).

3.3.2.4 Chemicals Used in Lithography Developers, CMP or Etchants

These chemicals are used to develop resists or etch a specific area on a device. They

are supplied by chemical compound companies. However, it may happen that

impurities present in these chemical solutions affect desired chemical process or

even remain on the device surface despite cleaning step which will affect the

remaining process steps. It could also be that the chemical supplier changes its

recipe affecting the chemical process itself. Moreover, in order to prevent supply

issues, a fabrication plant often has a first and a second source for supplies. Despite

rigorous specifications, minor differences in recipe from one supplier to another can

have an additional impact on chemical process rate or post-process surface quality.

Fig. 3.6 Measured and

simulated overlay on a

wafer (each rectangle is a

reticle) [15]
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3.3.2.5 Standard Metrology Limitations

Critical dimensions and defectivity (impurities, scratches) are monitored at wafer

level by metrology teams after each key process step. Scanning electron microscope

(SEM) is the tool of choice for such an inspection. However, a limitation of this kind of

microscopy is that it needs to operate in vacuum and dry conditions. Any wet residue

such as chemical solutions used during etch or polymer resists applied prior to

lithography will lead to electron charging and won’t allow proper detection by a

standard and systematic SEM inspection required in an industrial environment

(though some methodologies exist at research level [16], which mostly consist of

sputteringmetal such as gold onto the surface of interest). This will bring challenges to

understand, for instance, the direct root cause of an observed drift in time of a given

electrical or yield SPC chart over a production period of several weeks. Nevertheless,

standard inspection of any surface prior to epitaxy is critical in order to detect presence

of defects and avoid their replication during growth, as illustrated in Fig. 3.7. These

kinds of defects can lead to soft fails but also hard fails as discussed in part 3.2.3.

3.3.2.6 Crystal Growth

LEDs are grown by epitaxy in vapor phase (MOCVD, or MOVPE) [7]. This growth

method consists of a slow deposit of well-controlled layers on a substrate. The LED

die is grown from bottom to top. Any defect on a substrate will be found on the next

grown layer. Defects can be limited by growing “buffer layers” (large thickness of

material to cover defects). However, the current crystal quality of sapphire and the

lattice mismatch with GaN do not allow for perfect crystal growth.

Fig. 3.7 GaN-Epi defectivity map at the edge of a wafer [17]
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As a comparison, the number of crystal defects in electronic industry, in silicon

growth, is about 0.1/cm2, whereas in LED production, the best reported values are

between 10^4/cm2 and 10^8/cm2 [10]. Those defects create current paths, leakage

and parasitic junctions, impacting voltage, light output, and overall variability of

the components. In addition, the MOCVD reactor production has been largely

impacted by LED industry growth. The reactors have evolved tremendously on

the last decade, and LED manufacturers have to deal with several generations of

tools, with process differences, impacting lot-to-lot variability (Fig. 3.8).

3.3.3 Hard Fails

Weak population distribution in Fig. 3.2 is on the other hand directly related to hard

fails due to serious process problems or accident hampering device functionality.

Hard fail can, for instance, occur because of a process update initially intended to

actually improve performance or yield, or because of human error in process recipe

handling.

3.3.3.1 Process Improvement: Release to Manufacturing

Rigorous quality procedures are followed in order to validate a new process

improvement prior to release to manufacturing. The common “good practice” in

the vast majority of semiconductor manufacturers is every single change is

reviewed by a quorum called the Program Change Review Board (PCRB).

Fig. 3.8 InGaN LED TEM cross section
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First, a few R&D lots are processed. Process changes, critical dimensions, and

measured electrical and yield parameters (what is called a qualification plan) are

carefully and thoroughly reviewed. POR wafers (process of reference) and GOTO

wafers (new process) are systematically compared. If validated, the PCRB grants a

limited portion of the production volume (the soft landing lots) to this new process.

Second, the PCRB meets again once soft landing lots were processed in order to

reassess changes based on this larger sampling, with a higher confidence level on

statistics. After technical data has been reviewed and validated for a second time,

process change is fully released and the PCRB is closed (Fig. 3.9).

Nevertheless, it sometimes happens after PCRB closure that defects are detected

in production due to this new process change at the tail of the distribution after

PCRB closure, leading to hard defects. It means this tail was not sampled enough at

the intermediate soft landing phase.

A good way to circumvent this problem is to run design of experiment (DOE) on

R&D lots at the early step of a PCRB to test process corners far enough (in number

of standard deviations) below or above the mean of what will be the new POR

normal distribution in order to define the right process window (Fig. 3.10).

3.3.3.2 Process Recipe Error

Each product is not only attached to a tool but also to a specific process recipe (for

instance, for an etch step: etch rate, temperature, required chemicals). Despite

Fig. 3.9 A typical PCRB timeline

Fig. 3.10 Example of

process corners made with

four wafers. Process

parameters could be, for

instance, buffer layer

thickness or MOCVD

temperature
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thorough quality checks, it may happen that a mistake in recipe attribution occurs

during a process update due to human error (technician, engineer) [18]. This often

leads to hard defects. Other processes such as die singulation can also generate hard

defects.

To conclude, in this second part, several causes for LED process variability have

been presented. These causes are rarely disclosed outside the LED fab.

The race for performance and cost and the increasing LED volumes force

manufacturers to deal with fast-changing and fast-evolving processes.

The LED variability can be envisioned to be something in the DNA of LEDs and

not a “temporary situation.” As a consequence and despite the effort of LED

manufacturer, LED assemblers have also to put efforts in removing weak LEDs

from their production. In the next part of this chapter, a method is proposed to

screen out weak LEDs from an LED assembly point of view. In the last part of this

chapter, the screen-out samples will be analyzed in order to highlight signature and

identified related defects.

3.3.4 Early Failure from an LED Assembly Side: Detection
Methods

Once the component is purchased, the end user is limited to simple measurement

methods. Detecting failures is a challenge, especially without early distribution

information.

Different methods exist to reduce the early failure proportion by detecting and

screening out the weak components. Two approaches can be used for this purpose.

The first approach consists on testing the systems in normal or accelerated condi-

tions for a given amount of time in order to force the early failures to occur. This

method also called “burn-in” [19] needs to be conducted on the entire production to

be effective. The second approach consists in investigating the root cause of the

early failures in order to eliminate the defects. This second approach often uses

results of the burn-in test and is considered as more effective and less costly.

For LEDs, duration of the early failure regime can be as long as several hundreds

to a few thousands of hours of use. In theory, duration of industrially relevant tests

will not make all the weak components failing. After a burn-in test, even weak

LEDs can still emit light. Therefore, root causes and defects leading to lower

lifetime LED have to be identified. An additional key point in the LED early failure

detection is to identify one or more signatures of the defects which will cause the

early failure. These signatures can be optical, electrical, or even thermal as long as

they allow to easily screen out the weak components from the main population. For

LED-based lighting systems, burn-in test is more to be used to trigger those

signatures than to make the weak component fail.
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3.3.5 Electrical Characterizations and Model

From a component architecture point of view, early failures are more likely to be

linked to chip defects than optical package defects. In fact, optical package defects

such as lens cracks do not cause early failure but more random/wear-out failure due

to propagation of the lens crack which impact light path and can change color

consistency of the device [1]. Defects related to die or die assembly are more likely

to have consequences from an electrical point of view [1, 20]. As a consequence,

investigating the electrical characteristic of the component is a good approach when

looking for chip-related defects which can be the root cause of early failures.

A complete electrical characterization of the LED component brings useful

information regarding its state. An electrical equivalent model of an LED can be

described using the double diode model schematized in Fig. 3.11 [21]. This model

assumes that the LED is made of a “radiative LED” in parallel with a “non-radiative

diode” (a diode device which models all the losses). In addition to these two diodes,

a series resistance allows to model contact/material resistances and a parasitic

parallel resistance allows to model leakage paths.

The current-voltage characteristic of a perfect diode schematized in Fig. 3.11 has

firstly been modeled by Shockley [21]:

I ¼ eA

ffiffiffiffiffiffi
Dp

τp

s
ni

2

ND
þ

ffiffiffiffiffiffi
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r
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I ¼ Is eeV=kT � 1
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with Is ¼ eA
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2
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ni
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 !
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With:

NA: Acceptor concentration

Fig. 3.11 Electrical equivalent model of an LED
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ND: Donor concentration

ni: Intrinsic concentration
Dn,p: Electron and hole diffusion constants

τn,p: Electron and hole minority carrier lifetimes

A: Cross-sectional area
Is: Saturation current

Equation 3.7 has been proposed for ideal diodes. For real diodes, an ideality

factor N is often added to the modeling [21].

I ¼ Is eeV=NkT � 1
� �

ð3:7Þ

From the electrical equivalent model displayed in Fig. 3.11, we can define the I–

V equation of an LED:

I ¼ Ip þ Inr þ Ir ð3:8Þ

With:

Ip: Leakage currents
Inr: non-radiative currents
Ir: radiative current

Using the Shockley equation and the Ohms’ law, the I–V curve of the LED can

be modeled using Eq. 3.9.

I ¼ V � RsI

Rp
þ Is�nr e V�RsIð Þ=NnrkT � 1

� �
þ Is�r e V�RsIð Þ=NrkT � 1

� �
ð3:9Þ

As described in Eq. 3.9, the I–V characteristic of an LED can be separated into

three parts. Each part is associated with one of the following currents: leakage,

non-radiative, and radiative. According to the value of the LED model parameters,

each current will be dominant on a different voltage range. Figure 3.12 displays a I–

V curve of an LED in the semilog scale highlighting the three regimes (leakage,

non-radiative, radiative).

Studies conducted by Chang M.H et al. in 2011 [1] have permitted to build a

table of known failure mechanisms with associated failure modes and failure

causes. Results show that failure mode related to electrical variations is associated

with die and interconnects failure mechanisms. In addition, process variability

presented in the previous part of this chapter, especially when speaking about

hard defects, appears to have more impact and relationship with chip process. As

a consequence, a first assumption of a relation between hard defects and electrical

variations (caused by chip localized defects) has been considered.
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3.3.6 Experiment

A burn-in test has been conducted on millions of high power white LEDs with

2mm2 die size. Two different die technologies from two major LED suppliers have

been tested: vertical thin film (VTF, Fig. 3.13b) architecture and thin film flip chip

(TFFC, Fig. 3.13c) architecture.
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Fig. 3.12 I–V curve of an LED in semilog scale highlighting the three regimes (leakage,

non-radiative, radiative)
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The conducted burn-in test consists of several hours of test in which the LEDs

are driven at 700 mA with an 85 �C solder temperature.

In addition to this burn-in test, a control test has been defined. At the end of the

burn-in test, a direct current is applied to the LED and a visual light up test is

performed. Current value has been defined close to the early stage of the radiative

regime. Therefore, any abnormal characteristic in the leakage or non-radiative

regimes will immediately result as non-emission behavior for this particular

currents.

Using I–V characteristics of samples from the main population, the distribution

of transition current from the non-radiative regime to the radiative regime

(Fig. 3.14) has been evaluated.

Based on Fig. 3.14, the light up current criteria have been set to 10 mA in order

to avoid detection of false-positive samples. During several months, more than
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Fig. 3.13 Typical architecture of LED chips: (a) lateral, (b) vertical thin film (VTF), and (c) Thin
Film Flip Chip (TFFC)
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Fig. 3.14 Light up current distribution for a sample set of 2,000 samples from the main population
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2,000 selected samples presenting a “high light up current” have been collected and

analyzed through complete electrical characterization, structural analysis, and

stress in order to target a clear signature and evaluate the root cause of these

early failures. As a first observation, none of the collected samples present an

anomaly in application condition (optically or electrically). Results of this analysis

are exposed in the last part of this chapter.

3.4 Early Failure: Signature and Related Defects

3.4.1 Electrical Signatures

Samples which did not pass the control test after burn-in have been collected and

appear not to present any lower flux value or color point difference compared to the

main distribution (i.e., samples which do pass the test) in operating conditions.
Collected samples have been electrically characterized and compared to samples

from the main distribution. I–V characteristics of both weak samples and samples

from the main population are displayed in Fig. 3.15.

As it can be observed on Fig. 3.15, compared to the main population, collected

samples have higher leakage and non-radiative currents. In most cases, modifica-

tions appear to be governed by a leakage current increase. For the collected

samples, due to higher leakage currents, the radiative part of the I–V characteristic

is modified. For example, on Fig. 3.15 for a driving current of 10 mA, the current

flowing through the LED is entirely contributing to a non-radiative recombination

process, and no light is emitted for these samples for the control light up test. Fitting

the results using Eq. 3.9, we can extract the value of the leakage resistance for both

Fig. 3.15 Measured I–V characteristic of collected samples (from the weak population) and

samples from the main population
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main and weak populations. The cumulative function distribution of the Rp values is

displayed in Fig. 3.16.

From these results, an electrical signature for the samples which potentially

present a higher probability of infant mortality (or at least an unusual low-current

behavior) has been extracted. This electrical signature was found to be related to the

leakage level of the devices. This leakage can be characterized by an increase of the

minimum turn on current.

3.4.2 Identification of Early Failure-Related Defects

An early weakness associated to a higher leakage current has been identified.

According to the list of known failure mechanisms for LEDs [1], this signature is

more likely related to die defects. In fact, interconnect-related failure mechanisms

are associated to open-circuit failure. But this is not the case in the present situation.

As a matter of fact, investigation of the defects related to this early weakness has to

focus on the die itself.

Localization of the defects can be done using high-resolution thermal imaging.

As exposed, leakage current is by definition not used to produce light, and related

defects will act as thermal generation centers through Joule effect. From an optical

point of view, these defects will also act as non-radiative areas.

To localize defects, the optical package (lens + phosphor layers) has been

chemically removed in order to characterize the die surface. Top surface of the

die is observed using a high-resolution thermal camera highlighting hot spots

(Fig. 3.17). The general localization of hot spots allows to efficiently target the

Fig. 3.16 Distribution of Rp – we find a median Rp ¼ 2800 Ohm while samples from the main

population present a median Rp ¼ 6e9 Ohm
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defected area. SEM images, as shown in Figs. 3.17 and 3.18, put in relief die defects

in the hot spot areas. Presence of a hot spot already confirmed a weakness of these

components. In fact the thermomechanical stress in this particular location will be

much higher and might lead to a shorter lifetime of the component.

These local defects on top surface of the die can be related to local hot spot

associated with leakage current characteristic of an initial weakness of the compo-

nent. Surface of those defects (about 100 μm2) explains the challenges to screen out

these LEDs during production by using visual inspection.

In order to evaluate the impact on these defects on the components, defects have

to be considered in three dimensions. Cross sections on defects have been

conducted (Fig. 3.19) to evaluate their depth in order to identify the impacted

layers (n-GaN, p-GaN, Quantum wells).

As it can be observed in Fig. 3.19c, the defect impacts the entire thickness of the

epitaxial layers which explains the increase of leakage current which passes

through the junction.

Investigation on multiple samples has highlighted two types of defects related to

the identified electrical signature. All of these defects are considered as hard defects

as described in the previous section.

Fig. 3.17 IR measurement and top-down SEM observation of the hot spot localization (sample

with Ion ¼ 15 mA)
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• Die defects such as the one observed in Figs. 3.17 and 3.18 can be related to hard

defects from a process variability point of view. Depending on the defect

localization, several process steps can be seen as a root cause. In the case

presented in Fig. 3.19, defects on the edge of the chip might be associated to

dicing variability. Other defects such as the one presented in Fig 3.17 or 3.18 are

localized in the center of the chip and can be related to other steps in the process

such as CMP or epitaxy. From a chip architecture point of view (technology

presented in Fig. 3.13c), these defects are localized on the n-GaN layer (to the

bottom of the chip from a growth point of view). As a consequence, this type of

defects can occur during the epitaxial growth (non-planarized or unclean sub-

strate) or during the laser lift-off phase. In the laser lift-off phase, sapphire

substrate is removed using a laser-induced reaction. During this process step,

particles of the removed substrate can mechanically damage the n-GaN.

• Larger die defects (Fig. 3.20) can be related to an improper die attach which

cause abnormal stress leading to die cracks. These defects have been observed

on different die attach technologies such as gold-gold interconnect. According to

the die attach technology, this type of failure will be mostly observed in the

center (for vertical die architecture (Fig. 3.13b)) or in the corner (GGI Bump) of

the die. The stress generated during operation (thermomechanical) will cause the

Fig. 3.18 IR measurement and top-down SEM observation of hot spot localization (sample with

Ion ¼ 12 mA)
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die to break leading to a within-die leakage path. These defects are also related to

hard fails from a variability point of view but have much more critical conse-

quences as the die defects are much larger. It has been observed that this second

type of defects is related to much larger leakage currents.

3.4.3 Relation Between Initial Defects and Lower Lifetime

In the previous section, early failure signatures as well as defects related to these

early failures have been identified. To demonstrate a lower lifetime sample

presented an abnormal low-current behavior, a series of experiments have been

conducted.

Collected samples have been mounted on boards and submitted to surge stress.

Test consists in applying 20 times (10 in direct – 10 in reverse) a 3 keV wave to the

driver. This test is often used for outdoor luminaires as it simulates different

phenomena which are representative from what a luminaire might face during

operation (i.e., lightning). Figure 3.21 shows the evolution of turn on current of

the LEDs. For the purpose of this experiment, six ranges of currents have been

defined.

Figure 3.21 shows that leakage current of components presenting the identified

signatures increase when stressed. This leakage increase is transcripted in this

experiment by an increase of the turn on current of the LED. As this stress is

representative from situations that can be observed during the LED lifetime, it is

then proven that the identified defects have a negative impact on the component

lifetime and then lead to early failures.

Fig. 3.20 Observation of

large die cracks on a vertical

thin film LED
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Further tests have shown that the increase of leakage current with stress con-

tinues until a shortage of the component is occurring. Failure analyses of LEDs

presenting short-circuit failures have been conducted. As it can be seen in Fig. 3.22,

silver particles are found on the die top surface.

In this particular architecture (TFFC), the silver layer acts as a mirror and is in

contact with the p-GaN layer. The presence of silver particles on the top surface of a

die means that silver has migrated in the die cracks through the p-GaN, active, and

n-GaN layers, leading the junction shunt and as a consequence to the device abrupt

failure [22]. Electromigration of the silver atoms with reverse bias is assumed to be

the root cause of this short circuit.

3.5 Conclusion

In this chapter, the subject of LED early failures has been discussed. These failures

have an impact on the overall luminaire lifetime, and as a consequence, samples

which are more likely to present these early failures have to be removed from

production. Weak components cannot be entirely removed as it is dependent from

manufacturing and process variabilities. The different variability root causes in the

process have been presented. They can be sorted into soft fails and hard fails. On

one hand, lower tail of main distribution of the LED lifetime is due to soft failures.

On the other hand, weak components which will present early failure are linked to

hard failure in the process, hampering device functionality.

Using a burn-in method, LEDs presenting an abnormal behavior at low driving

currents have been filtered out from the assembly production. Analysis of sorted out

Fig. 3.21 CDF of Ion before and after surge test
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Fig. 3.22 (a) Top-down SEM observation of the surface of a weak sample. (b) Cross section

following the section plane
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LEDs, the ones which have failed the proposed low-current light up test, reveals a

common signature of the “weak” population related to a higher value of leakage

current. Further analyses have demonstrated that this electrical signature is linked

to die damages. Those die damages cause a significant decrease of the device

leakage resistance and consequently an increase of the leakage current responsible

for the device not to turn on at low currents. Using stress tests such as surge testing,

lower lifetime of the filtered out components has been demonstrated. It has been

shown that electromigration of silver atoms from the mirror through the die

crystalline defects is the mechanism responsible for the increase of the LED

leakage current, leading to a short-circuit failure.

Knowledge about the defects and signatures related to this weak population are

critical to improve screen-out efficiency for these components, and as a conse-

quence, this expertise will help increase the overall lifetime of LED-based lumi-

naires. From an LED manufacturer point of view, identification of those defects

allows to focus control efforts on targeted process steps in order to reduce the weak

component population.

As a general guideline, it seems important to focus on efficient measurements or

methods to trigger the presented defects sooner in the LED process flow, preferably

on the LED supplier side, in order to improve LED quality and ensure minimized

test costs for the luminaire assembler.
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Chapter 4

Advances in Reliability Testing and Standards
Development for LED Packages and Systems

C. Qian, J.J. Fan, Xuejun Fan, and Guo Qi Zhang

Abstract Currently available reliability test standards (and specifications) for LED

packages and systems have mainly been focused on the evaluation of lumen

maintenance lifetimes. A brief review on these published standards is given in

Sect. 4.1. Then some advanced methods for LED lumen maintenance lifetime

estimation by taking into the statistical effects into account are discussed in Sect.

4.2. Afterward Sects. 4.3 and 4.4 in which part of the materials are excerpted from

reference (Qian et al., Reliab. Eng. Syst. Saf. 147:84–92, 2016; Qian et al., Predic-

tion of Lumen Depreciation and Color Shift for Phosphor-converted White Light-

Emitting Diodes Based on a Spectral Power Distribution Analysis Method, IEEE

Access, to Be Published, (n.d.)) present two of the hot topics in the reliability field.

In Sect. 4.3, a temperature-driven accelerated test method within 2000 h is proposed

instead of the 6000 h test methods to qualify the LED luminaires and lamps with an

expected lumen maintenance lifetime of 25,000 h. And in Sect. 4.4, a spectral power
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distribution (SPD) analysis-based method is proposed to simultaneously predict the

lumen depreciation and color shift of phosphor-converted white LEDs (pc-LEDs).

In the end, concluding remarks of this chapter are summarized in Sect. 4.5.

4.1 State of the Art of the Reliability Test Standards

As the mainstream of the fourth-generation light sources (after the incandescent

lights, fluorescent lights, and high-intensity discharge lights), the light-emitting

diode (LED) has gained numerous applications including home lighting, urban

lighting, commercial lighting, industrial lighting, landscape illumination, display

backlighting, communications, medical services, etc. [1, 2]. In the early 2000s,

industrialization of the LED blue chips initializes the rapid development of LED

lighting products. With the steady improvement in both lumen efficacy and color

quality, it is expected that the market penetration of the LED lamps and luminaires

will reach over 60–75% or even more by 2020 [3]. Meanwhile, consumers are

always fond of the products with high cost-effectiveness and long lifetime. This

pushes manufacturers to pay more attention on the reliability of their products

before launching them into the market.

A LED light product is considered as a complicated system composing multiple

levels, each of which suffers from a variety of catastrophic and degradation failures

[1]. The catastrophic failure modes are omnifarious, including the die crack, ESD

damage, wire bonding failure, phosphor thermal quenching, solder crack, electrical

short, driver catastrophic failure, etc. [1]. These failures usually occur in the early

stage of the operating lifetime and can be avoided with an improvement of the

reliability design of the LED product. Detection of these catastrophic failures can

be achieved by a batch of environmental tests such as High/Low Temperature

Operating Life Test, Wet High Temperature Operating Life Test, Powered Tem-

perature Cycle Test, Pulse Life Test, High/Low Temperature Storage Test, Solder

Heat Resistance Test, Solderability Test, Thermal Shock Test, Mechanical Shock

Test, Vibration Test, Corrosion Test (Salt Atmosphere), Dust Test, and Electro-

static Discharge Test. A discussion of these test methods is beyond the scope of this

chapter. For more detailed information, the readers may refer to the relevant

standards, for instance, JEDC22 series standards, JEITA ED-4701 series standards,

GB/T-2423 series standards (in Chinese), etc.

Compared to the catastrophic failures, the degradation failure modes are rela-

tively simpler and can be mainly categorized into two kinds, i.e., lumen deprecia-

tion and color shift, respectively. Generally, the lifetime for a LED lighting product

refers to the expected operating hours until its light output (e.g., luminous flux) has

depreciated to 70% of initial levels, indicating as L70. The term “lumen mainte-

nance” is often used to describe the degradation in light output during operation.

The degradation failures are related to the material characteristics of the LED

packages, and for this reason, they appear throughout the whole operating time of

the LED products. To catch up the advancement of LED technology, standards (and

specifications) on LED reliability/lifetime assessment are being developed by a

number of organizations, such as Illuminating Engineering Society of North
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America (IESNA), Energy Star, and International Electrotechnical Commission

(IEC). In these standards, the samples are operated under specified ambient tem-

peratures and operational time, depending on the situation of lifetime claim.

Nevertheless, the requirement on the ambient humidity is not strict, as long as it

is no more than 65%.

In 2005, IESNA launched TM-16-05 (in which “TM” is an abbreviation of

“Technical Memorandum”) to give a comprehensive introduction of the character-

istics of LEDs [4]. In this document, the LED’s lifetime is recommended no less

than 50,000 h for illuminance applications based on a consensus in LED lighting

industry at that time [5]. However, TM-16-05 did not provide any test methods nor

qualifications for obtaining the lifetime of LEDs. A few years later, IESNA

published LM-80-08 (in which “LM” is an abbreviation of “Lighting Measure-

ments”) and TM-21-11 for lifetime estimation of LED packages and modules

[6, 7]. The test consists of a minimum of 6000 h (preferred 10,000 h or more)

with data collection of at every 1000 h (at the maximum) intervals at three different

temperatures (which are 55 �C, 85 �C, and a third temperature selected by the

users). By far, LM-80-08 has been a widely accepted luminous flux depreciation

test standard for the measurement of lumen maintenance of LED sources. With the

test data provided by LM-80-08, TM-21-11 presents an exponential extrapolation

method to predict the L70 lifetime of the test samples. In addition, a sample size-

related multiplication law is employed to adjust the projected L70 lifetime within an

accepted range. For a sample size of 20 units or more, the reported lifetime

estimation is the minimum between the extrapolated L70 time and six times the

total test duration. For a sample size of 10–19 units, the reported lifetime estimation

is the minimum between the extrapolated L70 time and 5.5 times the total test

duration, whereas, for a sample size of less than 10 units, it is totally nonsense to

address a lifetime estimation.

In 2015, IES released a comprehensively revised edition of LM-80 test method,

which is LM-80-15, together with American National Standards Institute (ANSI)

[8]. This recently released test standard only focuses on the requirements of

photometric and colorimetric measurement methods for LED sources (including

LED packages, arrays, and modules). Compared to LM-80-08, LM-80-15 makes

the following changes:

(a) Increasing requirements for the colorimetric measurement method

(b) Reducing the mandatory operating case temperatures Ts (sometimes also called

solder temperatures) from three temperatures to two, one of which has to be

55 �C or 85 �C
(c) Removing requirements for the test duration which has to be at least 6000 h in

LM-80-08

In addition, a number of tiny changes on measurement details (such as driving

mode, Ts determination, failure definition) of the LED light sources provide an

explicit description for the photometric and colorimetric measurements.

At the product level, IESNA published LM-84-14 and TM-28-14 standards for

the lifetime estimation [9, 10]. With the test data provided by LM-84-14, TM-28-14

presents a method similar to TM-21-11 to estimate lifetimes of LED lamps, light
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engines, and luminaires. There are two L70 lifetime estimation methods given in

TM-28-14. In the situation that an LM-80 report (either LM-80-08 or LM-80-15) with

at least 6000 h test data for the LED source is available, and the Ts temperature is

exactly within the range of the temperatures provided in the LM-80 report, the

operating time of the test samples can be shortened to 3000 h. The test data shall be

collected atmost in every 500 h after the initial 1000 h. Then, with the assistance of the

LM-80 data, the L70 lifetime of the test samples can be estimated using the “combined”

exponential extrapolation technique. Otherwise, at least 6000 h test data at 1000 h

intervals are required, and theL70 lifetime of the test samples can be estimated using the

“direct” exponential extrapolation technique, as used in TM-21-11. For avoiding

excessive statistical weights to certain data points, TM-28-14 stipulates a uniform

distributed time intervals after the initial 1000 h in the L70 lifetime calculation. The

operating time in between a pair of two neighboring time points should be consistent

within a �48-h upper and lower bands. For instance, it is not allowed to collect data

every 1000 h and occasionally 500 h and the other way around during the test.

In TM-28-14, the multiplication law is also applied to adjust the expected

lifetime of the test samples, using the multiplication factors relevant to the extrap-

olation techniques. The minimum sample sizes for the “combined” and “direct”

exponential extrapolation techniques are 5 and 3, respectively. By increasing the

sample size, the multiplication factors are gradually raised up to 6, as shown in

Table 4.1. Considering the impact of multiplication factors, the expected lifetime of

the test samples might be extremely short by using the “combined” exponential

extrapolation technique. Here is an example demonstrating the usage of multipli-

cation factors. We suppose to estimate the lifetime of a LED lamp from the test

results on a group of six samples. If the L70 lifetime is calculated based on 3000 h

test data using the “combined” exponential extrapolation technique, the expected

lifetime of the test samples is the minimum between the projected L70 lifetime and

6000 h. Otherwise, if the L70 lifetime is calculated based on 6000 h test data using

Table 4.1 Multiplication factors with respect to different sample sizes in the “combined” and

“direct” exponential extrapolation techniques

Sample

size

Multiplication factor used in the

“combined” exponential extrapolation

technique

Multiplication factor used in the

“direct” exponential extrapolation

technique

3 / 3

4 / 4

5 1.5 5

6 2 5

7 2.5 5.5

8 3 5.5

9 3.5 5.5

10 4 6

11 4.5 6

12 5 6

13–14 5.5 6

15 6 6
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the “direct” exponential extrapolation technique, the expected lifetime of the test

samples is the minimum between the projected L70 lifetime and 30,000 h.

For the purpose of regulating the LED lighting products, Energy Star, affiliated to

Environmental Protection Agency of the United States, released a series of program

requirements to qualify the LED lighting products, which are categorized into two

types, i.e., LED luminaires and integral LED lamps, respectively [11–14]. Compared

to a LED lamp, a LED luminaire is a more complex lighting system. In many

circumstances, LED lamps can be regarded as the light source of a LED luminaire.

The program requirements for LED luminaires were launched in 2007 (last

revised in 2010, version 1.3) [12]. This standard specifies the lumen maintenance

requirements for LED luminaires at the light source level and luminaire level, respec-

tively, and the test samples are required to satisfy either of the two. At the light source

level, an effectiveLM-80 test report of the light source (i.e., packages,modules, arrays,

etc.) has to be provided to show a lumen maintenance of at least 91.8% at 6000 h for

residential indoor luminaires and 94.1% for residential outdoor luminaires and all

commercial luminaires. In addition, the Ts temperature of the light sourcemeasured by

a thermal couple should be no higher than the temperature specified in the LM-80 test

report with the corresponding drive current or higher (but not beyond the manufac-

turer’s specified operating current range). At the luminaire level, a test report similar to

LM-80 report on the entire test samples has to be provided to show that the lumen

maintenance at 6000 h is no less than 91.8% for residential indoor luminaires and

94.1% for residential outdoor luminaires and all commercial luminaires.

The program requirements for integral LED lamps were launched in 2009 (last

revised in 2011, version 1.4) [11]. In this specification, the integral LED lamps are

divided into nonstandard lamps, replacement lamps, decorative lamps, and direc-

tional lamps. The minimum L70 lifetimes of these LED lamps are required at least

25,000 h, except for the decorative lamps of which is at least 15,000 h. To claim

such long period lifetime, an at least 6000 h aging test has to be performed on ten

test samples, among which five samples are installed base-up and the other five

base-down. Except for the decorative lamps, the test temperature has to be 25 �C
when the power of the test samples is less than 10 W and 45 �C for the other cases,

whereas the decorative lamps are always tested at 25 �C independent on the power

of the test samples (Table 4.2).

Table 4.2 Luminous flux maintenance thresholds for the lifetime qualification [11]

Maximum L70
lifetime claim

Minimum lumen

maintenance by 6000 h (%)

Minimum lumen maintenance by the test

period/total test period (h)

15,000 86.7 86.7%/6000

20,000 89.9 89.9%/6000

25,000 91.8 91.8%/6000

30,000 93.1 91.2%/7500

35,000 94.1 91.5%/8750

40,000 94.8 91.5%/10,000

45,000 95.4 91.5%/11,250

50,000 95.8 91.8%/12,500
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Since 2011, Energy Star has reconstructed the program requirements on lighting

products into two kinds, i.e., luminaire and lamps, respectively [13, 14]. For

instance, the specifications for residential light fixtures and LED luminaires are

merged into a comprehensive one for luminaires [13], and the specifications for

compact fluorescent lamps and integral LED lamps are merged into another one for

lamps [14]. Nevertheless, the lumen maintenance requirements of the LED lumi-

naires and lamps remain the same with those in the abovementioned specifications.

The IEC standards relevant to the lumen maintenance are IEC/PAS 62612

(in which “PAS” is an abbreviation of “Publicly Available Specification”) for

self-ballasted LED lamps, IEC/PAS 61717 for LED modules, and IEC/PAS

62722 for LED luminaires [15–17] Unlike IESNA and Energy Star, IEC classifies

the test samples into different categories according to the lumen maintenance

measurement after 6000 h (or 25% of the rated lifetime if it is shorter than

6000 h) aging, instead of estimating their lifetimes. Table 4.3 indicates the catego-

ries of the LED lighting products stipulated in IEC standards. Note that the LED

luminaires of which the modules have passed the IEC/PAS 62717 standard at their

tp temperatures are exempt from the IEC/PAS 62722 requirements. During the test,

at least three ambient temperatures including 25 �C and another two performance

temperatures (so-called tp temperatures) are required for LED modules. For self-

ballasted LED lamps and LED luminaires using the modules which did not pass the

IEC/PAS 62717 standard at their tp temperatures, the ambient temperature is simply

required to be 25 �C. Meanwhile, the sample size requirement is at least 20 units for

the LED modules and self-ballasted LED lamps, whereas 5 units for the LED

luminaires using the modules without being proved by the IEC/PAS 62717 standard

at their tp temperatures.

Color shift over time, or color stability, is another degradation concern for LEDs

and LED products [18–21]. At the LED source level, the color shift can arise from

changes in the LED package such as the emitter, phosphor used to convert emitted

blue light into white light, and clear encapsulant [18, 19]. At the lamp and luminaire

level, the color shift is exaggerated by the degradation of optical lens and diffusers

which are usually made by PC or PMMA materials [20, 21]. Unfortunately, there

have not been standardized methods to claim the chromaticity lifetime caused by

the color shift failure for LED packages, lamps, and luminaires. The commonly

Table 4.3 Categories of the LED lighting products

Lumen maintenance after a minimum

period between 6000 h and 25% of the

rated lifetime (%) Self-ballasted lamps Modules Luminairesa

90 Cat A Code 9 Code 9

80 Cat B Code 8 Code 8

70 Cat C Code 7 Code 7

60 Cat D – –

50 Cat E – –
aFor the LED luminaires using the modules which did not pass IEC/PAS 62717 at their tp
temperatures
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used industrial qualification for the color shift of LED modules, lamps, and

luminaires is referred to the requirements in Energy Star standards [11–14], in

which the Euclidean distance du0v0 between the CIE 1976 color coordinates at

origin and 6000 h should not exceed 0.007.

4.2 Advanced Lumen Maintenance Lifetime Estimation
Methods

The lumen maintenance of a LED is defined as a maintained percentage of the

initial light output over time. It is a general law that in most cases a LED will not

experience a sudden death but gradual degradation on its lumen maintenance.

Therefore the L70 lifetime defined by the time when the lumen maintenance drops

to 70% is equivalent to the operational lifetime for LEDs in a long period [22–40].

Qiao et al. presented the analysis of a series of LED degradation models and

recommend the exponential decay model shown by Eq. 4.1 as an appropriate

empirical model to describe the luminous flux depreciation of the LED packages

and modules [18].

Φ tð Þ ¼ β exp �α tð Þ ð4:1Þ

whereΦ(t) denotes the luminous flux at the time t and β and α are the pre-factor and

depreciation rate, respectively. Following Eq. 4.1, the lifetime estimation of LEDs

is usually implemented by projecting the lumen maintenance measurements to a

threshold value (for instance, L70). TM-21 presented a least square extrapolation

method (herein called TM-21 method) on a minimum of 6000 h degradation test

data to estimate the lumen maintenance lifetime of LEDs [7]. Due to the simplicity

and operability, the TM-21 method has been widely used for estimating the LED

lifetimes up to now.

Being operated at higher stress levels, accelerated degradation tests (ADTs)

quickly yield information on the lifetime distribution of a test unit [41, 42]. The

accelerated loadings in LEDs are mainly focused on thermal and moisture stresses.

Tan et al. studied the degradation physics in high-power LEDs under high

temperature-humidity tests [43]. They found the dominant failures in the LEDs

under high temperature-humidity conditions include Kirkendall voids formation,

bondpad contamination, galvanic dissolution of Ag, phosphor dissolution,

encapsulant delamination, and die attach delamination. For these reasons, they

argued that the degradation physics of LEDs are completely different among the

various RH levels from 95% to 70% and 85 �C. Luo et al. investigated the effects of
moist environments on the reliability of high-power LEDs [44]. They observed that

the moisture diffusion does aggravate the degradation of lumen maintenance. But it

is also possible to cause an electronic failure and in this way to break the LED. Chan

et al. applied unbiased highly accelerated temperature/humidity stress test (HAST)
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on high-power LEDs [45]. They concluded the root cause of the lumen maintenance

degradation of LEDs by the failure of silicon encapsulant, such as bubbling and

discoloration. Similar phenomenon is found by Huang et al. from biased HAST of

high-power LEDs. They observed silicon carbonization which they believed it was

resulted from a very high temperature inside the silicon by a blue light over-

absorption [18]. Meneghini et al. proposed a set of specific experiments, which is

aimed at separately analyzing the degradation of the properties of the active layer,

of the ohmic contacts, and of the package/phosphor system in LEDs [46]. As a

result of the abovementioned results, it seems that the humidity-based ADTs are not

suitable for high-power LEDs. For the mid-power LEDs, the negative impact of the

humidity-based ADTs is alleviated to some extent. Huang et al. developed a

wet-high temperature operation life test (WHTOL) for mid-power LEDs. They

demonstrated that lumen degradation mechanism in WHTOL is similar to the

failure in LM-80 test, although a discoloration failure mode is also found in the

silicon encapsulant [19].

In addition to a theoretical degradation path (i.e., mean degradation curve), the

lumen maintenance measurements of LEDs are also affected by a number of

uncertainties caused by, for instance, measurement error, turbulence of test condi-

tions, material defects, and some other unknown reasons. These uncertainties result

in a random variation (i.e., error) in the degradation measurements of the LED

lumen maintenances. In the TM-21 method, influence of such a variation is not

considered, and because of this, the estimated LED lumen maintenance lifetime is

questionable. For using the LM-80 test data more effectively, a number of advanced

methods that take the error analysis into account are introduced to provide more

accurate and reliable estimations for the lumen maintenance lifetimes of LEDs.

Taking the effect of random variation into account, the time-based lumen

maintenance degradation path can be described by Eq. 4.2.

L tð Þ ¼ M tð Þ þ ε tð Þ ð4:2Þ

in which L(t) denotes the actual degradation path of a LED under degradation,M(t)
denotes the mean degradation path, and ε(t) denotes the error term caused by the

random variation. Tseng and Peng summarized two approaches to deal with the

situation where ε(t) is involved [24]. The former one is called mixed effect model,

in which a mixed effect between the M(t) and ε(t) is assumed and studied

[25, 26]. The mixed effect model can provide an intuitive understanding of the

random variation but on the other hand offer a computationally expensive algorithm

due to a complicated model parameters estimation process. The alternative one is

called stochastic process model, in which ε(t) is described by using stochastic

diffusion models such as the Gauss-Markov process and Wiener process [24, 27–

33]. With the stochastic diffusion models, the lifetime distribution of LEDs is

estimated to address the mean-time-to-failure (MTTF) and median lifetime (B50).

Nevertheless, in both approaches, the lifetimes of LEDs are estimated from the test

results under accelerated stress conditions, such as high temperature [25, 26], high

temperature humidity [32], and temperature step stress [27, 33]. As a result, no
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matter what approach is used, the M(t) is assumed to follow the exponential

degradation function such as Eq. 4.1 from a prospective of the ADT methodology.

Fan et al. and Wang et al., respectively, developed another degradation data-

driven method to predict the lumen lifetime of high-power white LEDs [34, 35]. In

details, Fan et al. applied a general degradation path model for LED’s luminous flux

depreciation, in which more reliability messages (e.g., MTTF, confidence intervals,

and reliability function) could be estimated in addition to the lumen lifetime

[34]. To improve the curve-fitting accuracy, Wang et al. used a bi-exponential

model, replacing widely used exponential model, to fit the degradation curve of

LEDs with the least square method [35]. Later on, as the least square method used

before is a batch-processing estimation by minimizing the sum of the residuals

between the actual measurements and the calculated values, it has a large estima-

tion errors. Fan et al. updated their method with the consideration of measurement

error using a nonlinear filter-based approach [22]. The result shows that the

nonlinear filter approach can deliver a recursive and stochastic parameter estima-

tion by dynamically updating measurements, which improved the accuracy of

remaining useful lifetime estimation.

When using the degradation model to estimate the lifetime of LEDs, the esti-

mation accuracy strongly relies on the sample size for curve fitting. Thus, a very

practical problem is the determination of the test period for a reliable estimation of

the lifetime. Tseng and Yu proposed a termination rule for both ordinary and

accelerated degradation tests of LEDs [36, 37]. They traced the variation trend of

the estimated mean lifetime (i.e., average of the estimated lifetimes of all test

samples) extracted from the test results with an increasing time. Then they claimed

that the test can be terminated at the time when the estimated mean lifetime is

converged. By applying Tseng and Yu’s method, van Driel et al. investigated five

LM-80 test reports of high-power and mid-power LEDs and observed that for all of

the five cases, convergence of the estimated mean lifetimes is reached after at least

6000 h testing [38].

In summary, as indicated in many studies, ADTs for high-power LEDs are too

aggressive since extra failure modes are observed on such as silicon encapsulant,

phosphor film, and die attach. For mid-power LEDs, these additional failure modes

might be less apparent. This makes ADTs more workable for mid-power LEDs.

Two approaches called the mixed effect model and stochastic process model are

introduced, respectively, for the lifetime estimation of LEDs from the experimental

results of ADTs with the consideration random variation. In addition, a few more

statistics-based methods are discussed for the same reason. In the end, approaches

to determine an appropriate time to terminate the aging tests or accelerated tests are

talked about.

It has to be noted that the advanced methods mentioned in this subsection require

sophisticated skills on statistics. Therefore it is an arduous task to develop a general

lifetime estimation algorithm that is universal for a large variety of LEDs. Up to

present, none of standards or specifications has been developed based on these

methods.
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4.3 A Temperature-Driven Accelerated Test Method

At the product level, the 6000 h aging tests for qualifying the luminous flux

depreciation are vital for successful acceptance of the LEDs and LED products.

For efficiently reducing the test period, an easy-to-handle ADT is developed to

shorten the testing time from 6000 to 2000 h. The key point in the development of

such method is to find a luminous flux depreciation “boundary curve,” which is

determined from a wide range of the known LM-80 data. Then exponential decay

model for luminous flux degradation, together with the Arrhenius acceleration

model, is applied to obtain the acceleration factor. At last, extensive verification

studies based on the internal and external test data are presented.

4.3.1 Boundary Curve Definition

VDE standard VDE-AR-E2715-1, published and written in German, developed a

so-called Border Function method for predicting the reduction in luminous flux of

LEDs [47]. This method is based on the assumption that an exponential model is a

conservative estimation (worst-case scenario) of the actual long-term luminous flux

maintenance, as it is expected that most LEDs will show the long-term luminous

flux maintenance better than the assumed exponential function. Therefore, the

qualification accuracy for a LED package or system highly depends on the deter-

mination of the boundary curve. Following an exponential decay assumption,

which is frequently used to describe the lumen maintenance decay characteristics

of LEDs, the boundary curve is expressed by Eq. 4.1, when the Φ(t) is normalized

by the initial value and the parameter β equals to unity. Meanwhile, the boundary

curve pass the point (L70, 70%), where L70 indicates the lifetime with respect to the

70% lumen depreciation [5]. An illustration of the boundary curve is shown in

Fig. 4.1, in which a LED package or system is regarded as passing the qualification

test when its luminous flux maintenance stays above the boundary curve.

Previous studies show that temperature plays a significant role on the luminous

flux depreciation of LED packages and systems [34, 48]. It is possible to describe

the temperature dependency by an Arrhenius model at luminaire level [49].

α ¼ Aexp � Ea

kTs

� �
ð4:3Þ

where A and Ea are the pre-factor and activation energy, respectively, k is the

Boltzmann constant (i.e., 8.617385� 10–5 eV/K), and Ts stands for the solder

temperature in Kelvin. For LED systems, the activation energy is defined as

“equivalent activation energy” that considers the influences of other component

devices such as secondary optical lens on the light output of the LED system. The
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relationship of luminous flux maintenances between a LED system and its light

source (i.e., LED package or module) was expressed as follows [7]:

Φl tð Þ ¼ Φp tð Þ � C tð Þ ð4:4Þ

where Φl(t) and Φp(t) indicate the luminous flux maintenances of a LED luminaire

and its light source, respectively. And C(t) is the correlation function in terms of the

time t. Assuming that bothΦl(t) andΦp(t) follow Eq. 4.1, the correlation function C
(t) can be solved as:

C tð Þ ¼ βl
βp

exp �Δαtð Þ where Δα ¼ αl � αp ð4:5Þ

where βl, βp, αl, and αp are pre-factors and depreciation parameters for a LED

luminaire (or lamp) and its light source, respectively. The parameter Δα determines

the relationship of luminous flux depreciation rates between the LED luminaire and

its light source. A positive Δα indicates that the luminous flux depreciation rate of a

LED luminaire is faster than that of its light source. This could happen when the

lumen depreciation originated from the LED light source is aggravated by addi-

tional failure mechanisms such as optical lens degradation and LED driver failures.

On the contrary, a negative Δα means the LED luminaire behaves somehow a

slower luminous flux depreciation rate compared to its light source. In the particular

case that there is no additional degradation existing at the product level, Δα equals

zero. It was reported that when the ambient temperature was below 80 �C, the
influence of the driver and optical lens on LED luminaire lumen output is very

limited [50]. Thus, Δα can be assumed to be zero. That means the equivalent

activation energy can be treated as the activation energy of LED source.
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Fig. 4.1 Illustration of the boundary curve
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According to Eq. 4.3, the luminous flux depreciation can be accelerated by

increasing the Ts of the tested luminaire, and the acceleration factor AF can be

calculated as:

AF ¼ α
��
Ts1

α
��
Ts2

¼ exp �Ea

k

1

Ts2

� 1

Ts1

� �� �
ð4:6Þ

where Ts1 and Ts2 and α Ts1
and αj Ts2

j are the solder temperatures and depreciation

parameters of the boundary curve obtained at room temperature and the accelerated

ambient temperature, respectively.

4.3.2 Two-Stage Process

According to the abovementioned discussion, a two-stage process is utilized to

reduce the testing time of qualifying the luminous depreciation of a LED lighting

products at room temperature. As shown in Fig. 4.2, the sequence from Step 1 to 2 is

used as an example to explain the two-stage process (same results can also be

obtained for the process from Step 3 to 4). In the first stage, the exponential decay

characteristic of the boundary curve is used to reduce the testing time. Referring to

the requirement proposed by the Energy Star program [11, 14], the testing time

should be at least 6000 h, and the luminous flux maintenance is required above

91.8%. With the ever-improving measuring techniques, it is possible to further

shorten the test time by raising the luminous flux maintenance threshold to 95%

[51]. Then the testing time is determined by calculating the L95|Ts1 (the time when

the luminous flux maintenance decays to 95% at a solder temperature of Ts1) on the
boundary curve by Eq. 4.1, which is approximately 3595 h. Next, temperature

acceleration is applied from T1 to T2 (ambient temperature, T2 > T1). Accordingly,
the solder temperature Ts2 is increased with the same ambient temperature

Fig. 4.2 Illustration of the

two-stage process
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increment. The final accelerated testing time L95|Ts2 can be then calculated by

dividing L95|Ts1 by the AF as shown in Eq. 4.7. According to the calculation of

AF in Eq. 4.6, the accelerated testing time L95|Ts2 is eventually determined by

parameters Ts1 and Ts2 and Ea.

L95 j Ts2 ¼ L95 j Ts1

AF
ð4:7Þ

4.3.3 Parameters Determination

A census and analysis on 30 LM-80 datasets of commercial phosphor-converted

white LED sources from various sources such as internet, consortium, and vendor

reports were conducted for properly extracting the parameters Ts1 and Ts2 and Ea.

The selected LM-80 datasets originate from multiple sources. The Philips and

Nichia published their LM-80 data on their web pages [52, 53], and other manu-

facturers will provide the data only to customers [54–57]. In addition, due to NDA

arrangement with the suppliers, some of the LM-80 datasets are not provided in the

reference. Each dataset contains the lumen depreciation data of about 25 LEDs,

usually at CCT 2800–3500 K, tested under 55 �C, 85 �C, and a third temperature

selected by manufacturers. The input currents range from 0.08A to 1A. Test times

range from 6000 to 10,000 h.

Among the 24 out of 30 reports, the third case temperature is no more than

105 �C. Therefore, the Ts1 is chosen as 105 �C which represents a worst reference Ts
temperature in a LED luminaire working at 25 �C.

The determination of the Ts2 is based on the consideration that there is no

additional failure mode in the accelerated condition. In general, most of LED

manufacturers allow their products to work under an ambient temperature of

55 �C (namely, 25þ 30 �C). Therefore, the Ts2 in this paper is determined as

135 �C (namely, 105þ 30 �C).
Table 4.4 shows the parameters Ea, A, and β of the LED packages and modules,

which were calculated from the test data at Ts of 55
�C and 85 �C using TM-21

method. As shown in Table 4.4, the calculated Ea spans in a large range from

�0.226 to 0.702, covering the majority of LED luminaires in the market. A

negative Ea indicates the test sample behaves a negative temperature effects on

its depreciation parameter. That means, the luminous flux depreciation becomes

less as the temperature rises. The root cause of a LED package having a negative Ea

is still not clear. All calculated Ea were fitted in a Normal distribution as shown in

Fig. 4.3. The 95th percentile of the distribution, equaling 0.396, is chosen as the Ea

of the boundary curve. In general, the luminous depreciation rate of a LED

luminaire with a larger Ea is more significantly affected by the rise of the ambient

temperature. In the proposed method, the Ea of the boundary curve should be

selected large enough to allow the luminaires being qualified at room temperature

can pass the accelerated tests as well. However, an overestimated Ea will allow the

luminaires not being qualified at room temperature but pass the accelerated tests.
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Figure 4.4 shows the luminous flux maintenance of 12 LED packages operated at

105 �C from the LM-80 test reports. The boundary curve is calculated with a

depreciation parameter α of 1.427e-5, which is marked by a black line. The result

indicates that the selected boundary curve can envelope most of the test data.

4.3.4 Determination of the Accelerated Time

Due to the seasoning effect in LEDs, the luminous flux measurements of tested

LED luminaires fluctuate in the initial stage. To minimize such effect, TM-21 and

Table 4.4 Parameters Ea, A, and β of the LED packages and modules obtained from 30 LM-80

test reports

No. Ea [eV] A β No. Ea [eV] A β

1 �0.156 1.54E�08 1.014 16 0.702 6.03Eþ04 0.978

2 �0.033 1.12E�06 0.985 17 0.111 1.10E�04 1.008

3 0.190 1.67E�03 0.966 18 0.210 4.88E�03 0.993

4 0.120 1.34E�04 0.976 19 �0.226 1.17E�09 0.990

5 0.135 5.84E�04 1.001 20 0.179 1.31E�03 1.008

6 0.243 1.64E�02 1.006 21 �0.138 1.22E�08 0.986

7 0.061 4.11E�05 1.015 22 �0.097 7.88E�08 0.978

8 0.133 5.28E�04 1.015 23 0.065 1.61E�05 0.980

9 0.026 1.13E�05 0.990 24 0.040 2.17E�05 1.006

10 0.275 3.27E�02 0.992 25 0.088 1.16E�04 0.988

11 �0.121 5.03E�08 1.017 26 0.241 1.83E�02 1.013

12 �0.121 1.29E�08 0.995 27 0.367 5.52E�01 1.004

13 0.068 1.04E�04 1.030 28 0.028 2.08E�05 1.009

14 0.200 4.09E�03 1.006 29 0.151 5.69E�04 1.005

15 0.141 1.06E�03 1.018 30 0.082 9.42E�05 1.001

Fig. 4.3 Ea parameters

fitted by a Normal

distribution
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TM-28 methods recommend not to use the first 1000 h data in data analysis

[7, 10]. In the accelerated test, the seasoning effect will be less than that at room

ambient temperature. It is possible to use the obtained parameters Ts1 of 105
�C, Ts2

of 135 �C, and Ea of 0.396 for a first-order approximation of the acceleration factor

AF for seasoning effect. After round-up, this gives an estimate of the seasoning time

of 500 h at accelerated ambient temperature. Next, the overall testing time of the

accelerated test is calculated from Eq. 4.7 as 1487 h, which has been rounded up to

1500 h.

Additionally, based on our previous experience, the fluctuation of luminous flux

measurements could be also found during test time. Figure 4.5 shows an example

that the luminous flux measurements decrease monotonically in the beginning but

increase at the final testing time of 1500 h. Although this LED luminaire passes the

95% criterion threshold at 1500 h, it is not certain if the single data at 1500 h

represent its true behavior. To solve this problem, two additional midpoint lumen
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maintenance measurements at 900 h and 1200 h are recommended. In summary,

Table 4.5 presents the entire test condition.

4.3.5 Verification

To verify the proposed boundary curve at LED light source level, we calculated the

luminous flux depreciation curves at Ts of 105
�C and 135 �C, based on Eq. 4.6 with

the parameters listed in Table 4.4. These calculated luminous flux depreciation

curves are shown Fig. 4.6, together with a black dashed line indicating the boundary

curve at the corresponding temperature. Comparing the calculated curves in Fig. 4.6

(a) (105 �C, 6000 h) and (b) (135 �C, 2000 h), it can be seen that those of which

depreciation curves stay above the boundary curve at Ts of 105
�C, are also above

the boundary curve at Ts of 135
�C, and vice versa. In other words, for every LED

light source shown in Fig. 4.6, same qualification results can be obtained from both

tests at Ts of 105
�C and 135 �C.

At product level, to demonstrate the relationship between the tests applied at

ambient temperatures of 25 �C and 55 �C, numerical luminous flux depreciation

simulation was performed on a number of virtual LED luminaires. A total of

Table 4.5 Summary of the entire test condition

Test temperature Time Lumen maintenance threshold

[�C] [Hours] [%]

Seasoning 55 500 –

Accelerated testa 55 900 95

55 1200 95

55 1500 95
aThe operational time is zeroed, and the lumen maintenance is normalized before the accelerated

test
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30 cases were studied that correspond to the 30 LM-80 data sets, where the Ea and

A are shown in Table 4.1. In each case, two virtual luminaires with the same light

source were created. The one labeled with “a” is equipped with a poorly designed

heat sink, resulting in Ts of 125
�C and 155 �C when operated at ambient temper-

atures of 25 �C and 55 �C, respectively, whereas the other one labeled with “b” is

equipped with a well-designed heat sink, resulting in Ts of 85
�C and 115 �C when

operated at ambient temperatures of 25 �C and 55 �C, respectively. The calculated
depreciation parameters α of these two kinds of virtual luminaires in all 30 cases are

plotted in Figs. 4.7 and 4.8, in comparison with the thresholds (i.e., 1.427e-5 and

3.488e-5 at ambient temperatures of 25 �C and 55 �C, respectively) marked in red

lines. The luminaires of which the value of α stays underneath the threshold line are

regarded to pass the test.

The simulation results in Figs. 4.7 and 4.8 include four circumstances as follows:

1. The luminaires pass the tests at both 25 �C and 55 �C. This phenomenon occurs

in the vast majority of the luminaires.

2. The luminaires fail the tests at both 25 �C and 55 �C. This phenomenon occurs

on the luminaire 16a.

3. The luminaires pass the test at 25 �C but fail at 55 �C. This phenomenon occurs

on the luminaire 16b.

Luminare No.

1a 2a 3a 4a 5a 6a 7a 8a 9a 10a11a12a13a14a15a16a17a18a19a20a21a22a23a24a25a26a27a28a29a30a

Luminare No.

a
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Threshold
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Fig. 4.7 Depreciation parameters of the virtual luminaires with a poorly designed heat sink, (a)
Ts ¼ 125 �C at an ambient temperature of 25 �C; (b) Ts ¼ 155 �C at an ambient temperature of

55 �C
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4. The luminaires pass the test at 55 �C but fail at 25 �C. This phenomenon occurs

on the luminaires 13a, 15a, and 26a.

In summary, among more than 93% of the total 60 virtual luminaires, the

qualification results obtained at both 25 �C and 55 �C are same. Furthermore,

since the Ea of the light source in the luminaires 16a and 16b is as high as 0.702,

the qualification results on these two luminaires are markedly dependent on the

thermal design of the heat sink. For this reason, the luminaire with a poorly

designed heat sink (for instance, luminaire 16a) cannot pass the test at either

25 �C or 55 �C. The luminaire with an improved heat sink (for instance, luminaire

16b) can pass the test at 25 �C but still fail at 55 �C. It can be imagined, by

improving the heat dissipation capability of the heat sink further, the luminaire

will pass the tests at both 25 �C and 55 �C. For the case (4) where the luminaires

pass the tests at 55 �C but fail at 25 �C, Fig. 4.9 further illustrates the calculated

luminous flux depreciation curves as function of time at Ts of (a) (125
�C, 6000 h)

and (b) (155 �C, 2000 h). It can be seen that the depreciation curves of these three

virtual luminaires stay above the boundary curve at Ts of 155
�C but below the

boundary curve at Ts of 125
�C. As seen in the simulated luminous flux depreciation

curves of the light sources at Ts of 105
�C and 135 �C for all 30 LED sources in

Fig. 4.6, those of which depreciation curves stay above the boundary curve at Ts of
105 �C, are also above the boundary curve at Ts of 135

�C, and vice versa. This

Luminare No.
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Fig. 4.8 Depreciation parameters the virtual luminaires with a well-designed heat sink, (a)
Ts¼ 85 �C at an ambient temperature of 25 �C; (b) Ts¼ 115 �C at an ambient temperature of 55 �C
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indicates that the characteristics of the boundary curve α, in Eq. 4.3, depend not

only on the activation energy but also the pre-factor A. The combination of these

two parameters, as defined in the proposed two-stage model, may present a complex

depreciation behavior for the lumen depreciation of 95% at the accelerating tem-

perature, compared to that of 91.8% at non-accelerating temperature.

In addition, experimental results from both external and internal product level

test were utilized to further prove the accelerated test method. In one of the latest

US DOE CALiPER data [58], a batch of the accelerated life tests on 15 types of

LED A lamps at 45 �C were conducted. Ten lamps from each type were tested

simultaneously in a large automated long-term apparatus (ALTA) for 7660 h with a

weekly in situ measurement recording. The lamps selected for the tests were

expected to have at least 25,000 h rated lifetime. In order to apply the proposed

model, the overall test time has to be recalculated in terms of the ambient temper-

ature of 45 �C, which gives the test time approximately 2000 h. The data are

processed in the following:

1. Considering the first 500 h as the seasoning period, the initialization of the

luminous flux maintenance is selected at 500 h.

2. Calculate the luminous flux maintenance at 1200 h, 1600 h, and 2000 h from the

initialization, respectively.

3. Plot lumen maintenance for each lamp and also plot the lumen maintenance at

6000 h by Energy Star requirement.

Figure 4.10a shows the lumen maintenance at 6000 h, and Fig. 4.10b shows the

test results at 1200 h, 1600 h, and 2000 h, respectively. The corresponding criterion

thresholds were indicated by black lines in both figures. The number of lamps

whose lumen maintenance at 6000 h lower than the threshold (91.8%) was 6 (i.e.,

13RT-03, 13RT-09, 13RT-11, 13RT-13, 13RT-14, and 13RT-58). Likewise, the

number of lamps whose lumen maintenance at 1200 h, 1600 h, and 2000 h lower

than the threshold (95%) was 5 (i.e., 13RT-03, 13RT-09, 13RT-11, 13RT-13, and

13RT-58), except one for 13RT-14. A further investigation on the lamp 13RT-14

reveals that the luminous flux of the tested samples at 6000 h was measured with a
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large variance and the average luminous flux was biased by the lowest measurement

[58]. Therefore there is a very good correlation between the proposed accelerated

test and traditional 6000 h test.

The internal validation tests were conducted on a batch of indoor LED lumi-

naires at ambient temperatures of 25 �C and 55 �C, respectively. Six LED lumi-

naires including Product 1 (12 W spotlight), Product 2 (8 W bulb), Product 3 (6 W
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bulb), Product 4 (6 W bulb), Product 5 (20 W downlight), and Product 6 (16 W

downlight) were selected as test samples. At 25 �C ambient temperature, the

luminaire was aged without seasoning, whereas at 55 �C, a 500 h seasoning was

taken before aging. Figure 4.11a, b plots lumen maintenance at 6000 h aging at

25 �C ambient temperatures and lumen maintenance at 900, 1200, and 15,000 h

aging at 55 �C ambient temperatures. Products 2 and 3 fall below the threshold

(91.8%) in Fig. 4.11a. Similarly, in the accelerated test shown in Fig. 4.11b,

Products 2 and 3 fall under the threshold (95%) after 1200 h aging.

4.4 A SPD-Based Degradation Prediction Method

Nowadays the LED products are faced with a new era of not only replacing but also

exceeding their traditional counterparts (such as incandescent lamps and cold

cathode fluorescent lamps). Under this circumstance, the requirements of the

color consistence in LEDs become more important than those of lumen mainte-

nance in many applications (such as supermarket, shopping mall, museum, and

healthcare lightings). The formulation of the chromaticity lifetime qualification

method for the LED products is based on an accurate prediction of the color shift

propagation. However, the study on quantitative models of the color shift of LEDs

is just beginning. Fan et al. proposed a nonlinear dual-exponential model to

describe the chromaticity state shift process [22]. Then by using an unscented

Kalman filter technique, they predict the growing trends of the color shift according

to the historical data obtained from the aging tests of the LEDs. Huang et al.

demonstrated that a linear model could also be applicable for the color shift of

LEDs by analyzing both the experimental and simulation data [32]. Similar to Fan’s
work, they applied a modifiedWiener process to predict the progression of the color

shift of LEDs based on the acquired historical data. However, the algorithms in the
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Fig. 4.11 Luminous flux maintenance of the indoor LED luminaires, (a) operated at 25 �C; (b)
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above two methods are purely empirical, without considering the color shift failure

mechanism.

As a matter of fact, both the lumen depreciation and color shift of a LED are

linked by the degradation of its spectral power distribution (SPD), since the

photometric and colorimetric parameters of the LED such as luminous flux, color

coordinates, correlated color temperature (CCT), and color rendering index (CRI)

are originally calculated from its SPD [59–63]. Many studies related to the

improvement of the photometric and colorimetric parameters are performed

based on the design and optimization of SPDs. For instance, via the SPD analysis,

Lu et al. [63] proved that RGB LEDs provide a wider color gamut and smaller color

shift than cold cathode fluorescent lamps and therefore are more suitable to be used

as the backlights of the liquid crystal displays. Lin et al. [64] performed a sensitivity

study on the CRI parameters (for instance, Ra and R9) of LEDs with different SPDs

by using a spectra-loss simulation method. They found that the CRI parameters

were significantly sensitive with some certain wavelengths, for instance, 444 nm,

480 nm, 564 nm, and 622 nm for Ra, whereas 461 nm, 581 nm, and 630 nm for R9.

As a result, they concluded that extra cautions should be paid on the shift around

these wavelengths in the design of SPD for a LED. Song et al. [65] developed an

approach to deconvolute the SPD of a phosphor-converted white LED (pc-LED)

into blue and phosphor-converted peaks, each of which was formed by a superpo-

sition of several decomposed SPDs in a Gaussian form. Based on these two

decomposed peaks, the radiant fluxes of the blue light and phosphor-converted

light could be calculated for the investigation of the yellow-to-blue ratio and

phosphor power conversion efficiency of the pc-LED.

Recently, the SPD analysis has been successfully applied to qualify the reliabil-

ity of LEDs. Chang et al. [66] developed a similarity-based metric test method to

detect the anomaly point where the color shift failure of the pc-LED is expect to

occur. In their method, 24 features including the peak wavelengths, amplitudes,

etc., were first extracted from the decomposed blue light and phosphor-converted

light peaks of the LED. Then a k-nearest neighbor (KNN)-kernel density-based

clustering technique was employed to partition the principle components of the

24 features under degradation. Finally, the anomaly was detected when the Euclid-

ean distance from the centroid to the test data for each cluster was beyond the

threshold value. Chang’s method provides a fast way to detect the failure of the

LEDs which could potentially fail during the early stage of operation; however, it is

not able to estimate the lifetime of the LEDs.

In order to achieve the goal of lifetime prediction, this subsection proposes an

SPD analysis-based method to predict the time dependency of the photometric and

colorimetric parameters of the pc-LED. Firstly, the empirical curve-fitting models

for describing the SPD of the pc-LED are discussed and a sensitivity study of the

model parameters on the photometric and colorimetric parameters. Then the evo-

lutionary process of the SPDs of the pc-LED under degradation testing is predicted

for estimating the lifetimes of the pc-LED due to lumen depreciation and color

shift, respectively.
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4.4.1 Spectral Power Distribution Models

As a mixed light, the entire SPD of a white LED is regarded as a superposition of a

couple of coincident “bell-shaped” spectra, as shown in Eq. 4.8.

SPDLED λð Þ ¼
Xn
i¼1

SPDi λð Þ ð4:8Þ

in which λ is the wavelength; SPDLED and SPDi indicate the SPD of the entire LED

and ith decomposed component, respectively; and n is the total number of the

decomposed SPDs. Candidate models for describing the decomposed SPD include

the Gaussian Function [64, 65, 67, 68], Asymmetric Gaussian Function [69],

Asymmetric Double Sigmoidal (Asym2sig) Function [70], etc., as given in the

following.

1. Gaussian Function

SPD ¼ aexp � λ� λcð Þ2
w2

 !
ð4:9Þ

in which parameters a, λc, and w are the amplitude, peak wavelength, and full

width at half maxima (FWHM), respectively.

2. Asymmetric Gaussian Function

SPD ¼
aexp � λ� λcð Þ2

w2
1

 !
λ � λc

aexp � λ� λcð Þ2
w2
2

 !
λ > λc

8>>>><
>>>>:

ð4:10Þ

in which parameters a, λc, w1, and w2 are the amplitude, peak wavelength, and

left and right FWHMs, respectively.

3. Asym2sig Function

SPD ¼ a
1� 1

1þexp � λ�λc�w1=2ð Þ=w3f g
1þ exp � λ� λc þ w1=2ð Þ=w2f g ð4:11Þ

in which parameters a, λc, w1, w2, and w3 are the amplitude, peak wavelength,

FWHM, and variance of the low-energy and high-energy sides, respectively. For

decomposed SPDs of a LED, w1 is always much lower than λc and therefore can
be ignored. Then Eq. 4.11 is simplified into Eq. 4.12.
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SPD ¼ a
1� 1

1þexp � λ�λcð Þ=w3f g
1þ exp � λ� λcð Þ=w2f g ð4:12Þ

By using the abovementioned models to describe a decomposed SPD, the SPD

deformation is related into the change of the model parameters. For instance,

Fig. 4.12 shows a comparison between the original and deformed SPDs drawn by

Eq. 4.12. The deformed SPDs are created by increasing each of the parameters a, λc,
w3, and w2, respectively. Among the four subplots in Fig. 4.12, it can be seen that:

1. The SPD stretches upward by an increase of 10% of a, as shown in Fig. 4.12a.

2. The SPD shifts to the right by an increase of 10% of λc, as shown in Fig. 4.12b.

3. The left half of the SPD shifts to the left by an increase of 50% of w2, as shown in

Fig. 4.12c.

4. The right half of the SPD shifts to the right by an increase of 50% of w3, as

shown in Fig. 4.12d.

The number of decomposed SPDs in Eq. 4.8 depends on the fitting accuracy. A

superposition of numerous decomposed SPDs can give a high fitting accuracy but

on the other hand tremendously increase the model complexity. From the stand-

point of SPD modeling, it is not convenient to investigate the evolution of the SPDs

of a LED under degradation by an overcomplicated model where each of the
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Fig. 4.12 Influences of Asym2sig parameters on the shape of a decomposed SPD
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parameters influences the SPD deformation in its own way. Thus, in order to reduce

the model complexity, the following considerations are implemented:

1. Use the asymmetric model (such as Asymmetric Gaussian Function or

Asym2sig Function [71]) in Eq. 4.8, since the decomposed peaks of a LED are

usually asymmetric.

2. Reduce the number of decomposed SPDs as less as possible.

In our study, curve fitting of the SPD of a pc-LED is investigated since the

pc-LED occupies a majority market share in white LED light sources. As illustrated

in Fig. 4.13, the SPD of a typical pc-LED is formed by a superposition of a blue

light and phosphor-converted light peaks. Therefore the simplest SPD model will

be created by superposing two decomposed SPDs indicating the blue light and

phosphor-converted light peaks, respectively. The models to describe the

decomposed SPDs can be any one given in Eqs. 4.9, 4.10, 4.11, and 4.12, depending

on their actual shapes. Equation 4.13 shows an expression of the SPD model where

the decomposed SPDs are fitted by Eq. 4.12.

SPDLED λð Þ ¼ a1
1� 1

1þexp � λ�λc1ð Þ=w31f g
1þ exp � λ� λc1ð Þ=w21f g þ a2

1� 1
1þexp � λ�λc2ð Þ=w32f g

1þ exp � λ� λc2ð Þ=w22f g ð4:13Þ

in which a1, λc1, w31, and w21 are the amplitude, peak wavelength, and variance of

the low-energy and high-energy sides for the decomposed blue light peak and a2,
λc2, w32, and w22 are for the decomposed phosphor-converted light peak. Next, a set

of photometric and colorimetric parameters of the LED are calculated by Eqs. 4.14,

4.15, and 4.16.

Fig. 4.13 Illustration of SPD of a typical pc-LED
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(i) Luminous flux Φ

Φ ¼ 683

ð780
380

SPDLED λð ÞV λð Þdλ ð4:14Þ

in which Φ is the luminous flux and V(λ) is the spectral luminous efficiency

function for photopic vision that describes the visual sensitivity of the human

eye in a bright environment and is shown in Fig. 4.14.

(ii) Chromaticity coordinates (x, y) in CIE1931 color space

x ¼ X

X þ Y þ Z
, y ¼ Y

X þ Y þ Z

where X ¼
ð780
380

SPDLED λð Þ�x λð Þdλ,

Y ¼
ð780
380

SPDLED λð Þ�y λð Þ � dλ and Z ¼
ð780
380

SPDLED λð Þ�z λð Þdλ

ð4:15Þ

in which X, Y, and Z are the tristimulus values corresponding to the red, green,

and blue colors and� �x λð Þ, �y λð Þ, and �z λð Þ are the color matching functions

shown in Fig. 4.15.
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(iii) Uniform chromaticity scales (u0, v0) in CIE 1976 color space

u0 ¼ 4x

�2xþ 12yþ 3
, v0 ¼ 9y

�2xþ 12yþ 3
ð4:16Þ

(iv) Color shift du0v0

du0v0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u0 � u00
� �2 þ v0 � v00

� �2q
: ð4:17Þ

in which u0
0 and v0

0 are the initial values of u0 and v0, respectively.

To investigate the impacts of the SPD parameters on the calculated Φ, u0 and v0

values, a sensitivity study is performed by the following procedure:

1. Generate an artificial SPD with the parameters a1, λc1, w31, w21, a2, λc2, w32, and

w22 of 0.001, 450, 10, 10, 0.001, 600, 50, and 50, respectively. Based on such a

SPD, the Φ, u0 and v0 values are calculated as 14.54, 0.2349, and 0.4741.

2. Increase a single SPD parameter to some extent, whereas the others remain the

same to observe the changes on the calculated Φ, u0, and v0 values.

Figure 4.16 shows the results of the sensitivity study. For comparison purpose,

all eight SPD parameters as well as the calculated Φ, u0, and v0 values are normal-

ized by their initial values. From all subplots in Fig. 4.16, the parameters λc1 and λc2
are found the most sensitive to the calculated Φ, u0, and v0 values. This is because
they determine the peak wavelengths of the blue light and phosphor-converted light

400

0.0

0.5

1.0

1.5

x(λ)–

y (λ)–

z (λ)–

450 500 550 600

λ [nm]

T
ris

tim
ul

us
 V

al
ue

 [-
]

650 700 750 800

Fig. 4.15 Color matching functions [73]
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peaks, respectively. As shown in Fig. 4.16b, a small change of the λc parameter

yields a significant shift of the SPD, resulting in a great change on the photometric

and colorimetric parameters as well. On the contrary, the parameters a1 and w31

hardly affect theΦ and u0 calculations, since the difference on the decomposed blue

light SPDs caused by these two parameters, as shown in Fig. 4.16a, c, do not

significantly contribute the calculation of the Φ and u0 values. For the similar

reason, the parameters w31, w21, w32, and w22 also weakly affect the v0 calculation,
whereas the parameter a1 weakly affects the u0 calculation. To conclude, the

impacts of the SPD parameters on the Φ, u0, and v0 calculations are summarized
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in Table 4.6, in which “H,” “S,” and “L” indicate “highly sensitive,” “sensitive,”

and “less sensitive,” respectively.

According to the abovementioned discussions, it is possible to theoretically find

a pair of SPDs giving the sameΦ but different u0 and v0, and vice versa. Examples of

these two circumstances are illustrated by the SPDs Sim No.1 and No.2 in

Fig. 4.17a and Sim No.1 and No.3 in Fig. 4.17b, respectively. Exact values of the

SPD parameters and the calculated Φ, u0, and v0 values of the SPDs Sim No.1 to

No.3 are given in Table 4.7.

4.4.2 Degradation Prediction

For verifying the proposed method, the entire SPD of a 3000 K pc-LED under a

driving current of 180 mA was fitted by using Eq. 4.13. The goodness-of-fit was

examined by the coefficient of determination r2 calculated by Eq. 4.18

Table 4.6 Summary of the

sensitivity study results of the

SPD parameters

Φ u0 v0

a1 L L S

λc1 H H H

w31 L L L

w21 S S L

a2 S L S

λc2 H H H

w32 S S L

w22 S S L
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Fig. 4.17 Illustration of two special pairs of SPDs (a) resulting in same Φ but different u0 and v0;
(b) resulting in same u0 and v0 but different Φ
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r2 ¼ 1�
Pn
i¼1

yi � yi, pred

� 	2
Pn
i¼1

yi � yavg

� 	2 ð4:18Þ

in which yi and yi,pred are the ith value of the SPD and its fitting estimation and yavg
is the average of all values on the SPD. As shown in Fig. 4.18, a good agreement

between the experimental and fitted SPDs is obtained through a high r2, except for
the left tail less than 430 nm caused by a broad width of the decomposed phosphor-

converted peak. This fitting error has no effect on the prediction of Φ since the V(λ)
function less than 430 nm is nearly zero. However, it might give an overestimated X

and Z tristimulus values to cause a high prediction on u0 but a lower prediction on v0.
From both experimental and fitted SPDs, measurements and predictions of the

Φ, u0, and v0 values of the pc-LED were calculated and compared in Table 4.8. It can

Table 4.7 SPD parameters and the calculated Φ, u0, and v0 values of the SPDs shown in Fig. 4.17

ID a1

λc1
[nm] w31 w21 a2

λc2
[nm] w32 w22

Φ
[lm] u0 v0

Sim

No.1

0.001 450 10 10 0.001 600 50 50 14.54 0.2349 0.4741

Sim

No.2

0.0015 450 10 5 0.001 600 60 103 14.54 0.2441 0.4544

Sim

No.3

0.0015 450 5 5 0.0009 600 56.5 56.5 13.56 0.2349 0.4741
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Fig. 4.18 Experimental and fitted SPDs of a 3000 K pc-LED test at initial time

106 C. Qian et al.



be seen that a good agreement can be achieved in between the measured and

predicted values. That means the influence of the fitting error at the left tail can

be neglected in this case.

Then the test for the 3000 K pc-LED continued at a solder temperature of 105 �C
for 4600 h, in which the SPD was measured after about every 200 h. As shown in

Fig. 4.19, the SPD of the pc-white LED gradually degrades with the increase of the

operational time from 0 to 4600 h. When using Eq. 4.13 to fit all of the degraded

SPDs, the increase or decrease models of the eight parameters were supposed as an

exponential form expressed by Eq. 4.19.

y ¼ C1exp C0tð Þ ð4:19Þ

in which y is one of the SPD parameters, t is the aging time, and C0 and C1 are the

fitting parameters estimated by the Maximum Likelihood Estimation (MLE)

method. Figure 4.20 shows the extracted values of all of the SPD parameters

from the degraded SPDs and the corresponding exponential fitting curves.

After the pairs of the C0 and C1 values for each of the SPD parameters were

determined, the evolutionary process of the SPDs of the pc-LED was predicted.

Figure 4.21 displays the predicted SPDs at a few operational time points compared

Table 4.8 Measurements

and predictions of the initial

photometric and colorimetric

parameters

Measurement Prediction

Φv [lm] 55.05 55.02

u0 0.2498 0.2506

v0 0.5082 0.5078
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Fig. 4.19 Evolutionary SPDs of the test sample under degradation
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with the experimental curves. A reasonable agreement can be observed in between

the experimental and predicted SPDs, except for a bias at the left tail (less than

roughly 430 nm).

Based on the predicted evolutionary process of the SPDs, the degradation curves

of Φ, u0, and v0 of the pc-LED were predicted by using Eqs. 4.14, 4.15, and 4.16.

Comparisons in between these predicted curves and the experimental measure-

ments are shown in Fig. 4.22a–c, respectively. The predicted Φ and v0 curves match

the experimental measurements very well. Nevertheless, the predicted u0 curve
stays a little higher than the experimental measurements. This is mainly because

of the matching error at the left tail of the SPDs as mentioned in Sect. 4.2. In

addition, based on the predicted degradation curves of u0 and v0, the degradation

curve of du0v0 was further predicted and shown in Fig. 4.22d in comparison with the

experimental measurements. Finally, according to the predicted degradation curves

of Φ and du0v0, the L70 lifetime (where the lumen maintenance decays to 0.7) is

estimated as 5402 h, whereas the color maintenance lifetime (where du0v0 grows to
0.007) as 5214 h.

4.5 Conclusions

The frequently used test standards and specifications for LED packages and systems

are firstly reviewed in this chapter. In general, the luminous depreciation test

requires a minimum of 6000 h testing period, which is comparable or even longer

than the period for developing a new generation of LED lighting products. This
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Fig. 4.21 Experimental and predicted SPDs of the pc-LED aged until 500 h, 1750 h, 3200 h, and

4600 h
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necessitates an urgent study on the development of ADTs for LED packages and

systems. At the package level, a number of statistics-based approaches are

discussed for lifetime estimation of LEDs with the consideration of random vari-

ation in the experimental results of ADTs. At the product level, a temperature-

driven accelerated test method is developed to reduce the testing time within

2000 h. And this method serves as a quick and fast pass/fail luminous depreciation

qualification test for LED lamps and luminaires with an expected lifetime of

25,000 h.

The color shift is another ordinary failure modes which has gained an increasing

attention in LED lighting products. Unfortunately, the qualification standards and

specifications for LED’s color shift are very ambiguous, and none is related to the

estimation of the color maintenance lifetime of LEDs. This is because a reliable and

robust model for describing the growing trend of color shift is still missing. In this

chapter, a SPD analysis-based method is proposed to simultaneously predict the

drift curves of lumen maintenance Φ, color coordinates u0 and v0 (in CIE1976 color
space), and color shift du0v0. Then based on the predicted drift curves ofΦ and du0v0,
lifetimes of the pc-LED due to lumen depreciation and color shift can be estimated,

respectively. By directly predicting the evolutionary process of SPDs of a LED

under degradation, this method provides a new insight into the estimation of both

lumen and color maintenance lifetimes. Thus it has a great potential being used in

the development of qualification standards for the color shift of LEDs in future.
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S. Koh, D. Yang, X. Li, X. Fan, G.Q. Zhang, Rapid degradation of mid-power white-light

LEDs in saturated moisture conditions, IEEE Trans. Device Mater. Reliab. 15:478–485 (2015)
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Chapter 5

Reliability and Lifetime Assessment of Optical
Materials in LED-Based Products

M. Yazdan Mehr, Willem Dirk van Driel, and Guo Qi Zhang

Abstract Lumen depreciation is one of the major failure modes in light-emitting

diode (LED) systems. It originates from the degradation of the different compo-

nents within the system, including the chip, the driver, and the optical materials

(i.e., phosphorous layer). The kinetics of degradation in real-life applications is

relatively slow, and in most cases, it takes several years to see an obvious

deterioration of optical properties. A highly accelerated stress testing (HAST)

setup and a methodology to extrapolate the results to real applications are

therefore needed to test the reliability of LED package and lens materials.

Employing HAST concept in LED industry is inevitable due to the necessity of

assessing the reliability of new products in a short period of time. This chapter

aims at briefly explaining the degradation mechanism of optical components in

LED package and how they contribute to the lumen depreciation of the LED

package. The concept of HAST and the way the reliability of LED packages can

be assessed will also be explained.
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5.1 LED and the LED Landscape

Solid-state lighting (SSL) technology is known as a revolutionary invention in the

history of lighting industry. Light-emitting diodes (LEDs) are used as source of

illumination in solid-state lighting systems. The first practical LED, made from

GaAsP semiconductor, was invented in 1962 [1]. The blue LED (GaN semicon-

ductor) was then invented in 1993 [2]. The first commercial white LED was

introduced to the market in 1997, using blue LED [3]. Since then the LEDs have

become a credible alternative and competitor to incandescent and fluorescent

lamps. Recently due to technological improvements of the LED designs, the

high-brightness LEDs (HB LEDs) with higher output lumen flux are introduced

to the market. The multiple benefits of LEDs, including compactness, output, and

color adjustment, and the continuous increase in their performance have made them

competitive to fluorescent lamps and tubes. One of the advantages of LEDs over

conventional lighting systems is its relatively longer lifetime. A common incan-

descent lamp has an average lifetime of around 1,000 h, whereas the fluorescent

lighting technology has an average lifetime of about ten times longer than incan-

descent light, which is around 10,000 h. The present LED lighting devices have an

average lifetime of around 25,000 h with the potential of reaching up to 50,000 h

lifetime. In addition LEDs are increasingly becoming an eco-friendly technology.

Longer lifetime means less materials waste and less release of toxic materials.

Another important environmental benefit of LEDs is their comparatively lower

energy consumption. The electrical energy consumption for lighting in big cities is

about 25% of the total consumed electrical energy. It is estimated that in 2013, the

lighting industry was responsible for 17% of energy consumption in the USA.

Figure 5.1 illustrates the prediction of the lighting energy consumption in the USA

till 2030. One can see that the expected saving due to the replacement of LEDs will

be 15% in 2020 and 40% in 2030 [4].

Due to the comparatively lower energy consumption of LEDs and their longer

lifetimes, compared to traditional light sources, the total lifetime cost of LEDs will

be much lower than the traditional lighting technologies. LEDs have also higher

efficiency, compared to other light sources [5, 6]. This makes lighting systems,

based on LEDs, a great new solution for lighting applications. The internal quantum

efficiencies of green and blue LEDs are around 20–40% and 40–60%, respectively

[7]. The maximum theoretical efficiency of combining blue LED and yellow

phosphor is around 50% [8, 9]. However, the commercial white LEDs, used in

different applications, have normally lower power conversion efficiency [2].

In order to define the quality of LED lighting, three qualitative measurements are

usually applied. The first one is efficiency of light, known as efficacy, which is

usually defined by lumens/watt (lm/W). Light sources with higher efficacy have

obviously higher energy efficiency. The second measurement of the lighting quality

is the color rendering index (CRI). CRI is a quantitative measure of the ability of a

light source to reproduce the colors of various objects faithfully in comparison with

an ideal or a natural light source. The last qualitative measurement is the lifetime
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which is a reliability parameter of the light source. It represents the working time of

such light source within the lighting specification. Table 5.1 presents examples of

the optical characteristics for common light sources. One can see that the overall

properties of LED technology are better than those of other light sources.

Because of all benefits explained above, there can be a wide variety of applica-

tions for which LEDs are potentially perfect choices. This rapid progress in

adopting LED lighting is well seen in the England’s Palace in center room chan-

delier, where all 25 W tungsten lamps were removed and a low voltage system

controlling 2.8 W LED lamps were installed initiating an energy saving in excess of

80% [5]. There are many more examples obviously. LED lighting is not only

adopted for general indoor lighting applications. In fact, the largest applications

of colored and white LEDs are for automobile interior and exterior lighting,

backlighting for mobile devices and small- and middle-sized liquid crystal displays

(LCD), single and traffic lighting, and LED display. These applications now

Table 5.1 Efficacy, CRI, and lifetime of common light sources [10]

Light source Efficacy (lm/W) CRI Lifetime (hours)

Incandescent (120 V) 14.4 100 1,000

Compact fluorescent 51 80 10,000

High-pressure mercury 34 50 24,000

High-pressure sodium 108 22 24,000

LED 130–220 >80 50,000
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Fig. 5.1 Total US lighting consumption prediction (2013–2030) [4]
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account for about 90% of the LED needs. Figures 5.2 and 5.3 show some market

domains and examples of the application for SSL devices for indoor lighting,

outdoor/street lighting, and automotive lighting.

Fig. 5.2 Market domains for LED lighting [4]

Fig. 5.3 Three examples for different applications of LED-based products
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5.2 White Light LEDs

Currently there are several technologies, used to produce white light in high-power

LED systems [11–13]. These methods are mainly based on combining different

LED chips with different colors to generate high color rendering index (CRI) and

tunable colors. These methods can be listed as follows:

• A blue chip and two color phosphors such as green and red phosphors

• An ultraviolet (UV) chip and three-color phosphors in which the UV light

excites the three-color phosphors (red, green, and blue) to generate white light

with a high CRI

• A blue chip and yellow phosphor in which the yellow phosphor is excited by a

blue radiation, producing white light by mixing of nonabsorbed blue light

LEDs, made by combining the blue-emitting diode chips with phosphor, are the

most commercially available white LEDs due to their high efficiency. In this

system, the phosphor layer can be either deposited directly on the chip or incorpo-

rated into a lens disc [14–17]. The spatial phosphor distribution in white LED lamps

strongly influences the color uniformity and efficiency of the lamp. One can distin-

guish between proximate and remote phosphor distributions [14–17]. In proximate

phosphor distributions, the phosphor is located in close proximity to the semicon-

ductor chip. In remote phosphor distributions, however, the phosphor is spatially

removed from the semiconductor chip. Proximate phosphor distributions and remote

phosphor distribution are schematically shown in Fig. 5.4a–c, respectively. A gen-

eral weakness of proximate phosphor distributions is the absorption of light by the

semiconductor chip. Phosphorescence emitted toward the semiconductor chip can

be absorbed by the chip. The reflectivity of the semiconductor chip and metal

contacts is generally not very high. This negative point of proximate phosphor

distributions can be avoided by remote phosphor distributions in which the phosphor

is spatially placed apart from the semiconductor chip. In such remote phosphor

structure, it is less likely that phosphorescence is absorbed by the semiconductor chip

due to the separation between the semiconductor chip and the phosphor.

5.3 Failure Mechanisms in LEDs

The failure of LEDs can be attributed to three regions in the system; semiconduc-

tors, interconnections, and the package [18–21]. The die-related failures include

severe light output degradation, burned/broken metallization on the die, lattice

Reflector cup

Encapsulant

Phosphor

LED Chip a

d>a

(a) (b) (c)

Fig. 5.4 (a) Proximate phosphor distributions, (b) conformal proximate phosphor distributions,

and (c) remote phosphor distribution [9]
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defects, die cracking, dopant diffusion, and electromigration. The interconnect

failures of LED packages are electrical overstress-induced bond wire fracture,

metallurgical interdiffusion, and electrostatic discharge, which leads to catastrophic

failures of LEDs. Package-related failures are mostly due to the degradation of

polymeric materials and result in an optical degradation, color change, and severe

discoloration of the encapsulant/lens materials.

5.4 Aging of Optical Materials and Origins of Color Shift

There are many technical challenges for LEDs to be considered as viable lighting

sources. Among them, the light extraction efficiency and the light output degrada-

tion are key issues, which turn out to be all related to the packaging materials. LEDs

have to often operate in different temperatures and environments with high level of

humidity. Moisture, ionic contaminants, heat, radiation, and mechanical stresses

can also be highly detrimental to LEDs and may lead to device failures. Almost all

microelectronic devices are encapsulated by plastics. LEDs are also encapsulated to

prevent mechanical and thermal stress shock and humidity-induced corrosion and

oxidation [22]. Details of package-related failures and the relative solutions are

given in Table 5.2 and shown schematically in Fig. 5.5. Most important challenges

for packaging materials to be dealt with are to increase the light extraction effi-

ciency, minimize the heat generated, extract more heat out of the package, and

make the package more heat and UV resistant.

To sumup, the belowmentioned requirements are essentially needed to improve the

performance of the packaging materials and therefore enhance the lifetime of LEDs:

• High refractive index

• Excellent electrical properties

• Good chemical resistance

Table 5.2 Materials challenges and solutions for packaging high-power LEDs [22]

Challenges Problems Packaging material solutions

Light

extraction

Refractive index mismatch between LED die

and encapsulant

High refractive index

encapsulant

Efficient lens/cup design

Thermal

yellowing

Thermal degradation of encapsulants induced

by high junction temperature between LED

die and lead frame

Modified resins or silicone-

based encapsulant

Low thermal resistance

substrate

UV

yellowing

Photodegradation of encapsulants induced by

UV radiation from LED dies and outdoor

radiation

UV transparent encapsulant

Stress/

delamination

Failure of wire bond and die attach caused by

the CTE mismatch among encapsulant, LED

die and lead frame

Low CTE and modulus

encapsulants

Excellent adhesion and CTE

matching materials between the

surfaces
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• Low water absorption (high resistance to moisture)

• Good adhesion to package components

• Mechanical strength

• Good UV and thermal resistance

Some of the most important degradation reasons of optical packages, which

result in the aging of optical materials, will be explained in details here.

5.4.1 Contaminations

LEDs are susceptible to failures due to contaminations from several sources. A

particular concern is the presence of sulfur-containing compounds which can cause

darkening of the silver mirror that is frequently used beneath LEDs to increase

package optical efficiency. Contamination and impurities can also accelerate the

oxidation reaction of the polymer and therefore accelerate the kinetics of degradation.

5.4.2 Interface Delamination

Figure 5.6 shows the effects of the delamination of a phosphor coating applied

directly to the LED in a high-power package. For case A, the phosphor has peeled

Fig. 5.5 Schematics of some common failure reasons in LED systems [11]

5 Reliability and Lifetime Assessment of Optical Materials in LED-Based Products 121



up from the edges of the LED, allowing more blue light to escape and causing an

overall shift toward blue. It may also cause spatial nonuniformity. Such an LED

will emit more blue light to the sides and more yellow light on the optical axis. For

case B, the phosphor has lifted from the LED in the non-edge portion of the device.

In this case, the average path length for a blue photon through the phosphor

increases. With longer path length, the chance of capture in the phosphor increases

and more blue light is absorbed in the phosphor and converted to lower wave-

lengths, shifting the color toward yellow. Lamps using remote phosphor are less

susceptible to many of the effects described above, because delamination is not a

concern and because the remote phosphor is generally at a lower temperature than

phosphors embedded in an LED package.

Mid-power LED packages can also show signs of delamination. Mid-power

packages frequently use combinations of metals, silicones, and epoxies that have

coefficients of thermal expansion. The adherence of these materials strongly

depends on the process and on environmental stresses, including humidity and

temperature. If any interface delaminates, the scattering internal to the package

will change, and color shift is likely.

5.4.3 Discoloration

LEDs are encapsulated to prevent mechanical and thermal stress shock and

humidity-induced corrosion [24–27]. Encapsulants, used in an LED packages,

include plastics, epoxies, or silicones. These materials can discolor over time.

Fig. 5.6 Curling (a) and delamination (b) of phosphor-coated LED package [23]
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One example is shown in Fig. 5.7 in which the aged sample (in yellow) is compared

with the as-received sample (in white) [24]. This is from a bisphenol-A polycar-

bonate (BPA-PC) plate of 3 mm thickness, used as a substrate in remote phosphor

configuration. This yellowing will certainly shift color and deteriorates optical

output of the system. Among different polymers that are commonly used as

encapsulants and lenses, the details of three important ones are explained below.

Epoxy Resin. The majority of encapsulant/lens materials used today belongs to

the thermosetting polymers, based on epoxy resins. Epoxy resins have been widely

used as encapsulant materials in LED packages because of their combination of low

cost, ease of processing, and excellent thermal, electrical, mechanical, and moisture

barrier properties [28, 29]. Epoxies are also widely used as die-attach adhesives,

laminates for printed wiring boards, and underfill adhesives for flip-chip and

transfer-molding compounds for plastic-encapsulated microcircuits (PEMs).

Epoxy resins are based on the epoxy group, a strained three-membered carbon-

oxygen ring structure, as shown in Fig. 5.8a. Epoxy resins, however, have two

disadvantages as LED encapsulants. One disadvantage is that cured epoxy resins

are usually hard and brittle owing to their rigid cross-linked networks. The other

one is that epoxy resins degrade under exposure to radiation and high temperatures,

resulting in chain scission and discoloration, due to the formation of thermo-

oxidative cross-links. Among different degradation mechanisms in epoxy in optical

systems, discoloration and yellowing are the most common failure mechanisms,

resulting in a reduction in the transparency of the encapsulants/lens and a decrease

in the LED light output [29].

Silicone. Is a material with enhanced optical, toughness, and thermal stability

properties that can be used to replace epoxy. Silicone is a unique type of polymer

in the sense that its structure is semi-organic. Because of its combination of organic

groups (methyl, vinyl, etc.) with an inorganic backbone (Si–O), silicone exhibits

unique properties such as higher purity, stronger stress absorbing, better high and

Fig. 5.7 BPA-PC plate

after discoloration [24]
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low temperature stability, and more excellent biocompatibility than other polymers.

Also, silicone maintains its excellent electrical properties at high temperatures and

under humid environments [30]. The general formulation of silicone is shown in

Fig. 5.8b. However, the disadvantages of silicone are its lower glass transition

temperature (Tg), larger coefficient of thermal expansion (CTE), and poorer adhe-

sion to the housing. One possible way to improve the thermal and mechanical

properties of silicone is to use a siloxane-modified LED transparent encapsulant.

The siloxane compounds improve the bond energy of the polymer chains to

mitigate chain scission by increasing the cross-link density [31].

Polycarbonate. Is a thermoplastic and is the third most widely used material for

LED encapsulants. It has high impact strength, high heat resistance, and high

modulus of elasticity. It has been used in various applications, and its application

in different domains has increased tremendously in recent years [31–33]. The

general formulation of BPA-PC is given in Fig. 5.8c. Similar to epoxy resins and

silicones, polycarbonate is prone to yellowing and discoloration under exposure to

radiation at elevated temperatures. This results in a decreased light output due to

decreased encapsulant/lens transparency. Polycarbonate degrades by an oxidation

process that is strongly dependent on the exact composition of the polycarbonate,

the presence of additives, and the loading (i.e., temperature and light). More

information can be found in Refs. [35–43].

5.5 Yellowing of Encapsulant/Lens

In previous section the yellowing of polymeric materials and their sensitivity to

yellowing were briefly explained. In this section the chemical reasons for the

yellowing will be explained in more details. The main reasons of discoloration and

yellowing are believed to be continued exposure to wavelength emission (blue/UV

radiation), excessive temperature, and the presence of phosphor. Photodegradation of

polymer materials usually takes place as a result of increasing the molecular mobility

of the polymer as well as the introduction of chromophores as an additive into the

molecule, both of which have absorption maxima in a region where the matrix

polymer has no absorption band [41]. Photodegradation also depends on exposure

time and the amount of radiation. The chemistry of degradation processes in

Fig. 5.8 The chemical structure of different polymers that are commonly used as encapsulants

and lenses
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polycarbonates has been studied extensively over the past few decades [41–43]. In

BPA-PC the reasons, underlying the photodegradation, have been attributed to two

different mechanisms: photo-Fries rearrangement and photooxidation. Rivaton et al.

[41] reported that the photo-Fries rearrangement reaction is more likely to occur at

wavelengths shorter than 300 nm, whereas photooxidation reactions are more impor-

tant when light of longer wavelengths (>340 nm) is used. On the other hand, Diepens

et al. [44] argued that the photo-Fries rearrangement products are also formed, when

samples are exposed to wavelength longer than 300 nm. Formation of both photo-

Fries and oxidation products results in the yellowing and decrease in the transmission

of BPA-PC plates [41–44]. In photo-Fries rearrangement reactions, carbonyl groups

are rearranged to products of phenyl salicylate (L1), dihydroxybenzophenone (L2),

and L3 which are shown in Fig. 5.9. L3 units are formed when CO–O band scission

leads to decarbonylate or decarboxylate before further radical recombination or

hydrogen abstraction. Rivaton et al. [41] postulated that at wavelengths longer than

340 nm, where the photooxidation reaction is dominant, side-chain oxidation, ring

oxidation, and ring attack reactions are likely to take place. The side-chain oxidation

in BPA-PC, however, is reported to be more probable [41–44]. To start the oxidation

process, initiating of free radicals is required [42]. Lemaire et al. [43] and Factor et al.

[45] demonstrated that photo-Fries products can be oxidized easily and act as a source

of intrinsic photooxidation. Diepens et al. [44], however, showed that the increase in
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Fig. 5.9 Photo-Fries rearrangement products (a) L1, (b) L2, and (c) L3 [43]
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photo-Fries rearrangement rate does not increase the oxidation rate, meaning that the

photo-Fries reaction does not initiate the oxidation of polycarbonates.

Thermal degradation mechanisms and its effects on the optical and chemical

properties of pure BPA-PC plates at 100, 120, and 140 �C are extensively studied by

the author. Thermal aging of BPA-PC lens could significantly deteriorate the

optical properties of LEDs. Rearrangement and oxidation in polycarbonate could

result in discoloration and yellowing of BPA-PC encapsulant materials

[35–38]. Discoloration due to the formation of oxidation products and

rearrangement products or a combination of them could result in a decrease in the

transmission of BPA-PC plates. Depending on the temperature, the degradation

mechanism could be altered. It is believed that the higher the temperature, the more

important the influence of rearrangement products on yellowing is [35]. Davis et al.

[46] reported that the Fries rearrangement reaction is more likely to occur at high

temperatures and under vacuum conditions. Rearrangement reaction in BPA-PC

results in phenyl salicylate, diphenyl carbonate, phenol, and some other similar

products [35]. Thermal oxidation products are more commonly reported as the main

mechanism of yellowing of BPA-PC at low temperatures in the presence of oxygen

[35–37]. Rivaton et al. [41] postulated that side-chain and ring oxidations are likely to

take place during thermal degradation. Factor [45] showed that the main reason for

discoloration and yellowing of thermally aged BPA-PC is the formation and subse-

quent oxidation of phenolic end groups, as is schematically shown in Fig. 5.10.
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The temperature, leading to degradation, is a combination of junction tempera-

ture, ambient temperature, and LED self-heating [16]. Narendran et al. [16]

reported that the degradation was affected by junction heat and the amount of

short-wavelength emissions. It was shown that the thermal effect has greater

influence on the yellowing than the short-wavelength radiation. Besides, it is

revealed that a portion of the light circulated between the phosphor layer and the

reflector cup would also contribute to the increasing of the temperature, causing

yellowing [16]. Barton and Osinski [47] showed that a temperature of around

150 �C was sufficient to change the transparency of the epoxy and decreasing the

light output of LEDs. Localized heating, produced by phosphor particles during

light conversion, has also an effect on the encapsulant/lens discoloration [43]. It

was shown that although phosphor is a necessary component to produce white light,

the presence of phosphor causes a decrease in reliability. Phosphor thermal

quenching decreases light output with the increase of the non-radiative transition

probability due to thermally driven phosphorescence decay. Phosphor thermal

quenching means that the efficiency of the phosphor is degraded when temperature

rises. It is generally required that phosphors for white LEDs have low thermal

quenching by a small Stokes shift to avoid changes in the chromaticity and

brightness of white LEDs [34].

5.6 Terms and Definitions of Color Shifting

“Color maintenance” is analogous to lumen maintenance and is defined as the

change in chromaticity of a light source with respect to the chromaticity at the

beginning of the lamp’s life. It is typically measured as Δxy or as Δu
0
v
0
in the

Commission Internationale de l’Eclairage (CIE) color coordinate systems. The

chromaticity coordinates of a source provide a numerical representation of the

color of the light. The three most common chromaticity diagrams, with their

coordinates, are the CIE 1931 (x, y), the CIE 1960 (u, v), and the CIE 1976 (u
0
, v

0

). The (x, y) coordinates are the most frequently reported. Figure 5.11 shows the CIE

1931 (x, y). Every color is represented by unique (x, y) coordinates. The CIE system

is the most common method of characterizing the composition of any color in terms

of three primaries [48, 49]. Artificial colors, indicated by X, Y, and Z coordinates,

also called tristimulus values, can be added (X+ Y+ Z¼ 1), to produce real spectral

colors. The chromaticity coordinates, x, y, and z [48], are the ratios of the X, Y, and
Z coordinates of the light to the sum of the three tristimulus values. It is necessary

only to consider the quantity of two of the reference stimuli in order to define a

color, since the three quantities (x, y, z) are always made to sum to 1. Thus, the (x, y)
coordinates are commonly used to represent a color [48, 49].

The (u
0
, v

0
) coordinates are related to the (x, y) coordinates by the following

equations:
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U0 ¼ 4x

�2x� 12y� 3
ð5:1aÞ

V0 ¼ 9y

�2x� 12y� 3
ð5:1bÞ

Based on Eq. 5.1a and 5.1b, the coordinates Δu
0
v
0
, which define the color shift at

any two positions (0 and 1), can be calculated using the following formula:

Δu0v0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u

0
1 � u

0
0

� �þ v
0
1 � v

0
0

� �q
ð5:2Þ

Energy Star specifies that color maintenance must not exceed Δu
0
v
0 ¼ 0.007 on

the CIE (u
0
, v

0
) diagram, after 6,000 h of operation.

Fig. 5.11 The CIE 1931 x, y chromaticity space, also showing the lines of constant correlated

color temperature
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“Color consistency” is the variation in chromaticity at the start of a lamp’s life
among a population of products. For example, a product may be made from LEDs

that are binned to fall within three MacAdam steps of a target chromaticity. These

LEDs have a color consistency of three steps. Color consistency can also be defined

in terms of (x, y) or (u
0
, v

0
). The color consistency of lamps built from these LEDs

may be worse than three steps because of temperature variations, current variations,

or other factors.

The spectral power distribution (SPD) and the yellowing index (YI) of the aged
plates, measured by integrated sphere, are always good measures of the yellowing

extent in samples. The integrated sphere, shown in Fig. 5.12, is an optical device

consisting of a hollow spherical cavity with its interior covered with a diffuse white

reflective coating, with small holes for entrance and exit ports. It is typically used

with some light source and a detector for optical power measurement. The

yellowing index (YI) is calculated according to ASTM D1925 [50] with the

following equation:

YI ¼ 100 1:28X CIE� 1:6Z CIEð Þ
Y CIE

ð5:3Þ

where X and Y are the tristimulus values in (CIE) standard.

Figure 5.13 depicts the color shift (Δu
0
v
0
) of the BPA-PC specimens at different

loading conditions as well as the yellowing index (YI) of BPA-PC plates as a

function of exposure time under thermal and thermal plus blue light stress, as

example. Obviously there is no major color shift during the incubation stage,

whereas the color shift during the degradation stage is linearly proportional to the

Fig. 5.12 Integrated sphere (IS), widely used to measure yellowing index
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testing duration. Also Fig. 5.13b shows the temperature itself could cause the

yellowing. However, one can see that the blue light has a significant contribution

to the yellowing. The presented results in Fig. 5.13 are from the aging test, done on

industrially pure BPA-PC, which is used as a lens and as a substrate for phosphor in

remote phosphor LEDs. Details of the test are already published [37]. In commer-

cial samples, the main reason for yellowing is thermal aging. For this reason,

thermal aging can be used to accelerate degradation mechanisms in order to study

color shift. It is already reported that by increasing the temperature, the kinetics of

discoloration becomes faster [37–39].
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Fig. 5.13 Examples of (a) color shift of BPA-PC plate, aged at different temperatures, and (b)
variation in YI of BPA-PC plates exposed to different stresses [37]
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Any of the degradation processes above is influenced by temperature and other

stresses. Color shift will be accelerated by higher current or higher temperature. For

example, Fig. 5.14 [24] shows a dramatic increase in the rate of color shift as the LED

junction temperature is increased. In this particular case, the color shift begins only

after about 15,000 h, so lamps, produced from these LEDs, would only begin to show

strong color shift after being installed for about 2 years, if operated 24 h per day.

5.7 Reliability Performance of LEDs

Reliability is the probability that a system will perform its intended function under

stated conditions for a specified period of time without failures [51]. By this

definition, reliability is a measure as a function of time and, thus, a quantity. The

LED domain, despite exciting innovations, motivated by technological develop-

ments, has still challenges regarding lack of information regarding the failure

mechanisms and reliability. The relative low reliability information is an obstacle

to the acceptance of LEDs in traditional applications. Consumers of LEDs expect

that the industry guarantees the lifetime of LEDs in the usage conditions. LED

lifetime is measured by lumen maintenance, which is how the intensity of emitted

light tends to weaken over time. Other parameters such as chromaticity coordinate

values (x and y) and correlated color temperature (CCT) are also important. The

Alliance for Solid-State Illumination Systems and Technologies (ASSIST) defines

LED lifetime based on the time to 50% or 70% of light output degradation at room

temperature [25]. In order to increase the quality of LEDs, it is important to know

the main reason of lumen depreciation in a reasonable experimental time periods.

Fig. 5.14 Color shift in a high-power LED package [24]
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LED manufacturers usually perform tests in the product development cycle during

the design and development phases to predict the lifetime of LED. The term

reliability prediction is historically used to denote the process of applying mathe-

matical models and data for the purpose of estimating field reliability of a system

before empirical data are available [52]. These predictions are used to evaluate

design feasibility, compare design alternatives, identify potential failure areas,

trade off system design factors, and track reliability improvement. In order to

predict LED lifetime, it is needed to carry out accelerated life tests at high

temperatures and monitor the light output during the test. Modeling of acceleration

factors (AF) is generally used to predict the long-term lifetime of LED packages at

specific usage conditions [18]. Typical qualification tests of LEDs are categorized

into operating life tests and environmental tests by using industrial standards such

as JEDEC or JEITA and LM-803 [53–55].

5.8 Highly Accelerated Stress Test (HAST) Setup

A highly accelerated stress testing (HAST) setup was developed in our previous

works to study the effects of both blue light intensity and the thermal stress on the

lifetime and the kinetics of aging of phosphor plates used in SSL luminaires. This

work is a significant step forward and an improvement of our previously applied

accelerated test methodology [36], where the only applied stress factor was thermal

stress. Application of both thermal stress and light intensity in HAST setup makes

the kinetics of degradation much faster. Figure 5.15 shows an overview picture of

the HAST system including all components. The core of the HAST consists of a

blue light source with wavelength of 450 nm and a working surface. Blue light

sources were Philips modules, with each module containing 18 high-power LED

packages. Samples were placed on the working surface and were directly aged

under blue light radiation. The working surface in this setup is a hot plate, and

absorptive filters are placed between the samples and the hot plate in order to

prevent the reflection of light by the surface of the hot plate. The hot plate should

constantly be calibrated by an IR camera. The temperature on the surface of the hot

plate should also be perfectly homogenous, with the difference not being more than

5 �C all over the plate. The blue light source is composed of a mechanical assembly

that holds the light source at a desired distance from the hot plate. In order to change

the light intensity, the distance between the samples and the blue light source can be

changed. The homogeneity of the light source across the samples can be checked by

photometer at different distances and times. In one set of experiments, three

temperatures of 80, 100, and 120 �C are used and samples are aged up to 3,000 h.

The samples were remote phosphor plates of 3 mm thick with correlated color

temperature (CCT) of 4,000 K and color rending index (CRI) of 80. The lumines-

cent powder mix for this sample was made of YAG powder with 3.3% Ce content

and 1.5% nitride red phosphor, doped with CaSN-Eu. The blue light in this study

was radiated on the sample with different light intensities of 825, 3,300, and
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13,200 W/m2. The change in the spectral power distribution (SPD) was used as a

measure to monitor the optical degradation of remote phosphors.

Optical properties of photoaged plates, i.e., luminous flux depreciation and CCT

of plates, were studied at room temperature, using an integrated sphere. In addition,

color shifting in the aged specimens was also monitored. More details about the

experiment and the results can be found in our previously published works [37].

5.9 Reliability Models

TM-21 is a Technical Memorandum being developed by an Illuminating Engineer-

ing Society (IES) technical committee. TM-21 does project the lumen maintenance

of an LED source (package/array/module), which can then be used to project the

Fig. 5.15 Highly accelerated stress testing (HAST) setup, with (a) frontal view in off state (top
left); (b) samples on the absorptive filter (top right); (c) the blue LED light source (bottom left);
and (d) frontal view in off state (bottom right)
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expected lumen output of the source as part of a system [55]. Table 5.3 shows the

proposed reliability model in TM-21 for different applications.

The simplest form of ratability model, which can be applied in many cases for

the lifetime assessment of remote phosphor plates, is based on an exponential

luminous decay equation, where the Φ can be calculated as [55]:

∅ tð Þ ¼ β exp �αtð Þ ð5:4Þ

with ϕ(t) being the lumen output, α is degradation reaction rate or depreciation rate

parameter, t the aging time, and β a pre-factor. When lumen output, Φ, is equal to
70%, t is time to failure [12]. In the HAST experiments, where the light intensity is

also used as an extra acceleration factor, the Eyring relationship, given below, is a

more appropriate equation [55]:

R ¼ γ0 Ið Þn exp �Ea

KT

� �
ð5:5Þ

where R is the reaction rate, γ0 is the pre-exponential factor, I is the intensity of blue
light, n is the constant factor, Ea is the activation energy (eV) of the degradation

reaction, K is the Boltzmann gas constant (eV/K), and T is the absolute temperature

(K). In one of our studies, the aging temperatures of the hot plate were adjusted at

80, 100, and 120 �C. However, by radiation of light, the temperature of phosphor

plates increased up to 2, 10, and 20 �C for 825, 3,300, and 13,200 W/m2 intensities,

respectively. The increase of the temperature by radiation of light was measured by

a thermometer with an accuracy of �0.5 �C. This temperature increase should then

be always taken into consideration in calculations.

Thermal stress tests have also some significant effects on the CCT. The variation

of CCT during aging at high temperature stress test for remote phosphor plates is

shown in Table 5.4. It is obvious that by increasing the thermal aging time, the CCT

decreases.

Table 5.3 Lumen maintenance life projections in standard TM-21 [55]

Model Decay rate Closed form solution Comment

1 dIv
dt
¼ k1 Iv ¼ I0v þ t� t0ð Þ

2 dIv
dt
¼ k2Iv Iv ¼ I0vexp k2 t� t0ð Þ½ �

3 dIv
dt
¼ k1Iv þ k2Iv Iv I0v þ k1

k2

� �
exp k2 t� t0ð Þ½ � � k1

k2
Model 1 + Model 2

4 dIv
dt
¼ k3

t
Iv ¼ I0v þ k3 ln

t
t0

� �
5 dIv

dt
¼ k1 þ k3

t
Iv ¼ I0v þ k1 t� t0ð Þ þ k3 ln

t
t0

� �
Model 1 + Model 4

6 dIv
dt
¼ k4I

2
v Iv ¼ I0v

1þI0v k4 t�t0ð Þ
7 dIv

dt
¼ k5

Iv
t Iv ¼ I0v t=t0ð Þk5

8 dIv
dt
¼ k2Iv þ k5

Iv
t Iv ¼ I0vexp k2 t� t0ð Þ½ � t=t0ð Þk5 Model 2 + Model 7

9
Iv ¼ I0vexp � t�t0ð Þ

k6

	 
k7
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5.9.1 Effect of Light Intensity on the Acceleration
of Aging Test

Using generalized Eyring equation [37], the acceleration factor of the tests at

different stresses can be calculated. Acceleration factor is a measure of how

much faster the test is performed at a certain testing condition, compared to normal

behavior at real working conditions. Obviously the higher the acceleration factor,

the faster and the more efficient (in terms of needed time for the experiment) the

experiments. This factor is defined by the following equation:

Af ¼ I

I0

� �n

exp
Ea

K

1

Treference

� 1

Ttest

� �� �
ð5:6Þ

where TReference is reference temperature, which is assumed to be 80 �C which is

closer to reality, Ttest is the testing temperature, I is the intensity of blue light which
is 13,200 and 3,300W/m2, and I0 is the reference light intensity which is considered

to be 850 W/m2. The acceleration factors of remote phosphor at aging temperature

of 80–120 �C with radiation of light with intensities 825, 3,300, and 13,300 W/m2

are given in Fig. 5.16.

The radiation of light accelerates the kinetics of the aging of remote phosphor.

The increase in the acceleration factor by the radiation of light indicates the effect

of light intensity (see Eq. 5.5). Using Eq. 5.5, the power factor, n, is found to be

equal to 0.2. The acceleration factors of remote phosphor at aging temperature of

Table 5.4 CCT for remote

phosphor plates at a

temperature of 80–120 �C
after 3,000 h aging

Light intensity (W/m2) 825 3,300 13,200

80 4,410 4,370 4,300

100 4,120 4,000 3,900

120 4,050 3,900 3,720
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Fig. 5.16 Acceleration

factor of photothermal-aged

at 120 �C
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120 �C with radiations of 825, 3,300, and 13,300 W/m2 light and dark experiment

are 1.01, 1.2, and 1.9 for blue light radiations of 825, 3,300, and 13,200 W/m2,

respectively. The increase in acceleration factor by radiation of light indicates the

effect of light intensity (see Eq. 5.5).

5.9.2 Effect of Light Intensity on the Time to Failure
of Remote Phosphor

The temperature of phosphor during service can increase up to 100 �C [24]. How-

ever, it is more logical to use 80 �C as reference temperature, which is more an

average value over the whole year. The kinetics of lumen depreciation to 30% of its

initial value can be calculated using Eq. 5.1a and 5.1b, equating ϕ to 0.7, knowing

that a can be obtained from Eq. 5.2. Figure 5.13 illustrates the time to failure (70%

lumen decay) of remote phosphors, calculated at different temperatures for the

photothermal aging, where the aging temperature was 120 �C. Data for the refer-

ence sample (thermally aged at 120 �C without light radiation) is added for the sake

of comparison [36]. It is shown that the lifetime, defined as 30% lumen depreciation

at 40 �C, is around 35 khrs, for the lowest energy power, which has almost the same

lifetime as thermally aged phosphor. The lifetime of the phosphors with higher

power energy is 25 khrs (Fig. 5.17).

5.10 Concluding Remarks

This chapter reviews the research done on the failure mechanisms and reliability of

optical materials in LED systems. Different types of failures at the package level

are discussed and introduced. Different operational and environmental stresses,
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including junction temperature, contaminations, humidity, operation temperature,

and UV light, might cause lumen decay and failure of LEDs. Among different

failure modes, thermal degradation is the most severe one. If thermal management

is insufficient in the remote phosphor, overheating and damage in the remote

phosphor and its substrate can occur. For instance, the adhesives that bind the

LED to the submount may degrade due to thermal weakening. Thermal loads result

in thermal fatigue of solders in LED package as well. More importantly, thermal

aging results in faster kinetics of yellowing and discoloration. With that said,

thermal stress is frequently used for accelerated testing of LEDs. In this chapter a

new acceleration test method for LED remote phosphors is introduced in which the

effect of light intensity (in addition the temperature) on the kinetics of aging can be

monitored. The results illustrated that there is a direct relation between the light

intensity and the loss in conversion efficiency of remote phosphor. In fact, by

increasing the light intensity, the conversion efficiency of remote phosphor

decreases. Among different proposed lumen maintenance models, proposed in

TM-21, the generalized Eyring equation is the right choice for the HAST setup. It

is shown that the lifetime, defined as 30% lumen depreciation at 40 �C, is approx-
imately 35 khrs, for the lowest energy power, which has almost the same lifetime as

thermally aged phosphor. The lifetime of the phosphors with higher power energy is

predicted to be 25 khrs. Although great effort was put into predicting lumen

maintenance, resulting in the LM-80 and TM-21 standards, little has been done to

address color maintenance. Few (or no) LED package manufacturers provide

warranties on color maintenance. It is an absolute necessity to have a widely

accepted method of predicting color maintenance and reliability of LED packages.
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Chapter 6

The Influence of Phosphor and Binder
Chemistry on the Aging Characteristics
of Remote Phosphor Products

J.L. Davis, R. Yaga, M. Lamvik, K. Mills, and B. Fletcher

Abstract The influence of phosphor and binder layer chemistries on the lumen

maintenance and color stability of remote phosphor disks was examined using wet

high-temperature operational lifetime testing (WHTOL). As part of the experimen-

tal matrix, two different correlated color temperature (CCT) values, 2,700 K and

5,000 K, were studied and each had a different binder chemistry. The 2,700 K

samples used a urethane binder, whereas the 5,000 K samples used an acrylic

binder. Experimental conditions were chosen to enable study of the binder and

phosphor chemistries and to minimize photooxidation of the polycarbonate sub-

strate. Under the more severe WHTOL conditions of 85 �C and 85% relative

humidity (RH), absorption in the binder layer significantly reduced luminous flux

and produced a blue color shift. The milder WHTOL conditions of 75 �C and 75%

RH resulted in chemical changes in the binder layer that may alter its index of

refraction. As a result, lumen maintenance remained high, but a slight yellow shift

was found. The aging of remote phosphor products provides insights into the impact

of materials on the performance of phosphors in an LED lighting system.

6.1 Introduction

Solid-state lighting (SSL) technologies are energy-efficient illumination sources

that are found in lamps and luminaires. In building light engines for SSL devices,

manufacturers typical use one of two approaches [1]. In proximate phosphor light-

emitting diodes (LEDs), white light is generated by placing phosphors in close

proximity to the LED. This structure has the advantage of being compact, but can

also produce extreme temperatures in the phosphor layer, which can impact per-

formance [2]. In the alternative remote phosphor configuration, the phosphor layer

is remotely located from the LED to minimize direct heat transfer from the LED to
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the light conversion layer. In some cases, this approach has been shown to produce

lower temperature rises in the phosphor layer, even at high flux levels [3].

Accelerated life testing (ALT) using high temperature alone or temperature and

humidity environments can be used to investigate the aging characteristics of SSL

devices. Previous studies have shown that accelerating environments such as 85 �C
and 85% relative humidity (RH) can produce color shifts in proximate phosphor

LEDs that increase the correlated color temperature (CCT) of the devices [4–

6]. The extent of these color shifts appears to be related to the color of the LEDs

with higher CCT values being more stable and exhibiting less propensity for large

color shifts than LEDs with lower CCT values (i.e., warmer colors). This observa-

tion may be due to the higher intrinsic stability of cerium-doped yttrium aluminum

garnet (Ce:YAG) phosphors used for cool white lighting compared to nitride

phosphors used in warm white lighting [7].

Previous studies of accelerated aging of remote phosphors have typically con-

centrated on cooler CCT materials with higher Ce:YAG content. Dal Lago et al.

examined the performance of 4,000 K remote phosphor plates in accelerated stress

testing carried out at temperature levels between 85 and 145 �C [8]. This study,

which also included irradiation of the samples with blue light power levels ranging

from 40 to 350 mW/cm2, found a degradation mechanism that significantly reduced

luminous flux and produced a color shift. The primary degradation mechanism

identified in this study was photooxidation of the polycarbonate substrates used for

the remote phosphor disks. Mehr et al. also investigated the optical degradation of

remote phosphor plates formed on polycarbonate substrates [9, 10]. This work

examined samples with CCT values of 4,000 K and 5,000 K and observed degra-

dation in luminous flux and color point stability when the polycarbonate samples

were exposed to temperatures between 100 and 140 �C for prolonged periods.

Higher temperatures produced faster degradation kinetics and consequently faster

lumen depreciation and color shift.

We report herein results on accelerated aging of remote phosphor disks (RPDs)

in temperature and humidity environments. This study was conducted at multiple

CCT values to provide insights into the potential effects of different chemistries on

lumen maintenance and color stability. In particular, this study examines both warm

white (2,700 K) and cool white (5,000 K) remote phosphor samples to understand

the impact of different phosphor and binder materials on lumen maintenance and

color point stability. While this investigation focuses on remote phosphor config-

urations, the findings on phosphor stability in accelerated life tests may have

implications for proximate phosphor LEDs as well.

6.2 Methods

The remote phosphor disk (RPD) samples used in this study were 61.5 mm poly-

carbonate disks (Intematix) coated on one side with a layer of dispersed phosphors

in a binder medium. The samples were purchased from a commercial source around
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and in 2012. Two different CCT values, 2,700 K and 5,000 K, were used in this

study. Fourier transform infrared (FTIR) spectroscopy identified the composition of

the binder layer in the 2,700 K samples to be a polyurethane (61%match), while the

binder layer of the 5,000 K RPD samples was a poly(methyl methacrylate)

(PMMA) (83% match). X-ray diffraction was used to identify the phosphor com-

position in samples for both CCT values. The 5,000 K samples were found to

contain a YAG phosphor, and the 2,700 K formulation used a mixture of YAG and

silicon nitride phosphors. Thus, these samples provide the opportunity to investi-

gate the impact of both binder and phosphor chemistry on remote phosphor

performance. Table 6.1 gives the physical characteristics of the RPD samples as

well as the average initial CCT measurement when used in a light engine. In

addition to the RPD samples, blank polycarbonate disks were made from stock

materials. The disks were cut to 61.5 mm and were used as controls in all

experimental runs.

6.2.1 Wet High-Temperature Operational Lifetime
(WHTOL) Test

Wet high-temperature operational lifetime (WHTOL) tests were used to accelerate

aging of the RPD samples. One version of this test consisted of a continuous

exposure to 85 �C and 85% RH (hereafter termed 85/85) following procedures

outlined in JESD22-A101C. In addition, WHTOL tests were also performed on a

second population of samples under conditions of 75 �C and 75% RH (hereafter

75/75).

WHTOL testing was conducted on the RPD samples in two different environ-

mental chambers (Tenney T20RC-2.0 for 85/85 and Tenney TC10RS for 75/75).

The RPD samples were exposed to WHTOL concurrent with luminaire testing. So,

the RPD samples were placed on the top shelf in each chamber to avoid direct

illumination from the luminaires. Since the rate of polycarbonate photooxidation is

dependent upon the intensity of blue radiation exposure [11], this configuration

minimized photooxidation of the polycarbonate substrates and allowed for this

study to focus on the effects of temperature and humidity.

Table 6.1 Physical characteristics of the remote phosphor samples used in this study

Intematix disks in WHTOL

Intematix color

series

Part

number CRI

Average initial CCT

measurement

Diameter

(mm)

Thickness

(mm)

2,700 K CL-927-

LR-PC

90 2,687 61.5 2.12

5,000 K CL-750-

LR-PC

70 4,935 61.5 2.12
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6.2.2 Testing the RPD Samples

After each 250 h of WHTOL exposure, the RPD sample populations, consisting of

ten samples each of 2,700 K and 5,000 K CCT values, were removed from the

environmental chamber and their performance measured in a light engine using a

calibrated 6500 integrating sphere. The photometric properties of the RPD samples

were measured by placing each sample in a light engine (Intematix) that contained

six blue LEDs (emission wavelength maximum 450 nm). The light engine was not

subjected to aging, but was maintained in pristine condition throughout. All sam-

ples were tested using the same light engine.

All integrating sphere measurements of the remote phosphor samples were

performed using the 2π configuration with the light engine and RPD samples

mounted on the exterior of the sphere with an adapter plate. Corrections to sphere

readings were made for zero level and self-absorbance, as outlined in LM-79, and

sphere calibrations were performed using a National Institute of Standards and

Technology (NIST)-traceable forward flux standard from Labsphere (Model Num-

ber FFS-100-1000).

In all experiments, the light from the blue LEDs first traveled through the

phosphor layer of the RPD samples, then through the polycarbonate substrate,

and then into the sphere. The LEDs in the light engine were powered by a BK

Precision 1,760 A lab power supply at a current-limiting setting of 200 milliamps.

In addition to photometric properties, the optical properties of the samples were

measured after each 250 h WHTOL exposure. Total transmittance (%T) measure-

ments were performed using a Cary 5000 UV-Visible-NIR (UV-Vis) spectrometer

in conjunction with the Cary Diffuse Reflectance Accessory (DRA). The DRA

contains an integrating sphere that is coated with a highly reflective diffuse reflec-

tor. All disk transmittance measurements were made with a double-beam optical

bench and sample blank, and background corrections were applied. In performing

%T measurements, the disks were placed on the exterior of the integrating sphere of

the DRA in between the light source and integrating sphere. This configuration

closely mimics the intended operation of the RPD samples in a light engine.

Fourier transform infrared (FTIR) spectroscopy was used to identify some of the

RPD constituent materials and to follow their changes during WHTOL tests. FTIR

spectra were acquired using the attenuated total reflection (ATR) technique by

placing a sample on an ATR plate. The FTIR spectra were acquired using a Thermo

Fisher Nicolet 6700 FTIR spectrometer in conjunction with a Thermo Fisher

Nicolet “Smart Orbit” diamond ATR accessory. Identifications of materials were

based on the spectral libraries installed in this FTIR system.

6.3 Results

Populations of cool white (5,000 K CCT) and warm white (2,700 K CCT) RPDs,

each with ten samples, were subjected to both 85/85 and 75/75 WHTOL in

increments of 250 h continuous exposure. Thus, a total sample set of 40 RPDs
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was studied. The study was terminated after 1,500 h for the 75/75 populations and

after 2,000 h for the 85/85 populations. As shown in Fig. 6.1, the samples subjected

to either WHTOL setting were darker than the original (i.e., unexposed) samples.

This darkening of the RPD samples can be attributed to changes in the binder layer

and is discussed below.

6.3.1 Cool White Remote Phosphor Samples

Despite the discoloration of the 5,000 K, cool white, RPD samples, the lumen

maintenance of both the 75/75 and 85/85 populations remained high (Fig. 6.2). The

lumen maintenance after 1,500 h of 75/75 was better, with only a 1–2% decrease in

luminous flux. The 5,000 K RPD sample population subjected to the 85/85 test

environment exhibited a sharper decline in lumen maintenance, but still maintained

luminous flux levels well above 70% (i.e., L70) in the test light engine, even after

2,000 h of 85/85. In general, the lumen maintenance standard deviation observed

for the sample population in 75/75 was small (coefficient of variation (COV) was

less than 1%), and the standard deviation was somewhat larger for the 85/85 sample

population (COV ranged from 0.8% to 2.4%).

Fig. 6.1 Picture of representative RPD samples from this study. The 2,700 K RPD samples are

shown in the top rowwith an unexposed sample on the left, a sample exposed to 1,500 h of 75/75 in

the center, and a sample exposed to 2,000 h of 85/85 on the right. The 5,000 K RPD samples are

shown in the bottom row with an unexposed sample on the left, a sample exposed to 1,500 h of

75/75 in the center, and a sample exposed to 2,000 h of 85/85 on the right
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In contrast, the color shift behaviors of the 75/75 and 85/85 populations were

completely different (see Fig. 6.3). The 75/75 populations exhibited a small color

shift to yellow and plateaued after 750 h. A yellow color shift was indicative of

either of (1) a relative increase in emission from the phosphor or (2) a relative

reduction in blue emission from the LEDs. The color shift for the 85/85 populations

was significantly larger and generally blue. As shown in Fig. 6.3, the color of the

85/85 RPD samples shifted steadily over the test period, and there was no indication

of plateauing like that seen in the 75/75 populations. A blue color shift is indicative

of either (1) a reduction in emissions from the phosphor (e.g., lower efficiency or

increased absorption after conversion) or (2) an allowed increase in transmittance

of blue light from the LEDs through the RPD sample.

This difference in behavior can be understood by examining the changes in the

spectral power distribution (SPD) and diffuse transmittance (%T) for representative

samples from both test populations, given in Fig. 6.4. The yellow shift observed for

the RPD samples in 75/75 is small and occurred despite a slight drop in transmit-

tance at the phosphor emission wavelengths (see Fig. 6.4a). Further, the transmit-

tance of the samples was unchanged across the LED emission range (400–475 nm).

However, there was a slight (<1%) drop in overall SPD peak maximum for the blue

emissions, which suggests that more blue photons were being converted by the

phosphor. We, therefore, attribute the small yellow shift observed for the 5,000 K

RPD samples in 75/75 to a drop in blue photon emission caused by an increase in

phosphor conversion.

Fig. 6.2 Average lumen maintenance of two separate populations of 5,000 K RPD samples

subjected to 75/75 (red squares) and 85/85 (blue diamonds). The error bars represent one standard
deviation for measured values of the sample population at each measurement point
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The blue shift observed for the 85/85 RPD samples can be explained by the more

dramatic reduction in phosphor emissions (the spectral region from 500 to 750 nm)

compared to the emissions from the blue LED. Judging by the diffuse transmittance

spectra given in Fig. 6.4b, it is clear that at least part of the decrease in observed

phosphor emissions was due to increased absorption (i.e., reduced transmittance) by

the polymer binder over the phosphor emission wavelengths. However, the impact

of reduced phosphor efficiency (i.e., lower quantum efficiency) cannot be ruled out

as a contributing factor. The Ce:YAG phosphor has been shown to be stable in

WHTOL tests, so a reduction in conversion efficiency is deemed to be unlikely [4].

The experimental conditions for this study were chosen so as to minimize the

extent of photooxidation of the polycarbonate substrate in order to concentrate on

the impact of the phosphor and binder chemistries. We have previously reported on

the changes in polycarbonate lenses under the combined influences of WHTOL

testing and irradiation from a warm white light source [5]. These previous results

demonstrated that photooxidation of polycarbonate in 85/85 changes lens transmit-

tance from greater than 65% over the wavelength range of 350–400 nm to between

5% and 35% over the same wavelength range with as little as 1,250 h of 85/85

exposure. The transmittance change for these WHTOL-aged lens samples was

highest at lower wavelengths, indicating that the 350–380 nm spectral region will

show significant changes if photooxidation of the polycarbonate substrate is occur-

ring. As shown in Fig. 6.4, this spectral region changed little during WHTOL

Fig. 6.3 Average color shift of two separate populations (ten samples in each set) of 5,000 K RPD

samples subjected to 75/75 (red squares) and 85/85 (blue diamonds). The error bars represent one
standard deviation for measured values of the sample population at each measurement point
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testing under our experimental conditions, indicating that changes in the polycar-

bonate substrate had a negligible effect on the results observed in these tests.

6.3.2 Warm White Remote Phosphor Samples

The 2,700 K, warm white, RPD samples discolored during WHTOL (see Fig. 6.1),

and the final lumen maintenance magnitudes were lower than that observed with the

Fig. 6.4 Diffuse transmittance (%T) and spectral power distribution (SPD) of representative

5,000 K RPD samples. All samples in the test matrix were evaluated and exhibited similar

behavior. Changes in %T and SPD for the representative sample as received and after 1,500 h

of 75/75 exposure are shown in (a). Changes in %T and SPD for another representative sample as

received, after 1,000 h of 85/85, and after 2,000 h of 85/85 are shown in (b)

148 J.L. Davis et al.



5,000 K, cool white, RPD samples. As shown in Fig. 6.5, the lumen maintenance for

the 2,700 K RPD samples in 75/75 declined to 92% after 1,500 h of testing,

compared to a 98% lumen maintenance level for the 5,000 K RPD samples after

the same test period. In addition, the 2,700 K RPD sample population subjected to

the 85/85 test environment exhibited an even sharper decline in lumen maintenance

with the average value dropping to below 60% after 2,000 h of 85/85. There was

also a much larger standard deviation in the lumen maintenance measurements for

the 85/85 sample population (coefficient of variation was greater than 10% after

1,000 h of 85/85) than observed for the 75/75 population. This finding suggests that

the phosphor and binder mix used in the 2,700 K formulation is not as intrinsically

stable as that of the 5,000 K formulation, in line with previous findings [4, 7].

The color shifts of the 75/75 and 85/85 populations of 2,700 K RPD samples

were similar in magnitude (i.e., Δu0v0), as shown in Fig. 6.6. In testing on the

standard light engine, the 75/75 RPD population exhibited a small color shift to

yellow. The average color shift for the 2,700 K RPD samples plateaus after 750 h at

a level slightly higher than observed for the 5,000 K samples. Each of the ten

individual samples in the population exhibited the same behavior, although the

magnitude of the plateau varied from 0.001 to 0.003.

When tested in the standard light engine, the magnitude of the color shift for the

85/85 population was similar to that of 75/75. However, the direction of the color

shift was generally in the blue direction and there was more variation than seen

Fig. 6.5 Average lumen maintenance of two separate populations of 2,700 K remote phosphor

samples subjected to 75/75 (red squares) and 85/85 (blue diamonds). The error bars represent one
standard deviation for measured values of the sample population at each measurement point
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from the other test samples. Forty percent of the warm white, 85/85 samples had a

noticeable yellow shift for the first 500–750 h followed by a pronounced blue shift

through the remainder of the test period (totaling 2,000 h). The other 60% of the

samples had a consistent blue shift through the test period.

The SPD and %T profiles given in Fig. 6.7 for representative samples provide

insights into the changes occurring in the 2,700 K RPD populations. For the

representative 75/75 sample, the %T is virtually unchanged at the blue emission

wavelengths throughout the exposure period (1,500 h); however, the SPD shows a

drop in overall blue emission intensity. This suggests that more of the blue light is

being converted by the phosphor, which will proportionally increase yellow emis-

sions and decrease blue emissions, resulting in a yellow shift. This increase in down

conversion could be due to increased scattering in the phosphor layer or a change in

the optical properties of the sample [12].

Under 85/85 exposure, a proportionally larger absorption of light from 475 to

650 nm can be observed in the %T spectrum, suggesting that the urethane binder

used for the 2,700 K samples is absorbing an increasing amount of emissions from

the phosphor. The urethane binder also absorbs an increasing amount of blue

radiation from the LED. As discussed above, absorption by the polycarbonate

substrate can be judged to be no more than a minor contribution, since the spectral

region of 350–380 nm is unchanged in all 85/85 measurement samples (see

Fig. 6.7). If polycarbonate oxidation was occurring to an appreciable extent, this

region would show increased absorbance (i.e., decreased transmittance) due to

Fig. 6.6 Average color shift of two separate populations (ten samples in each set) of 2,700 K RPD

samples subjected to 75/75 (red squares) and 85/85 (blue diamonds). The error bars represent one
standard deviation for measured values of the sample population at each measurement point
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polycarbonate photooxidation [5]. Therefore, the general trend of a blue shift in

85/85 appears to be due to urethane binder used for this phosphor formulation.

6.3.3 FTIR Studies of Binder Properties

FTIR was used to study the change in the binder properties before and after

WHTOL and the results are shown in Fig. 6.8. For convenience, only the results

Fig. 6.7 Diffuse transmittance (%T) and spectral power distribution (SPD) of representative

2,700 K RPD samples. All samples in the test matrix were evaluated and exhibited similar

behavior. Changes in %T and SPD for the representative sample as received and after 1,500 h

of 75/75 exposure are shown in (a). Changes in %T and SPD for another representative sample as

received, after 1,000 h of 85/85, and after 2,000 h of 85/85 are shown in (b)
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for an unexposed sample and a representative sample after 2,000 h of 85/85 are

shown. The FTIR results provide clear evidence of changes in the chemical

composition of the binder layers for both the 5,000 K and 2,700 K samples, and

these changes may account for the discoloration that was observed after WHTOL

exposure. These changes may be significant enough to alter the optical properties of

the binder layer.
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Fig. 6.8 FTIR spectra of the binder-phosphor layers for the 5,000 K and 2,700 K RPD samples.

The top panel shows the spectra for representative 5,000 K RPD samples both as received and after

2,000 h of 85/85. The bottom panel shows the spectra for representative 2,700 K RPD samples

both as received and after 2,000 h of 85/85
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The 2,700 K RPD samples used a polyurethane binder. After 85/85, the spectrum

of the binder layer underwent several significant changes. First, while the NH

stretching (ν(NH)) mode at ~3,318 cm�1 was present in both the unexposed and

85/85 samples, the intensity of this peak dropped in the 85/85 samples. In both

sample groups, the ν(NH) peak is superimposed on a broad peak that is likely due to

the ν(OH) mode of hydrogen-bonded water. Second, the frequency of the urea

carbonyl stretching mode (ν(CO)) at 1,693 cm�1 is consistent with significant

hydrogen bonding in the film, and there was a change in intensity and a shift in

peak location. This suggests additional hydrogen bonding in the film, introduced by

the WHTOL environment. These spectral shifts provide an indication of the initial

presence of water in the urethane film and the introduction of additional water into

the film during 85/85 exposure [13]. There were also changes in peak locations and

intensities in the 1,000–1,630 cm�1 region. The spectral changes occurring during

WHTOL are characteristic of significant chemical changes in the binder layer,

although the exact nature of these changes was not determined.

The 5,000 K RPD samples used a PMMA binder. As shown in Fig. 6.8, the most

notable difference between the unexposed sample and the sample after 2,000 h of

85/85 was the introduction of OH groups, as evidenced by the appearance of a broad

ν(OH) mode at 3,314 cm�1. The width of this peak indicates that significant

hydrogen bonding is occurring in the film, and this is supported by a noticeable

red shift of the ν(C¼O) peak from 1,722 to 1,697 cm�1. Additional differences

between the original and the WHTOL spectra were the emergence of another

ν(CO) mode at 1,624 cm�1 and a significant change in the ester stretch vibrations

(νs(OCO)) in the 1,140–1,179 cm�1 range [14]. Thus, while it is unclear whether

water uptake is occurring within the phosphor particles or the binder, the spectral

shifts observed for vibrational modes of the PMMA binder suggest that it is
involved in the hydrogen bonding. The carbonyl oxygen of PMMA is most likely

involved in the moisture uptake process [15]. These observed spectral changes are

also indicative of chemical changes occurring in the binder layer, including an

increase in hydrogen bonding and the possibility of water sorption into the film.

FTIR analysis was also performed on a representative polycarbonate substrate

from this study. The analysis indicated minimal oxidation of the polycarbonate

material, in line with the UV-Vis results discussed above.

6.4 Discussion

Remote phosphor structures have been used in a variety of SSL devices ranging

from lamps to light engines for downlights. These products are advantageous

because of their flexible designs and their potential ability to provide both high

lumen maintenance and excellent color stability. A variety of materials and struc-

tures are also possible with remote phosphor devices. For example, the remote

phosphor can be coated onto polycarbonate or glass disks or embedded into

polymeric lenses during the molding process. However, achieving high luminaire
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performance requires an understanding of the materials used to construct the remote

phosphor plate as well as other substrates used in the SSL device.

Polycarbonate substrates can undergo photooxidation in the presence of blue

radiation. This degradation process has been shown to have a significant impact on

the performance of remote phosphor materials using polycarbonate substrates [8, 9,

11]. Polycarbonate photooxidation is characterized by the appearance of a yellow to

amber color in the material and a significant reduction in transmittance that is

especially pronounced at low wavelengths [5, 9]. The extent of this effect is clearly

visible in the sample photos shown by Dal Lago [8] which appear much darker than

the samples produced by these experimental protocols. Since this photooxidation

process has been shown to be thermally activated in the absence of light [8],

reducing blue irradiance to a low level and maintaining mild temperatures

(<90 �C) can effectively shut down the polycarbonate oxidation pathway and

enable the study of other effects in the phosphor layer.

In this study, we intentionally minimized the light exposure of the RPD samples

to enable a focus on the effects of the binder and phosphor chemistries. There were

significant differences in the chemical composition of the two sample groups, with

the 2,700 K RPD samples using a urethane binder and a mix of nitride and YAG

phosphors and the 5,000 K RPD samples using a PMMA binder and only YAG

phosphors.

As shown in the FTIR analysis in Fig. 6.8, both binders undergo significant

chemical changes during WHTOL, specifically in their polar groups, e.g., ester and

urea linkages. Since the index of refraction of a material is determined in part by the

concentration and orientation of polar groups [16], it is not unreasonable to assume

that the chemical changes observed in the binder layer with FTIR can also change

the refractive index of the polymer. Since the optical path length and light-

scattering properties of phosphor particles embedded in a polymer matrix will be

a function of the refractive indices of both the polymer and the phosphor [17, 18],

the chemical changes observed in the binder layer can be expected to change the

light emission properties of the RPG samples. We attribute the yellow shift

observed in 75/75 to this effect.

As the chemical reaction proceeds, additional changes in the binder layer occur

and the light absorption properties of the material change. This effect is illustrated

in Figs. 6.4b and 6.7b. The increased absorption, especially in the 500–800 nm

spectral region, will reduce overall emissions from the phosphor and account, at

least in part, for the blue shift observed in both CCT groups exposed to 85/85.

The difference in phosphor chemistry also plays a significant role in the perfor-

mance of the RPD samples in WHTOL. The Ce:YAG phosphor, which is often the

only phosphor in cool white LEDs and a component of the phosphor mix for

warmer colors, is known to be highly stable. In contrast, the red phosphors typically

used in warm white LEDs are known to be less stable and can exhibit both color

shifts and a reduction in quantum efficiency [7]. Therefore, the possibility of

phosphor degradation should be examined, at least for the 2,700 K samples.

We have previously demonstrated that high-power LEDs (HPLEDs) using

silicone encapsulants and Ce:YAG phosphors (for cool white colors) and doped
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nitride phosphors (for warm white colors) exhibited significantly different behav-

iors [4, 19–21]. Cool white LEDs typically exhibit little color shift due to their

chemical stability, and this study concurred, with the emission peak of Ce:YAG

phosphors showing little change after WHTOL. In contrast, the emission peak of

doped nitride phosphors underwent a significant green shift in WHTOL. Our work

also demonstrated that the matrix material for the phosphor particles has a signif-

icant impact on the rate at which these changes will occur. Nitride phosphors

combined with silicone binders and encapsulants will exhibit large color shifts in

WHTOL, since silicone is permeable to water. In contrast, glass matrix materials,

which are impervious to water, will not experience the water effect.

In the current study, the behavior of the Ce:YAG phosphors of the 5,000 K RPD

samples was in agreement with our previous results for cool white HPLEDs in

WHTOL. Therefore, the observed reduction in luminous flux and color shifts for

the 5,000 K RPD samples is attributed to changes in the binder layer. However, no

significant spectra shifts were observed for the warm white RPD samples (see

Fig. 6.7), and the observed color shift was minimal. This contrasts greatly with

our results with HPLEDs using silicone encapsulants in which Δu0v0 values as large
as 0.02 (10� larger than observed here) were reported after 2,000 h of 85/85

[19–21]. However, warm white phosphors embedded in a water-impermeable

glass were found to exhibit color stability levels comparable to those observed in

the study. Since polyurethane has a significantly lower water permeability than

silicone [13], the relative color point stability, including the absence of a shift in the

phosphor emission maximum, is attributed to the polyurethane binder used in the

2,700 K samples. Since the polyurethane layer is preventing the degradation of the

warm white phosphor, the observed loss of luminous flux is attributed mainly to

light absorption in the binder layer. Secondary effects, such as the loss of quantum

efficiency, may also be occurring but likely to a lesser extent.

Although this study has focused on remote phosphor samples, it provides

insights into the properties of materials that may be used in LED devices. First,

changes in the chemical properties of materials used in remote phosphor binders

can not only reduce light emission through absorption effects but can also change

the emission color if the chemical changes in the binder are significant enough to

change the material’s refractive index. Second, while red phosphors used in warm

white LEDs may be subject to color point changes due to oxidation, these changes

can be mitigated to some extent through proper material choices, such as the use of

less water-permeable materials like polyurethane.

6.5 Conclusions

Understanding the chemical properties of materials used in LED devices is critical

to developing products that meet or exceed lifetime expectations. Accelerated

testing of remote phosphor disks (RPDs) was performed using wet high-

temperature operational lifetime (WHTOL) testing. The results demonstrated that
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the chemical properties of phosphors and binders used in RPDs have a significant

impact on lumen maintenance, color stability, and the directions of color shifts.

Chemical changes in the RPD polymer binder from WHTOL include increased

absorption at certain wavelengths and altered index of refraction of the RPD. Both

of these changes caused a color shift in the RPDs, although in different directions.

The phosphor chemistry also had a big effect, with YAG phosphors exhibiting

higher stability and better lumen maintenance than YAG/silicon nitride phosphor

blends. In addition to providing insights into the performance of remote phosphor

devices, these findings emphasize that understanding the properties of materials

used in LED devices is critical to achieving high lumen maintenance and color

point stability over the life of the product.
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Chapter 7

Thermal Characterization of Die-Attach
Material Interface of High-Power
Light-Emitting Diodes

Dae-Suk Kim and Bongtae Han

Abstract An advanced inverse approach, based on the transient junction temper-

ature behavior, is proposed and implemented to quantify the resistance of the

die-attach thermal interface (DTI) in high-power light-emitting diodes (LEDs).

After describing the unique transient behavior of high-power LEDs associated

with the forward voltage method, a hybrid analytical/numerical model is utilized

to determine an approximate transient junction temperature behavior, which is

governed predominantly by the resistance of the DTI. Then, an accurate value of

the resistance of the DTI is determined inversely from the experimental data over

the predetermined transient time domain using numerical modeling. The proposed

inverse approach is capable of determining the DTI to an accuracy of 0.01 K/W,

which is sufficiently high to evaluate die bonding manufacturing processes.

7.1 Introduction

Under a given operating current, the light output as well as the lifetime of high-

power LEDs decreases as the junction temperature increases [1–3]. A die-attach

layer often creates the most significant resistance to the flow of heat from the

junction to the heat spreader in high-power LEDs [4–7]. Thus, characterization of

the die-attach thermal interface (DTI) in high-power LEDs is one of the most

important tasks for assessing performance range and reliability.

The thermal resistance of the die-attach layer is governed by the bond line

thickness (BLT), the thermal conductivity of the die-attach material, and the

contact resistance at the die-attach interfaces [8]. In addition, the existence of

undesired but inevitable voids created by the die bonding processes serves to

increase the thermal resistance between the die and the substrate and thus gives

rise to a further junction temperature increase [9–13].
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It is well known that interfacial thermal resistance can be evaluated using the

transient behavior of the device junction temperature [3–5, 14–19], which can be

expressed analytically using a model based on the thermal resistance and the

thermal capacitance by proceeding carefully through a series of empirical steps.

In the approach, the transient junction thermal behavior is determined first from the

forward voltage measured during the transient period [15, 20–22]. Next, the thermal

impedance curve is obtained by dividing the transient junction temperature change

by the power dissipation. The spectral distribution of the observed thermal time

constants is, then, extracted from the thermal impedance curve by numerical

differentiation and deconvolution. As a next step, the LED structural function is

obtained from the one-dimensional Cauer network, by discretizing the time con-

stant spectrum into 100–200 peaks [18], and the thermal capacitance is calculated

by dividing the thermal resistance from the time constants at each peak. The sum of

the thermal capacitances can then be plotted as a function of the sum of the thermal

resistances, which is the cumulative structure function, and the interfacial thermal

resistance can be determined from the differential structural function.

Commercial equipment utilizing this principle is available and has been actively

used to compare relative changes of the thermal resistance produced by different die-

attach materials and/or thicknesses [4, 16, 23]. This approach does not require the

thermal properties of the materials used in the device, which is a very attractive

advantage in practice. Yet, the mathematically complex process used in this approach

(i.e., differentiation and deconvolution) can lead to considerable measurement uncer-

tainties, especially for the thermal resistance of the die-attach layers [24]. Moreover,

it is worth noting that the lateral heat spreading resistance in a high-power LED is

significant and not easily captured by a 1-D model, as used in this approach [25, 26].

In this chapter, an advanced inverse approach is proposed and implemented to

more accurately determine the effective DTI resistance of high-power LEDs. A

hybrid analytical/numerical model is first used to determine the approximate

transient junction temperature behavior, which is governed predominantly by the

resistance of the DTI. Then, a more accurate value of the DTI resistance is

determined inversely from the experimental data using numerical modeling.

7.2 Transient Behavior of LED Junction Temperature

The junction temperature of an LED can be measured by the well-known forward

voltage method [15, 20–22]. The method is based on the theory that the forward

voltage of a semiconductor device has a negative linear relationship with the

junction temperature. This negative linear relationship (called a calibration curve)

is obtained at a very low probe current to avoid any undesired junction temperature

increase while obtaining the calibration curve. In the actual measurements, the

probe current is suddenly applied after an LED reaches the steady-state condition

under high operating currents. This section is devoted to describing the unique

transient behavior of a high-power LED during the application of the probe current.
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7.2.1 Transient Voltage Behavior of LED

During the transition period (when the forward current changes from the high

operating current to the low probe current), the forward voltage, Vf, shows the

combined behavior of “diode delay” and “thermal delay.” This is illustrated

schematically in Fig. 7.1. When the probe current is applied, the ideal diode voltage

shows a behavior known as the “RC delay” due to the resistance of an LED and the

capacitance of a current source (the blue dotted line (1)). At the same time, the

junction temperature starts to decrease due to the small probe current. This gradual

reduction of the junction temperature causes the voltage to increase since the

junction temperature has the negative linear relationship with the forward voltage

(the red dotted line (2)). In actual voltage measurements, the combined effect is

observed (the black line (3)). The forward voltage decreases first but starts to

increase after the thermal effect overrides the RC delay effect. After the RC

delay effect diminishes, the voltage represents the thermal behavior only, and it

can be used to measure the resistance of the DTI.

7.2.2 Measurement of Transient LED Junction Temperature

Figure 7.2 shows the schematic illustration of a measurement setup. The junction

temperature of the LED was controlled by a high-power thermoelectric cooler

(TEC) (LB320: Silicon Thermal), which had a temperature control resolution of

�0.1 �C. When a desired junction temperature was reached, the spectral power

distribution (SPD) was measured by an integrating sphere equipped with a spec-

trometer (SMS–500: SphereOptics). The LED was operated by a source meter

(2401: Keithley Instruments). A data acquisition (DAQ) module (USB-6212:

Fig. 7.1 Schematic

illustration of (1) the RC

delay, (2) the thermal delay,

and (3) the combined

behavior of the forward

voltage from the high

operating current to the low

probe current
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National Instruments) measured the forward voltage of the LED at the resolution of

16-bits. In order to control the TEC, the source meter, and the DAQ simultaneously,

the control routines were integrated by a LabVIEW program.

A cross-section image of a high-power blue LED tested in the study is shown in

Fig. 7.3. It is a typical high-power LED with a DTI for lighting applications, which

has a total thermal resistance of 10 K/W. The high-power blue LED chip is mounted

on a ceramic substrate to form a package, which is subsequently mounted on a

metal core printed circuit board (MCPCB) using solder connections. Figure 7.4 also

Fig. 7.2 Schematic illustration of the measurement setup

Fig. 7.3 Cross-section

image of the high-power

blue LED
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shows the SEM picture of a region marked by a dashed ellipse in Fig. 7.3,

containing the epitaxial layer, the die attach, and the ceramic substrate. There is

virtually no defect in the epitaxial layer, but many voids appear in the interfacial

region between the silicon substrate and the die attach.

The calibration curve was obtained by measuring the forward voltage under a

low injection current of 10 mA, which showed the highest R2 value (0.999), at

different temperatures. The low current was applied only for 10 ms to ensure that

the effect of the heat generated by the current on the junction temperature was

negligible. The results are shown in Fig. 7.5, from which the slope and the

Fig. 7.4 SEM image of the epitaxial layer, the die attach, and the LED package
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Fig. 7.5 Calibration curve

of the blue LED
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y-intercept were determined to be �1.36 mV/K and 2.6559 V, respectively, which

is close to the theoretical slope of GaN (�1.7 mV/K) [20].

The transient voltage behavior, under four different operating currents, is shown

in Fig. 7.6. The TEC was controlled to produce the same minimum voltage value

(2.5539 V) for all four operating currents, which corresponded to 75 �C in the

calibration curve. This temperature will be referred to as the “apparent junction

temperature (Tj
Ap).” The well-known Savitzky-Golay smoothing filter was

employed to reduce the random noise of the experimental data. The experimental

data have repeatability within 0.14 mV (corresponding to 0.1 �C). The total history
is shown in Fig. 7.6a, and the zoomed-in view containing the minimum voltage is

shown in Fig. 7.6b.

The power dissipation at each current can be determined from the following

equation:

Ph ¼ IfVf � Pr ð7:1Þ
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behaviors under four

different operating currents
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(b) the zoomed-in view
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where Ph is the power dissipation [W], If is the forward current [A], Vf is the

forward voltage [V], and Pr is the radiant flux [W] [27]. The above equation

requires the forward voltage and current, as well as radiated light power, to yield

the power dissipation at each current.

The SPD’s obtained at the four operating currents are shown in Fig. 7.7. The

emitted light power was determined from the SPD’s, and it was subtracted from the

total electrical power to calculate the power dissipation. The electrical power, the

radiant flux, the power dissipation, and the surface temperature of the TEC are

summarized in Table 7.1.

The transient junction temperature behavior can be obtained from the transient

voltage behavior using the calibration curve. The transient junction temperature

behavior is shown in Fig. 7.8.

7.3 Transient Domain for Inverse Approach

The transient thermal behavior is affected by various layers in the LED device. In

order to determine the DTI resistance accurately, it is first necessary to define the

transient domain that is governed predominantly by the resistance of the DTI. This
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Table 7.1 Experimental data of blue LED using the AuSn solder die attach

If (mA) Vf (V) Electrical power (W) Radiant flux (W) Power dissipation (W) Ts (
�C)

250 2.934 0.733 0.316 0.417 69.6

500 3.194 1.597 0.593 1.004 63.8

750 3.428 2.571 0.835 1.736 57.5

1000 3.648 3.648 1.009 2.639 49.8
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section describes a hybrid analytical/numerical model of multiple conduction

thermal time constants that is utilized to determine the DTI dominant region.

7.3.1 Hybrid Analytical/Numerical Model

The hybrid analytical/numerical model used in the analysis is shown in Fig. 7.9.

The model consists of three main layers: the layers produce temperature differences
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Fig. 7.9 Schematic illustration of the hybrid analytical/numerical model
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(1) between the junction and the bottom surface of the die attach (ΔT1), (2) between
the bottom surface of the die attach and the bottom surface of the solder (ΔT2), and
(3) between the bottom surface of the solder and the bottom surface of the thermal

paste (ΔT3). Only the heat transfer in the downward conduction is considered in the
model because the upward heat transfer through the lens, as well as the thermal

radiation and convection, is assumed to be negligible (less than 1% of the total heat

transfer) [28].

The thermal resistance and the thermal capacitance of each layer can be

expressed as [15, 18]

Rth ¼ d

ksA
ð7:2Þ

Cth ¼ cpρdA ð7:3Þ

where Rth and Cth are the thermal resistance [K/W] and the thermal capacitance

[J/K], d is the thickness along the heat transfer direction [m], A is the cross-section

area [m2], Ks is the thermal conductivity [W/(m�K)], cp is the specific heat

[J/(kg�K)], and ρ is the density [kg/m3].

The product of the thermal resistance and the thermal capacitance is called

thermal time constant, τth [s], which is defined as the heating or cooling time

required to produce a temperature change equal to 63.2% of the total temperature

difference between the initial and the final body temperature. It can be expressed as

[15, 18]

τth ¼ RthCth ¼ cpρ

ks
d2 ¼ d2

α
ð7:4Þ

where α is the thermal diffusivity [m2/s].

The Eqs. 7.2 and 7.4 are valid only when the heat generated at the junction

conducts along one dominant path. In an LED structure, however, additional heat

spreading paths exist due to the large lateral dimensions of the heat generation layer

and package layers, and thus, one-dimensional conduction, as represented in (7.2)

and (7.4), is not directly applicable [29].

A supplementary numerical analysis was conducted to more accurately deter-

mine the LED thermal resistances, including the spreading resistances in various

layers. The numerical model (ANSYS Icepak 15.0) used in the analysis is shown in

Fig. 7.10a. In the model, the epitaxial layers, typically just 1 μm thick, were

modeled as a single effective layer to reduce the element count in the numerical

model. The volume fraction and the mass fraction were used to determine the

effective density and the effective specific heat, respectively, while the thermal

resistance network equation was used to obtain the effective thermal conductivity

of this layer. The effective density, specific heat, and conductivity used in the model

are summarized in Table 7.2. The experimentally determined power of 2.639 W at

1 A (Table 7.1) was used in the analysis.
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Temperature distribution obtained at the steady-state condition is shown in

Fig. 7.10b, where the ambient temperature is 25 �C. The effective thermal resis-

tances, including the spreading resistances, were calculated by

Rth, i ¼ ΔTi

Ph

for i ¼ 1, 2, 3 ð7:5Þ

where ΔTi and Rth , i are the temperature difference and the corresponding effective

thermal resistance of each layer, respectively. The corresponding thermal capaci-

tance, Cth , i, and thermal time constant, τth , i,were calculated from Eqs. 7.3 and 7.4;

the values are summarized in Table 7.3.

Fig. 7.10 (a) 3D model and (b) temperature distribution at the steady state
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7.3.2 DTI Dominant Domain

The transient total junction temperature rise relative to the surface temperature,

ΔTj, can be described by a multiple exponential function with the π network (Cauer

network) [15, 18], which can be expressed as

ΔTj tð Þ ¼ Ph

X3

i¼1

Rth, i � e�t=τth, i

 !
¼
X3

i¼1

ΔTi � e�t=τth, i for i ¼ 1, 2, 3 ð7:6Þ

where Rth,i and τth,i are the thermal resistance and the thermal time constant of the ith

layer, respectively. Each ΔTi is calculated simply by multiplying the power dissi-

pation and the thermal resistance of the ith layer.
The transient junction temperature behavior of the LED operated at the maxi-

mum allowable forward current (1 A) is plotted in Fig. 7.11a. The y-axis shows the

temperature difference between the top and bottom of each layer, and the x-axis

shows the time in a log scale. The sum of all three differences is equal to the

temperature difference between the junction and surface temperatures; it is denoted

as “Total ΔTj” in the plot (the black line).

Table 7.2 Material properties used in the numerical model and the analytical solution [30–35]

Name and materials Density (kg/m3)

Specific heat

(J/kg∙K)
Conductivity

(W/m∙K)
Silicone lens (DOWOE6630) 1170 1512 0.2

Metal column (W, Mo) 14,750 176 150

MCPCB (solder mask) 1250 1300 0.4

Effective Epi (GaN) 10,494 261 70

Chip substrate (Si) 2330 713 124

Die attach (AuSn) 14,500 150 52

Die attach (Ag paste) 1820 882 2.3

Cu layers 8933 385 401

Ceramic substrate (Al2O3) 3960 880 22.3

Solder (PbSnIn) 8690 239 56.9

MCPCB (dielectric material) 1900 795 2

MCPCB (Al) 2710 900 140

Thermal paste 2270 1000 2.3

Table 7.3 Thermal resistance, thermal capacitance, and time constant used in the hybrid analyt-

ical numerical solution

Layer Thermal resistance (K/W) Thermal capacitance (mJ/K) Time constant (ms)

First layer 1.40 0.26 0.37

Second layer 6.77 42.30 286.24

Third layer 4.64 1683.02 7809.83
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As expected from the extremely small value of the first layer’s thermal time

constant (Table 7.3), the transient behavior of the LED is governed only by the first

layer for the first few milliseconds (� 5 � τth , i). This is illustrated in Fig. 7.11b,

where the transient behavior of each layer is plotted in the linear scale only for the

first three milliseconds. The effect of the second and the third layer on the transient

behavior of the totalΔTjwas also investigated. The thermal resistance of the second

and the third layer was altered by �10%. The normalized ΔT2 and ΔT3 are plotted
in Fig. 7.12. As expected, the normalized temperatures are virtually unchanged for

the first 3 ms due to the large time constants. This confirms that the transient

behavior over � 5 � τth , i can be used effectively to characterize the DTI. Consider-

ing the range of the thermal resistance of the DTI, the DTI dominant transient time

domain was chosen as 2.0 ms, and it will be used for the following analysis.
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7.4 Inverse Approach to Determine the Resistance of DTI

In Step 1, a numerical simulation is conducted to determine the steady-state

temperature distribution under an operating current. In Step 2, a transient numerical

simulation is conducted after switching the power dissipation from the operating

condition to the probing condition (determined from Eq. 7.1) while using the results

from the previous analysis as the initial condition. The result of Step 2 provides the

transient junction temperature behavior. The steady-state temperature distribution

under an operating current of 1 A is shown in Fig. 7.13a (Step 1), and the

corresponding transient temperature distribution at t ¼ 2 ms is shown in

Fig. 7.13b (Step 2).

The next step is an iteration process, in which a small resistance that takes

account of the DTI is continuously added to the bulk property of the die-attach

material until the numerical results match the experimental data.
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It is important to note that the bulk thermal conductivities of the packaging

materials were not known accurately, which affected the junction temperature at

t ¼ 0. Before the iteration process began, the bulk thermal conductivities were

adjusted until the numerical prediction matched to the experimental value at the

end of the DTI dominant transient time domain, i.e., t ¼ 2 ms. The temperature-

dependent properties did not have to be considered because the transient behavior of

the junction temperature in the DTI dominant region was not affected by the bulk

thermal conductivities and the chip temperature was nearly constant (around 75 �C).

Fig. 7.13 Temperature distribution at (a) 0 ms and (b) 2 ms
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The iteration was conducted in a two-step process: (1) a coarse increment of

0.1 K/W and (2) a finer increment of 0.01 K/W. The final result after the iteration is

shown graphically in Fig. 7.14, where the zone affected by the RC-delay is marked

as a shaded area. The DTI resistance was determined to be 0.32 K/W.

7.5 Validity of DTI Resistance

The same LED used in Sect. 7.4 was tested under three other operating currents

(250 mA, 500 mA, and 750 mA) to validate the DTI resistance obtained from the

inverse approach. For each case, the power dissipation and the TEC surface

temperature required for the apparent temperature of 75 �C were determined first.

The values for the three operating currents are also summarized in Table 7.1.

The experimental results are compared with the modeling results obtained

with the DTI resistance of 0.32 K/W in Fig. 7.15. They match each other very

well with the temperature difference within 0.05 �C in the calibration region, which

is a clear indication that the DTI resistance determined by the proposed inverse

approach is valid.

The representative cross-section images of the AuSn die-attach layer are shown

in Fig. 7.16, which were taken at (a) 200� and (b) 1000� magnification. The

random and contiguous void area in the die attach (more than 50% of the total die

attach area) is evident. It is worth noting that the measured DTI resistance was 3.5

times larger than the thermal resistance calculated from the bulk property available

in the literature (0.09 K/W). The large void area was attributed to the increase in the

DTI resistance.

The same procedure was implemented for a different die-attach material. It

consisted of silver paste and AuSn solder. The nominal thickness of the die attach

Fig. 7.14 Experimental

data is compared with

numerical prediction after

the iteration
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was about 10 μm. The electrical power, the radiant flux, the heat generation rate,

and the TEC surface temperature are summarized in Table 7.4.

The DTI resistance was determined using the data obtained under an operating

current of 1 A. It was 0.22 K/W and its accuracy was validated under three other

operating currents (250, 500 and 750 mA). The results are shown in Fig. 7.17. The

excellent agreement between the experimental data and the prediction not only

proves the validity of the measurements but also supports a fact that the proposed

scheme can be used for a wide range of die-attach materials.

7.6 Conclusion

An inverse approach was proposed to determine the resistance of the DTI in high-

power LEDs. The transient time domain governed predominantly by the resistance

of the DTI was selected first using the hybrid analytical/numerical solution. Then,

the resistance of the DTI was determined inversely from the experimental data over

the predetermined transient time domain using numerical modeling.

Supplementary experiments at various forward currents were conducted to

verify the validity of the proposed method. The validity was further confirmed by

measuring the actual voids in the die-attach layer. The same procedure was

implemented for a different die-attach material. The results confirmed that the

proposed approach offered a measurement accuracy of 0.01 K/W for various

types of die-attach materials.

Fig. 7.15 Predicted

transient behavior of AuSn

die attach at different

forward currents is

compared with

experimental data, where

the DTI resistance obtained

from Fig. 7.14 is used in the

numerical simulation
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Fig. 7.16 Cross-section image of the AuSn die-attach layer at (a) 200� and (b) 1000�
magnification
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Chapter 8

Color Quality

Y. Ohno

Abstract This chapter deals with the quality of color. Good color quality is

essential for any light source that is used for general illumination. It is important

to ensure that solid-state lighting (SSL) sources at least give equal color quality as

seen with conventional light sources such as fluorescent lamps. Even more, with the

lifetime extension that SSL technology provides, the color characteristics should be

maintained over the economic life of the product. This chapter provides the

fundamentals of color quality in general and, more specific, to SSL sources.

8.1 Introduction

Good color quality is essential for solid-state lighting (SSL) sources for general

illumination. It is important to ensure that SSL sources have acceptable color

quality suitable for intended applications and that the color characteristics are

maintained over the lifetime of the products. In this chapter, the fundamentals of

color quality characteristics related to SSL sources are described, including infor-

mation on standards and recent studies on color quality. There are two aspects in the

color quality of light sources for lighting: chromaticity and color rendering. These

characteristics are treated separately but closely interrelated.

The chromaticity of light sources is expressed by chromaticity coordinates, (x y)
or (u0, v0) and is often plotted on the (x, y) or the (u0, v0) chromaticity diagram, which

are defined by the International Commission on Illumination (CIE) [1, 2]. The

chromaticity coordinates of light sources are normally chosen to be around the

Planckian locus, which is generally considered as the central region for white light.

Shifts of chromaticity along the Planckian locus result in changes in correlated

color temperature (CCT). Shifts of chromaticity across the Planckian locus are

specified by the term, Duv [3], and make the lights appear yellowish or greenish in

the region above the Planckian locus, and pinkish in the region below the Planckian

locus. Section 8.2 introduces the fundamentals of chromaticity, CCT, Duv, and
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color difference specifications, and, in addition, some recent studies on perception

of white light chromaticity are introduced.

Another important aspect of color quality is color rendering, which is a property

of a light source that determines how natural the colors of objects appear under the

illumination. The current international standard for color rendering is the color

rendering index (CRI) [4]. The CRI has been widely used for many years. However,

problems have been raised on the CRI when it is used for light-emitting diode

(LED) sources [5]. To solve the major problems of the CRI, preference and

perception aspects of color quality need to be considered. There are many studies

published recently to address such aspects. Section 8.3 explains the object color

specification, which is important to understand color quality, then Sect. 8.4 pro-

vides the details of the CRI, color preference, and perception aspects of color

quality, with information on related recent research on color quality.

Color rendering depends on the spectrum of the light source, which also affects

the energy efficiency of the light source. Color rendering is generally excellent if

the spectrum is broadly distributed over the visible region. However, such broad-

band spectra are generally less energy efficient, thus the spectra of white LEDs are

designed to balance these two factors for intended applications. Section 8.5

describes the definitions of the terms related to energy efficiency of light sources,

in particular luminous efficacy of radiation (LER), which is important in designing

LED sources for lighting.

Section 8.6 introduces the definitions of the color-related terms used for single

color LEDs including dominant wavelength, centroid wavelength, and peak

wavelength.

8.2 Chromaticity

8.2.1 Chromaticity Coordinates and Chromaticity Diagrams

The CIE 1931 (x, y) and CIE 1976 (u0, v0) chromaticity coordinates and

corresponding diagrams are defined by the CIE [2]. Both are widely used to specify

chromaticity of light sources. These diagrams are shown in Fig. 8.1. The curved

boundary line is formed by the chromaticity coordinates of monochromatic radia-

tion. Any color of light lies within this boundary. The (x, y) diagram is significantly

spatially nonuniform in terms of color differences. Figure 8.1 also shows the plots

of MacAdam ellipses (just noticeable color differences) [6] on these diagrams, with

the ellipses’ sizes magnified by ten. For the same difference in (x, y) values, the
perceived color differences in the green region would be much smaller than in the

blue region. The (u0, v0) diagram is more spatially uniform and is preferred,

especially to specify chromaticity of colored sources including single color LEDs.

180 Y. Ohno



The chromaticity coordinates of a light source are calculated from its spectral

power distribution ϕ(λ). The tristimulus values X, Y, Z are first calculated as

X ¼ k
R
λφ λð Þ�x λð Þdλ

Y ¼ k
R
λφ λð Þ�y λð Þdλ

Z ¼ k
R
λφ λð Þ�z λð Þdλ ð8:1Þ

where �x λð Þ, �y λð Þ, �z λð Þ are the CIE 1931 color matching functions (Fig. 8.2). The CIE

also specifies the color matching functions �x10 λð Þ, �y10 λð Þ, �z10 λð Þ for the 10� field of

view [2] (also plotted in Fig. 8.2), but these 10� functions are mainly used for

specification of object colors and generally not used of light sources.

The values of these functions at 5 nm intervals and 1 nm intervals are available

in Refs. [2, 7]. The chromaticity coordinates (x, y) and (u0, v0) are calculated by

x ¼ X

X þ Y þ Z
, y ¼ Y

X þ Y þ Z
ð8:2Þ

u0 ¼ 4X

X þ 15Y þ 3Z
, v0 ¼ 9Y

X þ 15Y þ 3Z
ð8:3Þ

The (u0, v0) coordinate can also be calculated from (x, y)

u0 ¼ 4x

�2xþ 12yþ 3ð Þ , v0 ¼ 9y

�2xþ 12yþ 3ð Þ ð8:4Þ

Fig. 8.1 CIE 1931 (x, y) chromaticity diagram (left) and CIE 1976 (u0, v0) chromaticity diagram

(right) with MacAdam ellipses plotted
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Likewise, (x, y) coordinate can be converted from (u0, v0) by

x ¼ 9u0

6u0 � 16v0 þ 12ð Þ , y ¼ 2v0

3u0 � 8v0 þ 6ð Þ ð8:5Þ

The CIE 1960 (u, v) coordinates (now obsolete) are introduced here only for the

purpose of calculating CCT and Duv and are obtained by

u ¼ u0, v ¼ 2

3
v0 ð8:6Þ

The (u, v) coordinates should not be used for calculations other than for CCT and

Duv. The curve formed by the plots of the chromaticity coordinates of monochro-

matic radiation at various wavelengths is called spectrum locus (this forms the

horseshoe shape of the diagram), and the curve formed by the plots of Planckian

radiation at various blackbody temperatures is called Planckian locus (also often

called blackbody locus) as depicted in Fig. 8.3 on the (x, y) diagram. The straight

line connecting both ends of the spectrum locus is called the purple line.
The curve formed by the plots of phases of daylight at varied CCTs is called

daylight locus, also plotted in Fig. 8.3. The Planckian locus and the daylight locus

are often used as the central curves for white light for sources at lower and higher

CCT ranges, respectively. The formula to calculate the daylight locus is available in

[2]. The phase of daylight at 6500 K is defined as CIE standard illuminant D65 [8],

Fig. 8.2 CIE 1931 color matching functions (solid lines) and CIE 1964 10� color matching

functions (dashed lines)
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and those at 5000 K, 5500 K, and 7500 K, are described as daylight illuminants

D50, D55, and D75 [2]. In the calculation of CRI [4], the transition from Planckian

locus to daylight locus occurs at 5000 K for a procedural purpose only.

8.2.2 Chromaticity Specifications for Lighting Products

Light sources for general lighting need to have acceptable white light chromaticity.

The chromaticity specifications for fluorescent lamps have been available for many

years [9, 10]. Figure 8.4 (upper) shows the specifications by International

Electrotechnical Commission (IEC) [9]. For SSL sources, American National

Standards Institute (ANSI) published C78.377 chromaticity specifications for SSL

products, first in 2008 and the latest version in 2015 [3]. Figure 8.4 (lower) shows

the specifications of this ANSI standard for SSL products. ANSI C78.377 is widely

used internationally and is often used as the basis for color binning of white LED

products. There are ten nominal CCTs in this standard from 2200 to 6500 K, and the

Flexible CCT specification is provided as an option, in which nominal CCTs can be

specified at every 100 K in the CCT range above.

Fig. 8.3 The spectrum locus and the Planckian locus on the (x, y) diagram
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8.2.3 Correlated Color Temperature

Correlated color temperature (CCT, Symbol: Tcp) is defined as the temperature of

the Planckian radiator having the chromaticity that is closest to the chromaticity of

the given light source, on the CIE (u0, 2/3 v0) coordinate, as illustrated in Fig. 8.5. A
more official definition is available elsewhere [1, 2]. The (u0, 2/3 v0) coordinate is

the same as the CIE 1960 (u, v) coordinate, which is now obsolete, and the

expression, 2/3 v0 is used because (u, v) it should not be used in official documents.

Note that the term color temperature is defined as the temperature of the Planckian

Fig. 8.4 The chromaticity specifications for fluorescent lamps by IEC 60081 on the CIE (x, y)
diagram (left) and those for SSL products by ANSI C78.377-2015 on the CIE (u0, v0) diagram
(right)

Fig. 8.5 Illustration of the

definition of CCT on the

1960 (u, v) diagram (now

obsolete)
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radiator having the same chromaticity as that of the given light source. Thus, color

temperature is used only for blackbody sources and thermal radiation sources such

as incandescent lamps.

The Planck’s equation used for the calculation of CCT is given in the form

Le,λ λ; Tð Þ ¼ c1n
�2λ�5

π
exp

c2
nλT

� �
� 1

h i�1

ð8:7Þ

where L is the spectral radiance, T is the temperature [K], and n is the refractive

index of the medium. For historical reasons, n ¼ 1 (exactly 1) has been used and

must be used for calculation of CCT. The parameters c1, c2 are the radiation

constants; but only c2 is relevant to the value of CCT. The value of c2 used in

the calculation of CCT must follow the value adopted in the current Interna-

tional Temperature Scale (ITS-90), namely, c2 ¼ 1.4388� 10�2 m�K. See

Appendix E of CIE 15:2004 [2] for the details of these constants used for

calculation of CCT. Some examples of calculation algorithms for CCT are

available in [11].

8.2.4 Duv

The two numbers of a chromaticity coordinate are not intuitively indicative of the

color of a light source. The CCT is used to express the chromaticity of white light

by one number, on condition that its chromaticity is close to the Planckian locus.

However, it is not always the case. The shift of chromaticity across the Planckian

locus is a critical factor that affects acceptability of lighting.

To specify this shift, the term Duv (symbol: Duv) is defined in the ANSI standard

[3]. Duv is defined as the closest distance from the Planckian locus on the CIE (u0,
2/3v0) coordinates, with plus sign (þ) for above and minus sign (�) for below the

Planckian locus. The distance is measured on the CIE 1960 (u, v) diagram1. A

positive value of Duv indicates a shift in yellowish or greenish directions, and a

negative value indicates a shift in pinkish directions. Figure 8.6 shows the scales of

Duv depicted on the (u, v) diagram.

Duv can normally be calculated in the process of calculating CCT, which

requires determination of the closest point on the Planckian locus to the (u, v)
chromaticity coordinates of the light source being tested.

If it needs to be calculated separately, and if the CCT of the light source is

known, Duv can be obtained by calculating the spectral distribution of

1CIE 1960 (u, v), now obsolete, is used in this paper only for the convenience of describing Duv

and some other color quantities.
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Planckian radiation at the CCT of the source using the Planck’s equation

(Eq. 8.7), then calculate u00;
2
3
v00

� �
of that Planckian spectral distribution, then

Duv is given by

Duv ¼ u0 � u00
� �2 þ 2

3
v0 � 2

3
v00

� �2
" #1

2

� SIGN v0 � v00
� � ð8:8Þ

where SIGN(z)¼ 1 for z� 0 and SIGN (z)¼ � 1 for z< 0 . Further informa-

tion on practical calculation of Duv is available in [11].

8.2.5 Perception of White Light Chromaticity

Light sources for general lighting, including SSL sources, have been traditionally

designed to have their chromaticity around Planckian locus based on the standards

[3, 9, 10], as shown in Fig. 8.4. However, it has been anecdotally known for many

years that light sources having their chromaticity below Planckian locus are pre-

ferred. For example, neodymium lamps2, popularly sold in the USA and Japan,

have Duv � �0.005. This effect is recently gaining high attention as a part of color

quality study for SSL sources. Several studies [12–16] are reported, which all

Fig. 8.6 The scales of Duv

shown on the 1960 (u, v)
diagram

2Incandescent lamp with its glass envelope doped with neodymium, which absorbs much of the

yellow portion of the lamp spectrum.
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indicate that lights on the Planckian locus and the daylight locus are not perceived

as the most natural or most neutral white light.

The studies [12–14] show that chromaticity in a certain range below Planckian

locus is preferred or perceived natural in typical indoor lighting conditions. The

result of a study by National Institute of Standards and Technology (NIST) [13] is

shown in Fig. 8.7. This experiment used a real room size spectrally tunable

lighting facility, which was set for a typical interior room with some furniture

and common fruits and vegetables on the table, and 18 subjects participated. The

results showed that chromaticity points at Duv � �0.015 (on the average), much

below the ANSI specifications, were perceived most natural. The study [14] is the

same experiment using a different set of spectra, and nearly the same results were

obtained. The study [12] used a miniature of an office and shows similar results as

the NIST’s studies.
The studies [15, 16] are different from the above studies in that they investigated

perceived whiteness of illumination, and experiments were done using white booths

with no colored objects inside. The results of these studies indicate that the

chromaticity points of white light that appear as most neutral white lie below

Planckian locus, which is in the same direction as the results of the other studies

[12–14]. These studies are gaining high attention in the SSL community, and ANSI

is preparing an addition of chromaticity specifications in C78.377 for the white light

region below Planckian locus.

Fig. 8.7 The results of the

NIST’s study [13] plotted

over the ANSI C78.377

specifications, showing the

chromaticity points (red
filled squares) that were
perceived most natural on

the average by 18 subjects
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8.2.6 Color Difference of Light Source

Color difference of light sources need to be specified in many cases, for example,

for angular color uniformity, color shifts during lifetime (color maintenance), and

color tolerances of lighting products. The color difference of light stimuli, in

general, are expressed by the distance on CIE (u0, v0) diagram, which is the uniform

color space for light stimuli officially recommended by the CIE. The term “color

difference” should not be confused with that of object colors, which are specified

differently (see Sect. 8.3).

Color differences of light sources (any colors) are generally expressed by the

distance in (u0, v0) coordinates, which is denoted as Δu0,v0 and is calculated as the

distance between two points u01; v
0� �
and u02; v

0
2

� �
on the (u0, v0) diagram by

Δu0,v0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u02 � u01
� �2 þ v02 � v01

� �2q
ð8:9Þ

The color differences of light sources (e.g., chromaticity tolerances for lighting

products) have often been specified by the size of MacAdam ellipses [6]. For

example, the ellipses included in Fig. 8.4 (left) are five times the size of MacAdam

ellipses, so-called five-step MacAdam ellipses, used for specifications of compact

fluorescent lamps in the USA [17]. The chromaticity specifications for linear

fluorescent lamps in the USA [10] use four-step MacAdam ellipses. Similar expres-

sions occasionally used are SDCM (standard deviation of color matching) or JND

(just noticeable difference), meaning the color difference corresponding to

one-step MacAdam ellipses. However, these are not internationally defined stan-

dard metrics. While these terms served for many years for fluorescent lamps, which

have only six nominal CCTs, this method is not convenient for new lighting

technologies, which are more versatile. The shape and size of the MacAdam

ellipses change depending on the location of chromaticity coordinate, and they

need to be interpolated between the original 25 points measured by MacAdam [6]

(Fig. 8.1). Such interpolation formulae are not specified in any international stan-

dard. This is a problem for LED light sources that do not follow the traditional

nominal CCTs of fluorescent lamps. For example, the 4500 K and 5700 K nominal

CCTs or any of the flexible CCTs in the ANSI specification [3] do not have

corresponding MacAdam ellipses defined. Even if interpolation of ellipses is

possible, it would be complicated and not practical.

The CIE recently published TN 001 [18], which recommends using circles in the

(u0, v0) diagram to replace MacAdam ellipses for white region. In this method, only

the radius of the circle needs to be specified to express chromaticity tolerances, and

it is called u0v0 circle. The size of (one-step) MacAdam ellipses (in the white region)

corresponds to u0v0 circles with a radius of 0.0011. TN 001 also defines n-step u0v0
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circle, as a circle in the (u0, v0) diagram with a radius of n times 0.0011. For a center

point u0c; v
0
c

� �
, the n-step u0v0 circle is expressed by the equation

u0 � u0c
� �2 þ v0 � v0c

� �2 ¼ 0:0011 � nð Þ2 ð8:10Þ

and corresponds to a n-step MacAdam ellipse. As an example, Fig. 8.8 shows the

five-step MacAdam ellipses for the fluorescent lamp specifications [9] plotted on

the (u0, v0) diagram, on top of which u0v0 circles with a radius of 0.0055 (red dashed
line) are plotted. As shown, these ellipses and the circles are closely overlapped,

which means that circles can be used to replace MacAdam ellipses in this white

region on (u0, v0) diagram.

There are small differences between the circles and MacAdam ellipses, but it is

considered insignificant in practical applications. Additionally, the experimental

uncertainty of MacAdam ellipses measured 75 years ago with only one subject is

not well known.

8.3 Object Color Specifications

Color rendering is a phenomenon in which colors of objects appear differently

under illumination having different spectra. Thus, in discussing color rendering, it

is important to understand how object color is specified and how their differences

are evaluated. The general approach for evaluating color rendering is to measure or

Fig. 8.8 Five-step

MacAdam ellipses in IEC

60081 [9] and circles
(radius 0.0055) in the CIE

1976 (u0, v0) chromaticity

diagram
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calculate color differences of objects under given illumination, and this approach is

used in CRI and other new proposed metrics. Unlike light source colors, which have

two dimensions, object color requires another dimension, lightness – a scale from

black, gray, to white. For example, there is no brown or black in the (x, y) diagram,

while such colors exist for object colors. Brown color has the same chromaticity as

red but has a different lightness. Therefore, a three-dimensional color space is

needed for object colors.

There are two standardized object color spaces defined by CIE, which are L*a*b*

(CIELAB) [2, 19] and L*u*v* (CIELUV) [2, 20]. CIELAB is commonly used in

lighting research as well as imaging applications and is illustrated in Fig. 8.9. The

two horizontal axes, a* and b*, determine hue and chroma, and the vertical axis L*

gives lightness. The center is gray, and the further the position is shifted outside

horizontally, the more colorful the object is. The three coordinates L*, a*, b* of an
object surface are calculated by.

L∗ ¼ 116 Y=Ynð Þ1=3 � 16

a∗ ¼ 500 X=Xnð Þ1=3 � Y=Ynð Þ1=3
h i

b∗ ¼ 200 Y=Ynð Þ1=3 � Z=Znð Þ1=3
h i

when X=Xn; Y=Yn; Z=Zn > 0:008856ð Þ ð8:11Þ

where X, Y, Z are the tristimulus values of the object surface, and Xn, Yn, Zn are the
tristimulus values of the white reference (perfect diffuser) under a given illumina-

tion. Note that there are further formulae for samples with very low reflectances, but

these are practically not needed. To specify object colors, CIE standard illuminants

Fig. 8.9 Illustration of

CIELAB object color space

190 Y. Ohno



D65 [8] is normally used to calculate the tristimulus values. The color difference

between two objects are calculated by

ΔE∗
ab ¼ ΔL∗ð Þ2 þ Δa∗ð Þ2 þ Δb∗ð Þ2

h i1=2
ð8:12Þ

For evaluation of color rendering of light sources, object colors are calculated

with the spectrum of a reference illuminant and that of a given light source, and the

difference ΔE∗
ab between them are evaluated. Since it is not convenient to draw

three-dimensional diagram, only (a∗, b∗) is often plotted as a two-dimensional

graph. As an example, Fig. 8.10 shows (a∗, b∗) plots of 1269 Munsell color

samples [21] under D65.

8.4 Color Rendering Characteristics

8.4.1 Color Rendering Index

Color rendering is defined by the CIE [1] as “effect of an illuminant on the color

appearance of objects by conscious or subconscious comparison with their color

appearance under a reference illuminant.” The CIE color rendering index (CRI) [4]

Fig. 8.10 The CIELAB

(a∗, b∗) plots of 1269
Munsell color samples

under D65
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is widely used and the only internationally accepted metric for assessing the color

rendering performance of lighting products. The details of procedure for the

calculation are available in Ref. [4], but a brief introduction is provided in this

section. The first step of the calculation is to calculate the color differences ΔEi

(in the 1964 W*U*V* object color space – now obsolete) of 14 test color samples

(Munsell samples) when illuminated by a reference illuminant and when illumi-

nated by a given light source. The first eight test samples are medium-saturated

colors, and the last six include four highly saturated colors (red, yellow, green,

and blue), skin complexion, and leaf green. These samples are shown in

Fig. 8.11. The reference illuminant should have the same CCT as that of a test

light source and is Planckian radiation for a correlated color temperature (CCT)

<5000 K, or a phase of daylight (one of daylight spectra at varied CCT; the

formula is available in [2]) for CCT �5000 K of the test light source. The

chromaticities of the test samples are adjusted by the von Kries chromatic

adaptation transform. The special color rendering indices Ri for each test color

sample are obtained by

Ri ¼ 100� 4:6ΔEi ; i ¼ 1; . . . ; 14ð Þ ð8:13Þ

This gives the evaluation of color rendering for each test color sample. The

general color rendering index Ra is calculated as the average of Ri for the first eight

color samples:

Ra ¼
X8
i¼1

Ri

8
ð8:14Þ

The score for perfect color rendering (zero color differences) is 100, and the

values of Ri or even Ra can be below zero (negative) if color differences are

extremely large. Note that the term CRI is often used referring to Ra, but the CRI

actually consists of 15 numbers: Ra and Ri (i ¼ 1 to 14).

The values of Ra � 80 are generally considered acceptable for indoor lighting,

and Ra � 90 is generally considered excellent color rendering. The special color

Fig. 8.11 The 14 test color samples used in the calculation of CRI
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rendering indices Ri are not often used except R9 (index for the saturated red

sample), which is often examined as red is critical for skin tone and overall color

rendering and also to supplement Ra to address some of its problems. Note that

color rendering is often not critical for outdoor lighting, and Ra < 80 can be well

acceptable for such applications.

8.4.2 Color Preference and Perception

The CRI is designed to measure how close the object colors appear under a given

illumination to those under the reference illuminant thus is a metric of color fidelity,

which is only one aspect of color quality. Another important aspect of color quality

is color preference. For example, some light spectra can increase the chroma of

objects, which appear more vivid than under a reference illuminant and tend to be

preferred. Such a preference effect is known for many years [22–24]. Some exam-

ples of such light sources are shown in Fig. 8.12, in which their color gamut is larger

than those of the reference illuminant. Neodymium lamps are popularly sold in the

USA, which is an evidence that such light sources are preferred by many people.

Fig. 8.12 Examples of color enhancement by a neodymium lamp (left) and an experimental RGB

LED source (right). Plotted are the CIELAB (a*, b*) coordinates of the 15 color samples of CQS

[28] under the given light spectra (red line) and the reference illuminant (blue line)
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Also, it has been verified by a recent experimental study [25] that such illumination

with slightly increased chroma is generally preferred in a typical indoor lighting

environment. The CRI Ra score for the neodymium lamp shown in the figure is only

77, though it may be more preferred than a normal incandescent lamp, which has Ra

score of 100.

Currently, such preferred light sources are penalized or discouraged by CRI, and

very few products of such characteristics are available, except some RGB products

may have such characteristics. Though such sources with increased chroma are not

common in the current market, it is considered that such sources may become

popular when the standard is revised.

There have been many studies recently to address such preference effects related

to increased chroma and various metrics have been proposed, for example, feeling

of contrast index [26], gamut area index [27], color quality scale [28], and memory

color index [29]. The color quality scale (CQS) addresses the preference of such

light sources while maintaining the color fidelity aspect of the CRI. It is also known

that perceived chroma of objects is reduced at lower light levels (Hunt Effect)

[30]. If this is proved to be effective for the light levels in typical indoor lighting

conditions compared to the level of outside daylight, a slightly increased gamut

may produce color rendering closer to daylight, leading to higher color fidelity.

As discussed in 8.2.5, the chromaticity of white light below Planckian locus may

be generally preferred. The CRI Ra score, however, does not reflect such perception

effects of Duv and penalizes such shifts of chromaticity below Planckian sources.

As an example, Fig. 8.13 (right) shows CIE Ra values for an example of an LED

source with shifts of Duv from �0.02 to 0.02 (varied by only changing the ratios of

four peaks). The figure shows that Ra value decreases as the Duv moves to a

negative direction, while this direction is reportedly preferred, and Ra value stays

high in the positive Duv region up to Duv � 0.015, while positive Duv shifts

(yellowish shifts) are disliked as reported in the studies [13, 14]. Though this is not

always the case, this is another example where CRI Ra, being a color fidelity metric,

Fig. 8.13 The spectra of an experimental RGBA source (left), and the change of CRI Ra score (red
solid line) and CQS Qa score (blue dashed line) of this source as a function of Duv shift (right)
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does not agree with the perception of white light. Figure 8.13 (right) also shows the

plots of the CQS values, which shows a much improvement on this aspect.

The need for updating the CRI has been long recognized. CIE concluded that the

CRI needs to be updated for SSL sources [5]. CIE recognizes that, the color

preference or perception aspects, beyond color fidelity, are very important in the

evaluation of overall color quality and continues efforts to develop a set of color

quality metrics including improved color fidelity and color preference metrics that

can update CRI in the future [32, 33].

8.5 Luminous Efficacy

The spectrum of a light source affects not only color rendering but also the energy

efficiency of the light source; thus, color rendering is closely related to energy

issues. The terms related to energy efficiency of light sources are introduced below.

The energy efficiency of a light source or a lighting product is evaluated by

luminous efficacy of a source (often called simply luminous efficacy), which is the

ratio of luminous flux (lumen) emitted by the source to the input electrical power

(watt) to the source. Thus, the unit is lumen per watt (lm/W). The luminous efficacy

of a source, ηv(lm/W), is determined by two factors:

ηv ¼ ηeK ð8:15Þ

where ηe is the radiant efficiency of the source, which is the ratio of radiant flux

output to input electrical power. External quantum efficiency is also used for the

same meaning for LED devices. K is the luminous efficacy of radiation, which is the
ratio of luminous flux to radiant flux, denoted as LER in this chapter and is

determined only by the spectral distribution S(λ) of the source as given by

K ¼ Km

R
λV λð ÞS λð ÞdλR
λS λð Þdλ ð8:16Þ

Km is themaximum spectral luminous efficacy of radiation, and its value, 683 lm/

W (for monochromatic radiation at 555 nm), comes from the international defini-

tion of the candela [34]. While various other terms are used in the LED industry, the

terms introduced above are the ones officially defined internationally [1].

Figure 8.14 illustrates the calculation of the LER. This LED spectra has an LER

value of K¼ 294 (lm/W). The LER of common discharge lamps range from ~250 to

~380 lm/W. The maximum LER for white light with acceptable color rendering

(Ra � 80) is considered to be around 400 lm/W. The LER is entirely dependent on

the SPD of the light source and represents the luminous efficacy that would be

possible if the conversion of electricity to light could happen without any losses.
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8.6 Color Characteristics of Single Color LEDs

Chromaticity, as described in 8.2.1, is used for all LED devices including white and

single color LEDs. In addition to chromaticity, the characteristics below are often

used for single color LEDs.

8.6.1 Dominant Wavelengthλd

The dominant wavelength is commonly used to specify the color of single color

LEDs. It is defined in [1] as follows.

The wavelength of a monochromatic stimulus that, when additively mixed in

suitable proportions with the specified achromatic stimulus, matches the color

stimulus considered in the 1931 x, y chromaticity diagram.

This is illustrated in Fig. 8.15. For characterizing LEDs, the reference achro-

matic stimulus should be an equal-energy spectrum (sometimes called Illuminant

E), which has the chromaticity coordinates xE¼ 0.3333, yE¼ 0.3333 [35]. It should

be noted that dominant wavelengths of red LEDs are shorter than their peak

wavelengths as shown in Fig. 8.16, and longer for blue LEDs. This is due to the

slope of the color matching functions in the red and blue regions, where deeper red

and blue portion of the spectrum contribute less to chromaticity. The difference can

be greater than 10 nm for deep red and deep blue LEDs.

Fig. 8.14 Luminous efficacy of monochromatic radiation (solid line), plotted with an example of

LED spectrum (dashed line)
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Fig. 8.15 Illustration of dominant wavelength

Fig. 8.16 An example of

dominant wavelength and

peak wavelength
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8.6.2 Centroid Wavelengthλc

The centroid wavelength λc is defined in [35] and is calculated as the “center of

gravity wavelength” by

λc ¼
Z λ2

λ1

λ � S λð Þdλ=
Z λ2

λ1

S λð Þdλ ð8:17Þ

The diminishing tails of an LED spectrum (including noise and stray light) may

affect the value of centroid wavelength significantly, which should be considered as

an uncertainty in a given measurement.

8.6.3 Peak Wavelengthλp

As described in Ref. [35], the wavelength at the maximum of the spectral power

distribution is known as the peak wavelength λp. The (absolute) spectral distribution
is usually normalized at this wavelength rather than at an arbitrary wavelength, to

give a relative spectral power distribution with a maximum value of unity.
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Chapter 9

LED-Based Luminaire Color Shift
Acceleration and Prediction

Guangjun Lu, Willem Dirk van Driel, Xuejun Fan, Jiajie Fan,

and Guo Qi Zhang

Abstract Color stability is of major concern for LED-based products. Currently,

much effort is done on lumen maintenance, and for color shift, no agreed method

currently exists, be it from testing or from prediction side. To investigate the

physics of color shift, we present experiments of each individual part failure of

each individual part that are present in LED-based products. In order to develop a

color shift prediction method, it is imperative to investigate the color shift contri-

bution by each individual part. We present a new method to predict color shift on a

system level, which we named the view factor approach. We compare this
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prediction method with experiments on luminaire level to conclude that we have

taken satisfactory first steps in the field of color shift predictions for LED-based

systems.

9.1 Introduction

Luminous flux maintenance and color stability are two important factors to evaluate

the lighting quality. While much research efforts have been done on the former and

even some standards have been generated for lumen decay acceleration, research

activities and achievements on the latter have lagged behind [1–3]. With increased

adoption and accumulation of hours of use, awareness is growing that color shift is

an issue for some products, especially in some important application fields, such as

museums, patient examination rooms, urban scene illumination occasions, offices,

street lighting, and so on [4, 5].

DOE Energy Star Program requires that the change of chromaticity over the

lifetime of the product should be within 0.007 on the CIE 1976 (u0,v0) diagram
[6]. Unlike traditional lighting products, the color shift mechanism of LED lighting

is complex due to its much more comprehensive structure, generally composed of

LED die, phosphor, silicone, reflector, diffusers, and so on, all of which may

contribute to the color shift during operation, and each individual component has

its own degradation mechanism [7]. Some studies have been done on some failure

mechanisms of package level color shift, such as color shift to the blue end of

spectrum caused by phosphor settle for the combination of “blue” LED and

“yellow” phosphor, color shift caused by the discoloration of the plastic (PPA) or

polycarbonate (PC) used in the package, color shift toward yellow end resulting

from mean free path of the blue photons through the phosphor increase caused by

delamination, and so on [8–17]. Mehr et al. experimentally investigated the color

shift of remote phosphor plates made from Bisphenol-A polycarbonate (BPA-PC)

and some other materials [18–21]. However, studies on the LED-based luminaire

level color shift reliability are little publicly available except some based on the

statistical (data-driven) method. This chapter will investigate LED-based luminaire

level color shift mechanisms based on a breakdown method and introduce a novel

approach for investigation of color shift contribution by each individual compo-

nent. Finally, we propose a color shift acceleration and prediction approach.

9.2 Breakdown Method for Color Shift and Mechanism
Investigation

9.2.1 Materials and Methods

A commercially widely used downlight with size of 4 in, power of 10 W, correlated

color temperature (CCT) of 4000 k, was chosen as a representative, as shown in

Fig. 9.1.
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In terms of color shift in the study, an entire downlight can be divided into three

individual parts, reflectors, diffusers, and LED packages. The color shift of each

individual part adds up to the color shift of the entire downlight. Such a breakdown

method can be simplified as shown in Fig. 9.2.

In the investigation, diffuser material used in the downlight is PMMA, which is

widely used in indoor lighting application due to comparatively low cost and

mature manufacturing process. Reflective material for the reflector is the novel

microcellular PET material. Compared with the traditional metal-based reflective

material, the microcellular PET has many advantages, such as high total reflectiv-

ity, high diffuse reflectivity, and lightweight. LED package is the mid-power 5630

which has comparatively high luminous efficiency and is flexible in combination

for downlight application. Figures 9.3 and 9.4 show the molecular structures of

PMMA and PET materials, respectively.

To investigate the physics of color shift failure of each individual part, experi-

ments were done as follows.

Rectangular pure PMMA plates with a thickness of 3 mm and dimension of

30 mm� 50 mm and rectangular microcellular PET reflective sheets with a thick-

ness of 0.51 mm and the same dimension of 30 mm� 50 mm were subjected to the

following three experimental conditions, respectively: (1) Thermal aging in an

Fig. 9.1 Representative of

downlight for color shift

investigation

Reflector
LED Packages

Diffuser

Luminaire
Color Shift

PCB

Fig. 9.2 Breakdown of downlight color shift
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aging test oven with a temperature setting of 85 �C for more than 3000 h; (2) Blue

light irradiation at 85 �C for more than 3000 h (The specimens were placed inside

the oven at 85 �C and exposed to blue light through the oven glass window

generated by the blue light LEDs outside the oven). The wavelength of blue light

used is 450 nm, the distance between blue light source and the specimens is 40 cm,

and the blue light intensity that the specimen received is around 40 k lux;

(3) Humidity reliability test (Specimens were put in the isothermal oven for more

than 3000 h at 85 �C and 85% RH). In addition, PMMA specimens of the same type

and thickness with a dimension of 100 mm� 100 mm were put separately in two

ovens with a temperature of 100 �C for 3000 h and 150 �C for 360 h, respectively.

While subjected to the aging conditions: room temperature, 85 �C and 85 �C and

85% RH, the LED packages were separately mounted to small hexagonal heat sink

plates and lighted up via a jig with the same current as that normally used in the

downlight luminaire.

Transmittance spectra of PMMA plates and reflectance spectra of microcellular

PET specimens with different aging conditions were recorded in the range

380–740 nm with a step of 5 nm with the Lambda 950 spectrophotometer

(PerkinElmer 950). Relative reflectance mode other than the absolute mode is

chosen to do the measurement with a universal reflectance accessory as the light

spectral reference.

Stress-strain curves were also measured with a DMA Q800 to characterize the

mechanical properties of Microcellular PET specimens with different aging condi-

tions. Infrared spectra of specimens were measured for chemical analysis in the

range of 900–1800 cm�1 using a Perkin–Elmer Spectrum 100 series spectrometer in

the attenuated total reflection (ATR) mode for 180 scans at a resolution of 5 cm�1.

In addition, in order to quantify the color shift effects of microcellular PET

specimens after aging, a downlight LED luminaire was used and measured by an

integrating sphere with a diameter of 2 m at 2 pi mode. The LED packages

subjected to different aging conditions for a different aging time were also mea-

sured by another integrating sphere with a diameter of 0.5 m at 2 pi mode too. For

more details, please refer to [22–25].

CH3

CH3

C )n(

C
O O

CH2

Fig. 9.3 Molecular

structure of PMMA

OO

OO

n

Fig. 9.4 Molecular

structure of PET
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9.2.2 Results and Discussions

9.2.2.1 PMMA

Discoloration was not observed for any sample subjected to aging of 85 �C for

5000 h, or with additional blue light irradiation for 5000 h, or with additional

humidity of 85%RH for 5000 h, or even with aging of 100 �C for 3000 h. By

contrast, after 360 h of thermal aging at 150 �C in the oven, the color in the surface

of PMMA specimen tends to be slightly yellowing. Pictures of the specimen before

and after aging are shown in Fig. 9.5.

Note that the aging temperature 150 �C is above Tg (around 110 �C) and below

melting point (around 200 �C) of the PMMA material, and we didn’t observe any
color change of the surface during the first day of aging.

Transmittance spectra of PMMA under different aging conditions were also

measured. The transmittance of specimen aged at 150 �C for 360 h is lower than

that of any subjected to other aging conditions in the wavelength range from 360 to

760 nm, and the specimens subjected to other aging conditions have almost the

same spectra as that of the nonaged specimen. Furthermore, as shown in Fig. 9.7,

the transmittance reduction (calculated on the difference of transmittance between

lines of nonaged and aged at 150 �C shown in Fig. 9.6) of the specimen aged at

150 �C is wavelength dependent, and the reduction of transmittance at around

450 nm (blue light area) is much higher than that at around 590 nm (yellow light

area) (Fig. 9.7).

FTIR analysis implies oxidation occurred to that specimen. There are three steps

involved in the aging. The first step is the splitting off of the acrylate group, whereas

the second step is the actual oxidation and followed by hydrogenation. Such

chemical mechanism can be described in Fig. 9.8.

It should be pointed out here the experiments found that PMMA will exhibit

yellowing only at high temperatures (150 �C) which are well above the glass

transition temperature of the polymer. This temperature is also above the accepted

Fig. 9.5 Discoloration of PMMA after aging. (a) Nonaged. (b) Aged with 150 �C for 360 h
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use temperature of PMMA and is unlikely to be used in a practical luminaire.

Therefore, the risks on introducing a new failure mode is high since the experiments

were performed above Tg and chain mobility will be increased.

The nonuniform reduction of transmittance in the transmission spectrum caused

by aging could induce the change of radiant flux intensity ratio of blue light to

yellow light, which gives rise to the color shift in perception and chromaticity

change in the CIE1976 diagram. In order to quantify color shift effects of the

specimen subjected to 150 �C for 360 h, as aforementioned, a downlight LED
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Fig. 9.7 Transmittance reduction for the PMMA subjected to 150 �C for 360 h
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Fig. 9.6 Transmission spectra after being subjected to different aging conditions (Note: the 85 �C
and 100 �C lines coincide with the nonaged line)
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luminaire mounted with such an aged sample and a nonaged one of identical size

was measured by an integrating sphere. Normalized spectral power distributions are

shown in Fig. 9.9.

The results of color coordinates in the CIE1976 diagram by such measurement

are also given, as shown in Fig. 9.10. As can be found in Fig. 9.9, the peak

wavelength neither at blue light area (around 450 nm) nor at yellow light area

(around 590 nm) changed; however, the peak intensity at blue light area has a more

severe reduction than that at the yellow light area, which causes the reduction of

radiant flux intensity ratio of blue light to yellow light and hence induces the color

shift to yellow as confirmed in Fig. 9.10.

9.2.2.2 Microcellular PET

After 4000 h of aging for the microcellular PET reflective material, discoloration

was not observed to any specimen. However, during manually handling when we

took out the samples from the humidity test oven, one specimen broke. Hence, the

stress-strain measurement was conducted on all the specimens to investigate the

possible changes of mechanical property. Only the sample subjected to humidity

test fractured, and this fracture occurred at a strain of 0.38% (1.1 Mpa). The samples

of the nonaged and 4000 h thermally aged did not fracture during the test. The

reflectance spectra of specimens after 4000 h of aging were measured and recorded

Fig. 9.8 Chemical mechanisms of oxidation and hydrogenation during aging
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by a Lambda 950 spectrophotometer in a wavelength range from 380 to 800 nm

with a step of 5 nm. Reflectance spectra of microcellular PET with different aging

conditions are shown in Fig. 9.11. The reflectance spectrum of the 85 �C aged

specimen is nearly the same as that exposed to additional blue light irradiation.

Furthermore, the reflectance spectrum of the 85 �C aged specimen is higher than the

nonaged one in the wavelength range from 380 to 430 nm. The specimen which was
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Fig. 9.9 SPDs of LED-based luminaire mounted with aged PMMA specimen

Fig. 9.10 Color coordinates in the CIE 1976 Diagram for the LED-based luminaire mounted with

PMMA specimens
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subjected to humidity test has an obvious reflectivity decrease in the range from

380 to 520 nm compared to the nonaged sample.

FTIR studies were performed in order to chemically explain the abovementioned

optical and mechanical property changes after aging. Compared to the slower

oxidation in the thermal aging test, the hydrolytic degradation in the humidity

test induces chemical structure change of the specimen, which causes the remark-

able changes of optical and mechanical properties.

In order to quantify color shift effects of those specimens after aging under

different conditions, a downlight LED luminaire with aged and nonaged specimens

was measured by an integrating sphere, respectively. The specimen subjected to

4000 h of thermally aged test has a color shift of 0.0001 due to a reduction of u’ by
0.0001, while 4000 h of humidity test causes a color shift of 0.0004 with an

equivalent reduction of u0 and v0 of 0.0003, which is far less than 0.001 (or 1

sdcm). Note that embrittlement of the microcellular PET after 4000 h of humidity

test will make it so fragile that when it is disturbed (e.g., for repair or ceiling

maintenance), the material may crumble exposing the underlying paint reflector.

Consequently, during the color shift investigation for 4000 h of humidity test, the

microcellular PET was not mounted, during which the side-wall base material,

which has a lower reflectivity, acted as a reflector. Color shift by PET was attributed

to the change of flux intensity ratio of blue light to yellow light, similar to

the PMMA.
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Fig. 9.11 Reflectance spectra of microcellular PET with different aging conditions and side-wall

base material
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9.2.2.3 LED Package

Color data of 5630 LED packages which were subjected to different aging condi-

tions have been measured. Color shift results (Δu
0
,Δv

0
,Δu

0
v
0
) of the specimen

subjected to different aging conditions for ~6000 h were shown in Fig. 9.12. First

2000 h of data was not used due to unstable degradation. It can be found that the

specimen after humidity aging test has the maximum color shiftΔu0v0, and the color
shift tends to blue light area for both thermal aging conditions and humidity test.

Some studies implied that the moisture entrapment to the inside of silicone bulk

caused a localized extremely high temperature (around 300 �C), which accelerates

the degradation of LED package.

As a summary, in the color shift study, the downlight can be divided into three

parts, the diffuser, the reflector, and the LED packages, which have different color

shift failure physics or mechanisms and contribute differently to the total color

shift. Optical properties will be changed under thermal aging conditions, which will

contribute color shift for diffuser and reflectors. LED packages have a color shift

toward blue during thermal aging and humidity test. Humidity test demonstrates a

strong acceleration in color shift.

9.3 A Novel Approach for Color Shift Investigation
on LED-Based Luminaires

9.3.1 Materials and Methods

In order to develop the color shift acceleration and prediction method, it is impor-

tant to investigate the color shift contribution by each individual part. Hence, a

novel approach for color shift investigation based on view factor method was

proposed in this section. The downlight to be investigated was aged at 85 �C in

an oven and lighted on for around 4000 h. Measured the soldering temperature Ts is

around 105 �Cwith a thermal couple. To quantify the color and lumen change of the
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Fig. 9.12 Color shift of

LED packages subjected to
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LED packages mounted in the downlight during aging, same type of LED packages

also from same suppliers was separately mounted and placed in the same oven and

lighted on with equivalent current. The Ts of LED package measured is also around

105 �C. The light flux, color, and SPDs (spectrum power distributions) of those

LED packages were measured and recorded by an integrating sphere before and

after aging. The diffuser used in the downlight is a type of commercial misty

PMMA with a thickness of 2 mm. The transmittances of diffuser before and after

aging were measured. The reflective material used in the downlight is one type of

commercial PET, whose reflectivity before and after aging were also measured.

Refer to [26] for more details.

To help illustrate this approach, a schematic diagram of light paths for the

downlight investigated is shown in Fig. 9.13. Each exchange of light in the light

paths can be considered as a contribution to color shift. The matrix Eq. 9.1 shown

below can be used to describe the exchange.

ΦitoLEDs

Φitopcb

Φitohousing

Φitoexit

0
BB@

1
CCA ¼

FL�L FP�L Fh�L Fe�L

FL�P FP�L Fh�p Fe�p

FL�h FP�h Fh�h Fe�h

FL�e FP�e Fh�e Fe�e

0
BB@

1
CCA

ΦifromLEDs

Φifrompcb

Φifromhousing

Φifromexit

0
BB@

1
CCA ð9:1Þ

Where Φ stands for the light flux and the number i denotes the number of

reflections undergone. F is the so-called view factor (conservation of light: sum

of each matrix column ¼1). The software LightTools is used to extract the view

factor F and light flux Φ. For the physics of reflection, it can be described as the

Eq. 9.2:

Φiþ1fromLEDs

Φiþ1frompcb

Φiþ1fromhousing

Φiþ1fromexit

0
BB@

1
CCA ¼

RL

Rp

Rh

Re

0
BB@

1
CCA

ΦitoLEDs

Φitopcb

Φitohousing

Φitoexit

0
BB@

1
CCA ð9:2Þ

Fig. 9.13 Schematic diagrams of light paths
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Each reflection is accompanied with a small color change Δui
0
,Δvi

0
, depending

on part L, p, h, and e.
The equation for the exit transmission can be described in Eq. 9.3, as shown

below. It also accompanies with a small color change during transmission. Φtoexit is

the light flux to exit for transmission, which can be calculated via Eq. 9.4:

Φfromexit¼ ¼ 1� Re � Að ÞΦtoexit

Φtoexit ¼
X
i

Φitoexit ð9:3Þ

¼ FL�e

X
i

ΦifromLEDs þ Fh�e

X
i

Φifromhousing þ Fp�e

X
i

Φifrompcb

þ Fe�e

X
i

Φifromexit ð9:4Þ

Color shift Δu
0
,Δv

0
,Δu

0
v
0
of the flux to exit Φtoexit in the downlight could be

estimated via below Eqs. 9.5, 9.6, and 9.7.Δu0L,Δu0p,Δu0h, andΔu0e denote the color
changes of fluxes exchanged on the part L, p, h, and e. r is the ratio of the flux

returned to the exit after a cycle of reflections in the downlight. All of them could

also be captured by Monte Carlo simulation with the software LightTools. The

color change caused by the transmission of exit diffuser can be also got via Monte

Carlo simulation.

Δu0 ¼ wLED •ΔuL0 þ wpcb •ΔuP0 þ whousing •Δuh0 þ whousing •Δue0 ð9:5Þ
Δv0 ¼ wLED •ΔvL0 þ wpcb •ΔvP0 þ whousing •Δvh0 þ whousing •Δve0 ð9:6Þ

Δu0v0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δu0ð Þ2 þ Δv0ð Þ2

q
ð9:7Þ

Where wLED,wpcb,whousing and wexit could be described as below:

wLED ¼
FL�e

P
i

ΦifromLEDs

Φtoextt

wpcb ¼
Fp�e

P
i

Φifrompcb

Φtoexit

whousing ¼
Fh�e

P
i

Φifromhousing

Φtoexit

wexit ¼
r
P
i�1

Φifromexit

Φtoexit

To perform the simulations for extraction, initial condition is shown in equation:
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Φ0fromLEDs

Φ0frompcb

Φ0fromhousing

Φ0fromexit

0
BB@

1
CCA ¼

ΦLEDs

0

0

0

0
BB@

1
CCA ð9:8Þ

Some assumptions were made as follows. The LED is top emitting, and light

exits from LEDs, and there is no bouncing back and forth from them.

9.3.2 Results and Discussions

9.3.2.1 Measured Results for Color Shift of Downlights After Aging

The SPD, lumen, and color data of the downlight before and after aging were

measured and recorded by an integrating sphere with a diameter of 2 m at 2 pi

mode. Figure 9.14 shows the SPD of the downlight before and after aging. Obvious

degradation of the flux intensity could be found both in the yellow light area

(around 590 nm) and blue light area (around 450 nm). Table 9.1 shows the lumen

and color changes for this downlight.

Table 9.1 Lumen and color data measurement before and after aging

Before aging After aging

Power (W) 10.1 10.1

Luminous flux [lm] 936.65 838.66

Lumen degradation [–] 10.46%

Color point u0 [–] 0.2229 0.2248

v0 [–] 0.5026 0.5041

Color shift Δu0 [–] 0.0019

Δv0 [–] 0.0015

Δu0v0 [–] 0.0024
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9.3.2.2 Inputs for Simulation

The averages of SPDs for LED packages before and after aging are shown in

Fig. 9.15, which will be used as inputs for simulation.

Both the transmittance and reflectance before and after aging were measured for

the diffuser, shown in Figs. 9.16 and 9.17, respectively, which will be used as input

for simulation.

PET was not only mounted on the side-wall used as the housing reflective

material but also covered the PCB surface. So the housing and PCB’s contribution
on the color shift depends on the change of PET’s reflectance. Figure 9.18 shows

the reflectance measurement before and after aging, which will be used as inputs for

simulation.
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9.3.2.3 Color Shift Results

1. Color shift before aging (0 h).

View factors were extracted by Monte Carlo simulation as shown in Table 9.2 for

the downlight before aging. Color shift of each individual part could be also got via

simulation. Accordingly, the color shift of downlight could be calculated.

Figure 9.19 shows the color shift of downlight at 0 h and contribution by each

individual part. Even nonaged (at 0 h), the light coming out of the downlight has a

color change of ~0.001 compared with the color of light emitted from the LED

packages. The diffuser has a major contribution. When the light goes through the

diffuser, the ratio of blue light to yellow light in the SPD has a change due to the

transmittance difference between wavelengths, which leads to the color change.
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measured for PET material
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Table 9.2 View factor

Table for 0 h
t0

From

LEDs PCB Housing Exit

To LEDs 0.00000 0.00000 0.00000 0.00000

PCB 0.00000 0.00000 0.24526 0.53365

Housing 0.21378 0.21378 0.00000 0.46635

Exit 0.78622 0.78622 0.75474 0.00000

-0.0005

0

0.0005

0.001

0.0015

Total Colour
Shift

Diffuser
Transmission

Diffuser
Reflection

Housing
Reflection

PCB
Reflection

Δu' Δv' Δu'v'Fig. 9.19 Color shift of

downlight at 0 h
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2. Color shift after aging (4000 h)

Similarly, we got the view factor table (shown in Table 9.3) for the downlight

after aging for 4000 h. Color shift of each individual part and accordingly the color

shift of downlight could be calculated. Figure 9.20 shows the color shift of

downlight after aging for 4000 h and contribution by each individual part.

9.3.2.4 Comparison and Discussion

Note that color change shown in Figs. 9.19 and 9.20 does not include the color shift

of LED packages. Figure 9.21 shows the color shift and contribution of each

individual part including LED packages caused by aging.

According to results from the simulation and calculation method, after aging for

4000 h, the downlight has a total color shift of ~0.002, even less than the color shift

of LED packages, which is around 0.0025. This is because the two major contrib-

utors LED package and diffuser have an opposite contribution in the color shift

component of Δv0. The component Δv0 of LED package has a decrease of 0.0026,

compared to the increase of around 0.0017 caused by diffuser transmission change

during aging. Color shift induced by aging of LED packages is quite different from

that of diffuser. LED packages’ relative flux degradation in SPD occurred obvi-

ously in the yellow light area, which induces the color shift to blue. By contrast, the

color will shift to yellow for aging of the diffuser since there is much more

degradation of flux in the blue light area.

Table 9.3 View factor

Table for 4000 h
t ¼ 4000 h

From

LEDs PCB Housing Exit

To LEDs 0.00000 0.00000 0.00000 0.00000

PCB 0.00000 0.00000 0.23939 0.53598

Housing 0.21378 0.21378 0.00000 0.46402

Exit 0.78622 0.78622 0.76061 0.00000
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Δu' Δv' Δu'v'Fig. 9.20 Color shift of

downlight at 4000 h
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Figure 9.22 shows the comparison between measurement and proposed

approach. It could be found that the results are comparable. Errors for the approach

proposed in this section could be attributed to several factors. One is the assump-

tion: we assumed there is no bouncing back and forth from LED packages, which

would slightly decrease the color change. The other factor is measurement error of

optical parameters as inputs for simulation.

9.4 Luminaire Color Shift Acceleration and Prediction

Based on the above investigation, we can breakdown the total color shift Δu0v0 into
component Δu0 and component Δv0 for acceleration and prediction. Since each

individual part has different contribution and mechanism, we can add up the

contribution by each individual part to the color shift component, and acceleration

can be performed individually. If we only consider the temperature aging for

acceleration, the prediction could be described as below Eqs. 9.9, 9.10, and 9.11.

Fig. 9.21 Color shift contribution after aging
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Δu0 t; Tð Þ ¼ Δu0led t; Tð Þ þ Δu0diffuser t; Tð Þ þ Δu0reflector t; Tð Þ ð9:9Þ
Δv0 t; Tð Þ ¼ Δv0led t; Tð Þ þ Δv0diffuser t; Tð Þ þ Δv0reflector t; Tð Þ ð9:10Þ

Δu0v0 t;Tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δu02 t; Tð Þ þ Δu02 t; Tð Þ

q
ð9:11Þ

We could follow below steps for luminaire color shift acceleration and

prediction.

Step1 For LED packages, determine the SPDs as F (time, temperature) by integrat-

ing sphere measurement, and for other components, determine the optical

parameters as F (time, temperature) by optics measurement.

Step2Using Step 1 as inputs, determine the Du0 and Dv0 as F (time, temperature) for

each component by simulation. Meanwhile, determine the view factor matrix as

F (time, temperature).

Step3 For each component, fit the acceleration model (linearity, Arrhenius +

Weibull/lognormal).

Step4 Calculate system level color shift based on Eqs. 9.9, 9.10, and 9.11.

9.5 Conclusions

In this chapter, we present experimental results for components in LED-based

products which have color shift concern. We use this test data as input for a

newly developed system level prediction method that we name the view factor

approach. We verified the new method with experiments with luminaires to con-

clude that we have taken satisfactory first step in the field of color shift predictions

for LED-based systems.
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Chapter 10

Chromaticity Maintenance in LED Devices

J. Lynn Davis, Karmann Mills, Robert Yaga, Cortina Johnson,

Monica Hansen, and Michael Royer

Abstract With the recent improvements in LED luminous efficacy that have been

achieved by the lighting industry, greater attention is being devoted to understand-

ing the long-term performance of LEDs. Specifically, there is a need to understand

and predict the ability of LEDs to maintain luminous flux and chromaticity over

time. The issue of chromaticity maintenance (aka, chromaticity stability and color

shift) is especially important for LED devices since they may be used for 10 years

or more without replacement of the light source. The characteristics of LEDs have a

significant impact on chromaticity maintenance for LED-based lamps and lumi-

naires. However, other components of an LED device, including lenses, reflectors,

and device design, can also have an impact on chromaticity. Understanding the

aging characteristics of LEDs, lenses, and reflectors is critical to designing and

building LED-based products for long-term use.

10.1 Introduction

The luminous efficacy of light-emitting diode (LED)–based lighting products

continues to improve rapidly, and performance in excess of 150 lumens per watt

(lm/W) with long lumen maintenance times are achievable with commercially

available LEDs. When these high-efficiency LEDs are incorporated into lumi-

naires, the luminous efficacy of the complete system is lower because of various

losses in the luminaire. Nonetheless, LED-based lighting products generally exceed

the efficacy available in most lighting products that use conventional lamp tech-
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nologies (e.g., fluorescent, halogen, and metal halide lamps). The ready availability

of high-efficiency, LED lighting products with good lumen maintenance is causing

a shift in the LED lighting industry from a focus solely on efficacy to a broader

focus on light quality, including balancing efficacy, lumen maintenance, and

chromaticity maintenance.

By analogy to lumen maintenance, chromaticity maintenance can be defined as

the change in light source chromaticity from the original chromaticity values. A

change in light source chromaticity can also be termed a chromaticity shift when

expressed as a difference in coordinates of a chromaticity diagram, such as the

Commission Internationale de l’eclairage (CIE, the International Commission of

Lighting) 1976 (u0, v0) chromaticity diagram, which gives rise to the quantity Δu0v0.
Chromaticity shifts have always occurred in lighting technologies, and the amount

of shift that can be tolerated varies widely depending on the application, the

position of the light source in the field of view, and the proximity to other light

sources [1]. Chromaticity shifts have historically been less of an issue with other

lighting technologies given that relamping occurred every 2–5 years. However,

because the same LED lighting devices may be used for 10–20 years, chromaticity

stability can be a significant concern over the life of the product. Some examples of

applications where chromaticity maintenance could be of importance include:

• Lobbies of office buildings where some LED lamps are operated 12 h per day

and others are on an emergency circuit and operated 24 h per day. The longer

operating times and the higher setbacks used for building temperature and

ventilation controls in off-peak hours result in significantly different usage

profiles for luminaires on the two different circuits [2].

• Applications in museums, retail, and commerce when light source quality may

be important to the presentation of merchandise [1].

• Applications in health care where the appearance and color of tissue are affected

by illumination.

• Installations where a single LED lamp or luminaire is replaced while many

“aged” LED luminaires are already in place.

• Different aging characteristics for equivalent products from different manufac-

turers. The differing designs may lead to variations in long-term lumen and

chromaticity maintenance.

The nature of chromaticity shifts in LED lighting devices has been the subject of

limited studies to date. One of the first publicly available long-term studies of

chromaticity maintenance was performed by Pacific Northwest National Labora-

tory (PNNL) as part of the evaluation of the Philips L-Prize® 60-W equivalent

A-lamps. The average chromaticity change observed for these lamps, as measured

by Δu0v0, was less than 0.001 after 40,000 h of continuous operation [3]. This

chromaticity shift corresponds to a one-step MacAdam ellipse. The chromaticity

shift for the worst performing lamp in this test, as measured by Δu0v0, was only
0.003, which is better than the pre-determined performance requirements. These

samples were specially made for the L-Prize tests and may not be a representative

of mass-produced samples, and they were operated continuously instead of
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undergoing on/off cycling as normal products would. Nonetheless, these findings

do indicate that long chromaticity maintenance times are possible with well-

designed LED lighting products. A follow-up study conducted by PNNL on com-

mercially available 60-W equivalent A-lamps demonstrated that there were many

products with minimal chromaticity shift during the 7000 h test, but there were also

some commercial products that displayed large shifts in excess of 0.004 [4]. In

contrast, the average chromaticity shift of compact fluorescent, halogen, and

ceramic metal halide lamps was found to be larger that of the average LED product

in the same study.

10.2 Representing Chromaticity Shifts

The color appearance of a light source can be represented by using several different

approaches, including chromaticity coordinates based on established color spaces

or the combination of correlated color temperature (CCT) and distance from the

black body locus (Duv). Because chromaticity coordinates, CCT, and Duv are

calculated directly from spectral power distributions (SPD) of a source, they

provide a greatly condensed representation of spectral changes [5], with some of

the information available in the SPD lost. One of the more common representations

of color are the u0 and v0 chromaticity coordinates that form the CIE 1976 chroma-

ticity diagram. This chromaticity diagram has emerged as the de facto standard for

industry reports such as LM-80-15 [6] given that it provides a more uniform

presentation of chromaticity differences compared with older schemes [7].

Most commercial white LEDs generate white light by combining the primary

emissions from a blue LED with secondary emission from a phosphor such as

cerium-doped yttrium aluminum garnet (Ce:YAG) or cerium-doped lutetium alu-

minum garnet (Ce:LuAG). These blue (i.e., LED) and yellow (i.e., phosphor)

emitters can be represented by the appropriate chromaticity coordinates in the

CIE 1976 chromaticity diagram. As shown in Fig. 10.1, any color along the line

connecting these chromaticity points can be produced by the appropriate combina-

tion of these blue and yellow emissions. For a white LED package, an increase in

blue emissions from the LED or a decrease in yellow emissions from the phosphor

will produce a shift in the blue direction from the initial chromaticity point.

Likewise, a decrease in blue emissions or an increase in yellow emissions will

produce a yellow shift. As shown in Fig. 10.1, blue shifts are characterized by a

decrease in both u0 and v0, whereas yellow shifts are characterized by an increase in

both u0 and v0. In general, the magnitude of the change in v0 is greater than the

change in u0 for both blue and yellow chromaticity shifts especially at CCT values

often encountered in lighting (2750–5000 K) [7].

If the specific emission characteristics, such as the peak wavelength or full width

at half maximum (FWHM) of the blue or yellow spectrum components change,

then other shifts in chromaticity are possible. As shown in Fig. 10.2, these shifts can

generally be in either the green or red directions. In general, a green shift is
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indicated by a decrease in u0 with minimal change in v0. Assuming that the blue

emission remains unchanged, one example of a green shift is a change in either the

peak emission wavelength or the FWHM of the phosphor emissions [8]. In a similar

manner, a red shift is generally indicated by an increase in u0 with minimal change

in v0.
In addition to changes in the emission from the blue LED and the phosphor,

several other changes in the LED package are known to have an effect on chroma-

ticity stability. Tuttle and McClear [9] demonstrated that first-generation resins

such as polyphthalamide (PPA) and polycyclohexylenedimethylene terephthalate

Fig. 10.1 Representation

of color in the CIE 1976

color space. The

combination of blue and
yellow emitters in the proper

proportions will produce

white light. From this initial

chromaticity point,

increasing blue emissions

relative to yellow will

produce a blue shift.
Likewise, increasing yellow
emissions relative to blue
will produce a yellow shift

Fig. 10.2 Representation

of color in the CIE 1976

color space. An initial white
chromaticity can be

produced by the appropriate

blend of a blue and yellow
emitter. A change in the

spectral properties of either

emitter can result in a green
shift or a red shift relative to
the initial chromaticity

point. In pcLED devices,

green shifts are more

common and typically

occur due to changes in the

phosphor emission peak

shape
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(PCT) that are used in mid-power LEDs (MP-LEDs) can yellow over time, resulting

in a blue shift in chromaticity. In addition, oxidation of exposed silver-plated lead

frames in MP-LEDs can also produce a blue shift in chromaticity [10]. Changes in

the silicone binder used with the phosphor can result in yellowing of the material,

which increases blue absorption and produces a yellow color shift [7, 11].

As the primary light source, LEDs play a significant role in determining the

chromaticity maintenance of LED-based lamps and luminaires. However, LEDs are

not the only factor affecting performance. As illustrated in Fig. 10.3, material

selection for lenses and reflectors in combination with the luminaire design can

have a significant impact on the chromaticity stability of a lamp or luminaire. In

addition, the stability of electronic drivers can also impact chromaticity, especially

in LED lighting devices that blend multiple LED colors, which can age at different

rates. Each of these factors is discussed together with approaches to model color

shift in LED devices.

10.3 LED-Induced Chromaticity Shifts

In most instances, the behavior of the LEDs will have the greatest impact on the

chromaticity stability of any components in LED-based lamps and luminaires.

There are a few published studies about chromaticity shift at the LED package

level [8, 12–18], but significant amounts of proprietary data are available from LED

Fig. 10.3 A variety of factors can affect the chromaticity maintenance of LED-based luminaires

and lamps
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manufacturers in the form of reports generated using the LM-80 method. Most of

these data were acquired under LM-80-08, which requires that chromaticity shift, as

measured by Δu0v0, be reported for each measurement but does not require that

individual chromaticity coordinates be given [19]. Although Δu0v0 provides the

magnitude of a chromaticity shift, it does not provide the direction. In addition, data

acquired using methods described in LM-80-08 are often considered to be propri-

etary by manufacturers, so the data are not openly available. Therefore, data

collected according to LM-80-08 are of limited use when trying to understand

chromaticity shift in LEDs. This situation could be alleviated if the individual

chromaticity coordinates or the SPDs were reported for each measurement. The

reissue of this standard, LM-80-15, requires that chromaticity coordinates be

reported for each reading, but it will take time for the LED manufacturers to acquire

data under this revised standard and make it available to the market [6].

10.3.1 Experimental Studies

Perhaps the most complete, publicly accessible data acquired using the LM-80-08

method is for the Philips Lumileds Luxeon Rebel LED [20]. Among the data

contained in this report are Δu0v0, u0, and v0 values for each tested LED at each

time interval. Although these data pertain only to older versions of the Luxeon

product with the Lumiramic phosphor layer, they do provide some insights into

chromaticity shifts that may occur at the LED package level.

The Δu0v0 data at one ampere drive current taken from the Luxeon LM-80 data

given in reference [20] are presented in Fig. 10.4. The LED populations at all three

ambient temperature settings (i.e., 55 �C, 85 �C, and 105 �C) show a rapid shift in

chromaticity (Δu0v0) followed by a plateau region of varying duration depending on
temperature and then a decrease in Δu0v0. At the highest temperature (i.e., 105 �C),
the Δu0v0 value begins to increase again after 6000 h. The test interval for the other

temperatures was not long enough to observe a similar rise in Δu0v0. The data found
in all LM-80-08 reports provides information about the magnitude of the color

shifts but no information about the direction of the shifts.

A vastly different perspective on the nature of the chromaticity shift in these

LEDs can be gained by analyzing the change in the individual chromaticity

coordinates (i.e., Δu0 and Δv0), and these results are shown in Fig. 10.5. At all

three ambient temperatures, the initial, rapid rise in Δu0v0 corresponds to a decrease
in both u0 and v0 (i.e., both Δu0 and Δv0 are negative), which indicates that the initial
chromaticity shift is in the blue direction. At all temperatures tested, the Δu0 value
for these LEDs decreases to a minimum value and then begins to increase, in

contrast to the Δu0v0 data where there was a plateau region of minimal change.

Once Δu0 begins to increase from the minimum value, it continues for an extended

period in an approximately linear manner. In contrast, the Δv0 value at all temper-

atures decreases to a minimal value for these LEDs and then stays relatively

constant for the remainder of the test period. The combination of an increase in u0
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and minimal change in v0 can be shown to be a red shift by examination of Fig. 10.2.

Thus, the color shift found in the LEDs is an initial blue shift followed by a

prolonged shift in the generally red direction.

Using the information in Fig. 10.5 to reexamine Fig. 10.4, several significant

observations can be made. First, using the 105 �C data as an example, the behavior

Fig. 10.4 Average chromaticity shift (Δu0v0) versus time for a population of Luxeon LEDs

operated at 1 amp in the indicated ambient temperature. Each population consisted of 25 different

LEDs (The data is taken from Ref. [20])

Fig. 10.5 Average change in chromaticity coordinates of a population of Luxeon LEDs operated

at 1 amp in the indicated ambient temperature. Each population consisted of 25 different LEDs.

(Left) Change in u0 chromaticity coordinates (i.e., Δu0) versus time. (Right) Change in the v0

chromaticity coordinates (Δv0) versus time (The data is taken from Ref. [20])
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inΔu0v0 observed between 1000 and 9000 h (i.e., Δu0v0 decreases between 1000 and
6000 h followed by an increase after 6000 h) is marked by a steady change in one

parameter, Δu0. The shape of the Δu0v0 curve is because the chromaticity signifi-

cantly shifts from the original value in the blue direction for the first 1,000 h but

then moves back toward the original chromaticity point as the red shift occurs, so

Δu0v0 decreases. As the chromaticity passes the initial value (which occurs at

approximately 6000 h for the 105 �C data), Δu0v0 will begin to increase again.

The second point to be considered is that there is still a significant change in the

individual chromaticity points occurring during the time when Δu0v0 is plateaued.
For example, at an ambient temperature of 55 �C, Δu0 begins increasing as early as

4000 h, butΔu0v0 does not begin to change until 8000 h of 55 �C, when a decrease in
Δu0v0 begins. This delay in Δu0v0 change is because when these chromaticity

reversals occur, they generally happen along an arc (as shown in Fig. 10.6),

which results first in a decrease and then an increase in Δu0v0 as the chromaticity

shifts with aging. In short, Δu0v0 is a limited measure for tracking chromaticity

change over time.

Although this analysis was conducted on a specific LED, similar trends can be

found for other LED products, although red shifts are generally less common in

LEDs. Hansen and Davis [18] examined more than 200 data sets acquired using the

LM-80-08 method and found a tendency for most, but not all, HP-LEDs to initially

shift in the blue direction followed by a prolonged shift in either the green, blue, or

yellow directions. Tuttle also previously reported prolonged yellow shifts for high-

power LEDs (HP-LEDs) at various temperatures [21].
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10.3.2 LED Chromaticity Shift Mechanisms

Although data acquired using the LM-80-08 method is not readily available,

information about chromaticity changes in LEDs can be gathered by examining

specific lamp and luminaire types. Recently, the US Department of Energy (DOE)

published a report about the lumen and chromaticity maintenance of PAR38 lamps

built before 2013 [22]. In this report, five samples of 32 different commercial

PAR38 LED lamps were continuously operated at an ambient temperature of

45 �C, and their SPDs were measured weekly. In a follow-up report, RTI Interna-

tional and PNNL conducted additional analyses of the 160 PAR38 samples, includ-

ing a detailed examination of the chromaticity changes across the different LED

lamp models [7]. Given that the PAR38 lamps were operated at a mildly elevated

ambient temperature of 45 �C, minimal changes in the lenses and other optical

materials in the lamps were seen, as expected, with one exception. Because of

the design of PAR38 LED lamps and the minimal changes in optical materials, the

chromaticity shifts observed in this study were attributed to changes in the LEDs [7].

Another advantage of this analysis is that the 32 different PAR38 lamp products

used as variety of different LED packages (as shown in Table 10.1), including

HP-LEDs, plastic leaded chip carriers (PLCC), chip-on-board (COB)-LEDs, and

hybrid LEDs. HP-LEDs generally consist of a ceramic base that is soldered to a

printed circuit board (PCB), and the maximum operational power of these devices

is greater than 2 W. PLCCs consist of one or more LED die in the base of a

molded plastic chip carrier with the LED attached to a silver-plated lead frame

overmolded with a polymer resin such as PPA, PCT, epoxy molding compound

(EMC), or silicone molding compound (SMC). The operational power range of

PLCCs can vary widely depending on the number of LEDs in the package.

MP-LEDs are a special class of PLCCs that often contain a single die and are

operated at power levels below 0.5 W. COB-LEDs consist of multiple LEDs

mounted on a common substrate (i.e., often ceramic) and covered with a common

phosphor layer. Hybrid LEDs consist of LEDs with different emission characteris-

tics that are mixed together. In this study, the hybrid LED package consisted of

three slightly greenish phosphor-converted HP-LEDs (pc-LED) and a single red

direct emitter in the same package.

Based on this analysis, DOE CALiPER 20.5 reported four primary chromaticity

shift modes (CSMs) within the PAR38 lamp population, and an examination of this

Table 10.1 Breakout of the LED package types found in the 32 different LED PAR38 lamps

examined in CALiPER 20.5 [7]

LED package types Number of PAR38 lamps in CALiPER 20.5

High-power LEDs 18

Mid-power LEDs 7

Chip-on-board LEDs 6

Hybrid LEDs 1

Total 32
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report and other data have identified a fifth CSM [7]. More than 90% of the PAR38

lamp models studied exhibited the behavior of one of these CSMs, suggesting that

this approach is a convenient way to classify chromaticity shift in simple SSL

devices and that it could possibly be extended to more complicated devices such as

A-lamps and luminaires. The primary CSMs are presented in Table 10.2, and

examples of each CSM are found in Fig. 10.7.

As shown in Fig. 10.8, there is a clear difference in CSM behavior between the

different LED packages. Lamps with HP-LEDs predominantly demonstrated

CSM-3 behavior, with 72% of the sample population changing chromaticity via

this mode or the closely affiliated CSM-5 during the test period (approximately

14,000 h). If testing for these lamp models were terminated sooner, then the

terminal mode of chromaticity shift may not be observed and either CSM-1 or

CSM-2 behavior may be found. This is a constraint of the experimental design more

than an indication of the long-term behavior of the LED package. In addition, there

were five PAR38 lamp models with HP-LED packages representing 28% of the

lamp samples with HP-LED demonstrated either CSM-1 or CSM-2 population

during the test period. These lamp models contained HP-LEDs that were operated

at low-stress conditions as indicated by the LED board temperature and power per

LED in the device. It was speculated in DOE CALiPER 20.5 that operating these

lamps for longer periods of time or at higher stress levels may result in the

appearance of CSM-3 behavior. This hypothesis suggests that in some LEDs,

there is a progression in CSMs from CSM-1 to CSM-2 and then to CSM-3, with

the timing of these changes dependent on the construction of the LED, the junction

temperature, and the drive current [7].

In contrast, only lamps containing PLCC LEDs exhibited CSM-4 behavior, and

this was the dominant shift mode found for PLCC LEDs in this study [7]. A similar

observation has also been made for A-lamps in a separate study suggesting that the

CSM-4 behavior only occurs in PLCC packages [23]. This type of chromaticity

shift has previously been attributed to browning of the molding resin (i.e., espe-

cially PPA and PCT) used in molded packages [9].

Table 10.2 Primary CSMs observed in PAR38 samples [7]

CSM Direction of shift Changes in u0 and v0

CSM-1 Blue During the blue shift, both u0 and v0 decrease
CSM-2 Green During the green shift, u0 decreases, but v0

changes a little or may increase slightly

CSM-3 Yellow Both u0 and v0 decrease during the blue shift,

and both u0 and v0 increase during the yellow

shift

CSM-4 A complex shift consisting of first

blue, then yellow, then a second blue

shift

During both blue shifts, both u0 and v0

decrease. During the yellow shift, both u0 and
v0 increase

CSM-5 Red During the red shift, u0 increases, but v0

changes a little or may increase slightly
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Fig. 10.7 Plots of chromaticity changes, as measured by Dv0 versus Du0 for four PAR38 LED

lamp products. There are five samples for each product (The data is taken from Ref. [7])
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10.3.3 Causes of Chromaticity Shifts in LEDs

A variety of factors, including packaging materials, manufacturing methods, and

the environmental operating conditions, will have an impact on chromaticity shifts

in LED packages. When evaluating package options for an LED-based lighting

product, several LED and environmental issues should be examined for their

impacts on chromaticity stability. These issues include LED packaging materials

such as the substrate and molding compounds; phosphor layer construction, which

includes the phosphor chemistry and binder materials such as silicones or glass; and

LED encapsulants. Manufacturing methods to be considered include the stability of

the epitaxial layer, phosphor application methods, and interconnects between the

die and substrate. Environmental conditions, especially the presence of contami-

nants (e.g., volatile organic carbons [VOCs]) or humidity, can also have an impact.

10.3.3.1 LED Structures

LEDs are available in a variety of die architectures and package types. Despite this

variety in structures, a few fundamental elements are found in all LED construc-

tions, including the epitaxial layer forming the light-emitting pn junction, a means

of providing electrical power to the anode and cathode of the pn junction, and a

means of conducting heat from the pn junction to the package exterior. When an

LED is first energized, heat produced by non-radiative processes can cause

annealing of the epitaxial layer, and this process can, in turn, reduce the defect

density and increase light emission. Likewise, annealing of the electrical

Fig. 10.8 Chromaticity shift modes exhibited by different LED packages (From Ref. [7])
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interconnects can lower the resistance of the LED and reduce the forward voltage

[24, 25, 26]. Both of these factors improve the efficiency of the LED and will often

increase the number of blue photons produced at a given current. This increase in

efficiency may be at least partially responsible for the initial blue shift that is often

observed when LEDs are first energized. As the LED ages, one potential cause of

the yellow shift in emissions (i.e., CSM-3 behavior) is due to dielectric breakdown

and increased contact resistance. This effect can be minimized by improved

manufacturing processes and is less common in LEDs manufactured today than

in earlier products [24, 25].

10.3.3.2 LED Package Substrates

As shown in Fig. 10.9, different materials and construction practices are used in

Level 0 packaging of LEDs depending on the package type. HP-LEDs typically use

ceramic substrates such as alumina or aluminum nitride. These substrates are stable

in the normal LED operating environments. COB-LEDs typically use either

ceramic or metal-core PCBs (MCPCBs), and the stability of MCPCBs will depend

on the chemistry of the organic dielectric layers and solder masks used in the

MCPCB. Substrates used in PLCCs often consist of a silver-plated lead frame

overmolded with a resin such as PPA, PCT, EMC, or SMC. The stability of these

resins varies depending on temperature and blue light flux with SMC and EMC

having higher stability compared with PPA and PCT [17, 18]. Oxidation of PPA

and PCT resins is a potential cause of CSM-4 behavior [9]. In addition, oxidation of

exposed lead frames, such as reported by Lall et al. [8], may also produce CSM-4

behavior in LEDs.

10.3.3.3 Phosphors

By far, the most common LED structure used in lighting is the pcLED consisting of

a phosphor layer on top of a blue LED. The phosphor converts a portion of the blue

emissions from the LED into broadband emissions covering much of the visible

spectrum. The combination of unconverted blue emissions and secondary emis-

sions from the phosphor produce white light of a desired chromaticity. A variety of

phosphor chemistries can be used in this application with Ce:YAG, Ce:LuAG, and

doped silicon nitrides and silicon oxynitrides being commonly used [27–31].

In the pcLED structure, a phosphor and a binder are applied on top of the LED

using a variety of methods. Typically, the binder material is a silicone, but occa-

sionally glasses or ceramics are used. The phosphor-binder composite used in

pcLEDs must be very stable because of the high-temperature and high-photon-

flux environment in which this material operates. Failure of the binder to withstand

the heat and/or photon exposure that occurs during LED operation usually results in

increased light absorption in the blue, which will cause a yellow shift [7]. The

temperature of the phosphor-binder layer typically exceeds the junction
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temperature of the LED because of the combined effects of radiative heating from

the pn junction, energy dissipated in the phosphor through the Stokes shift, and the

poor thermal conductivity of the binder [11]. Glass binders have been shown to be

significantly more stable under these conditions than silicone binders [32–34]. How-

ever, glass binders introduce additional manufacturing difficulties and are not as

widely used as silicones.

Some aspects of the various CSM behaviors can be directly traced to changes

that occur in the phosphor-binder layer as the package ages. Potential causes for the

initial blue shift that is observed when most LEDs are first energized include

changes in the index of refraction of the binder layer or a drop in phosphor quantum

efficiency as the photon flux increases during early operation of the LED.

CSM-2 behavior can be attributed to changes in the phosphor, particularly

nitride and oxynitride phosphors. Yeh et al. [35] demonstrated that doped nitride

phosphors will undergo oxidation resulting in a green shift of the emission peak.

Ce:YAG phosphors are generally more stable and will not undergo a green shift as
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Fig. 10.9 Cracks and delamination within the phosphor-binder layer of a pcLED and at the

interface of the die will introduce a material with a low index of refraction into the phosphor layer

and change the propagation of light through the material (From Ref. [7] with permission)
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readily as nitride-containing phosphors [10, 12]. Peak wavelength shifts of less than

5 nm have also been shown to produce green shifts in LED lamps [7].

CSM-3 behavior has been attributed to changes in the phosphor-binder layer,

resulting in delamination and cracks at the die-phosphor interface, which are caused

by loss of mechanical compliance of the silicone binder with aging and thermal

stresses at the die-phosphor interface [9, 22, 29]. As shown in Fig. 10.9, these cracks

and delaminations introduce a material (i.e., air) with a low index of refraction into

the pcLED structure. Photons encountering these imperfections will be refracted

through the phosphor layer at more shallow angles than when the LED is new and

these defects are not present. As a result, the optical path of the average blue photon

through the phosphor is increased, resulting in greater conversion of blue photons to

phosphor emissions. The net result is a yellow shift. In addition, such defects can

also impact the overall light extraction efficiency of the LED, resulting in a drop in

luminous flux maintenance [36–39]. Several examples of this behavior, including a

spectral analysis to support this mechanism, are provided in literature [7, 25]. The

appearance of cracks and delamination at the die-phosphor/binder interface can be

attributed to the thermal stresses at the interface caused by the differences in

coefficients of thermal expansion [48], as well as molecular changes in the silicone

composition over time, which degrade its mechanical properties.

10.3.3.4 Encapsulants

Encapsulant materials are used to encase the LED and provide some measure of

protection against external environmental conditions. Early encapsulants used in

white-light LEDs were epoxy materials, and many studies have demonstrated that

these materials often yellow under heat and high photon flux, resulting in a yellow

shift for the emitted light [34, 40–44]. The lighting industry began using silicone

encapsulants in approximately 2008, and two different silicone chemistries (i.e.,

methyl silicones and phenyl silicones) may be used, with a methyl-phenyl hybrid

material recently appearing on the market. Phenyl silicones have a high index of

refraction (n ~ 1.54), which can help improve light extraction efficiency, but they

have a lower thermal stability than methyl silicones (n ~ 1.41) [21, 45]. As with

many organic molecules, when encapsulants age, they begin to absorb blue light

preferentially which will produce a yellow shift. This shift can be differentiated

from other causes of CSM-3 behavior given that increased absorption in the blue

will alter the peak wavelength or FWHM of the blue emission.

10.3.3.5 Contaminants

Although the silicones used as encapsulants and binders in LEDs have improved

thermal stability, compared to epoxy materials, silicones also possess increased

permeability to moisture, VOCs, and corrosive chemicals, making contaminant

ingress a potential factor in chromaticity and lumen maintenance. Moisture
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penetration results in delamination at the phosphor-die interface, which produces a

yellow shift that is indicative of CSM-3 behavior [12, 23, 36–39]. In addition, there

is at least one report of moisture ingress increasing the thickness of the phosphor-

binder layer, which will reduce phosphor density and produce a blue shift [10]. The

penetration of VOCs and potentially corrosive materials such as sulfur into the LED

package has been shown to reduce lumen maintenance and produce a yellow

chromaticity shift [46, 47]. This process can be reversible if the source of the

contamination is removed

10.4 Projecting Chromaticity Shifts in LEDs

Methods such as TM-21-11 currently exist for projecting lumen maintenance in

LEDs and are based on data taken at set operating conditions and are not necessarily

indicative of product lifetime. While such methods for lumen maintenance projec-

tion can be useful, similar methods do not currently exist for projecting chroma-

ticity maintenance. Since chromaticity shift directions can change over time, as

observed for CSM-3 and CSM-5, projection of chromaticity shift can be more

complicated than projecting a gradual decay phenomenon such as luminous flux

depreciation. Standards committees are evaluating this situation, and projection

methods may become available in the next several years. Until then, a high-level

estimate of chromaticity change under set operating conditions can be made using

existing LM-80-08 data [18, 23]. As shown in Fig. 10.7, CSM-3, CSM-4, and

CSM-5 behaviors result in a region of nearly linear chromaticity change once the

device chromaticity has shifted away and then back past the original chromaticity.

This situation is demonstrated in Fig. 10.10 for two LED products that exhibit

CSM-3 behavior. This linear increase in Δu0v0 enables an estimation of the time

required to achieve a predetermined chromaticity shift (e.g., Δu0v0 ¼ 0.007) at a

given current and temperature. With this information, a plot of the expected time for

a given chromaticity shift can be created for a variety of operating conditions, as

shown in Fig. 10.11, thereby allowing for the identification of LED operating

conditions necessary to achieve a desired chromaticity maintenance level.

10.5 Optical Materials and Chromaticity Shifts

As shown in Fig. 10.3, the LED packages play a major role in the chromaticity

maintenance of LED-based lighting devices. However, the behavior of other

components, including polymeric optical materials used for lenses and reflectors,

can also have a significant impact on chromaticity maintenance. An example of this

effect is shown in Fig. 10.12 where the aging of the lens and reflector in a downlight

236 J. Lynn Davis et al.



Fig. 10.10 Chromaticity shift plots for LEDs exhibiting yellow chromaticity shifts. The nearly

linear increase in chromaticity provides a means to estimate time required to achieve a

predetermined shift (Data is reproduced from Ref. [21] with permission)
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can be seen to cause a yellow shift in chromaticity. Replacing the aged lens and

reflector with new ones moves the chromaticity value close to the original point. In

addition, as shown in Fig. 10.13, the appearance of the SPD is increasingly

attenuated at lower wavelengths as the lens and reflector change resulted in a

40% drop in luminous flux, an increase in Δu0v0 of 0.030, and a 900 K reduction

in CCT. This type of chromaticity shift is a consequence of polymer oxidation

which typically affects blue wavelengths before others [12, 49–56].

The timescale for the degradation of these optical materials can vary widely as

demonstrated by Davis et al. [12, 49]. During these studies, the optical properties of

some materials such as polymethyl methacrylate (PMMA) lenses and polyethylene

terephthalate (PET) reflectors changed little during exposure to 85 �C and 85%

relative humidity (RH) [12, 49, 57]. This behavior suggests that such materials

would be relatively stable in many environments used with SSL devices. In

contrast, as shown in Figs. 10.12 and 10.13, other materials such as polycarbonate

lenses quickly turned yellow in this environment, producing significant lumen

depreciation and chromaticity shifts [12, 39]. This finding suggests that some

materials may not be appropriate for use in specific environmental conditions but

may function fine in others. Understanding the aging characteristics of common

optical materials, such as polycarbonate PMMA, and PET, in different environ-

ments, is important in the lighting industry because of their ubiquitous use.

10.5.1 Lens Aging

Polycarbonate lenses are used in many LED luminaires due in part to the high

optical clarity, excellent mechanical properties, and relatively low material costs.
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However, it is known that the optical properties of polycarbonate change under

various environmental stresses [49–54]. Polycarbonate has been shown to undergo

a photooxidation reaction with the rate of the reaction impacted by temperature,

humidity, and the wavelength of incident radiant flux. Temperature alone can also

cause photooxidation of polycarbonate, but the reaction proceeds much faster in the

presence of humidity and blue irradiance [52] than with temperature alone. An

induction period has been observed for polycarbonate photooxidation, so the impact

of this chemical reaction is not observed immediately [50–54].

For LED-based products containing polycarbonate lenses, the photooxidation

reaction results in several significant changes in the emission spectra of the device

including:

1. Increased absorption of visible radiation by the polycarbonate lens, with absorp-

tion of blue photons being higher than that of other colors, as shown in Fig. 10.14

2. Reduction in luminous flux from the device [49, 52–54]

3. Shift in chromaticity generally in the yellow or yellow-red direction [52–54]

In extreme cases of polycarbonate photooxidation, degradation of the mechan-

ical properties resulting in increased brittleness can occur [55]. In addition, the

photooxidation reaction is primarily a surface process that can cause increased haze

in a lens [55], which may change the light distribution properties of an LED-based

device with polycarbonate lenses.

Fig. 10.13 SPD of cool white downlights (Initial CCT ~ 5000 K) subjected to accelerated aging at

85 �C and 85% RH. After 1000 h of 85 �C and 85% RH, both the lens and reflector were replaced

and the SPD moved close to the initial measurement
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PMMA is another commonly used lens material in luminaires, including those

containing LED sources. PMMA is widely used in optical applications because of

its clarity and resistance to change – even under sunlight and ultraviolet radiation.

Although few studies have been performed regarding the effects of temperature,

humidity, and blue photon irradiance on PMMA degradation, the studies performed

to date clearly indicate that the material is optically stable under most use environ-

ments used for LED devices [49, 54, 56, 57]. During these studies, PMMA has been

shown to be virtually unchanged, even after significant exposure to 85 �C and 85%

RH [49, 56, 57]. However, some conditions such as extreme temperatures or very

high blue photon flux can result in some discoloration of PMMA, and the appear-

ance of a yellow color that absorbs some blue radiation and causes a chromaticity

shift in the yellow direction [56].

10.5.2 Modeling the Degradation of Lens Materials

During use, lens transmittance at each wavelength (%Tλ) changes in a linear

manner, which allows the transmittance at any given time to be calculated by

using the following equation:
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%Tλ tð Þ ¼ %Tλ 0ð Þ þ d %Tλð Þ
dt

� t ð10:1Þ

where

t ¼ Time

%Tλ(0) ¼ Initial lens transmittance (i.e., t ¼ 0) for wavelength λ
%Tλ(t) ¼ Lens transmittance at time t for wavelength λ
d(%Tλ)/dt ¼ Change in lens transmittance with time (experimentally derived)

The values for d(%Tλ)/dt of each lens material can be best determined by

conducting accelerated life tests (ALTs) under controlled conditions that can be

related back to the expected operational environment. This methodology is dem-

onstrated here for polycarbonate lenses under warm white (~3000 K) light, but the

same procedures can be used for other lens materials and for other light exposures.

A typical result for the aging of polycarbonate lenses in an ALT of 75 �C and

75% RH (75/75) is shown in Fig. 10.14. A close examination of the transmittance

spectra demonstrates that the rate of change in polycarbonate lens transmittance is

dependent upon wavelength. This finding is consistent with previous studies of the

kinetic analysis of polycarbonate photooxidation [52, 53].

The rate of change in lens transmittance at each wavelength can be determined

by analyzing the transmittance spectrum as a function of exposure time in 75/75. As

shown in Fig. 10.15, this change is highly linear at each wavelength, with the slope

of this line corresponding to d(%Tλ)/dt. As can be expected, the value of d(%Tλ)/dt
decreases as wavelength increases, which is consistent with the preferential absorp-

tion of lower wavelengths.
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The slopes of the linear fits in Fig. 10.15 provide information about the rate of

change [d(%Tλ)/dt] of polycarbonate transmittance with time in 75/75. Mehr et al.

previously demonstrated that the photooxidation of polycarbonate proceeded at a

consistent rate, after a short induction period, in a high-temperature environment

[52, 53]. Because of the higher acceleration factor (AF) of the 75/75 ambient

environment, a minimal induction period was observed during these tests compared

to tests using elevated temperature alone. Consequently, a linear model is a good fit

for the rate of change in lens transmittance.

By examining the linkage between the slopes for the linear models at each

wavelength, an estimation of the change in transmittance at each wavelength can

be made over the visible spectrum. Because slope has an inverse relationship with

wavelength, the reciprocal of the slope (1/[d%T/dt]) should have a linear relation-

ship with wavelength. Figure 10.16 shows the high degree of linearity in the

relationship 1/[d%T/dt] and wavelength, and a high degree of linearity is found in

the relationship. Consequently, the d(%Tλ)/dt values are expected to vary in a

predictable manner, which allows the transmittance change to be determined at

any visible wavelength.

A similar analysis for polycarbonate can also be performed under cool white

(CCT ~ 5000 K) light. In this instance, the polycarbonate lenses exhibited a steeper

decline in transmittance during 75/75 exposure, which is indicative of higher levels

of photooxidation and is in agreement with previous results. This increased rate of

yellowing can be attributed to the higher blue content of the cool white light based

on the known dependence of polycarbonate photooxidation on blue light intensity

[51–54].
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To link experiment data from various ALTs to aging under actual use conditions,

an AF for the ALT must be calculated. This value can be determined if both the

expected operational conditions and the ALT experimental conditions are known

using the following equation:

top ¼ tALT � AF ð10:2Þ

where

top ¼ Operational time of the device in the normal operating environment

tALT ¼ Operational time in the ALT environment used to build the models

10.5.3 Modeling the Degradation of Reflectors

Another element of the change in luminaire chromaticity during aging is the

degradation of optical components such as reflectors. In general, reflectors can be

classified as being specular (i.e., mirror-like), diffuse, or combination reflectors

(i.e., containing both specular and diffuse components).

Depending upon the type of reflector, a variety of different materials can be used.

The initial reflectance values for specular reflectors can range between 0.70 and

0.99. Specular reflectors are often used in products such as high-bay luminaires and

parabolic reflector lamps where a well-defined beam shape is required. Examples of

common specular reflectors include polished metal sheet and metal sheet with a thin

silver coating, with silver-coated metal sheets usually exhibiting the highest spec-

ular reflectance.

In contrast, reflectors with an appreciable diffuse component are preferable in

many indoor luminaire types, such as troffers and downlights, where the ability to

diffuse light from LED point sources is needed. Initial reflectance values for diffuse

reflectors can range from 0.70 to 0.98, with the lowest reflectance values generally

being achieved with low-cost paints and the highest reflectance values achieved in

specially made organic films. Diffuse reflectors typically achieve high reflectance

by using either inorganic pigments such as rutile-phase titanium dioxide (TiO2) or

manipulating the index of refraction of the material by introducing pores (i.e., as

occurring in foams [57, 58, 59] or biaxially stretched films [60, 61, 62]). The latter

type of diffuse reflectors are often based on Teflon® or PET resins, whereas other

polymers such as polycarbonate, polyolefins, and silicones require the addition of

pigments to make TiO2-polymer composites for reflector applications. Examples of

common diffuse reflectors found in LED devices include surface-roughened metals,

paints, coil coatings, high-performance paints, TiO2-polymer composites, and PET

films, coatings, and foams.

To date, there have been fewer studies regarding the changes of reflector

materials used in LED devices than with lenses. Because diffuse reflectors often

contain a significant polymeric component, oxidation of the polymer can be

expected to occur, resulting in increased light absorption at lower wavelengths,
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which may produce a yellow shift in chromaticity. Experimental results shown in

Fig. 10.17 confirm this hypothesis. Davis et al. demonstrated that the blue emissions

from a pcLED will overlap with the leading edge of the rutile-phase TiO2 pigment,

resulting in the photooxidation reactions and possible discoloration of the reflector

[12, 49]. The effect was only observed under combinations of temperature, humid-

ity, and blue light flux. In some instances, the interior of the reflector, which is

exposed to blue light, will discolor, but the exterior will not (as shown in

Fig. 10.18). In contrast, limited ALT tests performed on TiO2-filled silicone

reflectors demonstrated that the reflectance actually improves slightly, even after

1000 h of testing at 75 �C and 75% RH under high-intensity blue irradiance

(0.46 W/cm2 at λmax at approximately 453 nm). These results, which are shown

in Fig. 10.19, demonstrate that the chemistry of the polymer controls the reflectance

stability of the polymer-TiO2 composite and that some composites are very stable

under extreme conditions. An analogous effect has also been observed with mold-

ing resins used in MP-LEDs [9].

The absence of TiO2 fillers in polymer reflectors made with either Teflon or PET

can be expected to result in different behavior for films and foams made with these

materials than for filled polymers. Lu et al. demonstrated that PET reflectors are

robust and will retain high reflectance, even under severe ALTs [57]. However, the

PET-based reflectors were found to become brittle with prolonged exposure to

accelerating conditions, which may ultimately result in breakage of the reflector,

loss of luminous flux, and change in chromaticity because of exposure of the light

beam to the support structure behind the reflector [57].
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10.5.4 Modeling the Degradation of Lens Materials

The change in the reflectance of most common reflector materials can be modeled

using procedures similar to those discussed for lenses. In this approach, the

Fig. 10.18 Picture of a

diffuse reflector formed

from a sheet of a TiO2-

polyolefin composite. The

edge of the blue emission

band from the LED

overlapped with the

absorption of the TiO2

pigment resulting in

discoloration of the interior

of the reflector cone. The

exterior of the cone

remained white due to lower
blue photon flux
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Fig. 10.19 Reflectance spectra for silicone reflector materials after exposure to an ambient

environment of 75 �C and 75% RH. The samples was constantly irradiated with high intensity

blue LEDs (0.46W/cm2 at lmax ~ 453 nm). Absolute reflectance is measured relative to a calibrated

Spectralon reflectance standard

10 Chromaticity Maintenance in LED Devices 245



reflectance at each wavelength (%Rλ) changes in a linear manner and can be

calculated at any given time by using the following equation:

%Rλ tð Þ ¼ %Rλ 0ð Þ þ d %Rλð Þ
dt

� t ð10:3Þ

where

t ¼ Time

%Rλ(0) ¼ Initial reflectance (i.e., t ¼ 0) for wavelength λ
%Rλ(t) ¼ Reflectance at time t for wavelength λ
d(%Rλ)/dt ¼ Change in lens transmittance with time (experimentally derived)

The values for d(%Rλ)/dt of each reflector material can be best determined

through ALTs, and these findings can be related to normal use environments

provided that the AF is known. By recording the reflectance at periodic intervals,

a graph of the reflectance versus time can be created as shown in Fig. 10.20.

Because this reflector material contains rutile-phase TiO2 pigment, a strong absor-

bance occurs below 420 nm, and the uncertainty in this model increases signifi-

cantly below 420 nm because of the rapid change in reflectance.

To model the change in the reflectance of a material, graphs of reflectance versus

exposure time must be created at each wavelength of interest; the calculated slope

corresponds to the first derivative of reflectance (i.e., d(%Rλ)/dt). In some cases, a

plot of the first derivative values versus wavelength can also be shown to vary in a

predictable, linear manner, for spectral regions where high light absorption does not

Fig. 10.20 Change in reflectance at 500 nm for a polyolefin-TiO2 composite under warm white

irradiation at selected frequencies during 75/75 exposure. The reported values represent the

average from the four samples
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occur, the reciprocal of d(%Rλ)/dt versus time is linear, as shown in Fig. 10.21.

The value of d(%Rλ)/dt can be determined at any wavelength for which the model is

valid by using a linear relationship such as the one shown in Fig. 10.20. By

determining d(%Rλ)/dt, the change in optical properties of the luminaire elements

(i.e., reflectors) can be calculated at any time for the test environment. If the

measurement was performed during an accelerated test, then these values can be

correlated to expected changes in the actual usage environment, provided that the

AF has been determined by using the following equation:

top ¼ tALT � AF ð10:4Þ

where

top ¼ Operational time of the device in the normal operating environment

tALT ¼ Operational time in the ALT environment used to build the models

10.6 Luminaire Design Effects

When a luminaire is new, its luminaire efficiency, which is defined as the ratio of

luminous flux (lumens) emitted by a luminaire to that emitted by the light source

(e.g., LEDs or lamps used therein), is at its maximum value. As the optical

Fig. 10.21 Change in [d(%Rl)/dt]�1 between 450 and 800 nm for a polyolefin-TiO2 composite

under warm white irradiation during 75/75 exposure. The reported values at each wavelength

represent the average from the four samples
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components of the luminaire age, the luminaire efficiency will degrade in a

systematic manner which can change the chromaticity point. Thus, when consid-

ering the chromaticity maintenance of LED-based lighting source, changes in the

LEDs and the optical components (i.e., lenses and reflectors) of the luminaire need

to be considered. In addition, the relative impacts of lens and reflector degradation

will depend on the design of the luminaire [12]. This phenomenon can be studied by

using optical simulation tools for nearly any luminaire design. This simulated or

“virtual” luminaire approach, which is illustrated here, involves designing a lumi-

naire in the simulation tool that includes the selection of the initial optical proper-

ties of the lenses and reflectors. Then, the properties of these materials can be

degraded in a systematic manner, and the impacts on luminaire performance can be

determined.

For this analysis, any luminaire design can be modeled for any expected physical

parameters, including size and optical cavity depth. Aging of materials used in

luminaire could be easily accommodated in the simulation by attenuating the

optical properties of the materials. For example, the impact of a 10% drop in lens

transmittance can be simulated by reducing normalized lens transmittance by 10%.

Transmittance is normalized by the initial transmittance of the pristine material. By

systematically changing the design parameters and simulating aging of the optical

surfaces by introducing new values for normalized transmittance and reflectance, a

model can be created to determine the change in luminous flux produced by the

luminaire during aging. A simple power-law model of the form shown in Eq. 10.5

captures the impact of optical material degradation on lumen maintenance for the

LED device:

Φtot tð Þ ¼ ΦinitFLEDs L tð Þ½ �m R tð Þ½ �n ð10:5Þ

where

Φtot ¼ Total luminous flux from the luminaire at time t.
Φinit ¼ Initial luminous flux from the luminaire at time zero. This value is also

the product of the luminous flux from the light engine and the luminaire

efficiency.

FLEDs ¼ Lumen maintenance factor of the LED at time t.
L(t) ¼ Change in the normalized lens transmittance [%T(t)/%T(t ¼ 0)] at time t.
m ¼ Design-dependent factor for the lens.

R(t) ¼ Change in the normalized reflector reflectance [%R(t)/%R(t ¼ 0)] at

time t.
n ¼ Design-dependent factor for the reflector.

An example of the output from a typical simulation for a 2� 2 ft troffer with a

3-in. optical mixing cavity in shown in Table 10.3. In this simulation, the light

engine for the luminaire consisted of 121 MP-LEDs. The luminaire lens was a

common PMMA lens material, and the reflector was a high-performance PET

reflector. As shown in Table 10.3, various “virtual luminaires” were created by

attenuating the lens transmittance and reflector reflectance in 5% increments from

their normalized initial values. The impact of these materials changes affect lumi-

naire efficiency and will likely change the luminaire chromaticity as well. Ignoring
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the effects of LED lumen depreciation, Eq. 10.5 can be recast into a model for

luminaire optical efficiency degradation as shown in the following equation.

LE tð Þ ¼ LE t ¼ 0ð Þ L tð Þ½ �m R tð Þ½ �n ð10:6Þ

where

LE(t) ¼ Luminaire efficiency at time t
LE(t ¼ 0) ¼ Initial luminaire efficiency

L(t) ¼ Change in the normalized lens transmittance [%T(t)/%T(t ¼ 0)] at time t
m ¼ Design-dependent factor for the lens

R(t) ¼ Change in the normalized reflector reflectance [%R(t)/%R(t ¼ 0)] at time t
n ¼ Design-dependent factor for the reflector

The parameters m and n take into account the impact of the luminaire design on

the relative contributions of lens and reflector aging upon degradation in luminaire

efficiency, and their values can be determined from a least squares analysis of data

like that shown in Table 10.3. For example, in the 2� 2 troffer design shown in

Table 10.3, m is approximately 2 and n is approximately 0.5, indicating that the

degradation of the lens has a much greater impact on changes in luminaire effi-

ciency and by extension chromaticity stability than the degradation of the reflectors.

However, for luminaires with smaller apertures and proportionally deeper optical

mixing cavities, the value of n can equal or surpass the value of m, indicating that

reflector degradation has a significant impact on overall luminaire efficiency

changes in some designs [12].

Conceptually, the value of n can be thought of as being proportional to the

likelihood that light emitted by an LED at the base of an optical cavity will strike

the reflector in that optical cavity and be impacted by reflector degradation. For

example, with a 6-in. downlight with a 3-in. optical mixing cavity with tapered

Table 10.3 Optical ray tracing simulation inputs, outputs, and comparison to a model for a virtual

2� 2 troffer with a 3-in. deep optical mixing cavity

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9
Reflector % (of original reflectance) 100% 100% 100% 95% 95% 95% 90% 90% 90%
Lens % (of original trasmittance) 100% 95% 90% 100% 95% 90% 100% 95% 90%
Cavity Height 3" 3" 3" 3" 3" 3" 3" 3" 3"
Photopia Calcuated Values
Efficiency 94.2% 84.8% 75.9% 91.6% 82.5% 73.9% 89.3% 80.5% 72.1%
Output Lumens 2279 2052 1838 2217 1997 1789 2161 1947 1745
Intensity at Nadir (candela) 839.2 746.3 675.2 816.1 736.3 663.0 801.0 714.1 644.3
Full Beam Angle (90-270° plane) 107.3 108.0 107.7 107.4 107.5 107.0 107.0 107.2 107.1
Spacing Criterion (90-270° plane) 1.26 1.27 1.27 1.27 1.26 1.26 1.26 1.27 1.26

RTI Model Prediction 94.2% 84.8% 76.0% 91.7% 82.6% 74.0% 89.2% 80.3% 71.9%
Difference Between RTI and Photopia 0.0% 0.0% 0.1% 0.1% 0.1% 0.1% -0.1% -0.2% -0.2%
Percent 0.0% 0.0% 0.1% 0.2% 0.1% 0.1% -0.1% -0.2% -0.2%
Absolute Value 0.0% 0.0% 0.1% 0.2% 0.1% 0.1% 0.1% 0.2% 0.2%

Inputs to the optical simulation tool are provided in the yellow boxes, outputs from the simulation

are given in the green boxes, and the model prediction using Eq. 10.6 with m ¼ 2.04 and n ¼ 0.52

are given in the blue boxes
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walls (i.e., the aperture is 6 in., and the optical mixing cavity depth is 3 in. for a 6:3

ratio), there is an increased likelihood that aging of the reflector will impact

luminaire efficiency and chromaticity stability, so the value of n is high. In contrast,
for a 6-in. downlight with a 1-in. optical mixing cavity (i.e., the aperture is 6 in., and

the optical mixing cavity depth is 1 in. for a 6:1 ratio), the impact of reflector aging

on luminaire efficiency is reduced, so n is less. In either case, the light must pass

through the lens so the impact of its degradation on luminaire efficiency and

chromaticity stability is significant. Consequently, the impact of reflector degrada-

tion on lumen maintenance and chromaticity stability can be reduced by shrinking

the optical mixing cavity, but this may also change the distribution and homoge-

neity of the light emitted by the luminaire.

10.7 Conclusions

The increased emphasis on color quality from LED light sources has placed greater

scrutiny on the chromaticity shift characteristics of LED lamps and luminaires.

When used in integrated lamps and luminaires, LED packages are key contributors

to chromaticity shift but are not the only cause. The materials used in luminaire

components such as lenses and reflectors must be chosen wisely to ensure that the

device maintains good chromatic stability.

LEDs are a leading component of chromaticity shift, and the magnitude and

direction of this chromaticity shift can be traced to the LED package design and its

materials. There appears to be at least five different chromaticity shift modes

(CSMs) in LEDs, with chromaticity shifts generally occurring in either the blue,

green, or yellow directions. Shifts in the red direction can occur as well but are

generally less common. Chromaticity shifts can be caused by chemical changes in

LED components (e.g., phosphor oxidation or encapsulate yellowing) or mechan-

ical changes in the LED construct (e.g., delamination of the phosphor-binder layer).

Optical components in luminaires and lamps can also degrade during use, which

can impact chromaticity stability and luminous flux maintenance. For example,

light absorption by lenses increases over time with the absorption changes being

larger for blue wavelengths and progressively less for green, yellow, and red

wavelengths. However, some lens chemistries are more resistant to these changes

than others. Likewise, the absorption of reflector materials also increases with time

with a wavelength-dependent behavior. The combined effects of lens and reflector

aging not only result in contributions to lumen depreciation but also contribute to

chromaticity shift. The relative impact of lens and reflector aging is dependent upon

luminaire design, and these factors change in a predictable manner, allowing

models of the impact of aging to be constructed.

Understanding the causes of chromaticity shift at the LED, lens, and reflector

level is important to designing and building LED products that maintain good

chromaticity stability. Since LED-based devices are often expected to be used
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much longer than similar luminaires employing conventional lamp technologies,

this insight is critical to maintaining customer satisfaction and growing the industry.
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Chapter 11

Fault Diagnostics and Lifetime Prognostics
for Phosphor-Converted White LED Packages

Jiajie Fan, Cheng Qian, Xuejun Fan, Guo Qi Zhang, and Michael Pecht

Abstract Traditionally, the photometric measurement methods for LEDs during

aging tests are usually done by collecting performance degradation data offline,

thus incurring measurement errors and significant testing costs. Additionally, owing

to the long lifetime and high reliability of LEDs, estimating the lumen maintenance

life by using traditional destructive life testing methods is time-consuming and

expensive. Even the IESNA TM-21 standard, which is widely accepted by many

LED manufacturers, has weaknesses in terms of guaranteeing life prediction accu-
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racy, because it relies on the least-squares regression (LSR) method without

considering measurement dynamics and uncertainties. The theory of prognostics

and health management (PHM) has been widely used in many electronics that

originates the idea that the “unhealthy” (anomaly) of electronics could be detected

and the reliability (and remaining useful life) of electronics could be predicted by

using an in situ sensing approach and data-driven methods. In this chapter, a detail

review of current reliability testing and qualification methods for LEDs and general

PHM methodologies are introduced in advance. Then an online anomaly detection

and lumen maintenance life prediction method based on the PHM methodology are

proposed for phosphor-converted white LED packages.

11.1 Introduction

Nowadays, artificial lighting consumes around 19% of the world’s total energy,

which produces approximately 10% of all carbon emitted in the world [1, 2]. In the

long lighting history, traditional lighting sources (i.e., incandescent bulbs and

fluorescent lamps) rely on thermal radiation or fluorescence to convert electricity

to light, which are very inefficient. For example, an incandescent bulb converts only

about 5% of electrical energy into visible light, and its luminous efficacy is only

~10 lm/W, while the luminous efficiency of fluorescent lamp is only 20% [3]. By

contrast, light-emitting diodes (LEDs) produce visible light via electrolumines-

cence which converts electricity to light without relying on heat for radiation

(luminous efficacy >200 lm/W, luminous efficiency >30% [4]). Therefore, LED

is much more efficient, and it has become a comparatively low-energy consuming,

long-lasting, and environmentally friendly alternative to traditional lighting

sources. Now LED is primed to play a critical role in the future of TVs and

commercial displays/backlighting, mobile communications, and medical applica-

tions [5]. Thus, the 2014 Nobel Prize in Physics was awarded for inventing of

blue LEDs.

However, the mass application of LEDs in our daily lives still has many barriers,

such as high cost, time- and cost-consuming qualification tests, and unreliable

lifetime predicted by current methods. This can be attributed to the limitations of

the conventional qualification testing and reliability prediction methods applied in

LEDs [6]. In the current LED market, there is often a large gap between the

warranted life and the real application life [7]. For example, Xiamen City in

China has been installing high-power LEDs for street lighting since 2008. The

manufacturer promised a system lifetime of 100,000 h (over 5 years of reliable

operation), but the city government discovered the lights failed within 2–3 months

after installation [8]. In 2014, Lights of America Inc. was fined US$21M, because

their LED lamps lasted no more than a few thousand hours, which was claimed a

30,000 h life (15 times longer than 2000 h incandescent bulbs) [9]. From 2008 to

2010, Taiwan installed 20,000 LED streetlamps (demand is for 1.7 million units);

the failure rates of these units were about 8.2% and could be 6% after excluding
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problems such as aging electrical wiring [10]. Otherwise, due to its longer lifetime,

higher reliability, and different failure mechanisms compared to traditional light

sources, it is difficult to qualify LEDs with traditional reliability assessment

approaches which record only failure time data. Sometimes the duration of the

qualification testing is longer than the time between product updates, which may

delay technology innovation and development. Generally, a major hurdle for

getting new LED products to the market quickly is the amount of time it takes to

qualify them. Conventional LED testing and qualification processes do not meet the

needs of quick and cost-effective qualification. The key issues and problems with

current LED qualification testing include: firstly, current qualification testing

methods based on lumen maintenance (as a failure mode) do not distinguish

between failure mechanisms of LEDs since all failures affect light output degrada-

tion. Therefore, the current product qualification does not provide appropriate

information on the failure modes, failure mechanisms, and failure sites of LEDs.

Chang et al. [11] investigated and grouped 13 failure mechanisms of LEDs in terms

of three failure sites: semiconductors, interconnects, and package. Each failure

mechanism is associated with failure cause, effect on device, and failure mode. It

is confirmed that there are multiple types of failure modes beyond the light output

degradation in terms of electrical, thermal, and color features such as reverse

leakage current, parasitic series resistance, short circuit, open circuit, forward

voltage, discoloration of the encapsulant, broadening of spectrum, color coordinate

shift, and color temperature shift [11, 12]. Fan et al. [13] developed a physics-of-

failure-based PHM approach to assess the reliability of high-power white LED

lighting from the chip level to the system level, which includes an analysis of

materials and geometries; failure modes, mechanisms, and effects analysis

(FMMEA); and failure models built for the prioritized failure mechanisms. Three

failure modes, catastrophic failure (lighting sudden off), chromaticity shift, and

luminous flux degradation, were firstly categorized to the whole system. The

potential failure mechanisms and their contributing loads were presented by the

“bottom-up” method. A new product qualification method is required to consider all

of these failure modes which tell the difference among failure mechanisms more

clearly.

In addition, qualification test time varies depending on the manufacturer, and

test results do not offer reliability information about the product when the tests do

not include failures. It can take several months to complete operating life tests even

when the tests are time-terminated [14]. An accelerated test to reduce the qualifi-

cation test time is used to predict the lifetime of LEDs by multiplying the light

output (i.e., lumen) degradation projection by an acceleration factor, often based on

the Arrhenius model [15, 16]. However, there is no relationship to relate the time

under accelerated test conditions to the time under field conditions with the

consideration of actual LED failure mechanisms. Additionally, the extrapolation

of LED lifetime based on lumen maintenance under the accelerated test condition is

affected by factors such as the number of samples tested, the assumed activation

energy, possible failure mechanism shift, and the length of testing [17–19]. Current

life prediction method does not perform remaining useful life estimation during

operation.
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Moreover, major LED manufacturers such as Cree, Lumileds, OSRAM, and

Nichia evaluate LED failure criteria in terms of light output maintenance, forward

voltage shift, and u0v0 shift [20–22]. As there is not yet a specific standard referring

to the environmental testing for LEDs, many LED manufacturers prefer to use the

environmental tests referring to the electronic devices testing standards designed by

both JEDEC (Joint Electron Device Engineering Council) and JEITA (Japan

Electronics and Information Technology Industries Association).Typically, the

environmental tests used to simulate the application environments for LEDs can

be categorized as operating tests and nonoperating tests. For the operating test, it

means that the devices under test (DUT) are driven by an electrical supplier when

being tested under a selected environmental condition. According to the different

environmental conditions designed by JEDEC and JEITA standards, the typical

environmental tests recommended for LEDs are summarized in Table 11.1.

Table 11.2 lists some environmental testing conditions selected by some leading

LED manufacturers (such as Cree, Lumileds, OSRAM, and Nichia). These LED

companies choose their own qualification specifications for their products

according to JEDEC or JEITA standards. For instance, Cree and OSRAM use the

JESD22 serial environmental testing methods, which includes the JESD22-A108C

for RTOL, HTOL, and LTOL tests [23], JESD22-A101B for WHTOL test [24],

JESD22-B104Cfor MS test [25] ,and JESD22-A107B for CT [26]. On the other

hand, Nichia selects some Japanese standards from JEITA for the environmental

testing of their products. For example, EIAJ ED-4701/100-105 is used as a speci-

fication for the LED TS test [27]. The failure threshold for each parameter varies

depending on the manufacturers, applications, and materials. Due to the variability

and complexity of these failure thresholds, it is difficult to evaluate and perform

product qualification for different products at the same time. The acceptance

criteria are usually a binary pass or fail in terms of those parameter thresholds.

Manufacturers do not fully analyze the degradation trends and results by utilizing

Table 11.1 Environmental tests for LEDs

No. Names

1 Room temperature operating life test (RTOL) Operating test

2 Low-temperature operating life test (LTOL)

3 High-temperature operating life test (HTOL)

4 Wet high-temperature operating life test (WHYOL)

5 Powered temperature cycle test (PTC)

6 Pulse life test (PL)

7 High-/low-temperature storage test (H/LTS) Nonoperating test

8 Solder heat resistance test (SHR)

9 Thermal shock (TS)

10 Mechanical shock (MS)

11 Vibration test (VT)

12 Corrosion test (salt atmosphere) (CT)

13 Dust test
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the failure criteria for the qualification tests which require the anomaly detection

and the prediction of remaining useful life to reduce the qualification test time.

Last but not least, the Illuminating Engineering Society (IES) recommends that

LED manufacturers collect color shift data over 6000 h of operations [32]; how-

ever, a life prediction method in terms of color failure of LEDs has not been

developed. Color shift is difficult to extrapolate because of differences in the

Table 11.2 Environmental testing conditions selected by LED manufacturers

Test methods

Environmental testing conditions

XLamp

at Cree [28]

K2 at

Lumileds

[29]

OS at

OSRAM [30]

NCSW119T-H3

at Nichia [31]

RTOL Ambient

temperature

45 �C 55 �C 25 �C 25 �C

Forward

current

Maximum Maximum Maximum 700 mA

Test period 1008 h 1000 h 1000 h 1000 h

HTOL Ambient

temperature

85 �C 85 �C 85 �C 100 �C

Forward

current

Maximum Maximum Maximum 300 mA

Test period 1008 h 1000 h 1000 h 1000 h

LTOL Ambient

temperature

�40 �C �55 �C N.A. �40 �C

Forward

current

Maximum Maximum 350 mA

Test period 1008 h 1000 h 1000 h

WHTOL Ambient

temperature

85 �C 121 �C 85 �C 60 �C

Forward

current

Maximum N.A. 5 mA/10 mA 600 mA

Humidity 85% RH 60% RH 85% RH 90% RH

Test period 1008 h 120 h 1008 h 500 h

TS Temperature

range

�40–125 �C �40–110 �C �40–100 �C �40–100 �C

Dwell time 15 min 15 min 15 min 30 min

Transfer time <20 s <20 s N.A. N.A.

Cycles 200 cycles 1000 cycles 300/500/

1000 cycles

100 cycles

MS Shock 1500 G 1500 G N.A. N.A.

Pulse width 0.5 ms 0.5 ms

Direction 5 each;

6 axis

5 each;

6 axis

CT Ambient

temperature

35 �C 35 �C N.A. N.A.

Sault deposit 30 g/m2/day N.A.

Test period 48 h 48 h
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LED designs, materials, manufacturing processes, optics applied to the LED, and

use conditions of LED operation. LED color change has been studied under

different current loads [33–35]. There is no model that provides detailed informa-

tion on color degradation.

Therefore, a new product qualification method is needed that not only reduces

the time needed for the qualification process but also improves life prediction and

ensures the reliability of LEDs over their lifetimes. An approach is needed to enable

LED manufacturers to quickly qualify LED prototypes during the development

phase (e.g., 100 h) under wear-out performance degradation and an unknown

failure distribution. This is a benefit because market pressures demand a short

qualification testing cycle. A prognostic-based qualification process will evaluate

the product reliability in test conditions that accelerate potential failure mechanisms

at associated sites, to assess LED degradation, detect anomalies, and estimate the

remaining useful life (RUL). By employing such a methodology, both the qualifi-

cation test time and costs will be reduced from those in traditional qualification

testing allowing LED manufacturers to meet customer requirements based on the

intended application and application conditions. The ability of manufacturers to

undertake a fast, accurate, and effective qualification testing method for highly

reliable LED is a critical economic and business barrier to LED adoption.

11.2 Prognostics and Health Management

Prognostics and health management (PHM) has been proven as an effective solu-

tion in diagnosing failures, predicting the residual lifetime, and estimating the

reliability for electronic products and systems, which includes machinery systems,

electronic devices and systems, hybrid systems, and so on [36–38]. PHM method

always solves engineering problems (e.g., failure diagnostics, lifetime estimation,

and reliability prediction) with multiple discipline approaches which includes

physics, mathematics, and engineering. It applies physics-of-failure modeling and

in situ monitoring techniques to detect the deviation or degradation of health and

predict the reliability (and remaining life) for electronic products and systems under

field operation. Typically, PHM methodology can be categorized into three differ-

ent methods: (i) physics-of-failure (PoF) methods, (ii) data-driven (DD) methods,

and (iii) fusion methods which incorporate the advantageous features from both

PoF and data-driven methods.

11.2.1 PoF-Based PHM

The PoF method is an approach for designing for and assessing reliability by

utilizing knowledge of a product’s life cyclic loading and failure mechanisms,

which is based on the understanding that failures occur due to the fundamental
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mechanical, chemical, electrical, thermal, and radiation processes [39]. Based on

the PoF method, the potential failure modes, failure mechanisms, and failure sites

of the product are identified as a function of the product’s life cycle loading

conditions. As shown in Fig. 11.1, the PoF methodology can be summarized in

the following five steps:

Step 1: Identify the potential failure modes and mechanisms and failure sides

merging in the selected device with FMMEA (failure modes, mechanisms, and

effects analysis) methods.

Step 2: Monitor the life cycle loads that may lead to performance or physical

degradation.

Step 3: Extract load features that represent damage characteristics of the critical

failure mechanisms identified at step 1.

Step 4: Assess damage and calculate remaining life using the PoF models of the

critical failure mechanisms identified at step 1.

Step 5: Predict the reliability by calculating the time to failure, or predict the

likelihood of failure happened with considering the geometries, material con-

struction, and environmental and operational conditions.

Most damage models are empirical-based models that are widely used for

electronic components and systems. Some of these empirical damage models are

reviewed below:

Fig. 11.1 PoF-based PHM methodology [38]
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1. Arrhenius model

The Arrhenius model can be used to establish the time to failure model for

an electronic device when the failure is induced by temperature factors. It is always

used as a relationship between chemical reaction and temperature with the

activation energy parameter Ea. Thus the acceleration factor AF between acceler-

ated temperature stress and condition of usage is expressed by the Arrhenius

equation [40]:

tf / e
Ea
kT ð11:1Þ

AF ¼ e
Ea
k

1
T� 1

Tuseð Þ ð11:2Þ

where k is Boltzmann’s constant, T is the operating temperature in Kelvin, and Tuse
represents the temperature of use condition.

2. Eyring model

The Eyring model calculates the time to failure by taking both temperature stress

and other nonthermal stresses (such as humidity and mechanical and electrical

stresses) into account. This model can be considered as an extension of the

Arrhenius approach, which imports the theoretical concepts (molecular collisions,

activation energy). The time to failures can be expressed as follows:

tf ¼ ATα � eEa=kT � e β1þC=Tð ÞS1 � e β2þD=Tð ÞS2 ð11:3Þ

where S1 and S2 represent the functions of the nonthermal stresses and β1, β2, C, and
D are the constants related to stress.

3. Black’s model

Black’s model is an empirical relationship to estimate the time to failure of an

electronic device because of electromigration. The failure mode assumption is a

complete open circuit of the metallization:

tf ¼ tm � wmð Þ= jn � A � e�Ea=kT
h i

ð11:4Þ

where tm is the thickness of metallization, wm is the width of metallization,

j represents the current density (A/cm2), n is experimentally determined exponent

(n ¼ 2), and A is a constant depending on geometry, substrate, protective coating,

and film.

4. Coffin-Manson model

To modeling the thermomechanical fatigue failure in a solder joint or other

metals under a thermal cycle condition, the Coffin-Manson model was established

and can be used to express the relationship between the number of cycles to failure

and the environmental conditions and is given by [41, 42]:
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Nf ¼ Af�αΔT�βG Tmaxð Þ ð11:5Þ

where Nf is the number of cycles to failure; f is the thermal cycling frequency, α and

β are the cycling frequency exponent and temperature range exponent, respectively;

and G(Tmax) is the Arrhenius term evaluated at the maximum temperature.

Compared to the traditional handbook-based reliability prediction methods, PoF

methods have several advantages in increasing the prediction accuracy, detecting

root causes contributing to failures, and understanding potential failure mecha-

nisms, which are helpful for manufacturers in understanding their products and

improving them. Table 11.3 lists the performance comparisons between

MIL-HDBK-217 and the PoF method, which indicates that the PoF method can

be an alternative to traditional reliability prediction handbooks. Based on the PoF

methodology, there are some computer-aided modeling and simulation software

Table 11.3 Comparison of MIL-HDBK-217 and physics-of-failure methods [45, 46]

Issues MIL-HDBK-217 Physics of failure

Model

development

Models cannot provide accurate design

or manufacturing guidance since they

were developed from assumed constant

failure rate data, not root cause, time to

failure data

Models based on science/engineering

first principles. Models can support

deterministic or probabilistic

applications

Device

design

model

The MIL-HDBK-217 assumption of

perfect designs is not substantiated due

to lack of root-cause analysis of field

failures. MIL-HDBK-217 models do

not identify wear-out issues

Models for root-cause failure mecha-

nisms allow explicit consideration of

the impact that design, manufacturing,

and operation have on reliability

Device

defect

modeling

Models cannot be used to (1) consider

explicitly the impact of manufacturing

variation on reliability and (2) deter-

mine what constitutes a defect or how

to screen/inspect defects

Failure mechanism models can be

used to (1) relate manufacturing vari-

ation to reliability and (2) determine

what constitutes a defect and how to

screen/inspect

Device

screening

MIL-Hdbk-217 promotes and encour-

ages screening without recognition of

potential failure mechanisms

Provides a scientific basis for deter-

mining the effectiveness of particular

screen or inspections

Device

coverage

Does not cover new devices for

approximately the first 5–8 years.

Some devices, such as connectors,

were not updated for over 20 years.

Developing and maintaining current

design reliability models for devices

are an impossible task

Generally applicable – applies to both

existing and new devices, since failure

mechanisms are modeled, not devices

Operating

temperature

Explicitly considers only steady-state

temperature. Effect of steady-state

temperature is inaccurate because it is

not based on root-cause and time to

failure data

The appropriate temperature depen-

dence of each failure mechanism is

explicitly considered

Cost of

analysis

Cost is high compared with value

added

Costs are flexible
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developed by companies and universities. For example, computer-aided design of

microelectronic packages (CADMP-II) is a set of integrated software programs that

assist in assessing the reliability of microelectronic packages [43]. The calcePWA

is a PoF-based tool designed by the University of Maryland, which can be used to

perform simulation-based failure assessment of printed wiring assemblies, which

combines thermal analysis, vibration analysis, and failure assessment [44]. How-

ever, because it requires comprehensive knowledge of the materials and geometries

of a product and the thermal, mechanical, electrical, and chemical life cycle

environment as well as processes leading to failures in the field in advance, the

PoF method requires significant time resources to collection sufficient information,

which also increases the operation cost of reliability prediction for manufacturers.

11.2.2 Data-Driven-Based PHM

To solve the problems mentioned above, such as expensively conducting a PoF on a

complex system, data-driven methods have been proposed to determine anomalies

and make predictions about the reliability of systems using historical information.

The data-driven methods can intelligently provide valuable decision-making infor-

mation based on learning from historical data. As shown in previous studies [47–

49], these data-driven approaches always include (1) multivariate statistical

methods (e.g., static and dynamic principle component analysis (PCA), linear and

quadratic discriminates, partial least squares (PLS), and canonical variated analysis

(CVA)), (2) black box methods based on neural networks [50] (e.g., probabilistic

neural networks (PNN), decision trees, multilayer perceptions, radial basis func-

tions, and learning vector quantization (LVQ)), (3) graphical models (Bayesian

networks [51], hidden Markov models [48]), (4) self-organizing feature maps,

(5) signal analysis (filtering, auto-regressive models, FFT, etc.), and (6) fuzzy

rule-based systems and so on.

Generally, most of data-driven approaches are based on statistical and learning

techniques from the theory of pattern recognition. Therefore, the data-driven

methods for PHM can be classified into (1) statistical approaches and (2) learning

approaches.

1. Statistical approach

Usually, the statistical approaches are composed of parametric methods and

nonparametric methods. Where the parametric methods assume that the collected

population data follow a certain statistical distribution (like normal, exponential,

Weibull, or lognormal), the parameters of the distribution can be estimated by

fitting the collected data. While the nonparametric methods are not based on the

assumption of statistical distributions for the population data, they are just based on

their inherent features. In this section, two representative statistical data-driven

methods proposed for predicting the reliability (remaining useful life) (general
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degradation path model as a parametric method and Mahalanobis distance (MD) as

a nonparametric method) are reviewed.

(a) General degradation path model

For the devices with long lifetimes, most of the traditional reliability prediction

handbook approaches require failure data that are time-consuming and expensive to

obtain. In this condition, using degradation data to do reliability assessment appears

to be an attractive alternative to deal with traditional failure time data. The general

degradation path model as a parametric statistical method was first proposed by Lu

and Meeker [52] who modeled the degradation as a function of time and

multidimensional random variables and estimated the failure time distribution

with analytical methods by using the relationship between the failure time distri-

bution and the random variable distribution. Usually, several statistical methods

have been proposed to estimate reliability based on the degradation data. The

degradation path can be registered as time-performance measurement pairs (ti1,
yi1) , (ti2, yi2) , . . . . . . , (timi, yimi) , for i¼ 1 , 2 , . . . . . . , n, and mi represents the

test time points for each unit:

yij ¼ D tij; α; βi
� �þ εij ð11:6Þ

where a random sample size is n and the measurement times are t1 , t2 , t3 , . . . . . . ts.
The performance measurement for the ith unit at the jth test time is referred to as yij.
D(tij; α; βi) is the actual degradation path of unit i at the measurement time tij; α is

the vector of fixed effects which remains constant for each unit; βi is a vector of

random effects which varies according to the diverse material properties of the

different units and their production processes or handing conditions; εij represents
the measurement errors for the unit i at the time tij,which is supposed to be a normal

distribution with zero mean and constant variance.

To estimate the time to failure distribution, F(t), based on the degradation data,

this data-driven method involves two basic steps which involved (1) estimating the

parameters for degradation path model and (2) evaluating the time to failure

distributions, F(t). Here, a hypothesis needs to be proposed first on the distribution

of the random effects parameter βi. For example, Wu and Shao [53] assumed the

random effects parameter βi followed a normal distribution. Wu and Chang [54]

thought it was an exponential distribution, and Yu [55] designed it as a reciprocal

Weibull distribution.

(b) Mahalanobis distance (MD)

In 1936, P.C. Mahalanobis first proposed MD to represent a single measure of

the degree of divergence in the mean values of different characteristics of a

population by considering the correlations between the variables [56, 57]. This

method has been applied successfully over the years in several cases such as

anomaly detection, classification, and pattern recognition. MD is superior to other
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distance measures, such as Euclidean distance (ED), because it considers the

correlations of the points:

Zij ¼
Xij � Xij

� �
Si

ð11:7Þ

Xi ¼ 1

m

Xm
j¼1

Xij ð11:8Þ

Si ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1

Xij � Xi

� �2
m� 1ð Þ

vuuut ð11:9Þ

MDj ¼ 1

p
ZT
j C

�1Zj ð11:10Þ

C ¼ 1

m� 1ð Þ
Xm
j¼1

ZjZ
T
j ð11:11Þ

where Xi and Si are the mean and standard deviation, respectively, of data matrix,

C is the correlation matrix, Zj is a normalization of raw data matrix, and ZT
j is the

transpose of Zj.
MD has two advantages in detecting differences: first, it reduces a multivariate

system to a univariate one; second, MD is more sensitive in detecting changes) by

taking into account the correlation of several parameters. Thus, MD methods are

widely used as a fault alarm to detect anomalies before failure occurs. For example,

Niu et al. [58] incorporated the MD method with a Weibull distribution to monitor

the health of notebook computers. Kumar et al. [59] used MD as a health indictor to

detect the gradual health degradation of electronic products. Sutharssan et al. [60]

developed the distance measure techniques (both MD and ED) for a real-time

prognostic system, including assessing the reliability, detecting failures, and esti-

mating remaining useful life, for LED lighting.

2. Learning approach

The learning approach is based on machine learning algorithms for recognizing

patterns in raw data and in making decisions on the state of the system based on the

data. The data collected is analyzed with learning approaches using a variety of

techniques depending on the type of data: (a) supervised learning approach, which

is for data representing healthy and faulty states of the system, and (b) unsupervised

learning approach, which is suitable for the unlabeled data.

(a) Supervised learning approach

Supervised learning is an algorithm to label the outputs of a set of inputs, where

healthy and failure datasets are available. Thus, the first step of this approach is

training the proposed algorithm with available healthy and unhealthy datasets and
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in finding boundaries to distinguish them. The next step is to detect any anomaly for

a new input dataset with the trained algorithm. Three basic supervised learning

approaches are reviewed below (artificial neural network, support vector machine,

and relevance vector machine).

The artificial neural network (ANN) is a graph-based model that establishes a set

of interconnected functional relationships between inputs and outputs [61]. It

always consists of input nodes, hidden layers, and output nodes. The inputs of

neural networks can include process variables, condition monitoring indicators,

asset characteristics, and maintenance history features. The outputs depend on the

aim of the modeling process, which may be the desired maintenance action or the

remaining useful life [62]. As supervised learning, the ANN model is trained with a

set of training data to adjust and optimize the associated parameters of the func-

tional relationship [63]. Typically, there are two application areas of ANN in

prognostics: (1) estimations and classifications, which work as a nonlinear function

approximator to predict system’s failure features and trends, and (2) prognostics,

which model the dynamic processes of system’s degradation and predict the

remaining useful life [64, 65]. There are several types of neural network architec-

tures used for prognostics, such as self-organized maps (SOM), recurrent neural

networks (RNN), dynamic wavelet neural networks (DWNN), and so on. For

example, an SOM neural network was used by Zhang et al. as a multivariable

trend indicator of fault development to estimate the remaining useful life of a

bearing system [66]. Connor et al. [64] proposed recurrent neural networks for

time series predictions. Vachtsevanos and Wang [67] used dynamic wavelet neural

networks to predict the failures of a bearing system.

The support vector machine (SVM) is a supervised learning method used as a

maximum margin classifier with the ability of simultaneously minimizing the

empirical classification error and maximizing the geometric margin. Given a

problem of binary classification with a set of training data, (x1, y1) ; (x2, y2) ; . . . ;
(xM, yM) , yi¼ 1 or� 1 , i¼ 1 , 2 , . . . ,M, a linear separating plane expressed as the

Eq. 11.12 is established to distinguish the input data space:

f xð Þ ¼ wTxþ b ¼
Xm
j¼1

wjxj þ b ¼ 0 ð11:12Þ

yif xið Þ ¼ yi w
Txi þ b

� � � 1 ð11:13Þ

where w is a weight vector and b is a scalar. Both these two parameters are trained

with a training dataset. The training process uses the training dataset to satisfy the

constraints which can be described as Eq. 11.13.

Figure 11.2 explains the classification process with SVM methodology. In this

figure, the solid squares and the solid circles are support vectors and the two dash

lines cross the support vectors representing two parallel planes and are called

boundaries. The distance between the boundaries is called the margin. To get the
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optimal separating plane, an optimization process with maximizing margin 2
wk k

(minimizing kwk2) is used.
As a supervised learning approach, SVM is typically applied to detect any

anomaly by distinguishing the features between healthy and unhealthy. For exam-

ple, a hybrid two-stage one-against-all support vector machine (SVM) approach

was proposed by Gryllias et al. [69] for the automated diagnosis of defective rolling

element bearings. In the first stage, an SVM classifier was built to separate the

normal condition signals from the faulty signals, and then the type of the fault is

recognized and categorized by an SVM classifier at the second stage.

Recently, because SVM was challenged by the lack of probabilistic outputs that

make more sense in health-monitoring application, another supervised learning

approach (relevance vector machine (RVM)) was proposed within a Bayesian

framework. It also uses fewer kernel functions for comparable generalization

performance [70]. Given a set of input vectors [xn] with their corresponding targets

[tn], the learning process is undertaken to infer the parameters of the relationship

function between input vectors and the corresponding targets, F(x). Then the

likelihood of complete data is built for the next step prediction with the Bayesian

framework:

tn ¼ F xn;wð Þ þ εn ð11:14Þ

p t=w; δ2
� � ¼ 2πδ2

� ��N=2
exp � 1

2δ2
t� Φwk k2

� �
ð11:15Þ

p t∗=tð Þ ¼
Z

p t=w; δMP
2

� �
p w=t; ηMP; δMP

2
� �

dw ð11:16Þ

where εn is the Gaussian noise with mean 0 and variance δ2, w is the weight vector,

and η is the hyperparameter vector.

wT +b=-1

x1

x2

w

w

wT +b=0

wT +b=1

Margin

Data points

Support vectors1

Fig. 11.2 Support vector

machines used for

classification [68]
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(b) Unsupervised learning approach

The unsupervised learning approach deals with unlabeled data and finds clusters

by itself. It is used to discover similar groups within the data based on clustering

techniques and separates the data into different groups. Therefore, this approach

also can be used to detect any anomaly in the new observation and can predict the

reliability and remaining useful life. Here, two popular unsupervised learning

approaches according to the different functions in PHM (anomaly detection and

prediction) are reviewed.

Principal component analysis (PCA) is an unsupervised learning approach used

for dimension reduction, data compression, feature extraction, data classification,

and mapping. The singular value decomposition (SVD) tool is used in this approach

to map higher-dimension data into lower-dimension data while maximizing the

variance of the mapped data. Jiang et al. [71] improved a principal component

analysis (PCA)-based chemical process monitoring performance and proposed a

sensitive principal component analysis to detect and diagnose the faults in chemical

processes. Liang et al. [72] combined PCA with a statistical control chart to reduce

the multivariate variables for an industrial rolling mill reheating furnace.

The filter approach has been widely accepted as one of the unsupervised learning

approaches for estimating and predicting the state of electronic devices or systems

by using a state-space model [73–75]. The most widely used filter is the Kalman

filter (KF), which has effective solutions on estimating the state of linear system

with additive Gaussian noise. As shown in Fig. 11.3, KF is a recursive method to

estimate the state of linear system based on prior knowledge of the state of the

system and the measured information. However, for most nonlinear cases, KF loses

its efficacy. Therefore, it is necessary to establish a nonlinear filter to solve state

estimation problems in nonlinear systems. Up to now, there have been some
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approximate nonlinear filters, such as the extended Kalman filter (EKF), unscented

Kalman filter (UKF), and the particle filter (PF) [76], that have been used to deal

with nonlinear problems.

Among these three nonlinear filters, the EKF linearizes both the state and

measurement models by using a first-order Taylor approximation. The PF, known

as the sequential Monte Carlo method, approximates the state distribution using a

set of discrete, weighted samples, called particles. PF approaches have been widely

used for state estimation and remaining useful life prediction for battery systems

[78, 79]. The UKF approach was first proposed by Julier et al. and developed by

Wan et al. [80–82] to estimate the state of nonlinear systems by using a determin-

istic sampling approach (sigma point sampling) to capture the mean and covariance

estimates with a minimal set of sample points. Several previous literature studies

have shown that the UKF is considered to be a useful approach for state-space

prognostics and estimations for nonlinear systems. For instance, Santhanagopalan

et al. [83] used the UKF method to estimate the state of charge for lithium-ion cells.

Lall et al. [84] applied the UKF algorithm to predict the remaining useful life of

electronic systems under mechanical shock and vibration conditions. Jafarzadeh

et al. [85] developed a UKF-based approach to estimate the nonlinear state of

induction motor drives.

In summary, compared to the PoF approaches, the advantages of data-driven

approaches are as follows: (1) they do not need know system-specific information

and can learn the behavior of the system, like black box models, based on the

monitored data; (2) they can be used in complex systems with considering the

correlation between parameters and the interactions between subsystems; and

(3) they can be used to analyze the intermittent faults by detecting the sudden

changes in system parameters. However, data-driven approaches have some limi-

tations, as they require historical or operational data to train model. In some cases,

there are insufficient training data to obtain health estimates and to determine trend

thresholds from failure prognostics. Therefore, the solution to this problem is to

incorporate PoF approaches with data-driven approaches.

In this situation, the fusion approach is proposed by absorbing the advance

features of both data-driven and model-based approaches. As shown in Fig. 11.4,

the fusion PHMmethod develops an accurate mathematical model of the system by

using both the physical-based failure models and data-driven prognostic models.

The aim of the fusion approach is to overcome the limitations of both the model and

data-driven approaches for estimating the remaining useful life (RUL). Cheng et al.

[86] demonstrated the fusion PHM method to predict the RUL of multilayer

ceramic capacitors (MLCCs). The fusion PHM method uses the PoF approach to

identify the critical parameters, identify and prioritize the potential failure mecha-

nisms, identify the failure models, and define the failure criteria in terms of the

isolated parameters or the function of isolated parameters and applies the data-

driven method to extract the features from the monitored parameters, create a

healthy baseline, and compare the monitored parameters with the baseline to

conduct anomaly detection and trend the isolated parameters. Xu et al. [87] also

implemented fusion-based PHM into avionic system to predict RUL, which shows

that fusion-based PHM can provide a more accurate and more robust RUL
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estimation than either algorithm alone. Vasan et al. [88] developed a generic fusion

PHM approach that combines stochastic differential models with a recursive

nonlinear filtering approach to allow systems to self-assess performance and recur-

sively estimate RUL, which was validated with a case of power systems using

insulated-gate bipolar transistors (IGBTs).

11.3 In Situ Monitoring and Anomaly Detection
for Phosphor-Converted White LED Packages

To establish new effective reliability assessments and lifetime prediction methods

for LEDs, researchers have already proposed several mathematical approaches. For

instance, Liao and Elsayed [89] developed a statistical inference procedure to

predict the reliability of LEDs using accelerated lumen degradation data. Their

results show that the proposed method could be applied to predict the reliability of

LEDs in real applications by considering the stress variations. Moreover, Tsaing

and Peng [90] also proposed a stochastic diffusion process to model the LED light

output degradation path and predicted its lifetime distribution. With these proposed

approximate methods, the LED’s lumen lifetime (i.e., mean time to failure, MTTF,

and median life, B50) could be estimated by using the light output degradation data.

Fan et al. [91] also used a degradation data-driven method to estimate the lumen

lifetime of high-power white LEDs while considering the variance of test samples.

In 2011, the Illuminating Engineering Society of North America (IESNA) released

the standard IES-21-11 to predict the lumen lifetime for LED light sources based on

the lumenmaintenance data collected from the IES LM-80-08 test report [92]. How-

ever, in these studies, the degradation data of LEDs during the aging test were
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Fig. 11.4 Fusion PHM method [36]
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usually collected offline through the photometric measurement systems (e.g., inte-

grating sphere or goniophotometer) [93], which not only might introduce many

measurement errors from manual operations but also increase the total testing cost.

Therefore, an in situ monitoring system with sensing techniques is proposed to

detect the health of LEDs under an aging test. Then, a data-driven method with a

Mahalanobis distance (MD) approach is employed as a real-time health indicator to

reflect the LED’s degradation. By monitoring the MD values, early anomalies of

LEDs can be detected before failures happen.

11.3.1 Test Vehicle, Experimental Setup, and Data
Collection

The test vehicle selected in this study is a high-brightness, phosphor-converted

white LED with an InGaN chip from Avago (type: 3W mini power white LED light

source with the part number ASMT-JN31-NTV01 [94]). Figure 11.5a shows the

packaging structure of the test vehicle, which indicates that the mechanism for

generating white light is a combination of blue light emitted by an InGaN chip

(Fig. 11.5b) and excited yellow light emission from a phosphor layer. The typical

optical characteristics of the test vehicle at the recommended test conditions (Ic:
350 mA, VF: 3.2 V, and Tj: 25

�C) are listed as follows: (i) luminous flux is around

85 lm; (ii) correlated color temperature (CCT) is 3500–4500 K with neutral white

color; and (iii) luminous efficiency is 76 lm/W.

In this study, an accelerated aging test with an in situ monitoring technique was

designed for the selected test vehicle. The 3W mini power white LEDs were

soldered on a metal core printed circuit board (MCPCB) test board, which were

electrically driven by the same DC current (Ic ¼ 200 mA) provided by a DC power

supply (Agilent E3611A). As shown in Fig. 11.5b, the thermal chamber provided a

constant aging temperature for this test (Ta ¼ 90 �C). After finishing a period of

aging, the test vehicles were removed from the thermal chamber to be cooled to the

ambient temperature for testing. The direct performance data of the LEDs (such as

optical characteristics such as luminous flux, chromaticity coordinates, CCT, CRI,

SPD) were manually measured by a Gigahertz-Optik BTS256-LED tester. When

the test for the LEDs was finished, the test board was returned to the thermal

chamber to undergo the next round of aging. With the online sensing technique,

the indirect performance data of LEDs (such as lead temperatures, input-driven

current, and forward voltage) were in situ monitored and collected every hour by a

data acquisition mainframe (Agilent-34970A).

11.3.2 Theory and Methodology

To overcome the limitations of current lifetime prediction methods for LEDs, a

fusion-based prognostics and health management (PHM) methodology framework
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is proposed in this work. This methodology incorporates both failure modes,

mechanisms, and effects analysis (FMMEA) and a data-driven method.

As shown in Fig. 11.6, the FMMEA is conducted firstly to identify the selected

test vehicle’s potential failure mechanisms, sites, and effects. With these results, the

parameters are identified and categorized as either direct or indirect performance

parameters. The direct performance parameters are always the optical characteris-

tics of LEDs, whereas the indirect performance parameters are selected as in situ

monitored data to indicate the performance degradation of LEDs. Then, the anom-

alies of LEDs during the aging process are detected by dealing with the in situ

monitored data using the data-driven methods. Finally, the degradation of a selected

direct performance parameter, lumen flux, is used to verify the proposed method.

Anode lead

a

b

Molding house

DC Power
Supplies Data

Acquisition

II In-situ Monitoring

I Accelerated Aging Testing III Optical Performance Measurement

LED Test Board

GPIB Cable

T Ic VF

NC
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NC

NC

NC
Cathode lead

Phosphor

InGaN chip

Fig. 11.5 Test vehicle: (a) schematic packaging structure; (b) experimental setup and data

collection [95]
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(A) Failure Modes, Mechanisms, and Effects Analysis

FMMEA is a widely used approach to identify the potential failure modes, sites,

mechanisms, and effects for electronic devices and systems under expected uses

[96]. The FMMEA for package-level LEDs has been done by many researchers. As

summarized, the failure modes of LED packages can be divided into three types:

(i) catastrophic failure, (ii) lumen degradation, and (iii) chromaticity shift [13]. The

failure sites in the package level are the InGaN chip, packaging materials (such as

lens, silicon encapsulation, phosphors, chip attachments, thermal pads, and molding

house), and interconnections (such as wire bonds and anode and cathode leads). The

main mechanisms and impact factors that contribute to the above three failure

modes are summarized in Table 11.4, which shows that the temperatures, input-

driven current, and forward voltage are three major factors that determine the

failure modes and mechanisms of package-level LEDs.

(B) Parameter Identification

In this step, the parameters, including environmental loads and performance

parameters, should be identified and selected to reflect the state of health of LEDs

Failure Mode, Mechanism and Effect Analysis
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Fig. 11.6 Proposed fusion-based PHM methodology
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during the long-term aging process. As recommended by the IES LM-79-08

measurement standard, the direct performance parameters, such as luminous flux,

chromaticity coordinates, CCT, CRI, and SPD, are measured to characterize the

optical performance of LEDs. However, these direct performance parameter data

are required to be collected offline through the photometric measurement systems

(e.g., integrating sphere or goniophotometer), and it is difficult to realize in situ

monitoring using these systems. Thus, according to the FMMEA results, some

indirect performance parameters, including lead temperature, input-driven current,

and forward voltage, can be used to indicate the performance degradation of LEDs

during aging. Meanwhile, these indirect performance parameters can be monitored

and acquired with some proper online built-in sensing techniques (i.e., thermal and

electric sensors).

(C) Anomaly Detection

After collecting the monitored data by sensors, the anomaly detection step uses

data-driven methods to detect whether the test vehicles are healthy or not. This

includes the establishment of health indicators and a health baseline. A health

indicator is an index extracted from the in situ monitored data to represent the

state of health for LEDs. It can also be defined as the quantitative deviation between

healthy and unhealthy states. Because the collected data from sensors are always

complicated and multidimensional, the purpose of health indicators is to extract the

features from data and reduce data dimensions. The widely used approaches to

Table 11.4 FMMEA for HBWLEDs package [11]

Failure sites Failure modes Failure mechanisms

Impact

factors

InGaN chip Catastrophic failure Chip crack △T, Ic,
VF

Lumen degradation and

chromaticity shift

Chip defects propagation (disloca-

tion, dark lines, and spots)

Ta, Ic, VF

Lumen degradation Chip dopant diffusion Ta, Ic, VF

Packaging

materials

Lumen degradation Lens crack △T, CM

Lumen degradation and

chromaticity shift

Silicon encapsulation darkening Ta, Ic

Lumen degradation and

chromaticity shift

Phosphor degradation Ta, Ic

Lumen degradation Delamination △T,
CM,

CTEs

Interconnections Catastrophic failure Wire crack △T, Ic
Catastrophic failure Wire ball bond fatigue △T,

CTEs

Catastrophic failure Lead crack △T,
CTEs

where CM and CTE represent the moisture concentration and coefficient of thermal expansion,

respectively
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establish a health indicator with collected data include (i) distance measurement

approach (i.e., Euclidean distance and Mahalanobis distance), (ii) statistical and

probabilistic methods (i.e., mean, standard deviation, correlations, covariance,

residuals, etc.), and (iii) Eigen values (i.e., peak, skewness, kurtosis, etc.) [36].

With the capability of condensing the multivariate system to a univariate one and

detecting changes by taking into account the correlation of several parameters, the

MD method has been widely used as a health indicator to monitor gradual perfor-

mance degradation of electronic products and to detect anomalies before failure

occurs [59, 97]. Therefore, in this work, we developed a method to construct a

health indicator to represent the performance degradation of LEDs based on the MD

method. The detailed procedure is presented as follows.

Firstly, the p � m in situ monitored indirect performance parameter data were

collected for each test vehicle and denoted as Xi, where i¼ 1 , 2 , . . . , p. The
experiment setup and collected data are from Sect. 11.3.1. Thus, the number of

parameters p equals 3 (i.e., lead temperature, input-driven current, and forward

voltage). Xij denotes the ith parameter vector on the jth observation, where

j¼ 1 , 2 , . . . ,m. As the first 200 observations were selected as healthy data which

corresponded to approximately the first 199 h of the accelerated aging test,m¼ 200

(Fig. 11.7).

Then, after the data in the performance parameter dataset on the jth observation

are normalized by Eq. 11.7, the MDj value can be calculated using Eq. 11.10.

Fig. 11.7 In situ monitored indirect performance parameters of test LED 1#

276 J. Fan et al.



Next, as shown in the left-hand side of Fig. 11.8, the healthy MD values obtained

did not follow a normal distribution. Therefore, a Box-Cox power transformation

was used to transform the healthy MD values into a normal distribution. By using

the Box-Cox transformation with Eq. 11.17, the transformed healthy MD values

distribute normally, as shown in Fig. 11.8.

y λð Þ ¼ yλ � 1
� �

=λ λ 6¼ 0

log y λ ¼ 0

�
ð11:17Þ

Finally, the control chart technique, frequently used in quality engineering, was

implemented to find an anomaly detection threshold for LEDs. The mean μ and

standard deviation σ of the transformed healthy MD values were used to obtain 3σ
bounds about the mean. The upper bound (μ þ 3σ) was used as a threshold for

anomaly detection, as increasing MD values indicate degradation in the LEDs.

Thus, the transformed MD values at each observation can be selected as the health

indicator of LEDs. When the transformed test MD values crossed the threshold, an

anomaly occurred and was detected.

11.3.3 Implementation Results and Discussion

In this section, the in situ monitored indirect performance parameters from five

tested LEDs as shown in Sect. 11.3.1 were calculated to the transformed MD values

as their health indicators. The anomaly detection time of each test LED was

obtained when its transformed MD value exceeded the defined threshold.

Fig. 11.8 Histograms of healthy MD for test LED 1# before and after the Box-Cox transformation
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Meanwhile, one of the direct performance parameters, lumen flux, was measured to

indicate the LED’s actual failure time and was used to verify the proposed method.

For the lumen degradation failure mode in general lighting applications, the

Alliance for Solid-State Illumination Systems and Technologies (ASSIST) recom-

mends using L70 to represent the LED’s lifetime, which means the time at which

the luminous flux declines by 30% from the initial value (or time to 70% lumen

maintenance) [98].

As shown in Fig. 11.9, the anomaly times of five test LEDs were detected online

at 666, 626, 638, 705, and 705 h, respectively. The lumen maintenance degradation

curves indicate that the actual lumen degradation failure times of all test LEDs were

detected as 1518, 1518, 1518, 1518, and 1472 h when the curves crossed the 70%

lumen maintenance threshold. The detailed results are listed in Table 11.5, which

shows that the early anomaly warning can be achieved at around 45% of lifetime

before actual failure happens. Thus, this anomaly detection time can be considered

as a starting time to predict the remaining useful life (RUL) for LEDs.

11.4 Prognostic of Lumen Maintenance Lifetime
for Phosphor-Converted White LED Packages

Owing to the long lifetime and high reliability, few or any failures should occur in

LED light sources during a short-term life test, even in an accelerated life test

[6, 11]. Thus, it is time-consuming and expensive for LED developers to estimate

the life for LEDs using traditional destructive life testing, which records failure

data. Therefore, the capability to explore an expert system by conducting short-term

and cost-effective qualification tests to predict long-term remaining useful life

(RUL) is a critical economic and business requirement to new LED adoption, and

it is the motivation of this research topic.

Apart from the traditional destructive life test, predicting RUL with a degrada-

tion test appears to be an attractive alternative for qualifying highly reliable

products, bringing benefits by shortening the testing time, identifying the degrada-

tion path, and providing effective maintenance methods before failures occur

[48, 52, 100]. When applied to LEDs, many previous RUL prediction methods

based on degradation data rely on the least-squares regression (LSR) approach. For

instance, the IESNA released the TM-21 standard in 2011 to predict the lumen

maintenance life for LED light sources based on the collected lumen maintenance

data from the IES LM-80-08 test report. In the TM-21 standard, the LSR method is

used to estimate the parameters involved in the lumen degradation model, and the

degradation curve is then projected to the failure threshold to get the lumen

maintenance life. Currently, many LED manufacturers have accepted the TM-21

standard to predict the lifetime for their LED products (such as Philips Lumileds

[101] and Cree [102]. Additionally, our previous work [91] proposed a degradation

data-driven method to estimate the lumen lifetime of high-power white LEDs
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Fig. 11.9 Anomaly detection results of five test samples [99]
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wherein the parameters of the lumen degradation model were estimated by using an

ordinary LSR fitting method. Zhang et al. applied statistical distribution functions

(such as a lognormal function [103] and the Weibull function [104]) to describe the

relationship between OLED’s lumen degradation and time, and the parameters of

both statistical functions were calculated with the least-squares method. Wang and

Lu [105] presented a bi-exponential model to fit the lumen degradation data for

LEDs, and the model parameters were also estimated by the nonlinear LSR.

However, previous studies [91, 106, 107] have shown that using the LSR method

to estimate parameters for the lumen degradation curve has many weaknesses in

Fig. 11.9 (continued)
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terms of guaranteeing prediction accuracy, because it does not consider the mea-

surement dynamics and uncertainties. This can result in a large gap between the

product lifetime estimated by LED manufacturers and the actual application life.

To improve the accuracy of lifetime prediction, this work proposes a dynamic

recursive particle filter-based (PF-based) approach to model the lumen degradation

data of LED light sources by taking measurement dynamics and uncertainties into

consideration. As a nonlinear filtering approach, the PF prognostic approach has

been widely used in state estimation and prediction for nonlinear/non-Gaussian

systems [78, 108]. Normally, PF uses a set of weighted particles simulated by the

sequential Monte Carlo (SMC) method [109] to approximate the state as a posterior

probability density distribution and then dynamically update it and predict the

future state with measurement data within a Bayesian framework [110–112].

This section focuses on modeling the dynamic nonlinear lumen degradation

process of phosphor-converted white LED packages in an accelerated degradation

test with considering the measurement uncertainties. Firstly, we selected the expo-

nential degradation model recommended in the TM-21 standard to describe the

lumen degradation process of LED light sources. The PF method, which replaces

the LSR method used in the TM-21 standard, was then used to track the lumen

degradation process by estimating and adjusting the model parameters from

updated measurements. Finally, when the measurements terminated, the RULs

with prediction confidence intervals were predicted by extrapolating the updated

model with measurement noise to the failure threshold.

11.4.1 Methodologies and Algorithms

In this section, the methodologies and algorithms of both the TM-21 standard

method and the proposed PF prognostic approach are introduced to predict the

lumen maintenance life of LED light sources.

(A) IES-TM-21 Projecting Method

Lumen degradation, which refers to the decrease in light output during the aging

process, is recognized as a critical failure mode in LED light sources [113]. In the

lumen degradation process, the lumen maintenance (LM) of LED light sources is

Table 11.5 Summary of anomaly detection results

Test LED

Healthy

MD μ
Healthy

MD σ
Anomaly

threshold

Detection

time (h)

Failure

time (h)

1# �0.3441 0.8052 2.0715 666 1518

2# �0.3534 0.7901 2.0169 626 1518

3# �0.3371 0.7943 2.0458 638 1518

4# 1.182 0.2824 2.0292 705 1518

5# �0.5502 0.947 2.2908 705 1472
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defined as the maintained percentage of the initial light output. According to

different applications, the Alliance for Solid-State Illumination Systems and Tech-

nologies (ASSIST) uses lumen maintenance to define the lumen maintenance

lifetimes of LED light sources. For example, L50 for decorative lighting means

the time at 50% lumen maintenance, and L70 for general lighting means the time at

70% lumen maintenance.

The TM-21 method is a lumen maintenance life prediction standard published by

the IESNA in 2011. It is used to determine the operating lifetime of LED light

sources based on the lumen maintenance data collected from the IES LM-80-08 test

report. The main procedure of the TM-21 method is implemented as follows:

1. Normalize the collected luminous flux data as lumen maintenance data. Lumi-

nous flux data is used to represent the optical performance of LED light sources.

Luminous flux data is normalized as lumen maintenance data to determine when

the failure occurs. Lumen maintenance can be defined as the maintained per-

centage of the initial luminous flux over time:

LM tð Þ ¼ Φ tð Þ
Φ 0ð Þ � 100% ð11:18Þ

where Φ(0) is the initial luminous flux and Φ(t) is the luminous flux at time t.

2. Curve-fit the lumen maintenance data with the LSR method. The exponential

expression, as shown in Eq. 11.19, is well proven and is a widely used model to

describe the lumen degradation path of LED light sources. Therefore, exponen-

tial curve fitting is applied to the collected lumen maintenance degradation data,

and the model parameters are estimated by the LSR (Eq. 11.20):

LM tð Þ ¼ B � exp �α � tð Þ ð11:19Þ

min
B, α

1

m

Xm
i

yi � LM ti;B; αð Þ½ � yi � LM ti;B; αð Þ½ �T
( )

ð11:20Þ

where B is the initial constant and α is the degradation rate constant, both of which

are derived by the least-squares curve fitting; and m is the number of collected

lumen maintenance degradation data points for each test sample.

3. Project the lumen maintenance life, Lp. As introduced before, the LED lumen

maintenance life is defined as the time when the lumen maintenance data

decreases below the failure threshold (LMthreshold ¼ 70% is defined for LED

light sources used as general lighting). Thus, Lp can be predicted by projecting

the degradation model with the estimated model parameters to the defined

failure threshold:

Lp ¼ ln
100� B

p

� �
=α ð11:21Þ
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where p is the maintained percentage of the initial luminous flux ( p ¼ 70 is used in

this chapter).

(B) PF Prognostic Approach

PF is widely known as a state estimation and prognostic approach for nonlinear/

non-Gaussian systems. It integrates sequential Monte Carlo computation with

Bayesian estimation [76, 110]. Usually, most dynamic processes of systems can

be described by a state-space model, with both state and measurement

(or observation) models (Eqs. 11.22 and 11.23). Differing from other nonlinear

filtering approaches [107], PF simulates a set of particles with the sequential Monte

Carlo technique to approximate the system state at the kth cycle as a probability

density function (PDF), xk ~ p(xk| z1 : k):

State model : xk ¼ f xk�1; vk�1ð Þ ð11:22Þ
Measurement model : zk ¼ h xk;ωkð Þ ð11:23Þ

where f(�) and h(�) are the nonlinear state and measurement functions, respectively;

xk and zk are the state and measurement, respectively; and vk and ωk denote the

white noise of the state and measurement, respectively.

The procedure for predicting the lumen maintenance life with the proposed PF

prognostic approach can be separated into six steps (see Fig. 11.10): (1) model

definition, (2) parameter initialization, (3) parameter sampling and prediction,

(4) dynamic update with the Bayesian algorithm, (5) particle weighting and

resampling, and (6) RUL prediction.

1. Model definition

The state model used in this section is derived from the lumen degradation

exponential model used in the TM-21 standard (Eq. 11.19). For simplicity, the

initial constant B is assumed to be 1. The state noise vk can be integrated into the

uncertainty of the degradation model parameters [114]. The measurement model

helps in mapping the actual states with the measured lumen maintenance data and

measurement noise.

State model : xk ¼ exp �αk tk � tk�1ð Þ½ �xk�1 ð11:24Þ
Measurement model : zk ¼ xk þ ωk ωkeN 0; δ2

� � ð11:25Þ

2. Parameter initialization

As shown in Eqs. 11.24 and 11.25, the parameter vectors for both the state and

measurement models can be expressed as θ, and each parameter will be initialized

by assuming a distribution drawn by the Monte Carlo simulation, with N particles:
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θ i
0 ¼

x i0ep x0ð Þ
α i
0ep α0ð Þ
δ i
0ep δ0ð Þ

24 35 where i ¼ 1, 2, . . . ,N ð11:26Þ

3. Parameter sampling and prediction

Before receiving knowledge of the measurement zk, given a posterior probability
density function at the k–1th cycle as p(θk� 1| z1 : k� 1), the prior probability density

function of the parameter vector at the kth cycle, p(θk| z1 : k� 1), can be calculated

based on the state model with the Chapman-Kolmogorov equation:

p θkjz1:k�1ð Þ ¼
Z

p θkjθk�1ð Þp θk�1jz1:k�1ð Þdθk�1 ð11:27Þ

where p(θk� 1| θk) is the transition probability distribution defined by the state

model (Eq. 11.24).

4. Dynamic update with the Bayesian algorithm

As shown in Eq. 11.28, with the new input measurement, zk, the posterior

probability density function at the kth cycle, p(θk| z1 : k), can be updated by using

the Bayesian algorithm and the Markov assumption:

p θkjz1:kð Þ ¼ p zkjθk; z1:k�1ð Þp θkjz1:k�1ð Þ
p zkjz1:k�1ð Þ ¼ p zkjθkð Þp θkjz1:k�1ð ÞR

p zkjθkð Þp θkjz1:k�1ð Þdθk ð11:28Þ

where p(zk| θk) is the likelihood function of the measurement model. Since the

measurement noise, ωk, follows a Gaussian distribution, the likelihood function

of the ith particle at cycle k, p zkjθ i
k

� �
, can be formulated as follows:

p zkjθ x; b; δð Þ ik
	 


¼ 1ffiffiffiffiffi
2π

p
δ i
k

exp �1

2

zk � x ik b i
k

� �
δ ik

� �2
" #

ð11:29Þ

5. Particle weighting and resampling

Based on the likelihood function of the measurement zk at the kth cycle, the ith
particle can be weighted as shown in Eq. 11.30 [76]. The particle weight is

proportional to the PDF value of the likelihood function.

Wi
k ¼

p zkjθ i
k

� �
PN
j

p zkjθ j
k

	 
 ð11:30Þ
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To avoid the degeneracy problem in the iteration process [110, 115], resampling

is always used to eliminate low-weight particles and condense high-weight parti-

cles. In this study, the inverse cumulative density function (CDF) method, based on

the likelihood function, is used to resample particles [76, 114].

As illustrated in Fig. 11.11. Firstly, the CDF of the likelihood function is

established based on Eq. 11.29. Next the uniform distributed random values are

assumed as the CDF values, for instance, U(0,1). Then a particle with the CDF

value can be found for the parameter distribution. Finally, by repeating n times, the

resampled n particles, with the calculated CDF values, are selected as the posterior

probability density function at the kth cycle, p(θk| z1 : k).
Next, if k � p (where tp is the prediction time when the measurement is

terminated), let k ¼ k þ 1, set the posterior p(θk| z1 : k) at the kth cycle as the prior

distribution at the kþ 1th cycle, and repeat steps (iii) to (v) until the measurement is

terminated (see Fig. 11.12).

6. RUL prediction

As shown in Fig. 11.12, when the measurement is terminated at the pth cycle, the
parameter vector finishes the updating as θp, and the future lumen maintenance can

be predicted by extrapolating the state model based on the estimated degradation

parameter and measurement noise (αp and δp). The time when the predicted lumen

maintenance reaches the failure thresholds defined by ASSIST (LMthreshold ¼ 70%)

is the time to failure, tf. The RULs can then be obtained by calculating the distance

between the time to failure and the time at the pth cycle.

11.4.2 Implementation Results and Discussion

The lumen maintenance degradation data of selected phosphor-converted white

LED packages were collected from the accelerated degradation test as shown in

Sect. 11.3.1, and they were used to demonstrate the prediction algorithm and

methodology of the proposed PF prognostic method and to validate its feasibility,

accuracy, and robustness. Following the methodology implementation steps

1.0
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0.8
0.7
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0.4
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0
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PDF
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Fig. 11.11 Resampling

with inverse CDF method

[114]
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introduced previously, the validation process of the PF prognostic method can be

separated into three major steps: (1) method training, (2) method testing, and

(3) robustness study.

1. Method Training

Normally, method training is a step to initialize the parameter vector of the

selected state-space model with the historical database. However, for new products

without historical records, either a calibration test [106] or an assumption [116] is

always required for initializing the parameters. In this study, we selected five out of

nine DUTs as training samples to collect initialization information for testing. As

shown in Fig. 11.13, the lumen maintenance degradation data of these five training

samples were exponentially curve-fitted with the lumen degradation model, and the

model parameters were estimated by means of the nonlinear least-squares regres-

sion approach. According to the curve-fitting results of the training samples listed in

Table 11.6, the standard deviation (SD) of the measurement noise was represented

by the standard deviation of the curve-fitting residuals, and the estimated parame-

ters from the training samples were averaged to initialize the parameter vector. The

initial distributions of the parameters defined in Eq. (11.16) were assumed to be

uniform distributions, which were represented as follows:

θ i
0 ¼

x i0 	 U 0:9; 1:1ð Þ
α i
0 	 U 1:8∗10�4; 2:2∗10�4

� �
δ i0 	 U 0:01; 0:02ð Þ

24 35
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Fig. 11.12 PF prognostic approach [95]
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2. Method testing

In method testing, the remaining four DUTs were chosen as test samples to

validate the feasibility and accuracy of the proposed PF prognostic approach. The

lumen maintenance life prediction results of the four test samples based on both the

PF prognostic approach and TM-21 standard method are shown in Fig. 11.14. The

prediction time was chosen to be 690 h (30 cycles, approximately 45% of the full

lifetime profile of DUTs). The results in Fig. 11.14 show that the median lumen
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maintenance lives of the four test samples predicted by the PF approach were close

to the actual lifetimes, with a prediction error of less than 5%, while the prediction

errors using the TM-21 method were larger than 10%.

As introduced in the PF methodology and algorithm, the initial distributions of

the parameters of both the state and measurement models were first simulated by

Monte Carlo simulation with N particles. Based on the Bayesian estimation, the

periodical measurement data from 0 to 690 h were used to recursively update and

adjust the parameter vector via the likelihood function. After 690 h, the lumen

maintenance values of the test samples were estimated by extrapolating the updated

degradation model with the measurement noise. When the estimated lumen

Table 11.6 Parameter initialization with training samples

Training samples B α*10�4 Adjust R2 SD of curve-fitting residuals

Training LED_1 0.95150 1.97 0.96900 0.012848

Training LED_2 0.93771 2.07 0.95757 0.015493

Training LED_3 0.96248 2.02 0.96739 0.013598

Training LED_4 0.96359 2.04 0.96059 0.015175

Training LED_5 0.97680 2.13 0.98285 0.010460

Averaged values 0.95842 2.05 0.96748 0.013515
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maintenance reached the failure threshold (LMthreshold ¼ 70%), the lumen mainte-

nance life could be predicted. Table 11.7 compares the theoretical differences

between the proposed PF approach and the TM-21 standard in LED life prediction.

The PF approach estimates and updates the parameter vector dynamically by

absorbing new measurements with considering the measurement noise. Thus, the

PF approach can take measurement dynamics and uncertainties into consideration.

As shown in Eq. 11.20, the LSR used in the TM-21 method only depends on the

minimization of the sum of the residuals between the actual measurements and the

calculated values by using batch processing.

Figure 11.15 shows the RUL prediction results at different prediction times for

both the PF approach and the TM-21 method. In addition to 690 h, some other

prediction times, such as 960 h (40 cycles, approximately 63% of the full lifetime

profile), 1150 h (50 cycles, approximately 76% of the full lifetime profile), and

1380 h (60 cycles, approximately 91% of the full lifetime profile), were also

designed in this study. Compared to the TM-21 method, the predicted median

RULs from different prediction times predicted by the PF approach were closer

to the actual RULs, especially at lower prediction times (such as 690 h with the

long-term prediction distance). This indicates that the accuracy of the PF approach

is better than the TM-21 method in predicting long-term lumen maintenance life for

LEDs.

With increasing prediction times, the accuracy of the RUL prediction by the

TM-21 method improved, because the LSR method can track the real lumen

maintenance degradation trajectory of LEDs by dealing with sufficient measure-

ment data. However, the TM-21 method requires a longer test time to predict the

lifetime than the PF approach. A comparison of the prediction performances of the

PF approach and the TM-21 method is given in Table 11.8. Among all test samples,

the prediction errors of the PF approach can be controlled within 7% for all

prediction times (under 5% when applied to long-term prediction). The widths of

the prediction confidence intervals (90% C.I.) become narrower with increasing

measurement time, which means the prediction uncertainties are reduced.

Table 11.7 Theoretical comparison of LED life prediction methods. (The proposed PF approach

vs. TM-21 standard)

TM-21 standard with least-squares

regression

Proposed PF prognostic approach with sequential Monte

Carlo simulation

1. Batch least squares on finite data

span

1. Recursive solution on unlimited data span

2. Periodic execution 2. Real-time processing suitable for online prediction

3. Deterministic model 3. Stochastic model with consideration of measurement

dynamics and uncertainties

4. Solution for both linear and

nonlinear processes

4. Solution for nonlinear/non-Gaussian problems

5. No requirement of prior

information

5. Requires prior estimation (or initial assumptions)
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3. Robustness study

Referring to previous studies [106, 116], the prognostic performances of filtering

techniques are always related to the selection of the initial parameters. Thus,

the effect of parameter initialization was studied to validate the robustness of the

proposed PF prognostic approach in actual applications. As introduced before, the

degradation rate of the lumen maintenance degradation model α and the standard

deviation of the measurement noise δ are two critical parameters to determine the

lumen degradation trajectory and the state updating process in the implementation

of the PF approach. Except for the full lifetime training test (1518 h), the assump-

tions of the initial distribution for the degradation rate were based on the curve-

fitting results from some other calibration tests for training samples, which included

a 91% of full lifetime test (1380 h), a 76% of full lifetime test (1150 h), a 63% of full

lifetime test (920 h), and a 45% of full lifetime test (690 h). The initial distributions

of the two parameters were also assumed to be uniform distributions, as listed in

Table 11.9.

Based on the assumed initial parameter vectors listed in Table 11.9, the predic-

tion results for lumen maintenance life obtained by the PF prognostic approach are
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Fig. 11.15 Remaining useful life prediction: PF prognostic approach vs. TM-21 method [95]
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shown in Fig. 11.16. Among all four test samples, the prediction errors of the PF

approach from a shorter-term calibration test are larger than those from tests with a

longer calibration time. The widths of the prediction confidence intervals mainly

depend on the assumptions for the measurement noise. As shown in the time listed

besides the prediction error in Fig. 11.16, with increases in the standard deviation of

measurement noise, the widths of the prediction confidence intervals in the lumen

maintenance life prediction by the PF approach increased, indicating that the

prediction uncertainties were raised.

In a brief summary, the main contributions of the proposed method in this

section are: (i) a recursive solution of PF, replacing the batch processing of LSR,

is first proposed to deal with lumen degradation data of LED light sources and

estimate the parameters of the lumen degradation model dynamically; (ii) with

consideration of measurement uncertainties, an SMC method is employed in the PF

to predict RUL as a life distribution with a confidence interval; and (iii) a robustness

study is conducted to analyze the initialization of parameters impacting the predic-

tion accuracy and the uncertainties of the proposed PF method.

11.5 Conclusions

PHM is a framework of methodologies that integrate part of component lifetime

estimation and reliability prediction, and it permits the reliability of a system to be

evaluated in its actual life cycle conditions, to determine the event of failure and

Table 11.8 Comparison of prediction results: PF prognostic approach vs. TM-21 method

Test samples Prediction time (h)

Prediction error of LM life %

TM-21 PF (the widths of 90% C.I.)

Test LED_1 690 11.52 1.52(312 h)

920 8.38 1.52(299 h)

1150 7.32 1.52(299 h)

1380 �1.66 1.52(253 h)

Test LED_2 690 22.12 4.55(391 h)

920 18.73 6.06(414 h)

1150 13.29 6.06(391 h)

1380 8.94 4.55(253 h)

Test LED_3 690 18.03 4.55(368 h)

920 13.06 4.55(391 h)

1150 10.32 1.52(299 h)

1380 2.95 1.52(230 h)

Test LED_4 690 11.03 0.00(391 h)

920 8.19 1.56(345 h)

1150 5.01 0.00(368 h)

1380 �0.80 �1.56(276 h)
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mitigate the system risk. A successful PHM relies on the selection of an appropriate

prognostic approach and algorithm. Currently, there are many prognostic tech-

niques and their usage must be tuned for each application. This chapter develops

the online anomaly detection and lumen maintenance life prediction methods for

phosphor-converted white LED packages based on the PHM methodology.

Firstly, this section presents an in situ monitoring method with sensing tech-

niques to detect the health of LEDs under an accelerated aging test. The

transformed MD values were used as a real-time health indicator to reflect the

LED’s degradation. The results show that, according to the verifications with actual

Table 11.9 The assumption of parameter initialization for robustness study

No.

Initial distribution assumption

for degradation rate, α *10�4 No.

Initial distribution assumption

for SD of measurement noise, δ

1 U(1.8, 2.2) assumed from full lifetime training data 1 U(0, 0.01)

2 U(1.9, 2.3) assumed from 1380 h training data 2 U(0.01, 0.02)

3 U(2.0, 2.4) assumed from 1150 h training data 3 U(0.02, 0.03)

4 U(2.1, 2.5) assumed from 920 h training data

5 U(2.2, 2.6) assumed from 690 h training data
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Fig. 11.16 Robustness study of PF prognostic approach (LM life prediction error with the width

of 90% C.I. in brackets) [95]
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lumen degradation failure times, the proposed MD-based anomaly detection

approach can provide an early anomaly warning at around 45% of lifetime before

actual failure happens for all test LEDs evaluated. Thus, this anomaly time can be a

starting point for online remaining useful lifetime prediction for LEDs.

Moreover, in order to improve the accuracy of long-term lumen maintenance life

prediction for LEDs and shorten the qualification test time, we developed a

PF-based prognostic approach to replace the LSR method applied in TM-21

standard. Our PF-based prognostic approach dynamically estimates and adjusts

the lumen degradation model parameters by absorbing new measurements with

consideration of the measurement noise. Theoretically, there are at least two

advantages of the PF approach in RUL prediction. Firstly, the PF approach delivers

a recursive and stochastic parameter estimation by dynamically updating measure-

ments, while the LSR used in the TM-21 standard conducts batch-processing

estimation by minimizing the sum of the residuals between the actual measure-

ments and the calculated values. Secondly, the SMC simulation in PF can predict a

RUL distribution with a confidence interval by taking measurement uncertainties

into consideration, whereas the TM-21 standard can only extrapolate the estimated

curve to a deterministic lifetime. The results show that the PF approach possesses

higher prediction accuracy (with an error of less than 5%) than the TM-21 method

when applied for long-term lumen maintenance life prediction for LED light

sources. In addition, the prediction uncertainties of the PF approach can be lowered

by increasing the measurement time. The robustness study on the proposed PF

method indicates that the prediction accuracy and uncertainties are related to the

initialization of the parameters. This may be a limitation of proposed PF approach

when it is applied to qualify new products. To guarantee the advantages of the PF

method, a reasonable initialization process for the parameters based on historical

databases (for used products) or calibration testing (for new products) is needed.

Finally, the future research directions of this topic are supposed as follows:

firstly, a method for online RUL prediction by integrating the proposed recursive PF

approach with in situ monitoring can be developed to qualify LEDs, with the goal of

reducing the measurement errors from the offline data collection process and

increasing prediction accuracy. Secondly, a system-level prognostics and health

management expert system based on the sequential data-processing function of PF

approach can also be designed for LED lighting systems (e.g., street lighting, indoor

lighting) to achieve the system level real-time anomaly detection, RUL prediction,

and reliability assessment.
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Chapter 12

Advances in LED Solder Joint Reliability
Testing and Prediction

J. Zhang and Guo Qi Zhang

Abstract Solder reliability inLEDassemblies is proven to be very critical for a reliable

solid-state lighting system. Evaluation of the reliability in a fast way becomes a cutting

edge of the industry, which can greatly diminish the design cycle and hence reduce the

time to market. This chapter introduces two methodologies of doing fast reliability

qualification of solder joint in LED assemblies: FEM-assisted lifetime estimation

modeling and in situ high-precision fatigue damage-based lifetime prediction. These

two methods can be also useful for RUL prognostic and quality screening test.

12.1 Introduction

12.1.1 Solder Joints in Solid-State Lighting Package

Solid-state lighting (SSL) is the most promising reliable energy-saving solution for

future lighting applications and is based on the semiconductor-based light-emitting

diode (LED) [1]. A bare LED die cannot survive without a package. The package

not only fulfills optical functions but also contains interconnects, the heat sink, the

driver, and other components. The integration of all these items into a single package

may result in many reliability issues, such as stress concentrations, interconnect

fatigue, material degradation, etc., which decrease the reliability from a systems

perspective. Thus, in order to perform a reliability analysis of a SSL system, detailed

knowledge of the package configurations and its assembling routine is required. The

reliability of LEDpackages is often addressed at five levels, as shown in Fig. 12.1 [1].
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The main function of level 2 package is to facilitate the electrical connection and

heat dissipation of the level 1 package (LED die on ceramic carrier) mounted on a

printed circuit board (PCB) by land grid array (LGA) solder joints. These solder

joints endure relatively harsh operating conditions, such as a high temperature, a

high current density flow, and thermal stresses induced by the coefficient of thermal

expansion mismatch between the chip carrier and the PCB. Hence, the solder joints

are commonly regarded as the most vulnerable link of the whole LED system [2]. In

this dissertation, the reliability of solder joints used to mount the chip carrier onto

the PCB will be addressed in greater detail.

12.1.2 Challenges for Solder Reliability Assessment in SSL
System

Although there has been a remarkable growth in the application of LED lighting for

luminaires in the market, the technology is certainly not without remaining chal-

lenges. The most important consideration for the industry is to assure the long-term

reliability, since the specified lifetime of some LED lighting products can be up to

100,000 h. However, these products are expected to be developed in a short time to

market in order to retain the competence in this booming industry. Thus, there is

always an urgent demand for fast reliability assessment methods of LED products

in order to accelerate development cycles without increasing the risk of launching

less reliable products.

Accelerated life test (ALT) is a lifetime prediction methodology commonly

adopted by the industry over the past decades. The purpose of ALT is to induce

field failure under laboratory conditions at a much faster rate than in real-life

Fig. 12.1 Different level definitions for high-power LED system [1]
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conditions, by providing a harsher yet representative environment. Nevertheless,

the acceleration factor cannot be set infinitely high, since only those failure modes

and mechanisms that can realistically be expected in actual applications should be

trigged. Therefore, when testing LED products with very long intended service

lifetimes of up to 100,000 h, longer ALT testing time is required. Based on test

results from industry [1], to properly test for the main failure mode (creep fatigue),

the ALT testing time of solder joint in LED packages can go up to 9000 cycles.

Such a test cycle definitely does not meet the industrial target to limit the testing

time to 6–12 weeks. Hence new testing methods and ALT protocols are necessary.

Furthermore, the minimally required testing time also depends on the criteria to

terminate the test. The most common approach to detect failure during ALTs for

solder joints is by forming a daisy chain test structure consisting of a series of joints

and monitoring the electrical resistance. However, this method has a relatively low

sensitivity to failure, and it involves an arbitrary threshold (exp. 30% resistance

increase), which greatly increases the chance of prolonging the testing time beyond

the actual onset of joint failure. When the reliability of individual solder joints

becomes critical, the daisy chain method is no longer applicable. The alternative

way is to conduct regular manual checks, which are much more time- and labor

consuming. Therefore, it is crucial to develop an appropriate failure detection

technique for ALT of products with long lifetime expectation measuring reliability

at the level of individual solder joints.

By increasing the sensitivity and lowering the detection limit for resistance

changes, the failure detection method may be used to monitor the damage evolution

in individual solder joints. A test method which is capable of monitoring the

deformation accumulation phase and the resultant crack initiation and crack prop-

agation phases, in principle, creates the possibility of early termination of the test

once enough information is collected to predict final and catastrophic failure. The

concept is schematically demonstrated in Fig. 12.2. Currently, no mature technique

is available for online damage evolution monitoring in individual solder joints.

Another critical limitation of ALT to be applied to evaluate the solder joint

reliability in LED lighting package is the problem of deriving the actual accelera-

tion factor (AF). For conventional high-lead solders, the AF can be determined by

the well-established and validated Norris-Landzberg equation (Eq. 12.1):

Nproduct

Ntest

¼ ΔTtest

ΔTproduct

� �1:9

� f product
f test

� �1
3

� exp 1

Tmax
product

� 1

Tmax
test

 !" #
ð12:1Þ

where the subscripts “test” and “product” denote the accelerated testing and product

environments, N is the number of cycles to failure, ΔT is the temperature range, f is
the cyclic frequency, and Tmax is the maximum temperature for each temperature

range. However, such an equation for lead-free solder materials does not exist yet.

On the other hand, even if the Norris-Landzberg equation were available, for

products that require long-term reliability of 10–20 years, the extrapolation using

Eq. 12.1 based on the assumption of a single and constant failure mechanism to be

in place at all times can lead to significant errors. This effect is schematically

12 Advances in LED Solder Joint Reliability Testing and Prediction 303



demonstrated in Fig. 12.1. The question how to accurately correlate the information

obtained from ALT to the actual application and its prevailing conditions is not

answered yet (Fig. 12.3).

The appeal of the Norris-Landzberg equation is its simplicity and efficiency;

however, it has limited possibilities to extrapolate to other configurations and

conditions than those for which it was validated. Finite element (FE) calculations

relating accelerated test results to service lifetime can be an alternative.

Fig. 12.2 Benefits of precise damage monitor prior to catastrophic failure

Fig. 12.3 Schematic of load level versus lifetime for a hypothetical product
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The challenge of performing FE calculations for solder joints in modern LED

packages is the introduction of LGA assembly configurations that minimize the

solder thermal resistance. This type of solder joint with a high solder contact area to

standoff height (SOH) ratio differs significantly from the configuration in conven-

tional and well-studied ball grid array (BGA) assemblies. Many factors related to

the reliability of this assembly, such as the geometric effects, are yet unknown.

Furthermore, there is a need for a new fatigue model that is compatible with LGA

solder configuration, since the guidelines for selecting fatigue critical elements for

BGA solder joints [3–5] are unlikely to apply. Thus, it is also of great importance to

develop a suitable critical element selection rule particularly for LGA solder joints.

Finally, although FEM simulations are no longer very expensive, it would be

desirable to have cruder engineering guidelines to quickly estimate the effect of

the various geometries and dimensions for new trial LGA configurations.

12.1.3 Challenges for the Prognostic of Remaining Useful
Life of Solder Joint in SSL System

Historically, diagnostics and prognostics of remaining useful life (RUL) have often

been implemented for critical structural components of complex mechanical systems

such as airplanes and nuclear reactors. Electronic equipment played a minor role, and

its lifetime was assumed to be much longer than the most critical mechanical

components. Currently, however, the functioning of complex products and systems

relies more and more on its electronics and therefore on the reliability of solder joints

that are embedded in various locations of the system. Consequently, prognosticating

the remaining useful life of solder joints is a research area currently attracting lots of

attention. The accuracy of life prediction tools has become critically important, due to

reliability values now to be expressed in absolute numbers, rather than in relative

performance rankings [4]. Much research is currently ongoing to define methods

and models to correctly predict RUL of solder joint taking all potential failure modes

into consideration [6–9]. In all such studies, there are two prime challenges to be

addressed: (i) define and monitor the appropriate damage indicator and (ii) establish a

stress and damage model for lifetime prediction.

In older models, an accumulated environmental exposure parameter, such as

combinations of time, temperature, and humidity, was used as the indirect damage

parameter. These models rely on a phenomenological transient model to recalculate

the actual damage from these parameter values [10]. Newer models employ opera-

tional parameters, such as voltage, power consumption, or heat dissipation, which are

physically related to the damage level, as the damage indicator [9]. The drawback of

such a damage parameter is that its value is not uniquely linked to the actual damage

accumulation and may induce false alarms or late warnings. Hence, the selection or

creation of a suitable physical property to monitor directly the damage evolution is

vital for reliable prognostic of RUL for solder joints in LED systems.
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To make full use of such a better damage indicator, corresponding new lifetime

prediction models should also be established in order to be able to perform really

accurate RUL prognostic.

12.2 Fatigue Model Derivation for Solder Joint in LGA
Assembly

Nowadays, surface-mount technology (SMT) is seen as a more suitable solution for

applications such as solid-state lighting (SSL) and power electronics. In particular,

land grid array (LGA) concepts are gaining popularity because of their better heat

dissipation and current flow characteristics. But LGA solder joints are not studied as

intensively as ball grid array (BGA) solder joints, which are still widely used in

various microelectronic applications. Many efforts have been made to derive an

accurate fatigue model to evaluate the (thermomechanical) reliability of solder

interconnects in BGA assemblies and also predict the resulting lifetime [11].

In a number of countries and regions, conventional lead-based solder has been

banned from use in lighting systems. Hence, the reliability of tin-based lead-free

solder has become increasingly important. A tin-based alloy, SAC (Sn/Ag/Cu), is

considered as one of the best options to replace conventional lead solder. This new

type of solder has not been studied as intensively as traditional lead solder. The

principal characteristics of this new type of solder alloy are its high creep resistance

and its lower ductility compared to lead-containing solder [4, 12–14]. The low

ductility results in the commonly adopted strain-based Coffin-Manson fatigue

model developed for conventional lead solder reliability studies no longer being

applicable, because the strain accumulation per cycle becomes unstable even for

low number of cycles [11]. Thus, many researchers currently employ energy-based

models to discuss the reliability of SAC solder [4, 12, 15–17]. In most such studies,

the crack propagation time is ignored, since (brittle) failure along grain boundaries

or near the intermetallic layer is the major fracture mode and forms only a small

part of the total lifetime [4, 15, 17].

These energy-based approaches normally involve a finite element analysis

(FEA) for calculating the damage evolution per cycle. An indicator based on the

volumetric averaged damage per element is then correlated to the corresponding

experimental results to establish the final fatigue model. As the damage initiation

does not happen all over the interconnect but is localized in some sections of the

interconnect, it becomes vital to select the appropriate critical elements in order to

derive the most relevant average damage accumulation to the final failure of solder

joints. In a BGA assembly, the elements that are in layers within the top 20% of the

total standoff height are generally chosen as the most critical elements [5, 18–20],

and the predicted lifetime based on this approach shows good agreement with

experimental findings for BGA assemblies [21–24].
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However, it does not seem appropriate to use the mentioned methods intended

for BGA solder joints to select critical elements for LGA solder joints, considering

their very large soldering area and their relatively low standoff height (SOH).

Therefore, it is necessary to develop a reliable and accurate fatigue prediction

model with proper critical element selection method for this new type of solder.

12.2.1 Constitutive Law and Material Models

A complex deformation behavior can be expected when solder joints in an LED

package undergo thermal loading due to CTE (coefficient of thermal expansion)

mismatch of the various materials in the total package. The deformation behavior is

normally associated with many different viscoplastic mechanisms, such as irrevers-

ible rate and temperature-dependent inelasticity, strain hardening, dynamic recov-

ery, and even dynamic recrystallization.

To describe this viscoplastic deformation behavior of a solder joint, a partition

constitutive model which splits the total deformation to elastic, rate-independent

plastic, and creep deformation is used and demonstrated in Eq. 12.2 [25]:

_γ total ¼ _γ e þ _γ p þ _γ pc þ _γ sc ð12:2Þ

where _γ total is the total strain rate, _γ e is the elastic strain rate, _γ p is the rate-

independent plastic strain rate, _γ pc is the primary creep strain rate, and _γ sc is the

secondary creep strain rate. However, under normal thermomechanical loading

conditions, solder alloys are often subjected to conditions leading to secondary

creep [12, 13, 26–28], for which rate-independent plastic deformation and primary

creep deformation is negligible compared to steady-state creep deformation. There-

fore, in this chapter, rate-independent and primary creep deformations were

assumed to be negligible compared to secondary creep deformation. Thus the

partition law can be rewritten as shown in Eq. 12.3.

_γ ¼ _γ e þ _γ sc ð12:3Þ

Assuming that the solder joint is isotropic, the linear recoverable, elastic

response, Υe, can be described by Hooke’s law. The apparent Young’s modulus

of SAC solder is temperature and strain rate dependent [14, 29–32]. For ease of

inputting the model into finite element software, a temperature-dependent rela-

tion of Young’s modulus at a typical intermediate strain rate (5.6� 10�3) is

applied [30]:

E ¼ 55:8� 0:25T ð12:4Þ

12 Advances in LED Solder Joint Reliability Testing and Prediction 307



where E is the Young’s modulus in GPa and T is the temperature in �C. For SAC
solder, the Poisson’s ratio is normally estimated to be in the range of 0.35–0.4

[14, 31, 32]. In this study, a fixed Poisson’s ratio of 0.36 is adopted.

The secondary creep deformation is modeled with a Garofalo law, which is

shown in Eq. 12.5:

dγcreep
dt

¼ c1 sin h c2σð Þ½ �nexp �Q

kT

� �
ð12:5Þ

where Υcreep is the secondary creep strain, Q is the activation energy for secondary

creep, k is the Boltzmann constant, and T is the absolute temperature. c2 reflects the
stress level that the power law breaks down. Q, c1, c2, and n are material constants

that have been derived by Schubert et al. [4] for SAC 405. Material constants values

for INNLOT (Sn, Ag3.8, Cu0.7, Bi3.0, Sb1.4, Ni0.2) solder have been derived by

Dudek et al. [33] and were published by Hannach et al. [34]. They are listed in

Table 12.1

In this study, the energy-based fatigue model introduced by Dasgupta [35] is

applied. This model predicts the occurrence of failure on the basis of the volume-

weighted-average stress-strain history. In the model, it is assumed that three aspects

contribute to the cyclic fatigue damage: elastic deformation, rate-independent

plastic deformation, and rate-dependent creep deformation. The relation is

presented in Eq. 12.6:

Wtotal ¼ Ue þWpl þWcr ð12:6Þ

where Wtotal is the total strain energy density in a particular loading step, Ue is the

elastic strain energy density, Wpl is the plastic strain energy density, and Wcr

represents the creep strain energy density. It should be noted that in this paper

plastic deformation refers only to the rate-independent plastic deformation. Akay

[3] then proposed the fatigue model as shown in Eq. 12.7:

Nf ¼ W0

ΔWtotal

� �k

ð12:7Þ

where Nf is the characteristic lifetime of solder joint, or the scale parameter of a

Weibull plot of the lifetime values, W0 and k are the fatigue model correlation

parameters, and ΔWtotal is the total strain energy density increase per cycle. Since

rate-independent plastic deformation and primary creep deformation are ignored,

the expression ΔWtotal can be given by Eq. 12.8:

Table 12.1 Material

constants of solder creep

model

c1 c2 n Q/k

SAC405 [4] 277,984 0.0244 6.41 6496.5

INNLOT [34] 8000 0.05 4 7577.6
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ΔWtotal ¼ ΔWsc ð12:8Þ

where ΔWsc is the secondary creep strain energy density increase per cycle. The

derivation of ΔWtotal according to simulation results is demonstrated in the next

section. It is worth noting that this model can only determine the crack initiation

time. However, for lead-free solders, since fast crack propagation along grain

boundaries or near the intermetallic layers is usually expected, it is assumed that

the number of propagation cycles is negligible compared to the total number of

cycles to failure [4, 15, 17].

12.2.2 Finite Element Modeling

Three different commercially available LED package types were considered, which

were referred to as package types A, B, and C. The geometric information of these

packaged LED chips was obtained from industrial product data sheets. Figure 12.4

schematically illustrates the cross-section of the type A package.

The other packages studied in this work have a similar structure, although the

package materials, size, and the footprint are different. The relevant detailed size

and material information of the three packages is listed in Table 12.2

The footprints of the three package types considered are illustrated in Fig. 12.5.

The shape of the solder was simplified as being rectangular, and the planar size of

the solder was considered to be the same as the size of the copper pads. The size of

the PCB is chosen to be equal to that of the real samples from the corresponding

accelerated tests performed. More detailed information of the accelerated tests can

be found in [36]. Nonlinear viscoplastic finite element analysis was performed

using ANSYS™ 13.0. 8-node solid brick elements that can handle large creep

Fig. 12.4 Illustration of a cross-section of the LED package studied [36]
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strains were employed. The deformation of all other components in the system was

taken as elastic, and four-node triangle elements were used. As for boundary

conditions, the central point of origin (0, 0, 0) was fixed in all directions. In

addition, due to symmetry consideration, for the type A package, a half model

was simulated, and for types B and C, quarter models were introduced. The material

properties are listed in Table 12.3.

Note that the material properties of solder listed here only describes the linear

elastic mode. The viscoplastic deformation is presented by the creep model which is

Table 12.2 Detailed size information of the LGA package

Component

Type A Type B Type C

Area/

mm2
h/

mm

Area/

mm2
h/

mm

Area/mm
2

h/

mm

Die substrate 4.5� 3 0.44 9� 7 0.3 10� 10 0.3

Alumina Alumina Glass

Copper (big thermal) 2.8� 1.8 0.035 6.4� 5.6 0.035 2.7� 5.3 0.1

3.7� 3.7

Copper (small electrode) 1.2� 0.8 0.035 6.4� 0.7 0.1 1.4� 1.4 0.1

Solder (big thermal) 2.8� 1.8 0.1 6.4� 5.6 0.1 2.7� 5.3 0.1

3.7� 3.7

Solder (small electrode) 1.2� 0.8 0.1 6.4� 0.7 0.1 1.4� 1.4 0.1

Solder mask 6� 6 0.1 13� 13 0.1 16� 16 0.1

Under filled epoxy 6� 6 0.1 13� 13 0.1 16� 16 0.1

Aluminum or FR-4 6� 6 1.5 13� 13 1.5 16� 16 1.5

Solder coverage (SC) 0.52 0.78 0.79

Thermal to electrical pad Area

Ration (AR)

5.2 8.0 NA

Fig. 12.5 Schematic illustration of footprints of three different packages studied

310 J. Zhang and G.Q. Zhang



discussed in Sect. 12.2. In addition, since the substrate material FR-4 is a typical

anisotropic material, the material properties in different directions are listed. The z

direction is the direction normal to the printed circuit board. Since the exact

composition of the glass substrate in a type C package is unknown, estimations

are made according to Ref. [37].

The thermal load steps considered in the analysis consist of two parts, both

shown in Fig. 12.6. (The first part is cooling down from the solidus temperature

(217 �C) to room temperature 25 �C.)
A stress-free state within the package at the reflow temperature is assumed,

which leads to residual stresses being induced by cooling down from the soldering

temperature. Then, three different thermal cyclic loading conditions corresponding

to those to be used for accelerated tests and described in Table 12.4 were employed.

It is reported that the accumulated increase in creep strain energy density per

cycle is stable after three cycles [38]. Thus, four cycles were performed in the FEM

simulation. In total, eight simulations runs with conditions corresponding to the

lifetime experiments are conducted. The details, together with the experimentally

determined lifetime data [36], are listed in Table 12.5.

To derive the ΔWsc value to be used in the energy-based model, the element

(s) with maximum creep strain energy density after four loading cycles should be

identified firstly from the FEM analyses. Then, ΔWsc is calculated as the creep

strain energy density difference of the most critical elements between the end of the

fourth cycle and the end of third cycle using Eqs. 12.9 and 12.10:

�Wsc ¼
P

iVi �W cr
iP

iVi
ð12:9Þ

ΔWsc ¼ �Wscð Þ4th � �Wscð Þ3rd ð12:10Þ

where Vi is the volume of the element in the most critical element set andWi
cr is the

creep strain energy density in the corresponding element.

Table 12.3 Material properties of components as applied in FEM model

CTE(10�6 K�1) Ex(GPa) Poisson’s ratio

x,y z x,y z

FR-4[10] 18 50 20 10 0.38

MCPCB (Al 6061) [30] 23.6 70 0.33

Deposited copper[6] 16.5 90 0.35

SAC 405[11] 19.7 (373 K) 55.8–0.25�T[22] 0.36

21.0 (423 K)

INNOLOT[26] 23.2 (373 K) 48.5 (218 K) 0.36

24.8 (423 K) 33 (483 K)

Solder mask[10] 70 2.0 0.3

Dielectric Epoxy[10] 60 2.4 0.3

Glass substrate 8.5 80 0.22

Al2O3 Substrate[10] 7–1 300 0.23
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In order to minimize the edge singularity in the simulation, mesh sensitivity

studies were conducted prior to the actual analysis. It was found that a mesh density

larger than 1� 105 element/mm3 in the critical solder joint, the influence of the

mesh density on the total volume of the most critically loaded elements, and the

calculated fatigue indicator ΔWsc were limited and remained within 10%. There-

fore, 1� 105 element/mm3 is determined as the appropriate mesh density for solder

materials in the model. The meshed structure is depicted in Fig. 12.7.

In order to find an adequate way of selecting the most relevant elements for LGA

assemblies, the distribution of creep energy density for all elements in the actual
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Table 12.4 Cyclic loading details

Ramp rate Hot dwell Cold dwell Tmin(
�C) Tmax/(

�C)
Cycle 1 15 �C/min 30 min 15 min �20 100

Cycle 2 15 �C/min 30 min 30 min �40 125

Cycle 3 12.5 �C/min 30 min 30 min 0 125

Table 12.5 Simulation details and corresponding test results [36]

Package

type

Cycle

type

Solder

material

PCB

type

Characteristic

lifetime

Standard error

(%)

1 A 2 SAC 405 MCPCB 2307 �3.1

2 A 2 SAC 405 FR-4 8014 �2.8

3 A 3 INNOLOT MCPCB 4291 �3.9

4 A 1 SAC 405 MCPCB 3999 �6.1

5 B 2 SAC 405 MCPCB 1690 �6.6

6 B 3 INNOLOT MCPCB 2736 �2.7

7 C 1 INNOLOT FR-4 6913 �10.9

8 C 1 INNOLOT MCPCB 5665 �5
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solder joint was investigated for each simulation run. The results were further

linked to the aspect ratio of the solder joints, so as to formulate a more suitable

critical element selection methodology for a LGA solder assembly.

12.2.3 Model Derivation

The FEM analysis clearly showed that the outer edge corner for the electrical

connection is the most critical and dangerous joint location for all cases. Represen-

tative contour plots of creep strain energy density for each package are shown in

Fig. 12.8.

In addition, the most critical corner in each critical solder joint is identified as

that with maximum creep strain energy density and circled with red as shown in

Fig. 12.8, which predicts the most probable location of the crack initiation spot.

Figure 12.9 shows a cross-sectional micrograph containing the location of the

experimentally determined crack initiation point, which is at the outer corner near

the ceramic carrier side. The observation confirms the model prediction.

Moreover, Fig. 12.8 shows that most elements in the center of the critical solder

joint have low creep energy density, which makes them irrelevant to the fatigue

failure initiation. Detailed information regarding the element distribution of creep

energy density for each package type at the last sub-step of the simulation is

demonstrated in Fig. 12.10. It is clear that only a very limited fraction (less than

10%) of elements that are subjected to a high load level will contribute to fatigue

crack initiation. Moreover, as shown in Fig. 12.8, these critical elements are located

just at the corner in the neighborhood of the most critical elements. Therefore, a

layer averaging procedure as applied to BGA solder joint models is inappropriate.

For LGA assembly models, it seems essential to define a suitable energy density

threshold and select all the elements that are above this threshold as the critical

elements.

Fig. 12.7 Meshed structure in FEM simulation model
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Fig. 12.8 Contour plot of creep energy density distribution of three types of packages after four

cycles, half model of package A and quarter model for packages B and C

Fig. 12.9 Cross-sectional picture of solder joint at early crack propagation stage
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In order to identify the most critical elements, the element distribution of creep

energy density is illustrated in Weibullian form as shown in Fig. 12.11 due to its

good capability of demonstrating data in both extremes.

It shows that the data plot tends to deviate down from the Weibullian linear

regression line at around 97% for each case, which also coincides with simulation

results of other scenarios listed in Table 12.5. It implies that those elements that are

above the derivation point are very likely to be responsible for the failure. In order

to develop a critical selection method that is easy to make robust, although the

separation points for all cases are slightly different, adopting a general fixed

threshold percentage value seems more appropriate, since it is somewhat arbitrary

to determine the separation point. Therefore, elements with top 3% creep strain

energy density are considered as critical elements in this study.

Once the threshold is defined, all the elements that have higher creep energy

density are selected. However, it may happen that some of the selected elements

are located near other corners of the solder joint rather than the most critical one.

In that case, those elements have to be excluded. Then, the damage indicator,

which is the simulated accumulated creep strain energy density per cycle of the

critical elements, is calculated according to the equations that are listed in Sect.

12.2.2.
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Fig. 12.11 Weibullian plots of creep strain energy density for all three packages
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All the calculated damage indicator values ΔWcreep are shown in Fig. 12.12. To

obtain the calibration parameters in the fatigue model, the simulated accumulated

strain energy density per cycle is plotted against its corresponding experimental

lifetime in a log-log scale. The results of package A are used to build up the fatigue

model. The data and regression line are illustrated in Fig. 12.12a.

The quality of the regression is found to be good according to the R value of

98.3%. The calibration parameters of the fatigue model,W0 and k, were determined

and are presented in Eq. 12.11:

Nf ¼ 636

ΔWtotal

� �1:3

ð12:11Þ

The standard error of the calibration parameters k�logW0 and k with 95%

confidence interval are calculated as �9.3% and �0.53%, respectively. The uncer-

tainty of these two parameters has an impact on the accuracy of the lifetime

prediction, which is further illustrated in Fig. 12.12 as the red dashed lines. This

confidence interval band indicates that this fatigue model should be only applied to

cases with lifetime range from 550 to 14,500 cycles in order to have a prediction

with accuracy no worse than �30%.

Data points of package B and package C are then added to the plot in order to

check the feasibility of applying this model to other package geometries. It shows

that all the points fit into the regression line quite well within the 95% confidence

interval band, which is demonstrated in Fig. 12.12b.

Moreover, the experimental derived number of cycles (NoC) to failure is

compared with model predicted lifetime in Table 12.6. It appears that even consid-

ering the standard error of both experimental characteristic lifetime and model

predicted lifetime, the largest deviation is still below 35%. Since lower deviation is

more likely to be found in the real case rather than these extremes, prediction

Fig. 12.12 Plot of creep energy accumulation per cycle versus test life cycles: (a) data regression
of package A, (b) fit data of packages B and C to model obtained from package A data [29]
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accuracy of �10–25% is expected (depends on the predicted NoC), which is

already sufficient for industrial applications.

In order to check the feasibility of applying the layer critical element selection

method (selecting a layer of 20% of the SOH as critical element) for LGA

assembly, the same lifetime data are correlated to damage indicator ΔW that is

calculated based on this selection approach, which is demonstrated in Fig. 12.13.

An energy-based fatigue model for package A is derived following the procedure

that has been demonstrated above and listed in Eq. 12.12:

Nf ¼ 5� 107

ΔWtotal

� �0:45

ð12:12Þ

The standard error of the calibration parameters k�logW0 and k with a 95%

confidence interval in this case are calculated as �21.2% and �13.0%, respec-

tively, which are significantly larger than the standard errors (�9.3 and 0.53,

respectively) of the fatigue model that employs the new critical element selection

method. Moreover, according to the confidence interval band, this model can be

only applied to cases with very narrow lifetime range from 1000 to 6400 cycles in

order to achieve an accurate lifetime prediction with less than �30% uncertainty.

This range is even narrower than the experimental lifetime range that was corre-

lated for the fatigue model derivation, indicating the irrelevance between the

damage indicator and experimental characteristic lifetime. In addition, it seems

that the sensitivity of the damage indictor to the experimental lifetime increases

with an increasing damage indicator. This suggests that including elements with

low energy in the center as critical elements will average out the significant energy

accumulation that only occurred in the actual critical elements, especially for cases

with lower accumulative creep strain energy.

Furthermore, data points of Package B and Package C are added into Fig. 12.13

as similar as Fig. 12.12b. Although data points from Package C shows good

agreement with the regression trend line, Package B hardly follows the prediction

model due to its large area to SOH ratio, because the critical element selection

method from a certain layer tends to underestimate the fatigue damage accumula-

tion especially when the joint area is large. The largest deviations between the

calculated and experimental lifetime for both Package B and Package C are listed in

Table 12.7.

Table 12.6 Deviation of simulated results from experimental data using the newly developed

critical element selection method

Experimental Simulated Largest deviation (%)

Package B and SAC 1690� 111 1384� 223 35

Package B and INNOLOT 2736� 74 2930� 252 16

Package C and FR4 6913� 754 7190� 675 21

Package C and MCPCB 5665� 283 5461� 564 15
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Significantly high deviations are found, which indicates that it is very risky to

trust the lifetime prediction of the LGA assembly derived from a fatigue model that

uses the layer critical element selection approach. To sum up, the demonstrated new

critical element selection method is in principle more appropriate than the current

well-adopted layer selection method to be applied to predict the lifetime of an LGA

solder assembly.

Thus, considering the relatively large differences in terms of package size,

carrier, PCB materials, solder materials, and solder geometries between the data

points plotted, it is concluded that the model is accurate enough to predict the LGA

solder lifetime of different package types, solder materials, and solder geometries.

12.3 Geometric Effects of Solder Joint on Board Level
Solder Reliability in SSL System

The packaging levels of a SSL system has already been defined in Sect. 12.1. The

second level packaging is to mount the light engine to a print circuit board (PCB) by

solder joints, so it is also referred as board level assembly. Considering harsh
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Table 12.7 Deviation of simulated results from experimental data using traditional layer critical

element selection method

Experimental Simulated Largest deviation (%)

Package B and SAC 1690� 111 2629� 428 55

Package B and INNOLOT 2736� 74 3401� 343 29

Package C and FR4 6913� 754 6948� 2135 32

Package C and MCPCB 5665� 283 6369� 1803 34
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environments they experienced mainly due to large coefficient of thermal expan-

sion (CTE) mismatch between the light engine materials (mostly ceramics) and the

PCB board (in many cases is aluminum), these solder joints in board level assembly

tend to be vulnerable [39–43]. Therefore, it is crucial to understand how the

influential parameters in board level configuration can affect solder reliability.

Many factors including mission profile, voids, PCB type, solder pad finish, and

solder geometry can affect the reliability of LGA solder in the package. Neverthe-

less, among all the factors, solder geometry seems of vital importance. Several

publications discuss the geometric effect on the solder reliability of BGA and other

type of assemblies. It is reported that a solder joint with a larger diameter and a

larger standoff height is more reliable [44–46]. However, these results cannot be

transferred directly to LGA solder joints in LED packages due to their unique solder

patterns and a much smaller standoff height. There are limited reliability data

available for LGA-type solder joints, but all these studies are for specific configu-

rations and solder types and do not include effects of geometry and cannot be used

for lead-free solders [47–49]. Unlike BGA-type solder joints, which have an array

of fine-pitched solder joints, the footprint of solder in SSL systems normally

consists of three part: two pads for electrical connection and one large pad for

heat dissipation [50–52]. Thus, it is no longer appropriate to describe the geometry

only using solder diameter and pitch size. In other words, defining new geometric

parameters and finding out their effects on the solder reliability are of significant

importance, and few publications are available regarding mentioned aspects. It is

usually difficult to optimize the geometric parameters once the footprint and solder

mask designs are finalized. Therefore, a methodology to assess the reliability of the

solder reliability in the design phase rather than in the test phase would reduce the

package development cost and time to market. In order to achieve that, it is essential

to investigate the influence of different geometric factors in the package on the

solder reliability and then to determine an optimized solder geometry.

12.3.1 Modeling and Simulation Details

With the developed fatigue model demonstrated in Sect. 12.2, a series of simula-

tions regarding different solder size and geometry were performed in order to

establish a response surface of LGA solder reliability of LED packages in terms

of geometric parameters. Package type B described in Sect. 12.2 is selected for an

in--depth parameter study. Five parameters (SOH, A, α, β, δ) are selected to

represent the geometric parameters of the package, which are illustrated in

Fig. 12.14. SOH is the standoff height of the solder joint, A is the chip carrier

area, α is the ratio of solder length W over the chip carrier length L, β is the ratio of

thermal pad width over chip carrier length L, and δ is an indicator of the fractional

area of the electrical pad. The following constraints were applied. The package is

considered as symmetric along two axes a and b. See Fig. 12.14. The thermal pad

locates always in the middle and has the same length W as the electrical pads. The
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edges of the electrical pads are located 0.2 mm away from the nearest edges of the

substrate.

A central composition design was made to establish the response surface model

of geometric factors in terms of solder reliability using Minitab 16 software pack-

age. Thermal profile cycle 1 defined in Sect. 12.2, INNOLOT (Sn, Ag3.8, Cu0.7,

Bi3.0, Sbl.4, Ni0.2) solder, and Metal Core Printed Circuit Board (MCPCB) were

employed for all simulation runs, and only the geometric parameters were varied.

The axial high and low points are listed in Table 12.8 together with the resulting

32 simulation runs which are needed for a half factorial design. Six duplicate

simulations for central point would have been required for the data of an experi-

mental nature.

However, for fully defined simulations, only one simulation run has to be

performed to determine the central point. Once the results were obtained, a sensi-

tivity analysis was performed and optimal geometry of solder joints in this type of

package was determined and discussed. It is important to note that this study only

consider solder reliability subjected to thermomechanical loading. However, based

on this work, further complex investigations considering heat dissipation,

electromigration, and cost can be done as well.

12.3.2 Parametric Studies and Response Surface Analysis

The effects of solder geometry on LGA solder joint in SSL application were

explored by applying the fatigue model derived in Sect. 12.2 to establish a response

surface model of solder reliability in terms of five different predefined geometric

parameters. The detailed information of resulted simulation runs and corresponding

ΔWsc values for the different thermal cycles are listed in Table 12.8. For each

simulation, the critical solder joint was always found to be at the outer corner of the

electrical solder joint.

Fig. 12.14 Parameters

(SOH, L, α, β, δ) that were
defined for reflecting

geometric information of

LGA solder employed in a

DOE analysis
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Firstly, a full quadratic model (linear, quadratic, and interactive terms) was

applied to the data in order to derive the relation between ΔWsc and the geometric

parameters. The model showed a remarkable fit with a R2 value of 98.4% and an

adjusted R2
adj value which shows the necessity of terms in the model as 97%.

However, the predicted R2
pre value is relatively poor compared to the two R2 values

reported above, which indicates that future prediction using this model might result

in larger deviations. Thus, to obtain better accuracy, terms with a p-value

Table 12.8 The range of selected geometric factors, resulted simulation runs and corresponding

lifetime results

Run

L2(mm2) β α δ SOH (urn) ΔWcmep Nf

6 70 0.2 0.6 0.6 0.98 0.3 0.8 100 150 (MPa) (Cycles)

l 38 0.4 0.98 0.55 125 1.492 3018

2 54 0.5 0.885 0.425 112.5 1.939 2140

3 22 0.5 0.885 0.675 112.5 1.233 3876

4 22 0.3 0.885 0.675 137.5 0.995 5132

5 22 0.3 0.695 0.675 112.5 1.102 4487

6 54 0.3 0.695 0.675 1375 1.238 3852

7 38 0.4 0.79 0.3 125 1.477 3059

8 54 0.3 0.695 0.425 112.5 1.854 2270

9 38 0.4 0.6 0.55 125 1.156 4216

10 38 0.6 0.79 0.55 125 1.333 3498

11 38 0.4 0.79 0.55 125 1.378 3350

12 54 0.5 0.885 0.675 137.5 1.357 3416

13 38 0.4 0.79 0.55 125 1.378 3350

14 38 0.4 0.79 0.55 150 1.072 4654

15 22 0.3 0.885 0.425 112.5 1.331 3503

16 22 0.5 0.885 0.425 1375 1.016 4993

17 54 0.5 0.695 0.675 112.5 1.623 2702

18 38 0.4 0.79 0.8 125 1.492 3851

19 38 0.4 0.79 0.55 125 1.939 3350

20 38 0.4 0.79 0.55 125 1.233 3350

21 54 0.5 0.695 0.425 1375 0.995 3448

22 22 0.5 0.695 0.425 112.5 1.102 4269

23 54 0.3 0.885 0.675 112.5 1.238 1864

24 54 0.3 0.885 0.425 1375 1.477 2630

25 38 0.4 0.79 0.55 125 1.854 3350

26 38 0.2 0.79 0.55 125 1.156 3332

27 22 0.5 0.695 0.675 137.5 1.333 6973

28 38 0.4 0.79 0.55 100 1.378 2338

29 6 0.4 0.79 0.55 125 0.424 13,456

30 22 0.3 0.695 0.425 1375 1.378 6416

31 70 0.4 0.79 0.55 125 1.072 2476

32 38 0.4 0.79 0.55 125 1.331 3350
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(indicating the statistically significance of terms) larger than 0.1 are removed from

the model. The modified model is shown in Eq. 12.13, and the constants a1–a10 are
listed in Table 12.9:

ΔWcreep ¼ a1; a2; a3 . . . a10ð Þ �

1

A
α
β
δ
soh

A2

soh2

A � β
A � soh

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

ð12:13Þ

The predicted R2
pre value for this model increases from 89% to 93% at a relative

marginal cost of 0.8% and 0.5% decrease in R2 and adjusted R2
adj value. Thus, this

revised model is considered to be appropriate for modeling LGA solder reliability

in terms of different package and solder geometry. Three points on the resulted

response surface were randomly selected to validate the model with FEM simula-

tion results. The detailed information of these three points and corresponding

results from both response surface model and FEM simulation are listed in

Table 12.10. It showed that the largest deviation is only about 10% with regard to

solder lifetime.

It is now possible to investigate the effects of the geometric parameters on the

LGA solder reliability in SSL system by utilizing the model obtained. As discussed

above, the package size plays an important role in solder reliability. Figure 12.15

shows the contour plot of solder lifetime as a function of both carrier size and solder

standoff height when all other parameters are kept constant at the middle value of

their interval. The position of package B was also indicated in the plot. It is shown

that lifetime of solder joint decreases dramatically with increasing carrier size. This

is because of the larger stress level generated by the larger carrier size in the solder

joint and hence larger creep strain induced. Due to the possibility of redistributing

the stress concentrations in the solder height direction, solder joints with larger

standoff height in general have longer lifetime. This can also explain why the effect

of carrier size on solder joint reliability is more pronounced in case of large standoff

height. Therefore, in order to obtain better solder thermomechanical reliability in

SSL system, it is suggested that for packages with relatively small package size,

increasing the standoff height is increasing the reliability.

Table 12.9 Constants for the final selected response surface model

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

2.879 0.082 1.061 0.474 �0.372 �0.05 �2.95� 10�4 1.762� 10�4 �0.0215 2.49� 10�4
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As for the effects of other parameters, two new parameters SC and AR were

defined to reflect the influence of solder geometry in a more direct way instead of

predefined parameters: α, β, and δ. AR is the area ratio between the solder joint for

thermal conduction and the solder joint for electrical connections. SC is the solder

coverage which is the ratio between solder-covered area on the carrier lower surface

and the total area of carrier lower surface. AR and SC are defined in terms of α, β,
and δ by Eqs. 12.14 and 12.15:

AR ¼ Bth

Bel

¼ 2 � β
1� βð Þ � δ ð12:14Þ

SC ¼ Solder area

Carrier area
¼ α � δ � AR

2þ δ � ARþ 2

AR

� �
ð12:15Þ

Solder lifetimes as a function of AR and SC were then derived by substituting

above relations to the response surface model as given by Eq. 12.1. Figure 12.16 is a

contour plot for various LGA solder life cycle values as a function of SC and

AR. The position of package B in the plot is also demonstrated. It shows that solder

Table 12.10 Selected validation data point and deviation from the FEM results

A α β δ SOH Model FEM Deviation (%)

Point 1 24.9 0.81 0.49 0.62 120.3 3970 4393 9.6

Point 2 34.1 0.74 0.51 0.70 109.3 3175 3094 2.5

Point 3 54.1 0.70 0.40 0.65 144.5 4161 3830 7.9
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coverage SC can strongly affect the lifetime. It is observed that the lifetime decays

dramatically with SC decreasing.

Figure 12.17 shows the relation between SC and solder lifetime in different AR

values at the condition of constant carrier size, α, and SOH as 38 mm2, 0.8, and

125 μm. It is illustrated that with SC increasing from 0.5 to 0.8, the lifetime

increases about 30% for all cases. This is mainly because of a lower stress level

induced inside the solder joint by increasing the load handling area. Thus, to

achieve better solder reliability, it is possible to enlarge the solder coverage by

increasing the solder pad area.

Additionally, according to Figs. 12.16 and 12.17, it appears that AR is an

important factor for solder lifetime as well. In the particular case shown in

Fig. 12.17, solder lifetime drops with decreasing AR for a fixed value of solder

coverage. However, Fig. 12.16 and a further investigation of the lifetime as a

function of AR demonstrate that there exists an optimal AR value for optimal

solder reliability. The existence of an optimal AR can be explained by considering

two competing effects when varying AR. The first effect is the enlargement of

thermal solder joint, which means more load will be carried by thermal solder

instead of critical solder joint for electrical connection, leading to an increase in

lifetime. On the other hand, for larger AR values, the solder joint for electrical

connection will become smaller, and hence a higher stress concentration within the

solder interconnection is introduced, leading to a decrease in lifetime. This phe-

nomenon is depicted in Fig. 12.18. The small dashed line demonstrates the relation

between lifetime and Υ when the size of the electrical solder joint is kept constant.

When AR increases, the size of the thermal solder joint becomes larger, and

therefore, lifetime rises. The dotted line indicates the relation between lifetime

and AR when the size of the thermal solder joint is kept constant. In that case, when
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Fig. 12.17 Lifetime as a function of solder coverage in different AR values (at constant

A ¼ 38 mm2, α ¼ 0.8, and SOH ¼ 125 μm)

Fig. 12.18 Lifetime as a function of AR at different conditions
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AR increases, the size of the solder joint for electrical connection becomes smaller

and accordingly decreases in solder lifetime. The large dashed line is the next result

of these two effects when setting the solder coverage as constant, namely, constant

total amount of solder joint in case of constant carrier size A as 38 mm2 and

constant SOH as 125 μm. It is worth noting that when AR increases from 2 to

about 14, an increase of lifetime of about 45% is predicted. Such an improvement in

lifetime due to AR optimization is significant and almost adds no additional cost to

the final product.

Figure 12.19 illustrates the lifetime-AR relation in terms of different carrier size

levels. It shows that the optimal AR value decreases with decreasing carrier size.

Hence, it is important to investigate the relation between this optimal AR and other

geometric parameters. The relation of the optimal AR with different carrier size and

solder coverage was determined by setting the first derivative of lifetime versus AR

to zero using the response surface model. In that case, the optimal AR as a function

of carrier size and solder coverage at constant α ¼ 0.90 and SOH ¼ 125 μm was

obtained, which was a mathematical expression numerically solved by

Mathematica 8.0. Thus, in order to demonstrate this relation, a series of 2000

optimal AR data points were calculated for 50 different carrier sizes (from 15 to

65 mm) and 40 values of solder coverage (from 0.6 to 0.8), and the results are

plotted in Fig. 12.20.

Fig. 12.19 Lifetimes as a function of AR with different carrier size
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Figure 12.20 shows that the maximum optimal AR value occurs when the

package has a large carrier size and a low solder coverage value. It can be explained

by the fact that when the chip carrier is large and solder coverage is small, it is more

effective to allocate more solder material as thermal solder joint, which means

increase the AR value. Therefore, more loads are applied to the thermal joints rather

than the joint for electrical connection. It also shows that a reduction of the carrier

size will result in a decrease of the optimal AR ratio. This is due to the fact that it

becomes more important to reduce the stress concentration by enlarging the critical

electrical solder joint when chip carrier is small. Similarly, when the carrier size is

large, there will be a higher load applied to the solder joint. Therefore it is more

effective to increase the thermal solder joint to carry the load for better reliability,

especially for low solder coverage values. It is for this reason why the optimal AR

value rises dramatically with decreasing solder coverage at large carrier size level.

The relations are demonstrated in Fig. 12.21.

In addition, it is clear that a certain chip carrier size value exits, where the

optimal AR changes its trend with the solder coverage. When the chip carrier size is

large, a higher load level in the solder joint results and the optimal AR value

increases with increasing solder coverage. On the contrary, when the chip carrier

size is small, the optimal AR value drops with increasing solder coverage value for

smaller package. This can be explained by the fact that small carrier size results in

relatively small load in the solder joints; hence, avoiding stress concentration in the

electrical solder joint becomes more important. In that case, to achieve better solder

reliability, it is more efficient to allocate the additional solder materials induced by

increasing solder coverage to the electrical solder joint in order to reduce the stress

concentration level.

Moreover, when solder coverage is larger, the optimal AR changes more slowly

with carrier size. The reason is since the load is already distributed better due to a
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larger solder area, it is less effective to enhance the reliability by increasing the AR

ratio to handle the load even better. Furthermore, when carrier size is small, the

optimal AR value varies insignificantly with the solder coverage and carrier size.

For smaller package, the relatively small optimal AR value indicates that compa-

rable thermal and electrical pad area will lead to better reliability, because stress

concentration in one particular solder joint can be reduced as much as possible.

Similar results are found when the same response surface model analysis is

conducted for package A. For carrier sizes from 10 to 20 mm2, it is found that all

the optimal AR values indicate that the size of thermal and electrical pads should be

comparable.

12.4 In Situ High-Precision Fatigue Damage Monitoring
During Accelerated Testing of Solder Joint

Fatigue failures of solder joints are one of the most common failure mechanisms in

electronic packages [4, 11, 15, 17, 53]. Accelerated thermomechanical tests have

been developed to evaluate solder reliability in terms of solder fatigue failure for

many types of packages, such as from small wafer level chip-scale packages

(WLCSP) to large-scale land grid array (LGA) packages [54–58]. However, eval-

uating the reliability of electronic packages in real conditions remains a time-

consuming practice [59–65]. Thus, fast reliability methods based on accelerated

Fig. 12.21 Optimal AR value as function of solder coverage in different carrier size
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thermomechanical test remain highly desirable especially for long-term applica-

tions (i.e., solid-state lighting), driven by short product-to-market time and low

cost [2].

The testing time is related to the definition of failure indicator, which determines

when to terminate the test. Various criteria, such as complete electrical circuit

opening, a 50% reduction in measured stress amplitude on a solder joint, a 50%

crack propagation across the solder joint, or a 30% increase in the electrical

resistance, are often employed [66–72]. However, these failure indicators focus

only on the final catastrophic failure and have little power to indicate failure well in

advance. It is well known that solder fatigue consists of two consecutive processes:

a relatively long viscoplastic deformation accumulation stage and an often shorter

resultant fatigue crack initiation and propagation stage [18, 73–75]. Thus, if both

types of fatigue damage can be carefully monitored, it seems feasible to define a

more appropriate indicator for terminating the accelerated test at a relatively early

stage and predict the final failure time based on the monitoring data to substantially

save testing time. However, most of the current approaches are not capable of in situ

monitoring the fatigue damage in the viscoplastic deformation accumulation stage

of individual solder joints in parallel in a real package, not even for typical

industrial reliability test with large temperature variations and complex stress and

strain states in the joints [39, 76, 77].

Electrical resistance measurement seems a proper way of monitoring the damage

in situ and in parallel for multiple solder joints. Liu et al. succeed in monitoring the

crack propagation of individual solder joint during accelerated thermomechanical

testing using electrical resistance measurement [78, 79]. However, due to an

insufficient measurement accuracy and a nonoptimal electrode configuration, the

resistance evolution during viscoplastic deformation accumulation could not be

captured. Two of the biggest challenges are (i) to select an appropriate damage

indicator and (ii) to identify crack initiation according to the selected damage

indicator.

Finally, it should be mentioned that a successful definition of a measurable

fatigue damage indicator of solder joints will be crucial in the development of

more accurate remaining useful life (RUL) prognostic. As electronics have become

vital to provide safer, more reliable, and cost-effective systems in applications such

as avionic and automotive, the capability of accurate RUL prognostic will create

remarkable added value to such industries [7, 10, 80–82].

In this section, a test approach using periodic high-precision electrical measure-

ment that can monitor the fatigue damage evolution in solder joints subjected to

temperature cycling is presented. A series of individual SAC 305 (96.5% Sn, 3%

Ag, 0.5% Cu) solder joints are tested in a climate chamber for which the temper-

ature is cycled. The electrical resistance of each solder joint is monitored during test

using a conventional four-point resistance measurement structure with specially

configured electrodes and a built-in temperature sensor per electrode in order to

derive the resistance-temperature relation for each cycle of the test. It is found that

the temperature coefficient of resistance (TCRc) of a particular solder joint tends to

increase continuously with the number of cycles (NoC) due to the development of
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fatigue damage. This finding is correlated with the results both from semi-online

tomographic analyses and those from FEA simulations. The crack initiation point

was estimated from the first derivative of the TCRc-NoC curve. It is shown that in

situ fatigue damage monitoring of many solder joints in parallel can indeed be

achieved by the use of high-precision electrical measurements.

12.4.1 Geometric Details of Test Sample

A specially designed ceramic print circuit board (PCB) is adopted as a dummy

ceramic chip carrier in the test sample assembly. Pictures of the ceramic PCB in top

and bottom views are shown in Fig. 12.22.

The alumina ceramic PCB measures 4 mm � 4 mm � 0.6 mm. The trace

material on the ceramic PCB is silver-palladium. The large silver-palladium pad on

the bottom side measures 3 mm � 3 mm � 0.01 mm with two extension leads.

These leads are designed for the four-point electrical resistance measurement setup.

In order to connect to the leads, two through board vias and corresponding bond

pads were made as also shown in Fig. 12.22. The solder mask defined a soldering

area of 2 mm � 2 mm in the center of the large Ag-Pd pad. This ceramic dummy

board was mounted on a metal cored printed circuit board (MCPCB) by one single-

solder joint made of SAC 305. The MCPCB measures 40 mm � 20 mm � 1.6 mm,

and the corresponding copper pad of MCPCB to the large Ag-Pd pad on the bottom

side of ceramic board is 3 mm � 3 mm � 0.05 mm. Additionally, a built-in cross-

bridge Kelvin resistor (CBKR) structure consisting of a copper trace in a MCPCB

was present closely to the solder interconnect as an onboard temperature sensor to

be read out via its sheet resistance. During the final assembly, two connectors were

soldered onto the sample for electrical resistance monitoring of the solder joint and

the onboard temperature measurement. Two columns of holes were drilled at both

Fig. 12.22 Bottom and top
views of the ceramic PCB

dummy
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sides of the MCPCB to facilitate microtomographic scanning of the sample. A

picture of the assembled structure is presented in Fig. 12.23.

Solder interconnects were made using the solder paste screen printing technol-

ogy followed by the conventional reflow process. The designed standoff height

(SOH) of the solder joint was 150 μm, which was achieved by employing a

specially designed stencil in the screen printing process and using a metal foil

spacer in the reflow process. During the reflow process, the boards were heated

from room temperature to 150 �C in about 50 s, followed by a preheat stage to

slowly heat up the boards to 200 �C in 120 s. The boards were then heated up to the

soldering temperature 260 �C in 20 s with a 30 s dwell time. Afterward, the boards

were cooled down with a rate of �7 �C/min. Once the ceramic board was attached

to the MCPCB, three bond wires (gold wire, Φ ¼ 30 μm) were made to link each

Ag-Pa pad to the corresponding copper pad on the MCPCB. The solder joint is not

located in the very center of the MCPCB but 20 mm away from one of the edge. A

schematic drawing of the test assembly in side view is depicted in Fig. 12.24.

Fig. 12.23 A picture of the test sample assembly

Bond wire

Via

Ag-Pa trace

Copper traceSolder joint

Ceramic dummy board

MCPCB

Fig. 12.24 Layout of ceramic package tested (side view, not to scale)
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12.4.2 Temperature Sensor Calibration

In order to measure the onboard temperature during the thermomechanical test, the

sheet resistance of the copper trace was monitored because of its good linear

temperature dependence given in Eq. 12.16:

Rth ¼ βT � T þ R0 ð12:16Þ

where Rth is the sheet resistance of copper trace (Ohm), βT is the temperature

coefficient of sheet resistance of copper with corresponding thickness (Ohm/
�
C),

T is temperature (�C), and the R0 is the sheet resistance at 0
�C (Ohm)

Since the thickness of the copper traces may vary slightly from sample to

sample, calibrations for each onboard sensor were made to derive individual

resistance-temperature relations for optimal temperature measurement accuracy.

Thus, while heating up the samples from room temperature to 70 �C by a hot plate

(UC150, Stuart), the sheet resistance of the copper trace is measured five times at

each fixed temperature monitored by a surface resistance temperature detector

(SA1-4 W-80, class A, Omega), which was glued on top of the CBKR structure.

In order to have a better control of the onboard temperature, the sample was covered

by a plastic cap. A picture of the calibration setup was shown in Fig. 12.25.

The derived slopes and intercepts of the R-T relation shown in Eq. 12.1 are listed

in Table 12.11. The minimum and maximum measurement uncertainties based on

the regression analysis and posing 99.9% confidence levels are also listed in

Table 12.11.

12.4.3 Thermomechanical Test

Test samples were attached on a quartz boat by high-temperature taps, put into a

climate chamber (TPS TENNEY MODEL: TUJR), and thermally cycled from 0 to

125 �C. A picture of the samples in the climate chamber is shown in Fig. 12.26.

The temperature profile imposed in this temperature cycling test is based on the

JEDEC standard: JESD22-A-104-B. The ramp rate is 5 �C/min, and the dwell time

at high temperature and low temperature were 8 min and 2 min, respectively. Thus,

a full cycle should take 1 h.

12.4.4 In Situ DC Electrical Resistance Monitor Setup

The test setup to monitor damage evolution in the solder connects during thermal

cycling is depicted in Fig. 12.27.

Four-point resistance measurement was employed to eliminate the effects of

contact resistance between the contact and the solder joint, using an electrode
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Table 12.11 Detailed information of linear RT relations adopted

β (μΩ/�C) R0 (μΩ) T measurement uncertainty (min. and max.)

Sample 1 0.538 112.32 �0.5 and �0.8 �C
Sample 2 0.544 113.00 �0.4 and �0.7 �C
Sample 3 0.538 111.82 �0.5 and �0.8 �C
Sample 4 0.540 111.68 �0.5 and �0.8 �C

Fig. 12.26 Test samples in the climate chamber

Fig. 12.25 Onboard sensor

calibration setup
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configuration shown schematically in Fig. 12.28 (and presented in detail in the

previous chapter). Considering the complexity of the deformation in the solder joint

during temperature cycling, knowledge gained in Chap. 5 regarding effects of

electrode alignment cannot be easily applied in the current case. However, in

order to enhance the sensitivity to the thermal displacements in the joint, the

Fig. 12.27 Overview of the test setup

Fig. 12.28 Schematics of

the four-point measurement

connections, top and side
views
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electrodes were aligned in such a way that the current direction is along the longer

side of the rectangle MCPCB, wherein the displacement is more pronounced.

The setup basically consists of three parts: a switch unit module, a resistance and

temperature measurement module, and a synchronization module. A schematic

diagram of the setup is illustrated in Fig. 12.29. All leads for the resistance

measurement of both solder joint and temperature sensor were connected to the

switch unit (Agilent 34970A Data acquisition/switch unit equipped with Agilent

34901 multiplexer modules) with multiple channels by well-twisted high-

temperature-resistant copper electrical wire. This switch unit together with the

resistance and temperature measurement module was connected to a computer to

conduct the channel switching, data measurement, online visualization, and final

data acquisition using Matlab Instrument toolbox.

Samples were monitored every 60 s in a fixed sequence throughout the temper-

ature cycling test. For each sample, firstly the resistance of the solder joint is

measured, while corresponding temperature is derived 1 s after the resistance

measurement by the onboard sheet resistance measurement. In order to measure

both solder resistance and sheet resistance, four different levels of current (0.1, 0.3,

0.5, and 0.7 A) were forced through the electrode and resulting voltage levels were

sensed by Agilent 34420A nanovoltmeter, which has a resolution down to 1 nV. A

linear regression was made with the corresponding voltage-current relation, and the

slope was derived as the electrical resistance. Using this method, any voltage offset

effect is fully eliminated and the influence of the external noise can be also reduced.

The temperature value was then calculated based on the linear relations that had

been derived and listed in Table 12.11. For each thermal load cycle, the temperature

coefficient of resistance of each solder joint was determined, which is taken as an

indicator of the fatigue damage evolution in the solder joint.

Fig. 12.29 Schematic diagram of the resistance online monitor setup
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12.4.5 Micro-tomography Scans of the Solder Assembly

To verify the detection of cracks in the solder joint, ex situ micro-tomography scans

were made at several stages of the cyclic loading process. The micro-tomography

scans of the dismounted assembly were made using a GE Phoenix Nanotom S

machine. A general description of the principle of micro-tomography using stan-

dard laboratory instruments can be found in [83]. In the experiments, 30 KeV

radiation from a wolfram-molybdenum target was used. During the tomographic

measurements, the sample was rotated over 360� at a rate of 5� per min. To

maximize the resolution for a given total scan time, two scans were made. This

results in a spatial resolution of about 4 μm.

12.4.6 Temperature Coefficient of Resistivity of SAC 305

In order to provide precise input data to the finite element model, the temperature

coefficient of resistivity of SAC 305 was experimentally derived separately. A thin

bar made out of a casted SAC 305 bulk sample provided by MaTech B.V. was

fabricated with great precision by electrical discharge machining. The dimensions

of the bar were 70 mm � 1 mm� 1 mm. Two wires were glued on both ends of the

bar in order to perform a four-point resistance measurement. A surface RTD sensor

(SA1-4W-80, class A, Omega) to be connected to a reading unit HH804 is attached

in the middle of the bar to measure the temperature during the testing. Pictures

regarding the sample dimensions and the wiring are shown in Fig. 12.30.

Fig. 12.30 Sample for TCR measurement, dimensions, and wiring
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The whole sample was then inserted into an oven to be heated from room

temperature to around 80 �C, and meanwhile the resistance was measured by a

source meter (Keithley 2400) at seven different temperature levels. For each

temperature level, four measurements were taken. The resistivity is calculated by

Eq. 12.17 from the resistance measured:

ρ ¼ R � A
l

ð12:17Þ

where ρ is the resistivity of SAC materials; R is the measured resistance; A is the

cross-section of area of the bar, which is 1 mm by 1 mm; and l is the length of the

bar measured as 70 mm. The test results are listed in Fig. 12.31.

The derived resistivity at 20.8 �C of the solder joint matches the resistivity value

at room temperature reported in literature for this material [84]. The temperature

coefficient α can be then derived by the linear regression of the ρ-T relation as

4.41� 10�2 �C�1, a value that is exported into the finite element model. The

definition of α is shown in Eq. 12.18:

ρ Tð Þ ¼ ρ0 � 1þ α � Tð Þ ð12:18Þ

where T is temperature in Celsius and ρ0 is the resistivity at 0 �C.
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Fig. 12.31 Resistivity as function of temperature for SAC305
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12.4.7 Finite Element Model and Simulation Details

To assist in the interpretation of the experimental data to be acquired, a series of FEM

simulations was conducted both in ANSYS and Comsol for thermomechanical and

electrical-mechanical simulations, respectively.

Thermomechanical simulations were conducted in ANSYS to reveal the com-

plex displacement in the joint and to predict the crack initiation point of this type of

package when subjected to the temperature profile described in Sect. 12.4.3. A

meshed structure of the FEM model is shown in Fig. 12.32. A half model of the

assembly was adopted. In the simulations, four temperature cycles were imposed.

The position of the ceramic on the MCPCB in the model is the same as in the real

assembly. In the model, silver-palladium is treated as copper as its

thermomechanical properties were not available. The layers in the model from

top to down are then ceramic dummy (4� 2� 0.6 mm), upper copper layer

(3� 1.5� 0.05 mm), SAC405 solder joint (two cases: 2� 1� 0.15 mm and

2� 1� 0.2 mm), lower copper layer (3� 1.5� 0.05 mm), dielectric layer in

MCPCB (40� 10� 0.1 mm), and Al substrate of MCPCB (40� 10� 1.5 mm),

respectively. All material property values can be found in Sect. 12.2. A viscoplastic

deformation model for SAC405 solder joint that had been described in Sect. 12.2

was adopted. Considering the scattered solder SOHs in different sample assemblies,

simulations were made for two scenarios with SOH as 150 μm and 200 μm,

respectively. Additionally, appropriate mesh sensitivity tests were done. It was

found that with mesh density larger than 3� 105 element/mm3 in the critical solder

joint, the influence of the mesh density on the total volume of the most critical

elements and the calculated fatigue indicator ΔWsc were limited and within 5%.

Fig. 12.32 Meshed structure in FEM simulation model: top and right (not to scale) views
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Moreover, in order to investigate the deformation and crack effect on the

temperature coefficient of resistance (TCRc) of solder joint, electrical simulations

were done to derive TCRc fluctuation as function of deformation and crack size

separately. According to ANSYS simulation results, the solder joint becomes more

terrace shaped due to the coefficient of thermal expansion (CTE) mismatch of

ceramic dummy and the MCPCB substrate. Besides, the upper copper trace tends

to tilt along the longer side of the MCPCP with progressive test cycles, which is

shown in Fig. 12.33 (demonstrated deformation is not to scale, but with a scale

factor of 100).

It is seen that the upper copper trace tend to bend toward the temperature sensor

direction, and meanwhile the other side of the trace is departing from the lower

trace. Thus, in the electrical simulation, the complex displacement of solder joint is

simply implemented by a change in the solder joint shape as explained in Fig. 12.34

together with the meshed structure of the FEM model with 100 μm expansion on

each side.

Assuming the volume of the solder joint remains constant and the volume

reduction by the trace tilt (shadowed area in Fig. 12.34) is compensated by the

terrace slope gain (two triangle area in Fig. 12.34) at both sides of the solder joint,

the quantitative indicator of the deformation can be simply selected as expansion b

as defined and shown in Fig. 12.34.

Simulations with expansions of 25, 50, 75, and 100 μm were conducted. In order

to determine the effect on TCRc, two simulations were made for each TCRc at

20 �C and 80 �C. TCRc changes as a function of deformation were determined. It

should be noted that the misalignment of two copper trace is marginal. Therefore,

the influence of the copper traces misalignment resulting from thermomechanical

Fig. 12.33 Simulated vector sum displacement of the deformed structure (scale factor of 100) at

high dwell temperature after 3 cycles

Fig. 12.34 Explanatory drawing about deformation implementation to FEM model and a meshed

structure of the model with expansion of 100 μm at both sides
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load was not taken into account in the model. The electrical resistivity of copper at

room temperature (20 �C) adopted in the model is 1.68� 10–8 Ω m and the

temperature coefficient of resistivity is 3.86� 10–3 �C�1 [85]. The electrical

resistivity of SAC405 employed in the FEM model is 1.23� 10–7 Ω m [84] and

temperature coefficient of resistivity adopted is 4.41� 10–3 �C�1 as derived in

previous Sect. 12.4.6. Silver-palladium layer was again treated as copper in the

electrical simulation due to the difficulties of finding the temperature coefficient of

resistivity of the materials.

In addition, simulations with the nondeformed model geometry were also

conducted with different crack sizes as 0%, 10%, 30%, 50%, 70%, and 90%.

A thin square platelike domain with a thickness of 5 μm was removed at the

C-sided corner of the solder joint to induce a model crack. The assumed crack was

located halfway the solder standoff height. The relation between the crack size and

the electrical resistance change was investigated by altering the size of the crack. A

schematic drawing of a model with a 10% cracked area is shown in Fig. 12.35.

A relation between the solder TCRc and the internal crack size was determined.

12.4.8 Monitored Fatigue Damage Evolution and Crack
Initiation Determination

First of all, it should be noted that no complete failure was observed in any of the

samples at the time of writing of this book (at 3481 cycles). In order to demonstrate

the damage evolution during these first 3481 cycles, a proper damage indicator

Cracked area

Fig. 12.35 Schematic

overview of the model

geometry for the 10% crack

area case
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should be selected related to the resistance measurement results. Using the resis-

tance is no long appropriate, as it is highly temperature dependent. Instead, (also

taking into account that complete sample failure had not occurred) changes in the

temperature coefficient of resistance (TCRc) are taken as an indicator for the

damage evolution, as has been done earlier for evaluating material degradation,

such as copper interconnect and composite [86, 87]. However, these methods only

highlight the microstructural effects or the crack effects on the TCR fluctuation,

whereas in current case, it would be crucial to have the viscoplastic deformation

monitored by TCRc measurement. Therefore, in this study, the TCRc values were

derived by linear regression of all measured resistance-temperature data sets within

a particular cycle (about 60 pairs in ramp and also in dwell). The TCRc values of all

sample assemblies in the first five cycles are listed in Table 12.12.

Any TCR value is the product of the (volumetric) material response and a

geometrical factor (SF) defining the net geometrical contact zone covered by the

interconnect (thereby taking into account both viscoplastic shape changes, as well

as interfacial and intra-solder cracks, pores, or other spatial defects).

The normalized TCRc at each sequential cycle is calculated by subtracting the

initial TCRc listed in Table 12.12 from actual TCRc and then dividing again by the

initial TCRc. These normalized TCRc values are plotted as a function of number of

cycles in Fig. 12.36. For all solder joints, the initial slowly increasing stage is

followed by a stage of a more rapid increase in TCRc with NoC. Most remarkably,

for a given joint, the normalized TCRc value at a particular NoC was always equal

or higher than that for the previous data point. The absence of scatter along a single

Table 12.12 TCRc of each joint derived at the first five cycles

Joint 1 Joint 2 Joint 3 Joint 4

TCRc (nΩ/�C) 495.3 502.6 526.7 400.6
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curve is a clear indication of the stability of the installation and the measuring

devices, as well as the robustness of the protocol to determine TCRc. Please realize

that the total duration of the measurement is about 3600 h (or 5 months!). The figure

shows a rather similar behavior for all four joints, with a slightly different behavior

for joint 4, which was slow to enter the “fast increase stage,” but once the

normalized TCRc increased, the rate of increase was higher than that for the three

other joints.

We will now try and interpret the change in normalized TCR. Many variations of

the solder materials during the temperature cycling test can have an impact on the

resistivity fluctuation and further affect the TCR, such as grain growth, precipitant

coarsen, IMC layer growth, and recrystallizations. Firstly, since the temperature

difference of the cycling test is not extreme and the cooling rate is slow (about 5 �C/
min), recrystallization process is less pronounced and localized only in some high-

strain spots, which becomes less influential on joint resistivity and can be neglected

[88–90]. Furthermore, according to the aging studies on SAC305 solder by Cook

et al. [84], Kang et al. [91], and Guo et al. [92], IMC layer growth will be a

dominating mechanism to influence the resistivity fluctuation surpassing all

changes in the solder matrix, such as grain growth and precipitants coarsen. Since

the IMC Cu6Sn5 which might form at the interface is a better conductor than the

matrix SAC 305, any IMC layer growth will only result in a resistance decrease.

However, the experimental results show that the resistance at high temperature

(100� 1 �C) only increases with number of cycles (see Fig. 12.37), which demon-

strates the marginal effect (if present at all) of IMC layer growth. Thus, the captured

TCRc growth during ALT is most likely due to SF change rather than changes in the

temperature coefficient of resistivity of the material itself.

Therefore, it can be assumed that the solder electrical resistance change during

the DLS test can be mainly attributed to the two processes: viscoplastic deformation

of the joint and resultant crack formation. Thus, it is reasonable to assume

viscoplastic deformation is most likely to be the main cause for the early slow

and synchronized TCRc increase stage, and the crack initiation and propagation can

be considered as the major reason for the fast solder TCRc increase stage. We can

use the FEM model to see the predicted effect of viscoplastic deformation on the

TCRc. The predicted effect on the change in normalized TCRc with different

expansion displacement is shown in Fig. 12.38.

A slow increasing trend of normalized TCRc with progressive expansion dis-

placement is observed, which confirms our hypothesis. It appears that even the

displacement is as large as 100 μm, the resultant TCRc change is only maximum

40%. Additionally, the increasing trend of TCRc according to progressive displace-

ment also turns slower when displacement is accumulated. Therefore, it seems

highly unlikely that the measured large change in normalized TCRc achieved (<3)

in the late stage of the test can be exclusively attributed to viscoplastic deformation.

The only possibility left is the crack effect then.

The effects of crack size on TCRc changes derived from FEM simulations are

demonstrated in Fig. 12.39. It appears that TCRc will dramatically increase with

progressive crack size to a level that is comparable to or even much larger than that
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has been observed experimentally. Furthermore, compared to Fig. 12.39, Fig. 12.38

shows a far more constant rate of increase in TCR with progressive displacement.

Since there were already many discussions on “slow” and “fast” TCRc change

related to different root causes for the TCRc increase, it becomes vital to investigate

the onset of the crack formation. Thus, the first derivative of the TCRc-NoC curves

that reflect the increasing speed of TCRc is plotted against the number of cycles for

each joint in Fig. 12.40. The first derivative was derived as the linear regression

slope of every 10 points in the TCRc-NoC curve.

The figure shows a steady increase in the slope and in the scatter with increasing

NoC. The scatter increase becomes more noticeable in the steeper part of the curve.
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Fig. 12.39 Crack size

effect on normalized TCRc

derived by FEM simulations

Fig. 12.40 First derivative of the TCRc-NoC curve plotted against the number of cycles and the

derivation of the crack initiation cycle
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This change in scatter in the slope can be attributed to the fact that viscoplastic

deformation accumulation in solder joint is a very stable process during tempera-

ture cycling test (i.e., causing little scatter when using good equipment and pro-

tocols), whereas the later fatigue crack propagation and crack opening and closure

are a more stochastic process [3, 4, 19, 25, 93] (i.e., causing more scatter). The

crack initiation point now can be identified as the particular test cycle at which a

significant variance increase of the TCRc-NoC curve occurs. This has been done by

zeroing down the curve average according to high-order polynomial fitting and

deriving the variance changing point according to mathematic tool in Matlab

2014a. Details of the method are described in [94]. The predicted crack initiation

cycle is shown as N0 and marked in dashed line in Fig. 12.40.

These predicted crack initiation cycle is verified by tomographic scan results,

which were obtained at cycle No. 1425. Considering the high risk of breaking the

bond wires, scans were only conducted on joints 1 and 4 for just one time. The TC

test was stopped at cycle No.1425, and these two samples were taken out from the

chamber to the CT scanner for 3 days. The test was then resumed. The tomographic

pictures of joints 1 and 4 are shown in Fig. 12.41. According to the crack initiation

cycle predictions, a clear crack should be observable in joint 1, whereas no crack

should be found in joint 4 at 1425 cycles, which is in full accordance with the

tomographic results. In Fig. 12.41a, a crack initiated in the upper corner can be

easily observed. However, no crack can be found in joint 4. Additionally, a

relatively large difference in SOH between joints 1 and 4 was observed. As

discussed in Chap. 3, variations in SOH can be one of the principal reasons for

scatter in the crack initiation point. The observed crack initiation points for solders

1 and 4 are in accordance with the predictions from the FEM model when taking

into account this difference in SOH.

The tomographic pictures also confirm simulated shape change of solder joint

due to viscoplastic deformation accumulation. A clear terraced shape of joints 1 and

4 can be observed, and also the tilt of the copper trace is also presented. Moreover,

another verification from tomographic results is that the simulated normalized

TCRc with different cracked area size is quite comparable to the experimental

findings for joint 1 at the CT scan cycle. It was revealed by the CT scan that the

cracked area in the solder joint at cycle 1425 was about 10%, while the change in

normalized TCRc at that stage was 14%. The normalized TCRc in this case derived

Fig. 12.41 Tomographic pictures of joints 1 (a) and 4 (b)
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from FEM simulation is 12%, which shows good agreement with the experimental

results. Additionally, considering the fact that viscoplastic deformation was not

taken into account in the simulation, a slightly smaller normalized TCRc derived

from simulation result is reasonable.

12.5 Summary

Solder reliability is considered as a vital issue for solid-state lighting product. It is

of great importance to develop new methods to realize fast, accurate, and reliable

qualification of these long lifetime expected joints, which becomes a vital capabil-

ity and competitive edge for the industry. In this chapter, it is achieved in two

approaches: FEM-based lifetime estimation and in situ high-precision damage

monitor-based lifetime prediction.

As for modeling estimation, a series of FEM simulations corresponding to

finished accelerated tests are conducted. The simulation results show good agree-

ment with the experimental discoveries and suggest the necessity to develop a new

critical element selection approach for LGA solder assemblies. Therefore, a new

approach is proposed in this study based on statistical analysis of the element

distribution of creep energy density. Adopting this new critical element selection

method, a new energy-based fatigue model for predicting LGA solder lifetimes has

been established by combining lifetime measurements with corresponding FEM

simulations for different material combinations and different LED package

configurations.

A RSM analysis is conducted to investigate the influence of geometry on solder

reliability in a LED package. It is shown that a smaller carrier size and larger solder

standoff height in general will result in better solder reliability. This effect is more

pronounced in solder with smaller carrier size and larger standoff height. Addition-

ally, solder reliability declines rapidly with solder coverage decreasing.

The ratio between thermal solder area and electrical solder area AR has a

significant influence on solder joint reliability in a SSL system. The optimal AR

value is also observed to relate to carrier size and solder coverage. In general, the

optimal AR value increases with increasing carrier size, and this phenomenon is

more pronounced in package with smaller solder coverage. Nevertheless, the

optimal AR value decreases with solder coverage in small carrier size and increases

when carrier size is large. It is found that a transition chip carrier size value exits,

where the optimal AR changes its trend with the solder coverage value. In addition,

when the chip carrier size is relatively small, it is advisable to make the thermal pad

and electrical pad comparable. The proposed methodology in this work, a combi-

nation of energy-based fatigue modeling and FEM modeling, proves to be very

valuable for solder reliability optimization for LED packages. This methodology

can also be applied to optimize the solder performance in terms of thermal perfor-

mance, electrical performance, and cost and combinations thereof.
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As for in situ high-precision damage monitoring-based lifetime prediction

approach, accelerated temperature cycling test was done to four LED-like board

level ceramic packages with in situ periodic high-precision electrical resistance

monitoring for each solder joint inside. TCRc fluctuation during the test of the

solder joint was correlated to fatigue damage evolution in the joint. A method to

identify the crack initiation point based on in situ TCRc monitoring of solder joint is

demonstrated and verified by micro-tomographic results and FEM simulation pre-

dictions, which can be a quite attractive technique for solder accelerated test, joint

quality screening test, and RUL prognostic.
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Chapter 13

Online Testing Method and System for LED
Reliability and Their Applications

Xiaobing Luo and Qi Chen

Abstract Currently, reliability is still a challenging issue for LED products. The

testing durations of accelerated life test (ALT) for LED products are still too long

(IES LM-80 standard recommends at least 6000 h of estimation time), even longer

than their product development periods. For better product development, the

reliability estimation time needs to be further shortened. Thus highly accelerated

life test (HALT) is proposed and used. In the conventional operating processes of

HALT for LEDs, the offline measurement is frequently used, but it has several

drawbacks like discontinuity of testing procedure and small data capacity. In this

chapter, an online testing system is presented to overcome those shortages of offline

measurements. The working principle and operating guideline are described in

details. And also a benchmark following IES LM-80 standard is done for the

method verification. The error analysis is conducted to assess the efficiency of

this online testing system. Finally, two applications using the proposed testing

method are given for reference.

13.1 Introduction

The lighting industry has been under revolution ever since the incandescent light

bulb was invented by Thomas Edison over 100 years ago. The development targets

are toward high efficiency, low cost, no pollution, and long life. For now, light

sources mainly include conventional light sources (incandescent light, fluorescent

light, etc.) and LED light sources. In contrast, LED light sources have the advan-

tages of high luminous efficiency, long lifetime, no contamination, energy saving,

compact size, etc., which results in the increasing trend of replacement of conven-

tional light sources [1–3]. With the development and diversification of people’s life,
the scale of lighting industry is getting more and more expanded. According to the

analysis report of McKinsey, the LED share in general lighting is calculated to be

X. Luo (*) • Q. Chen

School of Energy and Power Engineering, Huazhong University of Science and Technology,

Wuhan, China

e-mail: Luoxb@hust.edu.cn

© Springer International Publishing AG 2018

W.D. van Driel et al. (eds.), Solid State Lighting Reliability Part 2, Solid State

Lighting Technology and Application Series 3, DOI 10.1007/978-3-319-58175-0_13

353

mailto:Luoxb@hust.edu.cn


almost 70% in 2020 with total revenues of around ERU 100 billion [4]. At present,

huge amount of resources are dedicated to solid-state lighting technology, and the

product design cycle of LED luminaires is greatly shortened. When a new LED

product is developed and prepared for release, reliability estimation must be done,

and relative property parameters must be published along with the new product for

consumers’ reference.
Usually, reliability property can be reflected by specific parameters. For an LED

product, its property parameters can be sorted into four categories, i.e., optical

parameters (luminous flux, luminous efficiency, spectrum energy intensity, spectral

chromaticity coordinates, etc.), thermal parameters (thermal resistance, junction

temperature, etc.), electrical parameters (forward voltage, driving current, etc.), and

appearance. Among those parameters, luminous flux and junction temperature are

most important and reflect the lumen maintenance most directly. The junction

temperature variation can lead to the change of luminous flux. Thus, for reliability

assessment, the luminous flux degradation over time is mostly concerned. It has

been pointed out in literatures [5, 6] that the optical power of LED light source

decreases with operation time due to the degradation of relative materials. The

attenuation law of LED’s lumen maintenance is investigated a lot. Some standards-

setting organizations published relative industrial standards to specify the measur-

ing processes of LED’s performance parameters [7–9]. One of the most quoted

standards is LM-80 which is published by Illuminating Engineering Society of

North America (IESNA) [9]. In LM-80, at least 6000 h of testing is required. This

testing period is too long for the manufacturers since the product iteration cycle is

fast and the test cost can add too much to the final product cost. Under such

circumstances, small companies cannot even afford to do such reliability estima-

tion. Actually, they just regard the LED product’s lifetime as the nominal 50,000 h

which is apparently not true for every LED product due to different materials and

technologies used in the production processes. This is impeditive to the standard-

ization of the market. Even if new standard cuts that basic testing duration to half

[10], it is still too long concerning the present science and technology developing

speed. Therefore, it is of great urge to develop an efficient and effective method to

estimate the reliability of LED products.

For highly reliable products like LEDs, the most common mean to estimate their

reliability within an acceptable time and limited budget is highly accelerated stress

test (HAST). A lot of efforts have been dedicated to investigate LED’s reliability
problems by using HAST. Meneghesso et al. [11] carried out extensive high-current

accelerated aging test and identified failure modes and mechanisms of GaN-based

LEDs including phosphor degradation, plastic carbonization, and die attach and

wire bonding degradation, resulting in the optical power degradation. Hsu et al. [12]

investigated the failure mechanisms of LED modules with various lens shapes

under three elevated aging temperatures. The package-related failure modes

under thermal-aging test were attributed to the degradation of the plastic lens. Hu

et al. [13] studied the mechanism of delamination in LED packages and its effects

on thermal characteristics of LEDs experimentally and numerically. The results
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showed that the thermomechanical stress plays more important role than the hygro-

mechanical stress for the development of delamination in the LED packages.

It can be noticed that all those experimental operations adopted the same testing

mode, which can be identified as offline testing method. In this mode, the devices

under test (DUTs) are baked in an isothermal chamber for a predefined period and

then taken out to normal environment for property parameter recording. After that,

they are put back to the harsh environment for aging test again. These steps repeat

until the target terminal conditions achieved like optical degradation below 70% or

simply destructive failure is reached. This kind of offline testing method can lead to

several problems, including as follows:

• Offline measurement neglects the consistence of test conditions, e.g., the deg-

radation status of DUTs may change when they are retested.

• The testing environment is not controllable during the fetching process in terms

of temperature, moisture, time variation, etc.

• Time interval of degradation data recording is usually too large (100–300 h) for

obtaining enough data within a limited time [14–16]. As a whole, all the

uncertainties will add to the measurement inaccuracy in reliability assessment.

Thus, some researchers have been working on developing new testing methods

to overcome those shortages. Narendran et al. [17–19] designed a life-test chamber

that could keep the ambient temperature constant and also act as a light-integrating

box for constant light output measurement. By using several such boxes, the LED’s
optical property degradation over time can be measured in terms of ambient

temperatures and driving currents. Bürmen et al. [20, 21] worked on an automated

system for optical quality inspection. The light intensity, average chromaticity, and

color variation were obtained for LED reference; the divergence of the optical axis

and the viewing angle of the emitting light were measured absolutely. Svilainis [22]

proposed a technique for LED measurement in situ, and the far-field pattern could

be measured quickly without dismantling the LEDs from the tile. Zhou et al. [23]

presented a system which can be used to monitor the quality of LED packaging, and

also it can be used to measure photometric, colorimetric, and electrical parameters

simultaneously from the electroluminescence of the LEDs in a matter of millisec-

ond. The comparison of these methods is summarized in Table 13.1. By the above

methods, the efficiency and precision of detection and measurement for LEDs’
properties are improved. Nevertheless, to the best of our knowledge so far, there is

no effective method or system to measure the optical parameters in real time for

LED’s reliability estimation. Such system is essential and needs to be developed.

The development of laser diode (LD) is prior to that of LED. As members of

semiconductor family, their principles are more or less similar to each other. Design

hints can be obtained from LD society. There are many studies on LD’s perfor-
mance and degradation in reliability characterization by online testing method

[24, 25]. It is proved that with accelerated aging test and continuous monitoring,

the testing duration can be shortened, and the extrapolation accuracy can be

improved.

13 Online Testing Method and System for LED Reliability and Their Applications 355



In this chapter, an online testing system for LED’s reliability estimation is

brought up. The built-up and prototype of the whole testing platform are introduced.

Optimal design is done to optimize relative setup parameters. Experiments and

benchmark according to the IES LM-80 standard are performed to verify the

feasibility of this proposed approach. Error analysis is done to exhibit the effec-

tiveness. Finally, two applications using this online testing system are shown for

better understanding.

13.2 Online Testing System: Principle and Method

The designed highly accelerated reliability test for LEDs usually contains harsh

environment in terms of high temperature or/and high humidity. The biggest

shortcoming for offline testing method is that the measurement devices cannot

endure the same harsh environment like the specimens, so that we have to switch

between the harsh aging condition and normal test condition frequently for aging

and recording. As for LEDs, light is the primary parameter, one possible idea comes

that we can connect the DUTs under aging condition with data measurement

devices under normal test condition through the medium of light.

Table 13.1 Comparison of LED measurement systems

Researchers Approach Pros Cons

Narendran

et al.

[17–19]

Designed a life-test box Maintaining ambient

temperature

Limited temperature

range (35–50 �C)
Enabling light output

measurement (luminous

flux, color coordinates)

One sample per box

Regular calibration

Bürmen

et al.

[20, 21]

Designed a machine

vision system for auto-

matic optical quality

inspection of LEDs

Optical property estima-

tion by comparative anal-

ysis of the images

obtained from the refer-

ence and measured LEDs

No temperature

adaptability

Designed for automatic

sorting of LEDs

Regular calibration of the

reference LED

Svilainis

[22]

Developed a system for

LED directivity mea-

surement in situ

The far-field pattern can

be measured without dis-

mantling the LEDs from

the tile

Unable to measure

optical properties like

luminous flux, power

used, color maintenance,

etc.

Zhou et al.

[23]

Developed an instru-

ment for transient

measurement of LED

characteristics

Photometric, colorimetric,

and electrical parameters

can be measured

No temperature

adaptability

Inspect the quality of LED

packaging for production

line

Regular calibration of the

reference LED
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Figure 13.1 shows the schematic of the proposed online testing system of HAST

for LEDs. It is made up of four parts, namely, light transmission environment

enclosure, heat-resistant optical fiber cable, sensing environment enclosure, and

multichannel data acquisition system. By this system, the light emitted by DUTs

can be partially transmitted from the harsh environment to normal environment so

that the illuminance and correlated color temperature (CCT) of the light can be

measured and recorded. Five output channels are designed to simultaneously

measure the optical characteristics of each DUT. The optical parameter data are

recorded by the standard optoelectronic detectors using digital photoelectric inte-

gral method, which follows the requirements set by CIE127-2007 [26].

More specifically, LED samples are mounted on the light source fixtures, which

are placed in accelerated life experimental circumstance. Such harsh environment is

usually provided by a thermal chamber or hot-humid chamber. The light from the

LEDs goes through the fiber cable and finally reaches the probing surface of the

light sensor. The light source and the detector testing fixtures are placed in the

lightproof enclosures, respectively, for light isolation from the outside. Some

rectangular pores are designed along the inner walls within the lightproof enclo-

sures to maintain identical temperature and humidity with the ambient environ-

ment. The distance between the DUTs and the entrance surface of fiber cable is

adjustable to meet different light sources.

Figure 13.2 displays the final testing prototype of the present system. As shown

in Fig. 13.2a, the armored cable is of Y-type structure, which has the function of

single-ended input and double-ended outputs. A bundle of optical fibers are divided

Fig. 13.1 Schematic of the online testing system for LED’s optical degradation. (a) Light

transmission environment enclosure. (b) Heat-resistant fiber cable. (c) Sensing environment

enclosure. (d) Multichannel data acquisition system
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into two parts in quantitative terms. They are butted end to end and are optically

aligned by measuring the luminous intensity from one fiber to the other. As for

armored cable, the diameters of entrance and exit surfaces are 10 mm and 7 mm,

respectively. It is mainly fabricated with heat-resistant materials and can work with

a steady performance under temperatures from �40 to 200 �C. Its characteristics
and couple efficiency play a key role for the measurement accuracy of this system.

The light outputs from the exit surface of the armored cable are acquired by the

detectors of illuminometer and colorimeter, respectively. The spectral responsivity

of the photometer is mainly determined by the wavelength-selective filter, which

represents the relative spectral responsivity of human eye under daylight illumina-

tion levels. The spectral responsivity is then determined by the spectral responsivity

of the photodiode and the spectral transmittance of the filter [27], which can be

calibrated as an entity to account for interreflections between the filter and the

detector. The filter is temperature stabilized as it is in contact with the heat sink, so

the detector has a good match under the room temperature. It is obvious that only

part of the light from the light source can finally reach the detectors. The partial

illuminance is proportional to photocurrent, which is modulated to frequency signal

by a current-frequency converter (CFC). As for measurement of CCT, its principle

is similar to that of the partial illuminance testing. Three independent detectors are

provided with different color filters, respectively, so that they can match their

spectral responses to the curves of CIE-1931 standard.

To ensure the measurement accuracy, manual testing fixtures are designed for

coaxially optical measurement of LED light source, armored cable, and detectors.

As shown in Fig. 13.2b, the fixtures mainly consist of the fixed pedestal, device

clamp holder, sliding shaft, cross screws, and helical spring. According to the

different sizes of armored cable and sensing probe, the fixtures also have two

Fig. 13.2 Pictures of the prototype of proposed online testing system. (a) Y-type optical fiber

cable. (b) Manual testing fixtures. (c) Multichannel data acquisition system. (d–f) Details of the
prototype at work
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sizes. The distance between light source and entrance surface of armored cable can

be adjusted by cross screws, and the limit is decided by the length of the helical

spring.

According to the inverse-square law [28], the measurement errors can be easily

caused by small displacement change between the exit surface of fiber cable and the

sensing probe. Unevenly stressing can lead to displacement. This means that the

stress load on the optical cables and the sensor surfaces can affect test results. The

device clamp holder is designed to produce the uniform stress around device when

the material is heated or cooled. The heat-resistant bearing is used to reduce relative

displacement under the environmental stress.

In this equipment, the optical parameters are collected by the multichannel data

acquisition system, as shown in Fig. 13.2c. For each channel, the frequency signal

from detector is connected to CFC circuit, respectively, and its value lies in the

range of 1–20 kHz. The pulse frequency signal is firstly inputted into a single-limit

voltage comparator, and then the timing circuit is triggered by the falling edge of

the pulse. When the frequency changes, the pulse is differentiated by an R-C

network. The average output current is decided by τ, which is time constant factor,

and its value is decided by the R-C network. To improve the measurement accu-

racy, an operational amplifier is adopted to provide a buffered output and also acts

as a two-pole filter so that the average current can be demodulated as voltage signal.

The ripple is less than 5 mV peak for all frequencies above 1 kHz. A microcon-

troller unit of STC11F08XE is used to implement multichannel data collection.

System test indicates that the shortest sampling time is about 2 s when the five

channels are working simultaneously.

The partial illuminance can be calculated from the following formula:

Ev ¼ f Sð Þ � i ð13:1Þ

where i is the photocurrent, which is caused by the silicon photodiodes inside the

detector. f (S) is regarded as the calibration function of detector. Since inputting

radiant flux has good linear relationship with photocurrent in the visible region, f (S)
can be obtained according to the inverse-square law. By changing the distance

between the detector and the standard light source of known luminous intensity, the

relationship of illuminance between photocurrent variation can be calibrated. The

color is divided into three parameters, which can be calibrated with tristimulus

theory. The chromaticity coordinates can be measured directly, and thus CCT can

be easily obtained.

It must be emphasized that the online testing system must be immobile during

the whole testing period. Once the DUTs are substituted, or armored cables are

reinstalled, the small variable displacement might lead to large uncertainty, and

then the results will be hardly convinced.
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13.3 System Optimization

The optical fiber cable is the key part of the online testing system. Its coupling

efficiency determines the accuracy of total experimental equipment. When the

distance between the DUT and the entrance surface of armored cable is too far,

the flux received by detector will be too small to be detected accurately. However, if

the distance is too close, the LED sample cannot be approximated to a point light

source. In this situation, the light source is area source, and the inverse-square law

can no longer be applied. Therefore, the distance needs to be carefully optimized.

Besides, the illuminance and the CCT measured by the detectors are critically

dependent on the exact measurement conditions [26]. In a word, system optimiza-

tion should be carried out for good measurement accuracy.

As shown in Fig. 13.3, the optical fiber cable should be idealized for modeling. It

is made up of thousands of optical fibers. The optical fibers consist of fiber cores

and claddings, and their diameters are 20 μm and 50 μm, respectively. The

numerical aperture (NA) of optical fiber is 0.54, and the receiving angle is 65�.
LED chip has a standard dimension of 1 mm � 1 mm � 0.1 mm, and its radiation

power is 1 W. To simplify the numerical model in this system, the Y-type structure

of fiber cable is replaced by the single-end structure. The fibers are bundled with the

cylindrical package, and the mechanical axis of the package (which is used to match

the center of LED chip in the measurement equipment) should coincide with the

optical axis (which is the axis of rotational symmetry of the spatial distribution).

The distance between the LED chip and the entrance surface of the optical cable is

adjusted along the optical axis. Figure 13.4 displays the characteristics of the partial

flux and the partial average intensity distribution as a function of distance. It can be

seen that the increased distance leads to the exponential degradation of the normal-

ized relative flux, but the distribution curve flux is still close to Lambertian

emission [29, 30]. Comparing the function of distance-flux and that of distance-

intensity distribution, the best position for testing distance is selected as 12 mm.

Because the exit and entrance surface of the fiber cable are theoretically per-

pendicular to the optical axis of LED module, the fiber cable can be considered as

Mechanical Axis
& Optical Axis

Exit Surface

Receiver Optical Cable

Entrance Surface

LED Chip

Move

10
m

m

Fig. 13.3 Distance optimization modeling for LED chip, optical fiber cable, and detector
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an optical flat with microstructures, and the surfaces are shown in Fig. 13.5a. For

the rotational symmetry structure of cable, the light extraction of exit surface is

theoretically proportional to that of the entrance surface. The partial flux is obtained

by simulation, as shown in Fig. 13.5b. The normalized output is about 2.31%, and

the coupling efficiency of optical fiber cable can be calculated by

η ¼ Evexit
Eventrance

¼ 50:5% ð13:2Þ

where Eventrance and Evexit are the illuminances of entrance and exit surfaces of the

fiber cable, respectively. They are proportional to the area of the receiving surface. It

should be noted that the real area of exit surface in the Y-type structure is half of
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entrance surface and the simulation result is based on the hypothesis that the light

emitted from exit surface is completely accepted by detector. Therefore, the distance

between the sensing probe and the fiber cable can be determined by the NA of the exit

surface. Because the divergence angle of exit surface obtained by measurement is

about 32�, the most suitable distance is calculated to be about 5 mm.

13.4 Experimental Verification and a Benchmark

In LED’s reliability estimation, the lumen maintenance or color change over time is

mostly concerned. The proposed online testing system is mainly used to measure the

optical degradation property of LED packages. In this part, experiments were

conducted to validate the presented online testing system. Commercial high-power

blue LED packages were used in the investigation. The peak wavelength is about

456 nm under the rated forward current of 350 mA and rated electrical power of 1 W.

The LED die was soldered on a copper submount and packaged in a conventional

way. According to LM-80 measurement standard, the total flux should be used to

evaluate LED’s lifetime. To calibrate the relationship between partial illuminance

detected by the proposed online testing system and the total flux of the LED die, the

sample was operated under various electrical currents, and the total flux was mea-

sured by the integrated sphere in the high-accuracy array spectral radiometer (HAAS-

2000, Everfine Ltd.) [31]. The response curves were shown in Fig. 13.6. When the

current is 350 mA, tested illuminance is about 1385.1 lx, and the total flux is

15.39 lm; the relationship of the two parameters can be represented as

Fig. 13.6 Relationship between the partial illuminance and the total flux under various currents
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β ¼ ϕt

Evd
¼ ϕt � S

ϕr

ð13:3Þ

where ϕt is the total flux, Evd is the measured luminance, ϕr is the relative flux, and

S is the aperture area of detector. According to the tested data, the transfer

coefficient β is a constant, whose value is 0.0111. There is a good linear relationship
between the measured illuminance and the total flux. The light output efficiency of

system reaches 2.2%. Calculating the maximum deviation under the current of

330 mA, the relative error is 1.4%, and the standard deviation is about 0.93%.

In order to analyze the system availability under actual circumstances, five blue

LED modules were submitted to HAST with elevated temperature of 125 �C and

forward current of 350 mA (1 W operation). The partial illuminance data were

collected in a specific interval of 30 s. Figure 13.7a plots the lumen degradation

details of the aging process. The light flux was normalized to its initial value. It can

be seen that the degradation magnitude of relative illuminance reached 2.5% after

about 100 h of aging. From the chart, it can be seen that the data acquisition has

good consistency. The inset of Fig. 13.7a shows that the system error is about 0.2%

and the random error caused by detector is about 0.02%. The error analysis will be

discussed in details in the next section. Apart from the thermal aging, a temperature

cycling life test was also conducted using the present online testing system. The

high and low temperature sides are 125 �C and �20 �C, respectively, and the cycle
period is 2 h. Figure 13.7b displays the testing data of temperature cycling life test.

The result indicates a good transient response for relative light output with alter-

nating temperature. By selecting the peak and valley of the curve during the aging

time from 100 to 150 h, the measurement uncertainty can be written as

ΔU ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2Ev þ Δ2
S

q

ð13:4Þ
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Fig. 13.7 The relative light output in HAST by online testing system. (a) Optical degradation in

constant temperature of 125 �C. (b) Transient response during temperature cycling measurement
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where the standard deviation of SEv is calculated according to the point of peak

value and valley value, which is 1.3%. The system uncertainty ΔS is regarded as the

standard deviation of system. It is calculated that ΔU ¼ 1.6%.

To specify the system availability in details, a benchmark was done according to

LM-80 standard. Ten commercial white LED modules were selected and worked

under an ambient temperature of 55 �C with driving current of 350 mA. The initial

junction temperature of these samples was about 105 �C. The illuminance data were

collected both by the online method and offline method, respectively. Figure 13.8

reports the results after 6000 h aging. The experimental data were averaged and

normalized to the initial values of the original samples. It is found that both optical

degradation curves follow the same decay mode. However, compared with the data

obtained by offline method, the online method has better continuity and exhibits

more degradation details. And also, it seems that smaller measurement uncertainty

can be achieved by the online testing method. Obviously, the online testing system

is useful for LED’s reliability estimation.

13.5 Error Estimation

In this section, the error analysis was carried out to discuss the measuring accuracy

of the proposed online testing system under the most common application, which is

lifetime projection under accelerated life test. An accelerated aging life test was

Fig. 13.8 Data collection of the online testing method and offline method according to LM-80

standard
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conducted by the online testing system. Blue LED modules were placed in an

isothermal chamber. The ambient temperature and the forward driving current were

set as 125 �C and 350 mA, respectively. The illuminance data were collected at an

interval of 30 s. To better explain the measurement accuracy of the online testing

system, partial data from LUXEON Rebel IES LM-80 test report was used as a

reference [32]. The comparison results were displayed in Figs. 13.9 and 13.10.

The measurement error can be divided into two parts: systematic error and

random error. For the first one, it can be calculated by the formula below:

esys ¼ Δmax

F0

� 100% ð13:5Þ

where Δmax is the maximum illuminance difference and F0 is the average illumi-

nance value. As shown in Fig. 13.9a, it can be calculated that esys ¼ 0.2% for the

online testing system. However, for the offline method, it is found that after 1000 h
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of aging, the systematic error increases to be around 16%, as displayed by the error

bars of Fig. 13.9b.

The random error can also be identified as the system uncertainty, which can be

simply reflected by the standard deviation of the system. For data analysis, the

lifetime extrapolation was carried out based on the experimental data obtained by

the online testing system and from the literature, respectively. The extrapolation

formula recommended by IES TM-21 standard [33] was adopted, which can be

expressed as follows:

Φ tð Þ ¼ Be-αt ð13:6Þ

where t is the operated time,Φ(t) is the relative light output, B is the initial constant,

and α is the degradation rate. The results were reported in Fig. 13.10. It can be

calculated that for the online testing system, the standard deviation is 0.21%, and

the correlation efficiency is r2online ¼ 0:95. Comparatively, for the offline method,

the standard deviation and the correlation efficiency are 1.02% and 0.444%,

respectively. Apparently, a better uncertainty of measurement can be achieved by

this online testing system.

13.6 Application I: Effect of Packaging Materials
on the Degradation Mechanism of LEDs

For phosphor-converted white LED, its packaging materials mainly consist of

silicone encapsulant and phosphor-silicone composite. By using this online testing

system, the influence of various packaging materials on the lumen depreciation of

LEDs under HAST was studied. Four kinds of LED modules packaged with

different materials were submitted to aging conditions, and the partial illuminance

data were collected continuously. After a period of aging, different samples

exhibited different degradation patterns. Some of the specimens were taken to

surface morphology observation under microscope. It was found that the silicone

gel could cause defects more easily than phosphor gel, and the phosphor gel would

lead to a quick light energy loss during the initial state of the whole aging process.

Thus, the improvement for better LED performance can be considered from two

aspects. One is to improve the material properties in terms of larger coefficient of

thermal expansion (CTE) and stronger adhesion to reduce void production proba-

bility; the other is to develop new transparent encapsulant, which should be tough

and stable enough in thermal mechanical property.

In order to achieve a good understanding of the degradation mechanism caused

by efficiency drop of LED chip or by degradation related to packaging materials, it

is necessary to encapsulate specific LED samples in terms of packaging materials so

that the degradation of individual components of LED modules can be analyzed

separately. In this part, four kinds of LED samples were prepared for experiments,
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and their structures are shown in Fig. 13.11. The normal white LED package is

mainly composed of several components, including LED chip, die attach, bond

wire, lead frame, mounting compound, phosphor-silicone mixture (phosphor gel),

silicone encapsulant, adhesive, and optical lens. The blue GaN-based LED chip has

the size of 1 mm � 1 mm � 0.1 mm and its emitting wavelength is about 455 nm.

Figure 13.11a shows the compositions of blue type I (BTYPE I). LED chip was

soldered on the copper submount and covered with the lens. This module was

vertically mounted on insulate metal aluminum substrate covered by a dielectric

layer, whose area and thickness were about 0.03 m2 and 1 mm, respectively.

The adhesive material was thermal grease, whose thermal conductivity was about

50W/mK. Blue type II (BTYPE II) was fabricated by injecting silicone encapsulant

into BTYPE I from the injection port on the optical lens. White type I (WTYPE I)

combined BTYPE I with the YAG:Ce phosphor-silicone composite with a mass

ratio of 0.114. Finally, white type II (WTYPE II) was fabricated by injecting

silicone into the WTYPE I package. The above three kinds of LED structures

Fig. 13.11 Package compositions of four kinds of LED samples. (a) Blue module only based on

1 W LED chip bounding (BTYPE I). (b) Blue module based on silicone encapsulated in BTYPE I

(BTYPE II). (c) White module based on phosphor-silicone composites coated in BTYPE I

(WTYPE I). (d) Commercial white LED module (WTYPE II)
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were shown in Fig. 13.4b–d, respectively. The samples were fabricated following

the commercial packaging technology standard.

The four types of LED modules were operated under the forward driving current

of 350 mA, and the voltage range is from 3.2 to 3.4 V. The aging ambient

temperature was optimized at 125 �C. The lumen depreciation during the aging

process was monitored by the online testing system at an interval of 2 min. The

optoelectronics characteristics of the samples were measured by a spectral radiom-

eter before aging. The average values of five individuals for each type were listed in

Table 13.2. Besides, considering that the optical degradation of LED modules has a

close relationship with the junction temperature, the thermal resistance and junction

temperature of LED samples were also measured by Transient Thermal Tester

(T3Ster) in the same ambient temperature. The result was displayer in Fig. 13.12.

It could be seen that the four curves had a good agreement after thermal

Table 13.2 Optoelectronics parameters of four types before aging

Sample

Forward

voltage (VF)

Electrical

power (PE)

Optical

power (PO)

Luminous

efficiency (EL)

Wavelength

pulse (WLP)

V mW mW lm/W nm

BTYPE I 3.275 1145 393.4 12.96 450.9

BTYPE II 3.372 1180 508.6 15.45 449.7

WTYPE I 3.264 1143 324.8 103.42 449.6

WTYPE II 3.296 1153 364.5 105.18 449.6
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equilibration. BTYPE I had the highest junction temperature rise of 15.6 �C. This
can be well explained as follows. The heat generated by LED chip flows in two

directions. The majority goes down through solder, copper slug, thermal grease, and

substrate, while the minority goes up through all the packaging materials and finally

dissipates in the air. The four kinds of modules had the same downward heat

dissipation path. However, the top encapsulant of BTYPE I was filled with air,

which had the largest thermal resistance along with the upward heat dissipation

path. Thus its junction temperature rise is higher than others’. In general, the

maximum difference of junction temperature rise is only 1.8 �C. During this

aging experiment, four kinds of samples could be regarded to have the approxi-

mately equal operating junction temperature.

Figure 13.13 shows the curves of normalized luminous flux in the early aging

stage. The normalized luminous flux shows a rise trend for samples of BTYPE I and

BTYPE II. For BTYPE I, the fluctuation is about 1.8%, and the reason counting for

this mainly comes from two aspects, which are the increase of cavity density for Mg

dopant [34] and the initial annealing effect [19], respectively. Compared with the

normalized luminous flux of BTYPE I, that of BTYPE II had a significant increase

and reached 108.2% after aging for 70 min. This implied that the external quantum

efficiency of the LED sample was improved due to the effect of silicone

encapsulant. However, the lumen depreciation of WTYPE I and WTYPE II showed

an exponential decline from the beginning, and the optical output was reduced by

25% and 27% within 150 min, respectively. Research implied that phosphor

thermal quenching should count for this phenomenon [35, 36]. By comparing the

degradation curves from four kinds of samples, it could be found that the phosphor

doped in silicone played a decisive role in the early aging process for the lumen

depreciation of white LED module.

Fig. 13.13 Initial data of normalized luminous flux with four kinds of samples
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In order to inspect the degradation influence on the components of LED package,

data of the lumen depreciation had been recording. Simultaneously, some individ-

uals were taken out for spot examination after aging for 18 h. Figure 13.14

illustrated the differences of degradation trends for various types of samples in

the subsequent aging process. The curve of BTYPE I showed a slow decline trend

but stayed changeless as a whole. The light output of BTYPE II experienced a quick

drop, whose value exceeded 40% in a moment. The luminous flux of WTYPE I

showed the tendency toward stabilization after rapid decline, whose amplitude

reached 5.2%. And the luminous flux of WTYPE II was in continuous decay during

aging. It was implied that optical degradation in white LED module was influenced

by the coupling effect between silicone encapsulant and the phosphor-silicone

composites, in which silicone encapsulant degradation played a more important

role.

After the aging process, the samples were submitted to microscopy for morphol-

ogy detection. Figure 13.15 plots the different components of LED module from

BTYPE II after aging for 18 h, and Fig. 13.16 shows the surface profiles of samples

from other three types. Evidences of carbonization and voids were found in the

silicone gel for BTYPE II, as shown in Fig. 13.15a, b. It should be noticed that the

carbonization occurs only between the upper surface of LED chip and silicone bulk,

not a little along the gold wire. The morphology check for BTYPE II found no

abnormalities or encapsulant yellowing in the packaging materials, as shown in

Fig. 13.15c, d. For BTYPE I, the LED chip had few flaws upon its surface after

aging and still had good I–V characteristics. For WTYPE I, the phosphor-silicone

composite showed no carbonization, while that of WTYPE II did. Combined with

the degradation curves of all specimens, it can be inferred that phosphor-silicone

composite contributes little to the lumen depreciation except for the fast decline at

the first 2 h and the failure mechanism of commercial LED modules (almost like

WTYPE II) is mainly caused by carbonization of phosphor-silicone composite.

Fig. 13.14 Lumen depreciation curves of samples during aging over 100 h
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Fig. 13.15 Microscope photos of BTYPE II for different component of LED module at aging

test of 18 h with (a) view on the void; (b) view on the carbonised area; (c) top view on the LED

and (d) zooming into the areas

Fig. 13.16 Surface profiles of various samples. (a) Chip surface topography of BTYPE I. (b)
Surface topography of WTYPE I. (c) Chip surface topography of WTYPE II. (d) Phosphor-

silicone composites of WTYPE II
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To sum up, through the accelerated degradation test on specific LED packages

by online testing system, the degradation mechanism of LEDs related to packaging

materials was explored. The results implied that the silicone encapsulant as one of

the essential packaging materials could induce claws like voids and carbonization

and the degradation of phosphor-silicone composite would lead to a fast light

energy loss during the initial stage of high-temperature aging test. Two aspects

are recommended for performance improvement. One is to improve the material

properties in terms of CTE and strong adhesion to avoid void producing. The other

is to develop new transparent encapsulant with sufficiently tough and stable thermal

mechanical properties.

13.7 Application II: Effect of Silicone Amount
on the Lumen Maintenance of LEDs

In the previous study, the effects of different packaging materials (silicone and

phosphor layer) on the reliability of high-power LEDs were studied by HAST. As

can be seen from Fig. 13.14, the experimental results implied that the LED samples’
lumen maintenance properties might have dependence on the silicone amount in the

package. Therefore, in this section, the effect of silicone amount on the lumen

maintenance of LEDs under HAST was further studied. Five categories of LED

specimens specified by silicone amount were prepared and subjected to an isother-

mal chamber whose temperature was set at 125 �C. The online testing system was

used to monitor and record the light outputs in real time during the experimental

process. After 400 h of aging, the largest attenuating range reached 6.17%, and

different groups display different degradation behaviors. An exponential decay

model was adopted to calculate the decay rate of each lumen maintenance curve.

The decay rate differs as the silicone amount inside the package modules changes.

This phenomenon is well explained, and Monte Carlo ray-tracing simulations are

carried out to validate the explanation. The interaction effect of both silicone

amount and temperature is also found, and more researches need to be done for

further study.

In the experiment, the key point is to explore the effect of silicone amount. The

specimens are selected as blue LED modules, i.e., no phosphor in the packaging

materials. By adding various amounts of silicone gel, five types of LED modules

are packaged. Figure 13.17 shows the schematic of each type of LED modules. The

experimental setups were chosen in accordance to the conditions in the last section.

The whole aging process lasted for about 400 h. The online testing system was used

to monitor the parameter change during the whole procedure. And the illuminance

data of each LED module are measured and recorded continuously as a function of

time. Before the aging test, the optoelectronics characteristics of these samples are

measured by an integrating sphere. The average values of ten individuals for each

sample set are listed in Table 13.3.
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Figure 13.18 plots the relative light power of the five types of LED modules as a

function of time under the experimental temperature of 125 �C. The luminous flux

is normalized to better show the LED’s degradation property. It can be seen that the
five types display different depreciation characteristics. The normalized luminous

flux shows a fluctuation and increases at the beginning of aging. The reasons

counting for this have already been explained in the last section. As time moves

on, those influences will decrease and disappear after saturation. The sample data

error reflected as normalized light flux fluctuation may be attributed to the uncer-

tainty of the illuminometer probe. After 400 h of aging, the sample set E reaches the

maximum attenuating range of 6.17%.

By using the IES TM-21 standard recommended exponential decay model, as

listed in formula (13.6), the decay rates of every sample set can be calculated. The

data in the fluctuation period during the initial stage is abandoned, and least square

method is adopted to get the parameters. The calculation results are listed in

Table 13.4. By comparing sample sets A, B, and E, it is known that the decay

rate increases as the silicone amount inside the package increases. By contrast, the

light output of specimen with no silicone inside the package barely degrades. This is

because along with the thermal aging, the silicone transmittance slowly reduces,

Fig. 13.17 Package details of five types of LED specimens

Table 13.3 Optoelectronics characteristics of five sample sets before aging

Sample

set

Forward

voltage (VF)

Electrical

power (PE)

Optical

power (PO)

Luminous

efficiency (EL)

Wavelength

pulse (WLP)

V mW mW lm/W nm

A 3.059 1070 344.9 11.47 455.5

B 3.057 1070 404.8 13.43 455.4

C 3.054 1069 360.3 12.23 455.9

D 3.064 1072 335.2 11.16 455.9

E 3.064 1072 464.6 15.24 455.4

13 Online Testing Method and System for LED Reliability and Their Applications 373



resulting in more light absorbed by the silicone layer [37]. This influence is greater

when there is more silicone gel in the package. However, as for sample sets C

and D, it can be seen that their decay rates are larger than that of the sample set

E. The reason behind this phenomenon can be described as follows. It is the result

of interaction effect of silicone amount and heat dissipation. The transmittance

degradation of silicone gel is determined by its temperature. Due to the existence of

the air in the packages of sample sets C and D, the thermal resistances of them are

larger than that of sample set E. This means that the heat dissipations in sample sets

C and D are worse than that in sample set E, resulting in higher temperature, which

further accelerates the decreasing of the silicone transmittance inside the packages.

Therefore, their decay rates are larger. Comparing these two sample sets along, the

decay rate of sample set C is smaller than that of sample set D. It is because the light

emitted by LED chip diverges hemispherically and part of it does not pass through

the silicone gel. So the influence of silicone degradation for sample set C is

somewhat weakened.

Fig. 13.18 Normalized light flux of five sample sets as a function of aging time

Table 13.4 Curve-fitting

results of five sample sets
Sample set

Fitting model: Φ(t)¼Be‐αt

Parameter: α (�10�4) Parameter: B

A 0.3694 101.512

B 1.0121 100.878

C 1.4760 101.789

D 1.6610 101.193

E 1.2270 99.926
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To better illustrate the effect of silicone amount on the lumen maintenance

caused by silicone transmittance change, Monte Carlo ray-tracing simulations

were conducted. Five models were established in line with the actual LED module

packages. Under the premise of guaranteeing the features of every sample set, the

models were simplified by replacing the surfaces with planes, as shown in

Fig. 13.19. The selection of simulation parameters was decided according to the

references [38, 39]. More specifically, the size of the chip was 1 mm � 1 mm. The

luminescence MQW was sandwiched by an n-GaN layer and a p-GaN layer. A

sapphire substrate was also taken into consideration. The thicknesses of the layers

from top to bottom were 300 nm, 100 nm, 4 μm, and 100 μm, respectively. The top

and bottom surfaces of the MQWwere set as luminescent surfaces with Lambertian

emission. The absorption coefficients and refractive indices for p-GaN, MQW, and

n-GaN were 5, 8, and 5 mm�1 and 2.45, 2.54, and 2.42, respectively. The surface

reflection coefficient of the reflecting layer (Ag) was set as 0.95. By setting the

absorption coefficients and refractive indices of the materials, the precise model of

GaN-based blue LED chip could be achieved. The silicone transmittance was

selected as 98%, 90%, 80%, and 70%, respectively. And the simulation results

are shown in Fig. 13.20.

In Fig. 13.20, the x-axis denotes silicone transmittance, and the y-axis is the

optical power of LED modules normalized to the light output under silicone

transmittance of 98%. It is clear that the light output decreases as the silicone

transmittance decreases. The degradation amplitude changes with the silicone

amount, which is in good agreement with the experimental results. It is noticed

that the sample sets C and D have a great difference in the degradation amplitude,

while the silicone amount inside the module packages is almost the same. This is

Fig. 13.19 Optical models of various sample sets for simulations
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because the light emitted by the LED chip is hemi-spatially divergent and some of

the light does not pass the silicone layer of sample set C. In comparison, in sample

set D, every ray emitted from the chip passes through the silicone layer. Thus, the

effect of silicone layer on the light output degradation for sample set D is greater

than that for sample set C, which is in good agreement with the experimental

results. At the same time, the optical power change of sample sets C and D is

smaller than that of sample set E, which disagrees with the experimental result. This

is because the simulation only considers the effect of silicone amount, while the

actual situation is the result of the interaction effect of both silicone amount and

temperature, as mentioned before. It implies that the thermal properties of LED

packages can also have great influence on the lumen maintenance. Thus, more

efforts should be dedicated to related researches.

In summary, the effect of silicone amount on the lumen maintenance of LED

was investigated via HAST. Five categories of LED module packages with differ-

ent silicone amount were prepared and subjected to HAST for aging test for about

400 h. The online testing system was used to record the lumen maintenance of the

specimens continuously. The results showed that the decay rates of different sample

sets change as the silicone amounts inside the packages change. The silicone

transmittance depreciation during aging process was found to account for the effect

of silicone amount. And the assumption is validated by Monte Carlo ray-tracing

simulations. Also, it was found that the actual situation is the result of the interac-

tion effect of both silicone amount and temperature. More efforts need to be

dedicated to related researches for better understanding.

Fig. 13.20 Normalized optical power as a function of silicone transmittance
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13.8 Summary

In this chapter, an online testing method and a system for LED reliability estimation

were introduced. The principle of the proposed online testing system is to connect

the DUTs under elevated testing conditions with the parameter recording and

monitoring devices under normal conditions through the medium of light, which

can be achieved by an optical fiber cable. This online testing method was mainly

used in highly accelerated stress test. The advantages of the online testing system

over conventional offline method were analyzed. For the prototype, system design

and optimization design were carried out to guarantee the availability and mea-

surement accuracy. The distances between light source and entrance surface of fiber

cable and between exit surface of fiber cable and the sensing probe were optimized

to be 12 mm and 5 mm, respectively. Then an experiment and a benchmark

according to LM-80 were carried out for validation of the online testing system.

After that, error estimation was conducted in a specific application of lifetime

projection under accelerated life test. The systematic error and the measuring

uncertainty were calculated to be within 0.2% and within 2%, respectively. This

means that the proposed online testing system can be well utilized to monitor the

lumen maintenance of LED modules. Finally, two applications using the online

testing system were introduced. One is to explore the effect of packaging materials

on the lumen depreciation of LEDs. It was found that the silicone encapsulant as

one of the essential packaging materials could induce claws like voids and carbon-

ization and the degradation of phosphor-silicone composite would lead to a fast

light energy loss during the initial stage of high-temperature aging test. The other is

to investigate the effect of silicone amount on the lumen maintenance of LEDs. The

results showed that the decay rates of different sample sets change as the silicone

amounts inside the packages change and the distribution of silicone encapsulant

within the package also has influence on LED’s lumen maintenance. The cause is

assumed to be the silicone transmittance depreciation under elevated temperature

aging, which is validated by well-designed simulations.

As a whole, the proposed online testing system opens a gate for the experimental

method for LED reliability estimation. In the foreseeable range, more experiments

can be designed to study the LED’s reliability properties. These experiments

include but are not limited to temperature cycling test, thermal shock test, high-

temperature and high-humidity test, thermal step-stress test, etc. Therefore, more

researches need to be done for a thorough understanding of LED’s reliability issues.
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Chapter 14

Degradation Mechanisms of Mid-power
White-Light LEDs

Jianlin Huang, Dušan S. Golubović, Sau Koh, Daoguo Yang, Xiupeng Li,

Xuejun Fan, and Guo Qi Zhang

Abstract In this chapter, the optical degradation mechanisms of mid-power white-

light LED packages have been studied by using high-temperature operation life test

(HTOL), wet-high-temperature operation life (WHTOL) test, and highly acceler-

ated temperature-humidity test (HAST). As a result, it was found that (1) for LED

packages aged under HTOL, the major degradation mechanism is different for

samples aged at 55 �C and ambient temperature higher than 85 �C, with which lead
frame deterioration is the major degradation mechanism at 55 �C, while Ohmic

contact deterioration is the major degradation mechanism at 105 �C for the aged
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LED packages; (2) for LED packages aged under WHTOL, both deterioration of

the Ohmic contacts of the blue chip and yellowing of the package encapsulant are

considered as the major degradation mechanisms; (3) and for LED packages aged

under HAST, the failure mechanism is considered as the result of blue light over-

absorption, which generates very high temperature inside the silicone bulk,

resulting in serious carbonization.

14.1 Introduction

Mid-power white-light LED is a relatively new category of LED products that are

typically driven within a range of 0.2–1 W. Figure 14.1 shows two kinds of typical

mid-power LEDs in the market. Generally, the mid-power LED packages are

composed of four components: blue die, lead frames, silicone/phosphor component,

and package housing. More specifically, for samples used in our experiments, two

pieces of 0.6-mm2 area blue dies were mounted onto the lead frame by die attach,

and gold wires were bonded to connect both blue dies in series and then connect

them to lead frames. After wire bonding, silicone mixed with phosphors was

dispersed into the package housing and was cured as the encapsulant of the

package. Blue lights are converted into white lights after passing through the

silicone mixed with phosphors that are dispersed into the package housing. The

specified correlated color temperature (CCT) is achieved by carefully tuning the

concentration of the phosphors during manufacturing.

Unlike high-power LED packages, mid-power LED packages use plastic pack-

age and copper lead frames instead of the traditional ceramic material due to the

lower requirement in heat dissipation [1]. Under high temperatures typically expe-

rienced by LEDs used for lighting, the very plastic packaging that reduces the cost

of the device is also a source of reliability issues, such as color shift and lumen

degradation [2, 3]. Recently, driven by demands of cost-down, manufacturers have

successfully developed mid-power white-light LEDs which can be powered up to

1.5 W by means of integrating more chips inside one package and overdriving the

package with higher forward currents. The trend in smaller package size and more

Fig. 14.1 Typical mid-power white-light LEDs
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compact integration imposes new challenges in rising LED temperatures in pack-

ages. Under high ambient temperature and Joule heating, it has been found that

LED packages might suffer from degradation of the Ohmic contacts and semicon-

ductor [4], deterioration of the lead frame’s silver coating [5–7], yellowing of

encapsulant [8, 9], silicone carbonization [10, 11], as well as phosphor thermal

quenching [12].

Besides, LED packages may also suffer from serious reliability issues when

operated under environment with a high humidity and high temperature. This is

often the case in tropical countries. For instance, LED can be exposed to an average

humidity of 83.4% RH and temperature of 125 �C if it is a LED headlight in

Singapore’s automotive [13]. In order to understand the effects of moistures on the

LED products, a few researchers conducted a series of experiments, such as wet-

high-temperature operation life (WHTOL) test [14, 15] and highly accelerated

temperature and humidity stress test (HAST) [16, 17]. Results showed that the

optical degradation of LED packages was mainly due to delamination of packages

[18], lights scattering of water particles inside the silicone volume [19], bubble

generation in the encapsulant [16], and dissolution of phosphors [20].

These factors could lead to optical degradation of LED packages [21, 22] and

finally the shortening of their service lifetime. Reliability issues involved in the

mid-power LED packages have been summarized as in Table 14.1 [1, 23]. However,

due to complex interactions among multiple failure modes and limited data at the

moment, the failure mechanisms are still an opaque issue.

Based on the understanding that optical degradation of LED packages can be

accelerated if stressed under the combined effect of humidity and temperature,

some studies have been conducted to develop new methodologies to replace the

traditionally temperature-only-based test, such as IES LM-80-08 [24]. Fan et al. [1]

demonstrated that wet-high-temperature operation life (WHTOL) test could be

used for the prediction of LED lumen maintenance with shorter testing time (one

third of LM-80-08 test time). More aggressively, Liu et al. [25, 26] presented their

results by highly accelerated temperature and humidity stress test (HAST). The

authors claimed that this type of accelerated tests could be applied for lifetime

Table 14.1 Optical degradation mechanisms of mid-power LEDs

Failure mode Failure mechanism Triggered stress

Chip deterioration Crystal defects, dopant diffusion,

Ohmic contact deterioration

Thermal-mechanical stress, electrical

overstress, thermal stress

Encapsulant

carbonization/

yellowing

Decrease in transparency Thermal stress, photodegradation,

electrical overstress

Package housing

yellowing

Decrease in reflectivity Thermal stress, photodegradation

Lead frame

deterioration

Copper diffusion, metal recrys-

tallization, contamination

Thermal-mechanical stress, hygro-

mechanical stress, harmful elements

(S, Cl, etc.)

Phosphor

degradation

Quantum efficiency by thermal

quenching of phosphor

Thermal stress
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extrapolation from HAST to WHTOL. However, our previous study [27] indicated

that the degradation mechanisms in these two different conditions were much

different. It was found that the rapid lumen degradation during HAST was mainly

due to serious silicone carbonization [27], while for WHTOL, the degradation was

due to chip deterioration and package housing yellowing [28]. Up to now the failure

mechanisms of silicone carbonization have not yet fully been understood.

The remaining parts of this chapter are organized as follows.

In Sect. 14.2, the reliability of mid-power white-light LEDs was investigated by

high-temperature operation life (HTOL) test. According to the test standard (IES

standard LM80-08) [29], the aging duration lasted as long as 6,000 h. After

finishing the tests, optical and electrical characteristics of the aged samples were

analyzed subsequently. Furthermore, failure analysis of the LED packages was also

performed to further study the failure modes and failure mechanisms.

In Sect. 14.3, the optical degradation of mid-power LED packages was studied

by wet-high-temperature operation life (WHTOL) test. Optical characteristics,

spectrum power degradation, and electrical deterioration were studied. Failure

analysis of the degraded samples was also performed to further investigate the

degradation mechanisms.

In Sect. 14.4, the failure mechanisms of silicone carbonization occurred during

highly accelerated temperature and humidity stress test (HAST) were investigated

through the combined experiments, failure analysis, and simulation. A series of

experiments as well as failure analysis were performed to separate or eliminate

some possible root causes. Blue chip Joule heating, phosphor’s self-heating, and
blue-color spectrum’s over-absorption in silicone were carefully analyzed.

14.2 Optical Degradation Mechanisms Under HTOL

14.2.1 Experiment Setup

In order to reduce effects of sample deviation during testing, 28 pieces of LED

packages were prepared for each stressing condition. LED packages were soldered

onto metal-core printed circuit boards (MCPCBs). The MCPCBs have a thermal

conductivity of 2.2 W/m�K, which guaranteed the reliable heat dissipation during

testing.

After the initial measurement, samples were aged by using three climate-aging

chambers, which were specially designed for IES LM-80-08 test. The samples were

first mounted onto an integrated thermal control system, which regulated the aging

temperature during testing. Two thermal couples were used to monitor the test

temperature. One was mounted onto the center area of the MCPCB for case

temperature monitoring, while the other one was placed several centimeters away

from the surface of the MCPCB for ambient temperature monitoring. Based on the

feedback of both thermal couples, the case temperature was automatically adjusted
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by the integrated thermal control system when the monitored temperature ran out of

the specified limit. According to our test condition, the case temperature was

maintained within an error of �2 �C. In addition, the driving current was also

monitored. SpikeSafe Test System was used to provide and record the driving

current. The variation of the driving current is controlled within �3% of its setting

value. In addition to this, power protection was also predefined. When the driving

current is 60% higher/lower than the setting output, the DC supply would be

disconnected from the samples and test suspended. This assures no thermal run-

away, power outage, surge in current due to unstable power lines if any, and so

on. According to the IES standard LM80-08 [24], the samples were aged at

temperatures of 55 �C, 85 �C, and 105 �C, combining with two driving currents

(i.e., 160 mA and 220 mA), respectively.

On the other hand, thermal resistance was also measured on three pieces of LED

packages by using T3ster system. As there is no auxiliary equipment for radiant

power measurement, the input electrical power was considered instead of total

Joule power by default in the T3ster system. The thermal resistance from LED

junction to the solder joints was obtained, i.e., Rthj� s¼ 17
�
C/W. As a result, the

highest junction temperature for LED packages aged at 105 �C/160 mA was

calculated as in Eq. 14.1:

Tj ¼ 105þ 6:4� 0:16� 17 ¼ 122:4
�
C ð14:1Þ

Similarly, the highest junction temperature is calculated as 129 �C for LED

packages aged at 105 �C/220 mA. For LEDs aged at other stress conditions, the

junction temperatures were confirmed to be less than 125 �C, implying all samples

were aged at normal conditions.

After a predefined aging period, the samples were taken out of the aging

chambers for optical and electrical measurement. The measurement system is

composed of (1) a constant current power supply, which not only provides constant

driving currents but also measure the voltage drop of each LED package at the same

time; (2) a half-meter integrated sphere, which is used to obtain uniform light

distribution; (3) and a spectrometer with 1040 charge-coupled devices (CCDs),

which is responsible for light spectrum collection. In order to obtain accurate

optical parameters, the system was recalibrated, and discoloration of the MCPCB

was compensated prior to each measurement. In addition, three non-stressed sam-

ples were measured to monitor the stability of the measurement system. The

measurement was executed by driving the LEDs with a mono pulse current,

which is finished within 35 ms in order to avoid LED packages self-heating. The

measurement current is the same as the stressing current for the LED packages. An

acquisition time of 20 ms was provided to ensure enough light exposure. Parameters

including forward voltage, and spectrum power, were collected. Figure 14.2 pro-

vides pictures of the tested samples, the test equipment, and the measurement

system. By using this measurement system, optical and electrical measurement of

the samples was performed at a series of predefined time, i.e., 0 h, 48 h, 168 h,

500 h, 1,000 h, 2,000 h, 3,000 h, 4,000 h, 5,000 h, and 6,000 h.
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After the end of the aging tests, the data were fitted in terms of least square

method, based on the hypothesis that the optical output was exponentially degraded

along with aging time. Only LED packages with gradual degradation was consid-

ered, and those suffered sudden optical degradation were excluded as their degra-

dation mechanisms were different. As a result, the sample size used for data fitting

is 26 pieces for the condition of 105 �C/220 mA and 28 pieces for other stress

conditions. According to the IES standard TM-21-11 [30], the collected data were

first normalized at 0 h for each individual sample tested and then performed an

exponential least squares curve fit through the individual values for Eq. 14.2, all

fitted data were left-censored by eliminating measurement data obtained before

1,000 h.

Φ tð Þ ¼ Φ0 � exp �αtð Þ ð14:2Þ

where Φ(t) is the normalized optical output at time t, Φ0 is the projected initial

constant derived by the least squares curve fit, and α is the decay rate constant

which is related to aging stress level.

Fig. 14.2 Bottom left: samples under aging; top left, aging chamber; right side, optical and
electrical measurement system
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14.2.2 Results and Discussion

14.2.2.1 Optical Degradation Characteristics

The individual lumen values of all samples at different measurement point were

normalized to their initial values. As a result, the normalized optical output was

found to follow exponential degradation kinetics, as shown in Fig. 14.3. Sharp

optical degradation was observed after aging for 1,000 h. The phenomenon was

more prominent at stress condition of 105 �C. At this stress condition, 5% of optical

degradation has been observed, which is much higher than the normalized optical

degradation for LEDs stressed at 55 �C and 85 �C.
The optical degradation does not seem to be temperature sensitive when the case

temperature was lower than 85 �C. For LED packages aged at 55 �C and 85 �C,
almost the same trend was sustained after aging for 6,000 h, as plotted in Fig. 14.3.

In addition, as can be seen from Fig. 14.4, the optical degradation was not current

Fig. 14.3 Optical

degradation of sample aged

at different case

temperatures

Fig. 14.4 Optical

degradation of samples

stressed by different driving

currents
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sensitive neither by comparing optical output of LED packages aged at 85 �C/
160 mA and 85 �C/220 mA. The difference of lumen maintenance is due to the

initial degradation. However, after aging for 2,000 h, the lumen maintenance shows

parallel trends. Similar optical degradation kinetics indicated that the degradation

mechanisms were not neither temperature-activating dominant [2] nor current-

activating dominant at 55 �C and 85 �C. For LED packages aged at 105 �C, as
can be observed in Fig. 14.4, significant difference was observed between 160 and

220 mA, as the standard error bars of the lumen maintenance at each readout point

for these stressing conditions did not overlap each other. Due to Joule heating

effect, the junction temperatures for LED packages stressed by 105 �C/160 mA and

105 �C/220 mA are close to the maximum junction temperature (125 �C)
guaranteed by manufacturer. It can be easily concluded that the LED packages

were much more sensitive to current stress when junction temperatures were around

the upper limit of the blue chip’s capacity.
In order to further understand the optical degradation kinetics, activation energy

was calculated in terms of Arrhenius equation. The decay rate constant α was

calculated by the least squares curve fit outlined in IES TM-21-11. The correlation

to Arrhenius equation is in Eq. 14.3:

α ¼ A � exp �Ea

kT

� �
ð14:3Þ

where A is the pre-exponential factor which is related to effects of uncertain stress,

k is the Boltzmann constant (8.6173�10�5 eV/K), T is the case temperature of the

stress condition, and Ea is the activation energy. According to the IES standard

TM-21-11, the current effect was considered in terms of thermal effect, as the

current effect was mainly transferred to Joule heating. The calculation was

performed, respectively, for LED packages with different driving current.

Table 14.2 listed the activation energy Ea calculated from different stress

conditions.

As presented in Table 14.2, the activation energy was close to 0 eV for LED

packages stressed in temperatures ranging from 55 to 85 �C. An activation energy

of 0 eV indicates that only temperature effect cannot appropriately describe the

degradation kinetics of the LED devices. Except for temperature effect, the effects

of other stress, such as humidity, should be carefully accounted for. However, the

calculated activation energy has been reached 0.254 eV when LED packages were

aged in the range of 85–105 �C (driving current was held at 220 mA). Additional

thermal aging tests for the LED packages from the same batch also showed

consistent Ea, which was 0.273 eV (samples were aged at 85 �C and 105 �C,
respectively, while driving currents were held at 240 mA). This activation energy

Table 14.2 Decay rate

constant and corresponding

activation energy

Temperature 55–85 �C 85–105 �C
Current 160 mA 0.0005 0.214

220 mA 0.056 0.254
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is similar to that reported value in [31, 32]. However, this activation energy is much

lower than that reported in [2], in which the activation energy was calculated as

high as 1.5 eV for samples aged at 180 �C and 230 �C, indicating that an acceler-

ating degradation test at such a high temperature (180–230 �C) is not feasible for

reliability evaluation of LED packages which are operated at application conditions

(solder temperature ranges from 85 to 105 �C).

14.2.2.2 Spectrum Analysis

To investigate and separate the effects of degradation due to chip and package

related, first, the silicone encapsulant was carefully removed from the stressed and

non-stressed LEDs, and then optical measurement was performed by using an

integration sphere system to obtain the LED source degradation directly. The

spectra were collected by a spectrometer as described in previous section. Four

pieces of non-stressed LED packages and four pieces of stressed LED packages

(randomly selected from samples aged at 55 �C/220 mA) were measured

respectively.

The total spectrum power of the emission wavelengths ranging from 440 to

460 nm (peak wavelength is 451 nm for the blue lights.) was averaged for both the

non-stressed and stressed LED packages, respectively. After that, the average value

of the non-stressed LED packages was normalized to 100%, and the percentage of

the averaged spectrum power of the stressed LED packages to that of the averaged

non-stressed LED packages was plotted in Fig. 14.5. As presented in Fig. 14.5, a

decrease of the spectrum power was observed for those stressed LED packages, as

compared to that of the non-stressed LED packages, indicating the chip deteriora-

tion of the stressed LED packages. The degradation linearly increases with the

measurement current. As a consequence, a measurement current of 220 mA induces

a degradation value of 4.5%.

Fig. 14.5 Degradation of

blue light intensity

vs. measurement current
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Secondly, the spectra of the stressed LED packages collected at readouts from

0 to 6,000 h were also averaged and normalized. Similar to previous paragraph, the

total spectrum power of the emission wavelengths from 440 to 460 nm (peak

wavelength is 451 nm for the blue lights.), and down-converted wavelengths

from 600 to 620 nm (peak wavelength is 610 nm for the down-converted lights.)

obtained at each individual readout, was averaged, respectively, for the individual

stress condition. Then, the average values obtained at 0 h was normalized to 100%,

and the percentage of the averaged spectrum power obtained at other readouts to

that obtained at 0 h was plotted in Fig. 14.6.

As indicated in Fig. 14.6a, for samples aged at 55 �C, it was found that

degradation of the blue lights’ normalized spectrum power was about 4.7% at

6,000 h, which is quite close to that measured by first removing the silicone of

the LED samples. This finding demonstrates that spectra directly collected from the

aged LED packages can be used to separate the effects of degradation due to chip

and package related.

Based on this conclusion, it is found that the rapid optical degradation for LED

packages aged at 105 �C was mainly attributed to the degradation of intensity of the

Fig. 14.6 Degradation of

light intensity at peak

wavelengths
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blue lights, as shown in Fig. 14.6b. In details, blue chip deterioration attributes

about 12% and package-related degradation attributes 1.8% to the total lumen

degradation. In addition, it is interesting that the package-related degradation has

been triggered after 1,000 h, while no more contributions after that, as the differ-

ence between the normalized spectrum powers of the blue lights and down-

converted lights is almost the same from 1,000 to 6,000 h.

While for LED packages aged at 55 �C, the spectrum degradation showed much

more complicated degradation kinetics than that of LED packages aged at 105 �C. It
was found that the initial optical degradation was only attributed to the reduction of

down-converted light degradation because very little degradation was observed on

the blue lights until 2,000 h. A difference of 1.5% was observed between the

spectrum power of the blue lights and down-converted lights after aged for

1,000 h, indicating package-related degradation has been triggered. As the percent-

age amount is quite similar to that of LED packages aged at 105 �C, it is considered
that this initial degradation is triggered by stresses rather than temperature. An

elevated temperature from 55 to 105 �C did not induce higher package-related

degradation at this readout.

By aging the samples from 1,000 to 6,000 h, the degradation of the blue lights

and down-converted lights increased from 0.3% to 4.7% and from 2% to 9.7%,

respectively, indicating chip deterioration attributes about 4.7% and package-

related degradation attributes 5% to the lumen degradation after 6,000 h.

14.2.2.3 Chip Deterioration by I–V Characteristic Analysis

Figure 14.7 shows the I–V characteristics of the non-stressed and stressed LED

packages. In Sect. 14.3.2, we have found chip-related deterioration at 55 �C and

105 �C. It has been found that the chip-related degradation of the LED packages is

due to either junction deterioration or Ohmic contact deterioration [4, 33]. In order

to understand the effects of blue chip degradation to optical performance, the I–V

Fig. 14.7 I–V

characteristics of LED

packages
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characteristics was studied in terms of series resistance and ideality factors at high

current region (forward current >1 mA) by following equation [34]:

I
dVF

dI
¼ RSI þ nkT

q
ð14:4Þ

where I is the forward current, VF is the forward voltage, RS is the series resistance,

n is the ideality factor, k is the Boltzmann constant (8.6173� 10�5 eV/K), T is

the measurement temperature, and q is electron charge. The currents vary from

1� 10�3 to 2� 10�1 A and corresponding forward voltages were collected for least

square fitting.

Notice that the LED packages used in our experiments use two pieces of blue

chips that were connected in series. As the equation above can only apply in one

single chip, the forward voltage VF in the equation is only half of the voltage

measured from the LED package. This is reasonable because the blue chips are

produced by not only using the same materials and processes. They are also

classified in the same bin. Furthermore, the blue chips undergo similar stress

condition, such as electrical and thermal stress. As a result, the performance and

degradation kinetics of the blue chips in one LED package should be similar to each

other. The calculated ideality factor and series resistance are shown in Table 14.3.

For the non-stressed LED packages, it is found that the ideality factor n is

calculated as 2.16, which is in line with that reported in [35], in which an ideality

of 1.5–2.5 was found in GaN-based p-n structures grown on SiC substrates. For the

LED with an ideality factor higher than 2.0, Shah et al. [36] proposed a model in

which the GaN-based p-n junction diode was modeled by a series of diodes, i.e., the

actual GaN p-n junction diode, unipolar heterojunction diodes, and a reverse-biased

Schottky diode at the metal/p-type GaN junction. According to Shah’s model, the

LED in our samples can be modeled by an actual GaN p-n junction diode, which is

connected in series with a unipolar heterojunction diodes which are assumed to be

very leaky, so that Ohmic rather than rectifying characteristics are exhibited [36].

For samples aged at 55 �C, significant reduction of the ideality factor n was

observed as compared with that of the non-stressed samples. At this case temper-

ature, a value of ideality factor around 2.0 was calculated, implying perfect space-

charge recombination and p-n junction improvements of the blue chip after aging

test [37]. An ideality factor of 2.0 also indicates that Ohmic rather than rectifying

characteristics are exhibited in the unipolar heterojunction diodes after aging test.

The p-n junction improvement of blue chip was due to annealing effect of the

thermal stress, which had been proposed by many researchers [38–40]. In addition,

Table 14.3 Ideality factors

and series resistance for

samples stressed by 220 mA

Parameter n RS

Non-stressed 2.16 3.40

55 �C 2.01 3.38

85 �C 2.01 3.54

105 �C 1.95 3.71
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the series resistance of samples aged at these case temperatures was similar with

that of the non-stressed samples, indicating no obvious deterioration of the Ohmic

contacts of the blue chip. However, as already verified in the spectrum analysis, the

degradation of the spectrum power of the blue chip was found as around 4.5% for

LED packages aged at 55 �C after 6,000 h. As no junction deterioration or Ohmic

contact deterioration was observed at this condition, the degradation was consid-

ered as being induced by either transmittance decrease of the indium tin oxide

(ITO), or refractivity deterioration of the multi-layer structure of the chip surface,

which needs to be further verified in the future.

On the other hand, for samples aged at 85 �C and 105 �C, significant changes was
found on the series resistance RS, indicating Ohmic contact deterioration was

triggered [39]. The increase of the series resistance would affect the emission

efficiency of the blue chips, thus rendering the lumen degradation of the LED

packages [4]. However, an ideality factor of 1.95–2.01 shows that the LED is in

perfect carrier recombination in the space charge region, mediated by recombina-

tion centers located near the intrinsic Fermi level [37]. The increase in series

resistance is ascribed to the thermally activated metal-metal and metal-

semiconductor interdiffusion [41, 42]. A reduction of the active acceptor concen-

tration, due to the interaction between hydrogen and magnesium, can worsen the

properties of the anode contact and vary the resistivity and injection properties of

the p-layer, thus leading to the measured I–V modifications [43] and optical

degradation.

14.2.2.4 Package Degradation Investigation by Physics Analysis

Figure 14.8 shows the appearances of a non-stressed sample and a stressed sample

aged at 55 �C and 105 �C. No obvious difference was found between epoxy material

compound (EMC) appearance of the non-stressed samples and of samples aged at

55 �C, while slight yellowing was observed on the outer surface of samples aged at

105 �C.
Silicone carbonization was eliminated from the aged samples by observing the

silicone surface that attaches to the chip, as indicated in Fig. 14.9. However,

silicone yellowing was found by analyzing the element content of the silicone gel

near the upper surface of the chip using by means of energy-dispersive X-ray

spectroscopy (EDX). As presented in Tables 14.4, 14.5, and 14.6, the atomic %

of the element C and O of the silicone residuals, of the LED samples aged at 55 �C
and 105 �C, is similar to each other, while it is about 5% higher than that detected

from the non-stressed LED samples. Similar atomic % indicates the change of the

element C and O is not due to temperature. The change of the element C and O also

implies silicone degradation [44], which was considered as a contributor of the

initial lumen degradation of the LED packages, as the silicone degradation was only

observed at the initial aging duration, as shown in Fig. 14.10.

As presented in Fig. 14.11 are the C-SAM results of LED packages aged at

55 �C. Delamination was not observed neither at the chip/silicone interface nor the
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Fig. 14.8 Appearance of

samples before aging and

after aging for 6,000 h

Fig. 14.9 Silicone of LED

packages aged at 105 �C/
220 Ma
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silicone/lead frame interface. Delamination was not observed at the interface of

die/die attach gel neither. Similar results were also observed on LED packages aged

at 105 �C. However, the picture was not shown here due to content limitation.

Energy-dispersive X-ray spectroscopy (EDX) analysis shows that there are no S,

Cl, Br, and I were found on the silver-coating lead frames, thus eliminating

chemical contamination as the root cause of the lead frame degradation [6], as

indicated in Fig. 14.12. However, shallow pits were observed at the lead frames of

samples aged at 55 �C, as shown in Fig. 14.13. It was speculated that, for samples

aged at 55 �C, higher relative humidity as compared that at 105 �C leads to an

Table 14.4 Element content

of silicone gel in non-stressed

LED packages

Element Weight % Atomic %

C K 53.25 67.29

O K 18.24 17.30

Si K 28.51 15.40

Totals 100.00

Table 14.5 Element content

of silicone gel in LED

packages aged at 55 �C

Element Weight % Atomic %

C K 55.68 66.90

O K 26.58 23.98

Si K 17.74 9.12

Totals 100.00

Table 14.6 Element content

of silicone gel in LED

packages aged at 105 �C

Element Weight % Atomic %

C K 49.50 63.01

O K 23.11 22.08

Si K 27.39 14.91

Totals 100.00

Fig. 14.10 Silicone

transmittance vs. aging time

in high-temperature storage

test
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osteoporosis structure of the silver coating due to internal stress induced by

moisture penetration, resulting in the deterioration of the reflectivity of the lead

frames.

Actually, it is found that the relative humidity is still around 13% when case

temperature is 55 �C, as shown in Fig. 14.14. Same observation had also been

Fig. 14.11 No delamination was found in the aged packages by using C-SAM
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observed by Fan et al. [45]. The effect of moisture ingress into the electronic

packages, though not LED packages, had been reported as considerable even at a

low relative humidity of 10%, as in the case of the aging chamber [46]. For LED

packages aged at temperatures at 55 �C, influence of moistures should be carefully

taken into account.

The quantum efficiency of the phosphors was not detected due to lack of

equipment. However, YAG-(Ce3+) phosphors had been reported to be very stable

during thermal aging, thus eliminating any significant nonradioactive quenching

processes that existed in the aged samples [47]. On the other hand, Hu et al. [48]

reported highly thermal stability of the nitride phosphors after aging for 30 min at

1,000 �C. Moreover, Cheng et al. [49] reported the highly thermal stability of

broadband phosphors which were fabricated by sintering the mixture of multiple

phosphors (including YAG, LuAG, and nitride) on SiO2-based glass. All these

evidences indicate low possibility of the phosphor degradation in LM-80-08 tests as

the highest temperature is only around130 �C in our experiments.

0 2 4 6 8 10 12 14 16
keVFull Scale 3565 cts Cursor: 0.000

0 2 4 6 8 10 12 14 16
keVFull Scale 2583 cts Cursor: 0.000

Spectrum 1

Spectrum 3

Ag

Ag

C

Cu

Cu Cu
O Si

O

No harmaful elements were detected

from the lead frames by using EDX

No harmaful elements were detected

from the lead frames by using EDX

55 °C

105 °C

Fig. 14.12 No harmful elements were found by using EDX analysis
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Fig. 14.13 Morphology of the surface of the silver-coating lead frame

Fig. 14.14 Measured relative humidity versus increase of case temperature
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14.3 Optical Degradation Mechanisms Under
WHTOL Test

14.3.1 Experiment Setup

Twenty pieces of MP-3030-EMC LED packages (with two blue chips connected in

series) were assembled onto an aluminum-based metal-core printed circuit board

(MCPCB) by using SAC305 lead-free solder paste. All LED packages were dis-

tributed uniformly and connected in series on the MCPCB. At the same time,

thermal pad was attached onto a heat sink carefully, on which the MCPCB was

then mounted with five screws. This ensures good heat dissipation from LED

packages to the heat sink. Total four pieces of MCPCBs were prepared, and only

one MCPCB was aged per test condition.

The samples were placed into a climate chamber after finishing the initial optical

measurement. During aging test, the ambient temperature and relative humidity of

the chambers were maintained at a constant value of 85 �C and 90% RH, 95 �C and

45% RH, and 95 �C and 95% RH, respectively. For convenience, the test was

named as WHTOL 85 �C/90% RH for the first test condition, and the same strategy

was applied to the rest. After setting the chamber conditions, the LED packages

were then stressed by a constant driving current (160 mA per unit). Under these

stress conditions, the highest solder temperature of the LED packages was mea-

sured as 107 �C, and the junction temperature was calculated as about 130 �C. This
means overstressing would be performed in our tests. This is because according to

the product specification, the nominal driving current is 120 mA. The specification

also defines the maximum driving current as 240 mA at 25 �C (ambient tempera-

ture) and 120 mA at 85 �C (ambient temperature), respectively. Furthermore, the

maximum junction temperature guaranteed is limited to 125 �C in the specification.

In order to analyze the differences of degradation mechanisms between envi-

ronments with and without moistures, another group of samples was aged by means

of high-temperature operation life (HTOL) test. In this aging test, the stressed

current was the same as that in the WHTOL test, and the solder temperature was

controlled at 105 �C until the end of the test. Both the solder temperature and

driving current are almost the same as that in WHTOL 95 �C/95% RH, so any

difference of the degradation kinetics between HTOL 105 �C and WHTOL

95 �C/95% RH could be attributed to the effects of moistures.

The samples were taken out of the climate chambers for optical and electrical

measurement at a series of predefined readout points. In order to obtain accurate

optical parameters, the system was recalibrated prior to measurement. After that, a

Keithley Digital Multimeter was used to light up the LED packages with a constant

current. Then a half-meter integrated sphere was used to transfer the lights emitted

by the LED packages into diffuse reflection lights in order to obtain uniform light

distribution. Then a spectrometer with 1040 CCDs (charge-coupled devices) was

turned on to collect the light spectra. The acquisition time was 25 ms to ensure
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complete exposure and integration. The complete measurement was finished within

35 ms to avoid LED packages self-heating.

After finishing all aging tests, the data were fitted in terms of least square

method, based on the hypothesis that the optical output degrades exponentially

during aging. According to the IES standard TM-21-11 [30], collected data were

normalized to a value of 100% at 0 h for each individual sample under test; then

exponential least squares curve fit was performed through the individual values for

Eq. 14.5:

Φ tð Þ ¼ Φ0 � exp �αtð Þ ð14:5Þ

where Φ(t) is the normalized optical output at time t, Φ0 is the projected initial

constant derived by the least squares curve fit, and α is the decay rate constant

which is related to aging stress level.

Except for analysis of the optical degradation, several degraded samples were

also analyzed by means of nondestructive and destructive analysis. I–V character-

istics, package materials discoloration, interface delamination, and contamination

were carefully detected.

14.3.2 Results

14.3.2.1 Lumen Degradation

According to the IES standard TM-21-11, the individual lumen values of all

samples at different measurement points were normalized to their initial values,

and then averaged, as mentioned in previous section. The average normalized data

were plotted in Fig. 14.15. As a result, the lumen degradation showed very good

exponential degradation kinetics in all test conditions, regardless of conditions with

or without humidity. The degradation rate became faster as the relative humidity

increased to higher percentage. As could be observed from Fig. 14.15, when the

relative humidity rose from 0% RH (assume no humidity in HTOL 105 �C) to 45%
RH (WHTOL 95 �C/45% RH) and to 95% RH (WHTOL 95 �C/95% RH), the

lumen maintenance decreased to 97.7%, 96.3%, and 91.9%, respectively, after

1,000 h. As both the driving current and the solder temperature were similar to

each other among all test conditions, the difference of the degradation rate was

apparently induced by different relative humidity in the climate chambers.

On the other hand, the lumen degradation mechanisms were explored by using

statistics methodology. First of all, the degradation trend was fitted and extrapolated

to the time that the LED package’s lumen output reached 90% of its initial value.

Here, we defined it as the mean time to 90% lumen maintenance (MTTF 90%).

Then the MTTF 90% of each individual sample was collected for probability

distribution analysis. The reason that MTTF 90% but not MTTF 70% (as defined

in IES TM-21-11) was used for analysis was that the projected MTTF 70% might

400 J. Huang et al.



deviate from the actual degradation path if the aging duration was not as long as

needed, for instance, 10,000 h. In our tests, the lumen maintenance was in the range

of 90–95%. This ensured accurate lifetime projection to MTTF 90% because 90%

was closed to the measured lumen maintenance. The analysis results were plotted in

Fig. 14.16. Statistics analysis shows similar degradation mechanisms among all

Fig. 14.15 Average lumen degradation of LED packages in different stress conditions

Fig. 14.16 Statistics distribution of the MTTD 90% in all the stress conditions
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stress conditions as the shape parameters of the lognormal distributions are very

closed to each other [50], indicating that WHTOL test could be applied as an

efficient accelerated life test method instead of the IES test standard LM-80-08

[24], which only accounts for effects of temperatures and is very time-consuming

for lifetime prediction.

Based on the result of the statistics analysis, Hallberg-Peck’s model was used to

describe the effect of temperature and humidity combined on LEDs’ life as in

Eq. 14.6:

AF ¼ RHa

RHu

� �n
exp

Ea

k

� �
1

Tu
� 1

Ta

� �� �
ð14:6Þ

where RHα is the humidity at testing condition, RHu is the humidity at usage

conditions, n is the humidity factor, Ea is the activation energy, and k is Boltzmann

constant.

The activation energy was obtained as 0.47 eV, which was very similar to that

reported in [16]. The humidity factor n was also obtained and the value was

calculated as 1.21. The humidity factor was smaller than results reported previously

by other researchers. For instance, n was calculated as 1.6 in [1], 2.02 in [14], and

2.29 in [17], respectively. The reason is probably because our LED packages were

stressed by much higher current than that in [14, 17]. Higher current implies higher

temperature inside the packages than temperature outside the packages. Finally, the

relative humidity inside the package decreases due to higher saturated vapor

pressure inside the LED packages. In addition, higher temperature may drive part

of the moistures outside the package due to effects of moisture expansion. All these

reasons could reduce the effects of the moisture and, thus, yield a smaller humidity

factor. The other reason is that the moisture resistance may differ among different

types of LED package.

14.3.2.2 Color Shift

Figure 14.17 shows the average color shift of LED packages in each test condition.

The color shift was characterized in terms of Δu
0
v
0
, which is the distance deviating

from the color points measured before aging test. As could be observed from the

plot, the color shift increased as a parabola along with aging time. All samples

showed slight color shift (Δu
0
v
0
<0.002), with the exception of the samples in

WHTOL 95 �C/95% RH. The color shift was similar for samples aged in HTOL

105 �C and WHTOL 95 �C/45% RH, indicating that the package-related degrada-

tion mechanisms triggered by moistures were identical when the relative humidity

was lower than 45% RH. This conjecture was made under the assumption that only

package-related degradation mechanisms induced color shift, which will be

discussed in a latter section. On the other hand, a rapid color shift was observed

for those samples aged in WHTOL 95 �C/95% RH after 250 h. The color shift went
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up to 0.005 after 1,000 h, indicating that the LED packages were much more

sensitive in environment with high humidity and high temperatures than in envi-

ronment without moisture.

The color shift was further analyzed in terms of light spectrum power degrada-

tion. Only samples aged in HTOL 105 �C and WHTOL 95 �C/95% RH were

analyzed due to similar color shift kinetics in other stress conditions. As shown in

Fig. 14.18a, for LED packages aged in HTOL 105 �C, the normalized spectrum

power of blue lights increased at the beginning and then gradually decreased after

500 h. The increase of spectrum power was probably due to transmittance improve-

ments of the silicone plate as silicone was cured continuously until the crosslinking

was completed during aging test. The spectrum power of both blue lights and red

lights degraded proportionally after 1,500 h (i.e., the same percentage of degrada-

tion for the blue lights and red lights), indicating that the chip-related deterioration

was dominating in HTOL 105 �C. On the other hand, for LED packages aged in

WHTOL 95 �C/95% RH, as presented in Fig. 14.18b, the spectrum power of blue

and red lights showed different degradation kinetics. The spectrum power of blue

lights decreased rapidly after 400 h. The amount of spectrum power degradation

had exceeded that of red lights after 600 h, indicating the blue lights were absorbed

significantly during the aging test, probably due to a decrease of reflectivity of the

package encapsulant. The rapid degradation of blue lights explained the sharp

increase of color shift in WHTOL 95 �C/95% RH.

Fig. 14.17 Color shift of LED packages in different stress conditions
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14.3.2.3 Electrical Characteristics

Figure 14.19 shows the I–V curves of the non-stressed and stressed LED packages.

A right-shift of the curves was observed for LED packages aged in HTOL 105 �C
and WHTOL 95 �C/95% RH.

The reverse current measured at �10 V and forward voltage measured at 10 μA
were also collected and presented in Table 14.7.

Fig. 14.18 Normalized spectrum power degradation of LED packages in WHTOL 95 �C/95% RH

and HTOL 105 �C
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It was found that the reverse current IR, and forward voltage at small driving

current, was very similar to that of the non-stressed LED packages. All these

parameters demonstrated that no obvious deterioration of the active layer. How-

ever, significant changes of the forward voltage were observed in the stressed LED

packages, especially for samples aged in WHTOL 95 �C/95% RH, even though the

aging duration was much shorter than that in HTOL 105 �C. Similar phenomenon

was also reported in recently published papers [50, 51]. It was reported that an

increase of the forward voltage (in terms of increase of series resistance) attributed

to the first 5% lumen degradation in temperature-humidity conditions even though

no deterioration in the p-n junction [50].

The increase of the forward voltage was mainly attributed to the deterioration of

the Ohmic contacts. This has been confirmed by measuring the I–V curves at

different positions. More specifically, the degraded sample’s I–V curves in

WHTOL 95 �C/95% RH and HTOL 105 �C were measured at the two ends of the

solder joints of the package and the gold pads of the blue chips, respectively. As

presented in Fig. 14.20, similar trend of the I–V curves measured at different

positions eliminates the possibility of deterioration of the solder joints and wire

bonding on the lead frames, thus verifying the deterioration of the Ohmic contacts

indirectly. An explanation for deterioration of the Ohmic contact was the thermally

activated metal-metal and metal-semiconductor interdiffusion [41, 42]. A reduction

of the active acceptor concentration, due to the interaction between hydrogen and

Fig. 14.19 I–V curves of LED packages in HTOL 105 �C and WTHOL 95 �C/95% RH

Table 14.7 Electrical

characteristics of the LED

packages

Stress condition Ir at 10 V (A) Vf at 10 uA (V)

Non stressed 2.0� 10�08 4.8

WHTOL 95 �C/95% RH 4.0� 10�08 4.8

HTOL 105 �C 6.0� 10�08 4.79
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magnesium, can worsen the properties of the anode contact and vary the resistivity

and injection properties of the p-layer, thus leading to the measured I–V modifica-

tions [43]. However, the reason is not yet clear for the phenomenon that the forward

voltage increased more rapidly in WHTOL than in HTOL.

14.3.2.4 Failure Analysis

At first, several degraded LED packages were inspected by optical microscope. In

order to clearly emphasize discoloration, a non-stressed sample was used for

Fig. 14.20 I–V curves measured at different positions
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comparison. Significant yellowing of the EMC encapsulant was found for LED

packages aged in WHTOL 95 �C/95% RH. For those samples aged in HTOL

105 �C, only very slight yellowing of the EMC encapsulant was observed, even

though a much longer aging duration than samples aged in WHTOL 95 �C/95%
RH, as presented in Fig. 14.21. In contrast to LED packages in HTOL 105 �C, it was
obvious that moisture significantly affected the stability of the package encapsulant

inWHTOL 95 �C/95% RH. Furthermore, small and dense cavities were observed in

the inner surface of the package encapsulant, probably due to the dissolution of

EMC under combined humidity, temperature, and blue light exposure.

Serious delamination was also observed at the interface of EMC encapsulant and

lead frames. Actually, delamination had been frequently reported and considered as

the main failure mode by researchers [3, 15, 18, 19, 29]. Due to delamination,

foreign materials ingress was found at the interface, as seen in Fig. 14.22. However,

no foreign material ingress was observed at the interface of silicone and lead

frames, indicating excellent adhesion of the silicone. For LED packages aged in

HTOL 105 �C, neither delamination nor foreign material ingress was observed.

Fig. 14.21 Discoloration of the package encapsulant (EMC)
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On the other hand, the surface of the lead frame was also inspected by optical

microscope. No significant blackening was found on the silver coating, as seen in

Fig. 14.23. It was further confirmed by XPS (X-ray photoelectron spectroscopy)

that the element S did could not be found and the amount of Cl was negligible for

the stressed samples in WHTOL 95 �C/95% RH, thus eliminating the contamina-

tion of the silver surface as the root cause, as indicated in Table 14.8.

Fig. 14.22 Small cavities were observed at the inner surface of LED encapsulant

Fig. 14.23 No obvious discoloration on the surface of silver-coating lead frame
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14.3.3 Discussion

14.3.3.1 Optical Degradation Mechanisms: Effects of Chip

Deterioration

The chip deterioration had been widely reported since LED was invented in 1960s.

The degradation mechanisms of chip are very complex. Generation of crystal

defects in the multi-quantum wells (MQWs) [52], dopant diffusion from p-GaN

layer to active layer [53], electromigration inducing thermal runaway [54], as well

as electrical contact metallurgical interdiffusion [55] were the main mechanisms

which result in optical degradation during operation. Generally, the chip deteriora-

tion could be characterized in terms of leakage current, parasitic resistance, and

ideality factor [2].

In order to understand the lumen degradation kinetics due to chip deterioration,

one single LED package was driven at a series of temperatures which started from

70 to 100 �C to simulate the efficiency degradation of blue chip during aging test.

This is because the efficiency of LED chip reduces as the junction temperature

increases. The spectrum power of the blue and red light was then normalized to the

value measured at room temperature. As a result, the spectrum power of red light

decreased proportionally as well as that of blue lights, as presented in Fig. 14.24. In

other words, chip deterioration results in the same degradation trend for blue and

red lights. The results demonstrated that the lumen degradation was mainly due to

chip deterioration in HTOL 105 �C, as proportional decrease of blue and red light

was observed, as shown indicated in Fig. 14.18. As no significant leakage current

was detected, the chip deterioration was only attributed to the p-contact deteriora-

tion, which induced the increase of the series resistance of the LED packages. The

increase of series resistance then resulted in the increase of the junction temperature

when LEDs were driven at constant currents. Finally, higher junction temperature

rendered optical degradation of the white-light LED packages due to the effect of

“efficiency droop” of LED packages [56]. An example of the “efficiency droop”

characteristic was illustrated as in Fig. 14.25, which shows linear optical degrada-

tion as junction temperature increased.

Table 14.8 Lead frame XPS results for WHTOL 95 �C/95% RH

Peak Position BE (eV) Atomic mass Atomic conc % Mass conc %

Cu 2p- 933.9 63.549 1.71 5.46

O 1 s 531.2 15.999 20.51 16.5

Sn 3d 485.1 118.744 0.37 2.24

Ag 3d 368.4 107.878 4.53 24.59

C 1 s 283.6 12.011 63.99 38.65

Cl 2p 203.2 35.46 0 0

Si 2 s 152.7 28.086 8.89 12.55
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On the other hand, though many researchers reported that increase of leakage

currents in LED packages may result in optical degradation during aging test, the

effects were limited only in lower driving current region. For mid-power LED

packages driven by high forward currents, only 1% of lumen decay was found even

though the leakage current had reached 1 mA, as shown in Fig. 14.26, thus

eliminating the effects of leakage current on the light output, as the measured

reverse currents were much lower than 1 mA for LED packages aged in HTOL

Fig. 14.24 Blue chip degradation kinetics

Fig. 14.25 “Efficiency droop” of LED packages due to increase of junction temperature
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105 �C and WHTOL 95 �C/95% RH. In Fig. 14.26, the leakage current was

obtained by continuously stimulating the LED packages with instantaneous dis-

charge generated through an electrostatic discharge generator.

14.3.3.2 Optical Degradation Mechanisms: Effects of Package Material

Degradation

Package material degradation was the other degradation mode which not only

influences the lumen maintenance but also color shift. Silicone carbonization,

package encapsulant yellowing, and blackening of silver-coating lead frames

were considered as the root causes of package-related degradation by researchers.

In addition, phosphor dissolution was also reported by a few researchers [20]. How-

ever, YAG(Ce3+) phosphors have been reported to be very stable, thus eliminating

any significant nonradioactive quenching processes that existed in the aged samples

[47]. Water resistance was also determined by measuring the electrical conductiv-

ity. The phosphor powders showed no hydrolysis after 30 min. Furthermore, damp

heat test showed little Δu0v0 after 1,000 h, demonstrating the stability of the

phosphors used in our LED packages.

In order to understand the optical degradation kinetics due to package materials

degradation, highly accelerated temperature and humidity stress test (HAST) and

sulfur gas corrosion test were performed separately to stimulate the degradation of

silicone plate and silver-coating lead frames. The tests triggered only degradation

of silicone or silver surface, while no obvious degradation was stimulated in the rest

components. The results showed that degradation of silicone and silver surface

mainly affected the light power density of the green/red light, while less impacted

Fig. 14.26 Lumen maintenance vs. reverse current
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the blue light, even though the blue light was more sensitive to the degradation of

package materials, as indicated in Figs. 14.27, 14.28, and 14.29.

The phenomenon could be explained by theory of transmission path of light rays

in LED packages and the theory of Bouguer-Lambert-Beer law. Because of high

absorption coefficient of the phosphors, most of blue light was down-converted to

longer wavelength when propagating through the silicone. Based on this fact, blue

lights which were finally extracted out of the package were mainly composed of

lights which never hit the phosphor particles. On the other hand, the down-

Fig. 14.27 Spectrum power degradation vs. decrease of silicone transmittance

Fig. 14.28 Spectrum power degradation vs. decrease of silver surface reflectivity

412 J. Huang et al.



converting light were not absorbed by phosphors, because this light was not in the

range of the absorption spectrum of the phosphors. As a consequence, the down-

converting light would be scattered by phosphor particles and propagated through

the silicone plate randomly. The scattering might occur many times before lights

finally leave the package. It is, therefore, obvious that converted light went through

a much longer path than the blue light before exiting the package.

On the other hand, it is well known that lights propagating through medium

follow Bouguer-Lambert-Beer law, which is stated as in Eq. 14.7:

I

I0
¼ e�α�L ð14:7Þ

where I0 and I are the intensity of the incident light and emergent light, L is the

distance of transmission path, and α is an exponential constant, which is related to

material properties, such as transmittance of silicone plate, reflectivity of package

inner surface, absorption efficiency of phosphor particles, and so forth. Suppose the

light output degrades from I to I0 after a certain period of aging, the degradation rate
can be calculated as in Eq. 14.8:

I
0

I
¼ e a�dð ÞL ð14:8Þ

Based on equation above, it is clear that longer transmission path L of the down-

converting light, than that of the blue light, leading to higher degradation rate before

outgoing the package.

Fig. 14.29 Silicone transmittance vs. light wavelength for samples aged at 170 �C in thermal

storage test
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Notice that the blue lights degraded faster than the red lights in WHTOL

95 �C/95% RH, thus eliminating the silicone carbonization and silver blackening

in the aging test.

Neither deterioration of blue chip nor degradation of silicone and silver-coating

lead frames was the root cause which induced faster degradation of the blue light

compared to green/red light, so it is clear that the degradation of the package

encapsulant induced the rapid degradation of the spectrum power density of the

blue lights in WHTOL 95 �C/95% RH. In fact, high-temperature storage test

demonstrated that blue light (450 nm) was extremely sensitive to degradation of

the package encapsulant, as indicated in Fig. 14.30.

The effects of package encapsulant degradation were explained as follows.

Generally, blue lights emitted out of the LED package were mainly composed of

lights emitted from the upper surface of the blue chip. However, there was still part

of the blue lights that was composed of lights emitted from the side walls of the blue

chip. First, these blue lights emitted from the side wall of the chip, and then were

reflected by the silver surface, finally were absorbed by either the package

encapsulant or the phosphors, or ejected outside the package. As a result, the blue

lights emitting outside the package decreased if this part of lights was absorbed

seriously by the package encapsulant. However, the rapid degradation of the blue

lights was mainly contributed to the large color shift, while performed few effects

on the lumen output. In a word, the lumen output was mainly attributed to the

degradation of green/red lights, as well as to chip deterioration in WHTOL, as

shown in Fig. 14.31.

Fig. 14.30 Package encapsulant reflectivity vs. light wavelength for samples aged at 150 �C in

high-temperature storage test
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14.4 Optical Degradation Mechanisms Under HAST

14.4.1 Motivation Example

As reported in our previous study [27], a rapid lumen degradation was observed in

LED packages that were stressed by a constant current in HAST within 96 h, even

though the ambient temperature was limited to 105 �C. Microscopy observation

showed severe carbonization in the bulk silicone, especially at the interface of the

upper surface of blue chip. Figure 14.32 shows the cross section of both the LED

packages which were stressed with and without driving current, respectively. It was

found that silicone carbonization appeared only when the current was applied.

It was speculated that the silicone carbonization was due to either the self-

heating of phosphors, or over-absorption of blue lights, which may induce

extremely high temperature in silicone volume. To fully understand the failure

mechanisms, following studies have been conducted.

14.4.2 High-Temperature Storage

First, high-temperature storage tests were performed in order to explore the thermal

characteristics of the silicone. Five pieces of silicone plate, with 30 mm in diameter

and 1 mm in thickness, were prepared on quartz glasses. Before aging, the trans-

missivity of the silicone plates was measured for each sample. Then the silicone

plates were placed into a storage chamber and then aged successively according to a

Fig. 14.31 Degradation kinetics of light output and spectrum power density
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stressing sequence until silicone carbonization was found. The stressing sequence is

presented in Table 14.9: initially 336 h at 190 �C, followed by 24 h at 250 �C and

finally 24 h at 300 �C, respectively.
It was found that the thermal characteristics of silicone plates were quite stable

when aging at 190 �C. No discoloration was observed after 336 h. Furthermore, the

normalized transmissivity remained as high as 98% of its initial value, as shown in

Fig. 14.33.

However, significant silicone yellowing has been found at the stress sequence of

250 �C, even though the test duration was much shorter than that in 190 �C. The
yellowing indicates molecular structure decomposition in silicone plates due to

high storage temperature. However, it is far less than carbonization. Figure 14.34

shows the appearance of the silicone plates at end of the stressing sequence of

190 �C and 300 �C, respectively. It is obvious that the silicone plates aged with

Fig. 14.32 Cross section of the LED packages after aging test

Table 14.9 High-

temperature storage of the

silicone plates

Temperature (�C) 190 250 300

Duration (hours) 336 24 24

416 J. Huang et al.



higher chamber temperature (300 �C) were blacken rapidly, demonstrating that the

silicone carbonization would be triggered only if the temperature inside the silicone

volume is higher than 300 �C.

14.4.3 Discussion of the Root Cause of Silicone
Carbonization

Some researchers reported that the carbonization of silicone plates was mainly due

to a combination of Joule heating and the elevated ambient temperatures [22],

Fig. 14.33 Silicone transmittance vs. ageing time in high-temperature storage test

Fig. 14.34 Appearance of silicone plates after storage aging test
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which was often found in high-power white-light LED packages during high-

temperature bias test. The most apparent evidence is the blackening of silicone,

near the top surface of the blue chip, or near the lead frame [42]. A significant Joule

heating due to the high resistances of the Ohmic contacts [57], the n-type and p-type

cladding layers [39, 51], and the degradation of heat conduction materials [58, 59]

were reported during operation applications [60, 61]. Self-heating induces serious

carbonization if the junction temperature is higher than the critical temperature of

silicone carbonization.

Another potential carbonization mechanism is the phosphor self-heating

[62, 63]. For white-light LEDs, green/red phosphors are applied to down-convert

the blue-color spectrum to a longer wavelength, i.e., green/red lights. Unfortu-

nately, not all absorbed blue lights are transferred to green/red lights. Due to

non-radiative transfer and Stokes shift, part of the absorbed blue lights is released

in terms of heat [64]. The heat accumulation increases rapidly at higher operating

ambient temperature [12], because of the thermal quenching characteristic of

phosphors [65, 66]. This results from the enhancement of cascade multi-phonon

relaxation, a temperature-dependent energy transfer or crossover process

[67]. Based on this analysis, some researchers reported a much higher temperature

inside silicone than the junction temperature of blue chip. The temperature inside

the silicone volume varied from 195 to 316 �C [62, 68–70], depending on the LED

products.

In addition to the effects of Joule heating and phosphor self-heating, shorter

wavelength irradiation damage is considered as another possible root cause of

silicone carbonization. For a practical LED package under the blue light radiation,

high temperature, and a small amount of oxygen, epoxy resin will be gradually

discolored. This is due to the opening of C-O and C¼ O bonds, and the dissociative

C and O atoms occurring on the die surface. Finally a large amount of carbon or

carbon oxide could accumulate on the interface between die and silicone, resulting

in a black zone and darkening of the die surface [71].

14.4.3.1 Joule Heating Effects of the LED Packages

A schematic diagram depicting the heat dissipation of the LED packages is shown

in Fig. 14.35. Due to low thermal conductivity and large length scale from lateral

side, heat dissipation to the ambient through the silicone encapsulant is neglected.

Similarly, heat dissipation through the silicone and epoxy material compound

(EMC) can also be neglected [58]. As a result, a 1-D schematic of the thermal

resistance network from junction to heat sink is shown in Fig. 14.36. Deterioration

of any component in the 1-D model can increase thermal accumulation. First, the

deterioration of the LED chips was detected. For this purpose, I–V characteristics of

the stressed LED packages were measured by using a Keithley Digital Multimeter.

The I–V curves of the stressed LED package showed the similar characteristics as

compared to the non-stressed sample, demonstrating the excellent electrical per-

formance of the stressed LED chip, as shown in Fig. 14.37. Next, C-mode scanning
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acoustic microscopy (CSAM) was applied to the stressed/non-stressed samples, as

shown in Fig. 14.38. The delamination has been found in the die/silicone interface

and lead frame/silicone. This delamination may lead to the increase in the junction

temperature of the LEDs. Hence, it is necessary to know the junction temperature of

the degraded LEDs. Because all LED packages showed consistent lumen degrada-

tion, only one degraded LED was measured. Figure 14.39 shows the differential

structure function of thermal resistance measured by using T3ster. The thermal

resistance from the junction of the blue chips to MCPCB is about 17 �C/W.

On the other hand, the solder temperature of the aged LED package is monitored

during HAST test. An average value of 110 �C was recorded after monitoring

for 2 h. Then the junction temperature of the blue chip can calculated as below:

Tj ¼ Ts þ Rth � P ð14:9Þ

where Tj is the junction temperature, TS is the solder temperature, Rth is the thermal

resistance of aged samples, and P is the electrical power. According to the thermal

resistance of the tested LED package, the junction temperature was obtained as

Fig. 14.35 Heat dissipation path of the LED packages

Fig. 14.36 Thermal resistance from junction to heat sink
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Tj ¼ 127 �C. The junction temperature is much lower than 300 �C, so it can be

concluded that the carbonization of silicone is not resulted from high junction

temperature.

14.4.3.2 Self-Heating Effects of the Phosphors

To investigate the effect of phosphor self-heating due to thermal quenching, high-

temperature operation life (HTOL) test was performed. In this test, the solder

Fig. 14.37 I–V characteristics of the LED packages

Fig. 14.38 Delamination detection by using CSAM
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temperature of the LED packages was maintained at 105 �C with a variation of

�2 �C. The solder temperature in HTOL was similar to that of LED packaged aged

in HAST. Then the LED packages were stressed with a constant driving current of

220 mA for 6,000 h. The images of silicone appearance before and after 6,000 h in

HTOL 105 �C are shown in Fig. 14.40. It is obvious that the self-heating effects of

the phosphors cannot result in silicone carbonization. The test also showed good

thermal stability of the phosphors in our LED packages.

There has been a concern that hydrolysis may occur in phosphors due to their

exposure to high-humidity environment. The hydrolysis lowers the quantum effi-

ciency of the phosphors and finally accelerates the self-heating of the phosphors

[64]. To study this effect, we performed the following test. The phosphor powders

were first dissolved in deionized waters, and then the electrical conductivity of this

solution was measured. The test duration was about 30 min. The results are

presented in Table 14.10. The solution showed very stable electrical conductivity

after 30 min, indicating there is no hydrolysis in the phosphors.

Fig. 14.39 Thermal resistance of the LED packages

Fig. 14.40 Silicone appearance before and after 6,000 h in HTOL 105 �C
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Furthermore, a long-term WHTOL test was also performed to study the hydro-

lysis stability of phosphors. The phosphor samples were placed into a climate

chamber, in which the ambient temperature is 85 �C and the relative humidity is

93%, respectively. The color shift was measured intermediately according to the

CIE 1931 color space. The results showed very little color shift appeared after

1,000 h. These data were consistent with what were observed in the HAST test. In

fact, for LED packages aged without bias in HAST, a color shift of �0.001 in Δx
and 0 in Δy were observed after 96 h. In addition, only 3% lumen decay was found.

Both package-level and phosphor material experiments demonstrated that the

phosphors did not degrade significantly in high-humidity environment

(Table 14.11).

The last concern is that the phosphor self-heating may increase significantly due

to blue light over-absorption. As the LED packages are placed in a high-humidity

environment, the blue lights emitted from the chip are trapped by water particles

inside the silicone volume and thus increase the absorption possibility by the

phosphors. As a result, the self-heating of the phosphors may increase with the

absorption possibility. It is difficult to verify this hypothesis directly. However, a

comparison experiment can be performed to investigate this hypothesis. For this

purpose, two groups of LEDs were prepared. One group of LEDs was packaged by

silicone dispensed with phosphors and the other group of LEDs was packaged by

silicone without phosphors. Both groups of LEDs were stressed with a constant

current in the HAST chamber. The results show that the self-heating of the

phosphors is not the major mechanism of the silicone carbonization, because the

lumen degradation of the LED packages encapsulated without phosphors is much

worse than that with phosphors, as presented in Figs. 14.41 and 14.42.

The phenomenon can be explained as follows. For the LEDs packaged with

phosphors, because most of the blue lights are absorbed by the phosphors, the blue

lights are down-converted to a series of green/red lights which have longer wave-

lengths. These green/red lights, however, are not easily absorbed by the bulk

silicone, as indicated in Fig. 14.43. As a result, the silicone carbonization is

expected to be less severe than that in the LEDs packaged without phosphors.

Table 14.10 Solution conductivity for phosphors dissolved in water

Time (minutes) 0 1 4 7 15 30

Electrical conductivity (μS) 6.4 6.7 6.6 6.6 6.7 6.6

Table 14.11 Color shift due

to phosphors degradation in

damp heat test

Time (hours) 500 1,000

Sample number Δx Δy Δx Δy
1 0.001 �0.002 0.001 �0.001

2 0.001 0 0.001 0

3 0.001 0 0.001 �0.001

4 0.001 0 0.001 �0.001

5 0.001 0 0.001 0
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On the contrary, for the LEDs packaged without phosphors, the blue lights

emitting from the blue chips are either directly absorbed or scattered when propa-

gating through the package. The scattering of the blue lights increases the absorp-

tion probability. Higher blue light intensity and higher absorption probability of the

blue lights induce more severe silicone carbonization during the aging test, thus

resulting in lower lumen maintenance of the LED packages. A detailed description

of the degradation mechanism will be provided in following sections.

Fig. 14.41 Lumen degradation of LED packages with and without phosphors

Fig. 14.42 Silicone carbonization was also observed in LED packages without phosphors
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14.4.3.3 Blue Light Over-Absorption by Silicone

Finally the root cause is limited to the over-absorption of blue lights by silicone

bulk. This degradation mechanism can be explained as follows. Due to the perme-

ability of silicone, water vapor ingress occurs when LED packages are exposed to

high-temperature-humidity environment. When the water vapors reach to the sat-

urated concentration, they are condensed at the pore walls of the silicone bulk due

to the adsorption effects. As a result, blue lights emitting from the LED dies are

scattered and randomly propagate through the silicone bulk. The scattering may

happen many times, until the blue lights are absorbed by the silicone bulk. The

absorption of the blue lights increases the temperature inside the silicone volume

and finally leads to the carbonization.

It has been found that the light scattering and absorption behavior is very

complicated in the phosphor-converted LED packages. Based on the revised

Kubelka-Munk and Mie-Lorenz theories, Hu et al. [72] found that the output

intensity of both the blue light and down-converted light was significantly affected

by the size of the particles mixing in the silicone bulk. This is mainly due to the

interaction mechanisms of light scattering and absorption when lights propagate

through the silicone encapsulant [73]. On the other hand, a light scattering model

was developed to qualitatively describe this phenomenon by Tan et al. [19]. In this

model, the entrapped moisture in the silicone volume is modeled as embedded

particles which will scatter the emission light from the LED die. The attenuated

irradiance by the slab of water particles was obtained as follows:

Fig. 14.43 Silicone transmissivity versus light wavelengths
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It ¼ I0exp �ρσscattð Þ ð14:10Þ

where I0 is the irradiance of the non-polarized incident light, ρ is the number of

particles per unit volume, t is the thickness of the water slab entrapped in the

silicone volume, and σscat is the cross section of light scattering. The cross section

of light scattering can be expressed as [74]

σscat ¼ 8π

3
2π

nmed

λ0

� �4

r6
nwat=nmedð Þ2 � 1

nwat=nmedð Þ2 þ 2

 !2

ð14:11Þ

where λ0 is the vacuum wavelength of the emitting lights, nmed is the refractive

index of the silicone, nwat is the refractive index of the water particles, and r is the
particle radius.

Tan et al. [19] found that the lumen output decreased immediately as the size of

the water particles inside the silicone bulk increased. According to [19, 75], the

saturated concentration of water particles in polymer materials is only dependent on

the relative humidity, while independent of temperature. Hence, the volume frac-

tion of water in silicone is about 0.0753% in saturated water vapors. According to

the attenuated irradiance model, the blue light absorption ratio with the pore size of

the water particles can be calculated using Eqs. 14.2 and 14.3. Figure 14.44 shows

the calculated absorption ratio of emitting lights by silicone volume with the

particle size. It indicates that the absorption of the blue lights has been found as

high as 40.7%, when the size of the water particles increases to 75 nm. This is

reasonable because the pore size of the silicone volume is large enough to accom-

modate such water particles, as indicated in Fig. 14.45. The pore size measurement

Fig. 14.44 Absorption of emitting lights by silicone volume
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was performed by using a scanning electron microscope (SEM), from the silicone

bulk of one aged LED package.

14.4.3.4 Simulation and Validation

A finite element model is created to simulate the temperature distribution of the

LED packages due to blue lights absorption by silicone bulks. For simplicity, the

simulation model includes only one LED package, which is mounted onto a metal-

core printed circuit board (MCPCB). The simulation model is shown in Fig. 14.46.

The detailed dimensions of all components and the thermal conductivity of the

materials are listed in Table 14.12.

In this model, the electrical power of the LED package is 1 W, and the radiation

efficiency is set as 50% according to the optical measurement data. Two heat

sources are created. One is the blue chip, and the other one is the silicone bulk.

Only the silicone bulks above the blue chip are considered as heat source, which is

in accordance with the area of carbonization observed on the degraded LED

packages. The internal heat generation of the chip is calculated as 133 W/mm3,

which corresponds to 0.5 W of the total heat dissipation. The internal heat gener-

ation of bulk silicone is 1.1 W/mm3 when the absorption ratio is 40%. This means

that there is about additional 0.2 W heat generated in silicone. In our thermal model,

natural convection heat transfer is assumed. The ambient temperature is set as

105 �C, which is in line with the ambient temperature of the HAST chamber.

Figure 14.47 shows the temperature distribution of the silicone volume. It is

found that the maximum temperature of the silicone volume is around 125 �C when

no blue lights are absorbed, which is in line with the junction temperature measured

by T3ster, indicating the validity of our simulation model. However, the maximum

temperature increases rapidly with the absorption ratio of the blue lights. In the

Fig. 14.45 Measured pore

sizes in the silicone volume
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Fig. 14.46 Thermal

transferring simulation

model

Table 14.12 Component dimension and material thermal conductivity

Component Material

Dimension (mm � mm �
mm)

Thermal conductivity

(W/m�K)
Encapsulant Silicone φ2.6� 0.32 0.2

Housing EMC 3.0� 3.0� 0.52 0.36

Chip Active layer GaN 0.76� 0.66� 0.01 140

Chip substrate Sapphire 0.76� 0.66� 0.13 46

Die attach Silicone 0.76� 0.66� 0.002 0.2

Lead frames Copper 2.2� 2.6� 0.2 400

Solder SAC305 2.2� 2.6� 0.05 63.2

Solder pad Copper 2.2� 2.6� 0.07 400

Insulation Insulation 30� 30� 0.08 1.5

MCPCB Aluminum 30� 30� 1.0 237.5
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worst case the temperature is up to 300 �C with the absorption ratio of 80%. It is

worth noticing that the internal heat generation in silicone bulk is assumed uni-

formly distributed. However, the uniform distribution assumption can underesti-

mate the maximum temperature. For silicone materials that are close to the upper

surface of the blue chips, the heat generation can be much higher. As a result, the

carbonization may occur first in these areas and then spread to other areas. For

instance, when internal heat generation is 3 W/mm3, the maximum temperature will

be 366.8 �C. Such high temperature will result in serious carbonization of the

silicone. On the other hand, the simulation model did not account for the effect of

delamination. The internal temperature of the silicone is expected to be higher than

the simulation result if this effect is included.

14.5 Summary

The optical degradation mechanisms of mid-power white-light LED packages were

comprehensively investigated by using HTOL, WHTOL, and HAST.

Fig. 14.47 Temperature distribution inside the silicone volume
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In Sect. 14.2, for LED packages aged by using HTOL, the optical degradation

showed neither temperature-sensitive characteristics nor current-sensitive charac-

teristics at low case temperature. Further analysis showed that the optical degrada-

tion mechanisms varied at different case temperatures. On the other hand, spectrum

analysis showed a combination of the chip-related degradation mechanisms and

package-related degradation mechanisms. However, the contribution of both chip-

related degradation and package-related degradation varied during the aging test,

depending on the case temperatures and aging periods. Further analysis indicated

the deterioration of p-contact of the blue chip was the main degradation mecha-

nisms of samples aged at high case temperatures. However, both the chip-related

degradation and silver-coating lead frames deterioration were considered as the

cause of the optical degradation of samples aged at low case temperatures.

In Sect. 14.3, for LED packages aged by using WHTOL, deterioration of Ohmic

contacts of the blue chip and yellowing of the package encapsulant were found. The

deterioration of Ohmic contacts was deemed as one of the reasons which inducing

lumen degradation. On the other hand, the yellowing of package encapsulant not

only influenced the color shift but also the light output, thus inducing rapid lumen

degradation for LED packages aged in WHTOL. Though large color shift in

WHTOL, statistics analysis demonstrated that WHTOL was an efficient accelerated

degradation test instead of IES LM-80-08, which only accounts for effects of

temperature and was not enough for reliability requirements of outdoor illumination

applications.

In Sect. 14.4, for LED packages aged by using HAST, possible root causes,

including Joule heating, phosphors self-heating, and blue light over-absorption by

silicone bulk, have been investigated thoroughly. I–V characteristics and thermal

resistance of the LEDs are studied to eliminate the Joule heating effect. On the other

hand, hydrolysis and water scattering related phosphor degradation are also elim-

inated. Finally, the failure mechanism is considered as the result of blue light over-

absorption, which generates very high temperature inside the silicone bulk,

resulting in serious carbonization. It is considered that the blue light over-

absorption is strongly dependent on the water particle size. However, the growth

of the water particle in saturated moisture environment has not yet been fully

understood, which should be further studied in the future.
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Chapter 15

Assessing the Reliability of Electrical Drivers
Used in LED-Based Lighting Devices

J. Lynn Davis, Karmann Mills, Robert Yaga, Cortina Johnson,

and Joe Young

Abstract Electrical components used in LED lighting devices have a significant

impact on the reliability of lighting systems. Understanding the reliability of LED

drivers requires a knowledge of the intended use of the device including environ-

mental (e.g., temperature, humidity), electrical (i.e., voltage quality and transients),

and mechanical (i.e., vibration) stresses that the products would experience. In

addition, knowledge of the susceptibility of key electronic components (e.g.,

capacitors, switching transistors, diodes, ICs, and linear components) to these

stresses is also important in understanding overall product reliability. Although

this information is difficult to determine for an electronic assembly such as the LED

lighting driver, accelerated tests can help provide insights regarding likely failure

modes and provide a basis to project reliability and product lifetime. In this chapter

we have investigated common failure modes in LED drivers under accelerated

testing conditions.

15.1 Introduction

Lighting technologies that use light-emitting diodes (LEDs) as light sources have

been shown to provide both excellent energy efficiency and product reliability. To

capitalize on the advantages of LED lighting technologies, an electrical driver is

usually required to convert an infrastructure mains voltage into the proper voltage

and current necessary to drive LEDs. Unfortunately, the reliability of the electrical

drivers used in LED lighting often does not match that of LEDs [1]. Consequently,

understanding the reliability of the electrical drivers used in LED-based lighting

devices is perhaps the most important element in understanding the overall reli-

ability of the lighting system.
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15.2 Basics of LED Device Drivers

15.2.1 Common Driver Topologies

The function of the electronic driver used in LED lighting devices is to provide

consistent electrical power to the LEDs in the device. Typically, an alternating

current (AC) source serves as the electrical mains and provides the input energy for

the device, although drivers with direct current (DC) mains can also be found.

Within the driver, the mains voltage is converted to a regulated output that is set to

either a constant current or a constant voltage. Constant current drivers are the most

common because the luminous flux of LEDs is proportional to current; however,

constant voltage drivers, in which a series resistor sets the current level, can also be

found. Failure to provide a steady electrical power supply to the LEDs can result in

a variety of undesirable lighting effects, including flicker (i.e., time-dependent

variation in light output) and poor device reliability.

To achieve high electrical efficiency, the most common drivers used with LED

devices are switched-mode power supplies (SMPS) [2]. Although linear regulators

can be used in a few cases, this driver architecture has generally been discarded by

the energy-efficient lighting community due to its high-power dissipation. In

contrast, SMPS can readily achieve efficiencies greater than 80% in most designs,

and it is even practical to achieve efficiencies above 90% in some custom designs.

A key element of the SMPS is an integrated circuit (IC) controller that operates a

power transistor. The transistor continually switches at a high frequency between

the on and off state, and voltage regulation for the entire device is achieved by

controlling the ratio of on to off time for the switching transistor.

Most drivers used for converting power from AC mains to drive current for

LEDs are actually composed of five or more electronic circuits as shown in

Fig. 15.1.

These circuits include the following:

• Filtering and conditioning of the input AC power

• Rectifying the input AC power to DC power

• Shaping of the DC power to reduce ripple and to provide power factor correction

(PFC)

• Operating the switching transistor in the SMPS and regulating output power

• Filtering of the DC output power supplied to the LEDs.

15.2.2 Key Driver Components of LED Device Drivers

The drivers used in LED lighting devices consists of many components, any of

which can fail during operation to produce complete device failure (i.e., abrupt or

“lights out” failure), reduced performance (e.g., reduction in luminous flux), or
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intermittent failure (e.g., flicker). Some representative examples of common LED

device drivers are shown in Fig. 15.2. From a reliability and operational perspec-

tive, five common driver components deserve special attention because they have

been shown to be potential failure sites [3, 4]. These components are capacitors,

inductors, switching transistors, diode bridges and diodes, and resistors.

Filter and
Condition

Components
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Capacitors
Inductors

AC

Voltage Step-up
Used with COB Arrays

Boost

Common Driver Typologies

Buck-Boost Converter
Electrical Isolation
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Fig. 15.1 Generalized schematic of the electrical circuits that comprise LED lighting drivers

Fig. 15.2 Pictures of common LED device drivers
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One of the most common components in an LED lighting device driver is the

capacitor, which can be present as surface-mounted chip capacitors, film capacitors,

or electrolytic capacitors. Usually multiple capacitors and a mix of capacitor types

are found in each driver. Capacitors typically serve several functions in electrical

systems including filtering out transients and voltage ripple and serving as an

energy storage source. However, the high-charging currents that capacitors draw

when a device is first energized cause the short-duration, large inrush currents that

are often observed with LED drivers and other nonlinear electronic devices.

Electrolytic capacitors often consist of wound aluminum electrodes, anodized on

one side, and immersed in a liquid electrolyte (typically a sodium hydroxide

solution) with aluminum dioxide (Al2O3) and a separator serving as the dielectric.

A picture of a typical electrolytic capacitor is shown in Fig. 15.3. Electrolytic

capacitors are often used on LED drivers to filter out transients and ripple voltages

especially on the DC output and sometimes to serve a similar function on the AC

input. While electrolytic capacitors have the highest energy storage capabilities of

the three common capacitor types, their reliability and performance is affected by

temperature, voltage spikes, and other stress [5]. To overcome this limitation,

manufacturers will typically derate electrolytic capacitors by a factor of two or

higher and use them in areas of the circuit where electrical and thermal stresses are

minimized.

The failure rate of electrolytic capacitors is usually one or more orders of

magnitude higher than film capacitors [6]. A common wear-out mechanism in

electrolytic capacitors is the loss of electrolyte either through leakage, degradation,

or vaporization leading to an increase in equivalent series resistance (ESR) and a

Fig. 15.3 (Left) A typical electrolytic capacitor winding. (Right) A failed electrolytic capacitor

from a LED driver. This capacitor was used to reduce the ripple on the output voltages, which were

supplied to the LEDs through the black and red wires at the top of the picture. Failure of the

electrolytic capacitor resulted in the opening of the vent on the top of the capacitor, releasing

pieces of the paper separator (visible as debris around the vent) and electrolyte (visible as brown
spots on the board)
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decrease in capacitance [7]. In extreme cases, the pressure inside the electrolytic

capacitor can increase to a high enough level to cause rupture of the device as

shown in Fig. 15.3. In addition, transient voltage spikes that exceed the voltage

rating of a capacitor, even for a few milliseconds, can produce hot spots within the

component that greatly accelerate time to failure [8]. The design of an electrolytic

capacitor is also known to impact its reliability with larger capacitors generally

having better heat dissipation ability and higher reliability than smaller ones.

Although the lifetime of electrolytic capacitors is known to have a strong depen-

dence on temperature, simple accelerated stress tests (ASTs), such as high-

temperature storage testing, often have minimal impact on the ESR and capacitance

of properly chosen components [9, 10]. Instead, operational lifetime tests, in which

the device is operated either continuously or on a power cycle, generally accelerate

wear-out failure mechanisms faster due to internal heating from the electrical

power.

Film capacitors are compact and highly reliable devices that are increasingly

being used in LED driver designs, especially in filtering the AC mains supply. The

common film capacitor consists of a wound thin film aluminum layer on a polymer

substrate that acts as a separator. After the attachment of the leads with a Schoop’s
metallization process, the entire jelly roll structure is encapsulated in an epoxy

coating. Film capacitors exhibit the ability to “self-heal” if defects form which

greatly increases their reliability [11]. As a result, film capacitors exhibit a number

of desirable characteristics compared to electrolytic capacitors, including lower

ESR, higher surge voltage tolerance, and no polarization [12]. Film capacitors also

tend to fail open due to degradation of the metal which interconnects within the

capacitor. Although failure of film capacitors is often less common than electrolytic

capacitors, they will fail under instances of high temperature, humidity, electrical

stress, and mechanical stress [13, 14]. Several examples of failed film capacitors are

shown in Fig. 15.4.

Inductors and transformers are other common electrical components found in

LED device drivers. These components serve several functions, including combin-

ing with capacitors to form LC filters on the driver front end and provide energy

storage to power the LEDs in SMPS. In addition, transformers are used in flyback

Fig. 15.4 Failed film capacitors from LED drivers
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driver topologies to electrically isolate the input AC power from the output DC line.

Although failure in inductors and transformers is rare, when it occurs, such failures

can usually be traced to either excessive current loads, breakdown of insulating

dielectrics, or broken interconnections.

The central element of SMPS drivers is a switching power transistor that is

typically a metal oxide semiconductor field effect transistor (MOSFET). Unfortu-

nately, MOSFETs are also a leading cause of failure in SMPS devices unless

adequate precautions are taken [15].

The most common failure mode in MOSFET devices is shorting between the

collector and emitter terminals, due to several failure mechanisms including gate

dielectric breakdown [16, 17], hot carrier injection [18, 19], and increased junction

temperatures caused by delamination of the transistor from the lead frame

[20, 21]. The primary causes of these failures are either improper thermal manage-

ment or voltage transients. Consequently, having good thermal management,

including adequate heat sinking, and the choice of MOSFET packages with low

thermal impedance is critical to reliable operation [4]. In addition, because

MOSFETs are sensitive to electrical overstress, choosing components with high

forward breakdown voltages, applying sufficient derating factors, and adding addi-

tional filtering on the terminal inputs can increase reliability [22].

Other failure modes, such as wire bond breakage, can also occur in MOSFETs,

but these are less common. Often MOSFET failures are not readily apparent upon a

visual inspection of a failed driver; however, an electrical inspection can usually

identify a failed MOSFET, especially if the device failed as a short. An example of

a MOSFET with a visible failure is shown in Fig. 15.5. In this instance, shortening

of the MOSFET resulted in a large current flow through the device, which melted

and distorted the epoxy overmolding material.

A variety of resistors are found in SMPS designs, the most common of which are

surface-mounted chip resistors, followed by through-hole resistor technologies.

Resistors are used in SMPS designs to control voltage and current levels. Generally

resistors will often fail open due to short-term transients that produce current flows

Fig. 15.5 Failed MOSFET

from a LED driver. The

MOSFET failed short,

which caused a large current

surge that raised the

temperature of the device

enough to melt and distort

the epoxy overmolding
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through the device in excess of the rated capacity. Examples of resistor failures

from both normal operational testing and accelerated life testing are given in

Fig. 15.6. A variety of root causes can be responsible for resistor failure, including

manufacturing defects and failure of regulation components, which cause a cascade

failure in which excess current flows through the resistor and other components.

Semiconductor diodes and diode bridges are essential elements of SMPS designs

for AC-powered devices. They provide management of current flow and rectifica-

tion of the electrical voltage from the input mains. As commonly occurs in power

electronic components, the reliability of semiconductor diodes and diode bridges is

affected by temperature and electrical overstress. The use of proper thermal man-

agement techniques, including minimizing the heat buildup in diode and diode

bridge packages and applying proper deratings, is important to achieve reliable

products.

15.2.3 Common Driver Topologies

Electronic drivers for solid-state lighting (SSL) applications are available in a

variety of topologies that vary depending on whether the voltage supplied to the

LEDs is higher or low than the AC mains voltage [2]. The buck driver topology is a

common low-cost, step-down driver structure, whereas the boost driver topology is

a common step-up driver structure. Other driver topologies, such as the boost-buck

and flyback, can be either step-up or step-down depending on their configuration. A

comparison of these most common driver topologies is given in Table 15.1, and

Fig. 15.6 Examples of failed resistors is LED drivers. (Left) A current surge exceeding the rating

of the chip resistor resulted in a fuse-like increase in resistor impedance until electrical continuity

was lost. Significant damage to the resistor is evident. (Right) A short-term transient resulted in the

failure of the two resistors feeding the MOSFET. The resistors also failed open, but the only visible

signs of damage were small black marks in the middle of the chip resistor
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schematics of the most common LED driver topologies are given in Fig. 15.7.

In addition to be used individually in single-stage designs, these typologies can be

combined to form two-stage drivers. In a common two-stage configuration, a

flyback typology is used to provide DC power to a buck converter. The net result

is a larger, generally more reliable driver that also possesses a higher power factor.

These driver topologies can also be classified by whether the AC mains and DC

output are electrically isolated. Isolated power supplies typically use an isolation

transformer, so that the input and output are inductively coupled but electrically

isolated. Non-isolated power supplies have the driver input and output electrically

connected.

Table 15.1 Common topologies found in LED drivers

Topology Output voltage range

Electrical

isolation of

mains and DC

supply Mode of operation

Buck Output voltage is <85% of

input voltage (i.e., step-

down converter)

No When the switching transistor is

closed, energy is stored in the

inductor (L1), and the capacitor

(C1) powers the LEDs. When the

switching transistor is open, L1 in

series with LED load provides

electrical energy to C1 and LEDs

Boost Output voltage is greater

than input voltage (i.e.,

step-up)

No When the switching transistor is

closed, energy is stored in induc-

tor (L1), and LEDs are powered

by the charged capacitor (C1).

When the switching transistor is

open, energy stored in L1 flows

through the diode and the parallel

combination of the LED string

and C1

Boost-

buck

Can either step-up or step-

down the input voltage.

Ideal for use with battery

Capacitive iso-

lation between

mains and

output

When the switch is closed, volt-

age ramps up on the inductor

(L1), and the capacitor

(C1) supplies the LEDs. When

the switch is open, L1 provides

power to operate the LEDs while

C1 charges through L1

Flyback Can either step-up or step-

down the input voltage

depending on configuration

Yes When the switch is closed, cur-

rent flows in the primary side of

the isolation transformers, and

energy is stored in the trans-

former magnetic field. During

this cycle, the LEDs are powered

by the capacitor (C1). When the

switch is open, the stored energy

in the magnetic field charges C1

and supplies the LEDs
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15.2.4 Common Electrical Stresses in LED Device Drivers

The quality of the electrical power supplied to the LED driver has a significant

impact on reliability because electrical components such as MOSFETs and elec-

trolytic capacitors are particularly sensitive to electrical stresses. This is especially

important for nonlinear loads, such as AC mains-powered LED drivers, where large

inrush currents can occur when the device is first turned on, and these currents can

produce voltage transients, including voltage sags and surges. Likewise, voltage

spikes caused by lightning strikes or energizing other nonlinear loads on the same

branch circuit can create transients that may affect product reliability. Often forms

of surge protection, such as metal oxide varistors (MOVs), are incorporated into

LED drivers or supply line branch circuits to minimize the impact of line transients.

The reliability of LED lighting drivers is impacted by the power quality of the

electric source and the system compatibility of the driver with the grid. Power

quality is the concept of powering and grounding electronic equipment in a manner

that is suitable to the operation of that equipment [23]. System compatibility has

been defined by the Electric Power Research Institute (EPRI) as “the ability of a

device, equipment, or system, generally a load, to function satisfactorily with

respect to its power-supply electrical environment without introducing intolerable

electrical disturbances to anything in that environment [24].”

Both the magnitude and duration of electrical transients impact the reliability of

SSL lighting drivers, and such transients may arise from the utility side or from

other devices on the same branch circuit. In addition, wiring and grounding errors

within the lighting infrastructure can magnify the impacts of transients. By studying

the impacts of transients on driver reliability, EPRI has demonstrated that driver

components such as MOSFET transistors, power diodes, and electrolytic capacitors

Buck Topology

Buck-Boost Topology
Flyback Topology

Boost Topology

MOSFET

MOSFET

MOSFET

MOSFET
Diode

Diode

Diode

Diode
L1

L1

L1

C1

C1 C1

C1

V

V

V

V

Fig. 15.7 Schematics of the most common driver topologies found in switched-mode power

supplies used in LED drivers

15 Assessing the Reliability of Electrical Drivers Used in LED-Based Lighting. . . 441



are particularly susceptible to electrical stress [24]. Surge protection devices (SPDs)

are necessary to reduce the transients introduced into the driver.

15.3 Accelerated Stress Tests for Electronics

Because the expected lifetime of most LED drivers is long, ASTs must be used to

obtain information about the reliability and lifetime of a design in a greatly

condensed timeframe. However, it is essential that the AST methodologies used

for SSL luminaires reproduce, as accurately as possible, the cumulative exposure of

LED-based products. Typically, AST methods involve, at a minimum, a combina-

tion of environmental stressors, such as temperature and relative humidity (RH),

and electrical stressors, such as variation in supply voltage and the introduction of

transients. Depending on the reliability information being sought, other environ-

mental stressors (e.g., chemical contamination, dust) or mechanical stressors (e.g.,

vibration) can be added to the test matrix [1].

A variety of AST methods have been developed by the electronics industry and

can be applied to the LED drivers. Each of these tests provides some insights into

potential failure mechanisms; however, lifetime predictions are possible only when

the failure rate is appreciable [1, 25]. These methods can be divided into three broad

classifications:

• Rapid tests (or highly accelerated stress test [HAST]) that provide information

on possible failure modes in a minimal test period are generally conducted under

highly overstressed conditions. Because these tests are often conducted under

conditions well beyond the normal operational regime of the device, failure

typically occurs much sooner than under normal conditions. Due to the short

testing duration, HAST protocols can be a quick and relatively inexpensive

approach to obtaining basic information about failure modes. However,

establishing a correlation between the findings from these tests and lifetime

predictions is difficult, and there is a danger of introducing new failure modes

due to the highly overstressed test conditions.

• Screening tests can be used to compare the performance of different products

provided an evaluation metric is available for the comparison. Screening tests

often use established industry accelerating tests (e.g., elevated ambient, temper-

ature cycling), and the tests are conducted for a predetermined period (e.g.,

1,000 h at 150 �C or 1,000 cycles of temperature shock). Changes in

measureable parameters that are suggestive of potential failure modes (e.g.,

increased ripple on output DC voltage, solder joint integrity) can be monitored

relative to established pass or fail criteria. Such parameters are measured to

determine whether they remain within acceptable limits (i.e., devices that pass

the test) or are outside acceptable limits (i.e., devices that did not pass the test).

Because screening tests are often performed for a finite duration, test costs can

be determined in advance. However, because there is no assurance of failure or
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even a significant change in measured parameters, screening tests typically

provide limited information about product lifetime and reliability.

• Test-to-failure methods involve operating a sample population in AST experi-

ments until a significant portion of the population, usually greater than 65%, has

failed. The primary advantage of test-to-failure methods is that the lifetime and

reliability of the product can be calculated if acceptable acceleration factors are

known for the test conditions. The primary disadvantage of this approach is that

the test period can be very long because testing is concluded only when a

sufficient number of failures have occurred. Consequently, test-to-fail protocols

can be expensive to run and consume significant resources, but they can provide

the best information about device lifetime and reliability.

In choosing practical ASTs, it is usually necessary to further delineate the AST

methods by whether the device is intended for indoor or outdoor use. Among the

environments to be considered for outdoor luminaires are minimal operating

temperatures of at least �20 degrees Celsius (�C) and operation in hot and humid

environments. These temperatures could represent conditions found in environ-

mental extremes such as Fairbanks, AK, and Miami, FL, respectively. The maxi-

mum operating temperature of both indoor and outdoor luminaires is often dictated

by the maximum allowable junction temperature of the LED as listed on the

manufacturers’ specifications. This value is determined in part by the ambient

temperature and the cumulative thermal resistance from the LED junction to

ambient. For indoor lighting, an extreme case may be recessed luminaires mounted

in ceilings or high bays where ambient temperatures can exceed 100 �C, especially
in hot climates such as in Phoenix, AZ. Table 15.2 summarizes representative

accelerated test methods that were first developed for the electronics industry and

can be applied to LED drivers with appropriate experimental design and test

Table 15.2 Summary of common AST methods used in the electronics industry

Test

Standard test

methods Representative procedures

Minimum

test

durations

Thermal aging JEDEC

JESD22-

A103C

Continuous storage at 150 �C (condition B) or

180 �C (condition C) with possible storage at

other temperatures

1,000 h

Biased

humidity

JEDEC

JESD22-

A101-B

Operation of the device at 85 �C and 85% RH

under a cyclical bias (typically 1-h duty cycle)

1,000 h

Temperature

shock

MIL-STD-

202G

Cycle temperature between �40 and 125 �C
with a 15-min dwell time at each extreme

200 cycles

Method

107G

Electrostatic

discharge

sensitivity

ANSI/

ESDA/

JEDEC

JS-001

Amodel of electrostatic discharges that mimics

discharges from the human body. A capacitor

is charged at high voltage and then discharged

through a resistor in series with the test device
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method modifications. Modifications to these test methods, such as different tem-

perature and humidity settings, can also be used in AST protocols.

For LED drivers, thermal-aging experiments are mandatory to reproduce the

high heat experienced by the device during use and storage/shipping. The extensive

literature developed by the electronics industry over the last 30 years clearly

demonstrates that temperature can have a significant impact on the reliability of

semiconductor devices and other electrical components used in LED drivers. A

thermal annealing test, such as JEDEC’s JESD22-A103, will allow the examination

of high heat on the performance of the entire driver and its electrical components,

including the heat load in semiconductors, degradation of die attach materials, and

the likelihood of interconnect (e.g., wire bonds, ball bumps) failures. To avoid

introducing new failure modes, modifications to this method can be made to

accommodate parts of the luminaire that will not experience the full heat load.

Semiconductor packages and other electronic components are often not hermet-

ically sealed, and common encapsulants, such as glass-filled epoxies, can be

permeable to moisture. Hence, humidity testing, especially combined with elevated

temperatures, can be an effective way to study failure modes of LED drivers [3]. A

typical wet high-temperature operational lifetime test (WHTOL), such as JEDEC

22-A101-B, can provide significant information about failure rates often more

quickly than can be obtained in testing at higher temperatures. A key element of

JEDEC 22.A101-B is testing with a cyclic electrical bias consisting of powering the

device on and off at a set duty cycle. Such cyclic biasing allows sufficient cooling

during the off cycle for moisture to collect in the semiconductor package, other

electronic components, and other surfaces. This will likely intensify the impact of

any moisture-related failures mode such as moisture ingress. Because this test is

performed with the electrical components energized, it provides a measure of many

potential failure modes, including heat, electromigration effects, corrosion, and a

chemical attack. However, care must be taken in choosing the temperature and

humidity conditions because some components, especially film capacitors, may not

be able to withstand high-temperature and high-humidity conditions.

When performing these AST experiments, changes in testing conditions may be

used during a given experiment to accelerate the failure rate. For example, during

the thermal annealing test, the oven temperature may be increased from 150 to

170 �C during the experiment to increase failure rate. This approach, termed

stepped-stress methods, is an established technique for reducing the time of AST

experiments to relatively short (<2 months) durations, and there are procedures for

analyzing the impact of the change in parametric values on system reliability [25–

27]. Although stepped-stress methods can provide insights into potential failure

modes, these techniques often can be classified as rapid screening methods. Con-

sequently, it may be difficult to translate the findings from such tests into lifetime

and reliability estimates under normal operating conditions.
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15.4 Accelerated Testing of Components and Luminaires

Although there is a significant body of knowledge about the behavior of electronic

components (e.g., capacitors, MOSFETs) in accelerated tests, there is much less

publicly available information about the reliability of these components when

integrated into LED drivers. This is likely due in part to the wide variety of driver

designs and the absence of industry standards for acceptable driver-level test

methods.

One of the first published studies of driver reliability focused on the impacts of

degradation of electrolytic capacitors upon ripple in the output DC waveform

[28, 29]. In these publications, Han and Narendran demonstrated that degradation

of the capacitance and increase in the ESR of the output filter electrolytic capacitors

are a leading cause of parametric failure in SMPS designs using flyback topologies.

The changes in capacitance and ESR that occur as electrolytic capacitors deterio-

rate produced greater ripple in the output waveform. The net result was a drop in

relative efficiency, which resulted in greater power dissipation in the driver.

However, the device continued to operate during the test period; therefore, this

may not be considered as a failure if it is viewed in terms of a lighting installation.

One of the first published luminaire-level studies of reliability examined the

performance of LED downlights in an HAST. This “hammer test” was developed to

cause device failure in a few hundred hours to facilitate the investigation of failure

modes [26]. The downlights used in this testing were provided by six different

manufacturers, and the drivers in these devices consisted of common topologies,

including buck and flyback. No effort was made in this study to correlate reliability

and driver topologies. In addition, because this test is highly accelerated, it is not

possible to establish a correlation of the findings to lifetime prediction. However,

the hammer test was useful in identifying potential failure modes of luminaires that

could be studied further.

The hammer test protocol consisted of repetitive loops of different environmen-

tal stresses with each loop comprising the following four tests:

• A steady-state WHTOL test for 6 h at 85 �C and 85% RH

• A temperature shock test that consists of 15 h of cycling at �50 �C to greater

than 125 �C (air-to-air) with a 30-min dwell at each temperature

• A second steady-state WHTOL test for 6 h at 85 �C and 85% RH

• A high-temperature operational lifetime (HTOL) test that consists of 15 h at

120 �C

Despite the fact that the tested products were designed for indoor use in a

constant temperature environment, all samples examined in the hammer test sur-

vived more than 100 cycles of temperature shock with nearly half surviving

300 cycles, as shown in Fig. 15.8 [26]. This finding suggests that the reliability of

LED luminaires can be high if they are designed properly and that these devices are

robust enough to survive for a period of time under conditions outside of their

expected design range. The dominant failure modes found in the hammer test were
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mechanical failures associated with the expansion and contraction of printed circuit

boards and solder joints [26]. However, there were several component failures

involving capacitors, ICs, and MOSFETs that were found.

Another HAST protocol has been developed by the Pacific Northwest National

Laboratory (PNNL) to compare the durability of the Philips L-Prize 60-Watt-

equivalent LED lamps with market-proven compact fluorescent lamps (CFLs)

[27]. In this study, ten different stress levels consisting of combinations of electri-

cal, thermal, vibration, and humidity stresses were established, and the stress levels

were changed in magnitude in each successive step. The experimental plan used in

these tests is provided in Table 15.3.

Although the stress level used in portions of this test protocol typically exceeded

the intended operational range of the product, these tests provide insights regarding

the relative durability of LED and conventional lamps. PNNL found that the

electrical performance of all of the L-Prize LED lamps was within acceptable

limits at the end of testing, whereas none of the CFLs were operational. This finding

demonstrated that the LED lamps performed better than the CFL benchmarks and

that these products could survive extreme conditions outside of their intended

operational range. However, as noted by PNNL, such HAST protocols cannot be

used to quantitatively estimate device reliability or lifetime.

In another report on PAR38 lamps, PNNL used a similar protocol to evaluate the

robustness of 40 commercial PAR38 lamp models [30]. The test samples consist of

32 different LED lamp models from different manufacturers and conventional

PAR38 lamp technologies consisting of two CFL lamps, one ceramic metal halide

lamp, and five halogen lamps. In general, the LED models tested were substantially
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more robust than the conventional benchmark lamps. However, there were some

variability in the robustness and design maturity of the different LED lamp models,

which translated into differences in survivability at the different stress levels of

the test.

Another experimental approach for evaluating the reliability of SSL devices is to

test identical populations of devices under two or more levels of the same acceler-

ation test. In such studies, a constant setting of one or more environmental stresses

(e.g., temperature, humidity) is applied to one population, and a different constant

stress level is applied to a second population. Examples of such tests could include

HTOL tests of different sample populations at various temperature levels (e.g.,

100 �C, 125 �C) or WHTOL tests at different conditions (e.g., 75 �C and 75% RH

[i.e., 75/75], 85 �C and 85% RH [85/85]). Constant stress protocols often can be

used to develop statistical models provided that both the life distribution

(representing the scatter in the population) and the linkage between life and stress

(i.e., the acceleration factor) are known or can be determined. A variety of distri-

butions, including the Weibull, lognormal, normal, and exponential distributions

[1, 25], are commonly used for analyzing the test data. If the constant stress levels

are applied at multiple settings, then acceleration factors can often be determined

by using procedures such as the Arrhenius equation for temperature tests or the

Peck equation for temperature-humidity tests [25].

As an example of this approach, researchers at RTI International have studied

the performance of LED luminaires that contain integrated and stand-alone drivers

in temperature-humidity tests [3, 4, 26, 30]. As shown in Fig. 15.9, this AST

protocol when combined with an understanding of the physics of failure can lead

to models of lifetime performance that can be validated in normal operating

conditions. The researchers chose to perform these test on commercial 6-in.

downlights because a wide variety of designs are used in commercial products

Fig. 15.9 Accelerated lifetime testing method for 600 downlights
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targeting the same applications. The design features that can be found in commer-

cial 6-in. downlights include the following:

• Variation in LED package choice for light engines including the use of high-

power LEDs (HP-LED), mid-power LEDs (MP-LED), and chip-on-board

(COB) LEDs in different downlights

• A wide variety of driver topologies, including buck, boost, and flyback

• Different optical designs and materials

The testing performed by researchers at RTI included a dozen different com-

mercial products and two main constant temperature-humidity stress environments

of 75/75 and 85/85. The size of the test populations of each product in 75/75 and

85/85 was between five and ten samples, and the devices under test (DUTs) were

examined after each 250 h intervals. Because the samples were examined after each

250 h increment, failure may occur anytime during this interval so the data are

interval censored. The DUTs were considered to have failed when one of the

following three criteria was met:

1. The DUT would not turn on when electrical voltage was applied. These devices

were classified as abrupt failures.

2. The power consumption of the DUT decreased by more than 20%. These devices

were classified as parametric failures.

3. The power factor of the DUT decreased by more than 20%. These devices were

classified as parametric failures.

The test results from these 75/75 and 85/85 experiments can be represented in

the Weibull probability plot shown in Fig. 15.10. The analysis revealed that

separate linear fits can be applied to the test data for both 85/85 and 75/75, and

these two lines are approximately parallel with a slope of approximately 1.2. This

slope, which is the Weibull shape parameter (β), provides insights regarding the

shape of the life distribution and the random failure rate. Because similar β values

were observed in the 75/75 and 85/85 testing, this β value can be used to project the
expected reliability at other conditions, such as shown in Fig. 15.10.

Although many of the samples in these tests closely followed the Weibull line

for the test conditions, some of the early failures deviated from these lines. For

example, the failure rate for the first 5% of the samples in 75/75 was higher than that

predicted by the Weibull line. Likewise, the first 25% of the failures in 85/85

occurred at a higher rate than accounted for in the Weibull model. These higher

failure rates early in the testing are indicative of different latent failure modes

possibly due to material, manufacturing, or design defects.

As part of this study, the power consumption of the devices were also measured

every 250 h. The data acquired for fives samples of one downlight model tested in

75/75 are shown in Fig. 15.11. The power consumption can be observed to increase

steadily for the first 1,000 h of testing, followed by a slower rate of increase up to

1,750 h. This finding is suggestive of increased power dissipation in the driver due

to deterioration of electrical components as previously suggested [26, 31]. At the
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measurement taken at 2,000 h, one device displayed a sharp drop in power

consumption (and lumen maintenance), which increases the standard deviation.

This device was not functional when the next reading was taken, although addi-

tional devices began to fail at 2,750 h, thereby increasing the standard deviation

again.

To support this hypothesis, an analysis was conducted on the failed DUTs, and

the results are presented in Fig. 15.12. The failure analysis protocol, which was

previously described [3], consisted of continuity and voltage checks of key com-

ponents, including MOSFETs, diodes, capacitors, and resistors. In the tests, most of

the failed DUTs had a failed MOSFET; fewer failures were found in chip resistors

and capacitors. A possible explanation for the multiple failed electrical components

in a DUT is that shorting of the MOSFET produced a current surge that caused other

components to fail.

Simulations that used an electronic circuit simulators such as SPICE (Simulation

Program with Integrated Circuit Emphasis) can also complement experimental

findings and enable a deeper understanding of the system-level degradation of

LED lighting drivers. Tarashioon et al. have developed a multi-physics reliability

simulation for SSL drivers and applied the technique to a buck converter

Fig. 15.10 Weibull plot of the reliability of downlight models in WHTOL tests conducted at

85 �C and 85% RH (blue circle data points and blue line) and 75 �C and 75% RH (red triangle data
points and red line)
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[17, 32]. A critical element of this reliability simulation involves models of the

behavior of electronic components, both individually and when combined into a

circuit. These models, built in SPICE, allow for simulation of the circuit under

initial conditions and as the electronic components degrade. Key findings of this

Fig. 15.11 Time-based change in the average power consumption of fives samples of one

luminaire model during exposure to 75 �C and 75% RH. The error bars signify one deviation

Fig. 15.12 Component failure distribution for downlights in 75/75 test environment. All compo-

nents identified as having failed are included in this distribution, and some luminaires had multiple

components which failed
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analysis is the systematic increase in power consumption and a decrease in effi-

ciency of the buck converter as component degradation occurs. These findings are

consistent with the experimental results presented in Fig. 15.11.

15.5 Conclusions

The reliability of electrical components used in LED lighting devices has a signif-

icant impact on the reliability of the lighting system. Understanding the reliability

of LED drivers requires a knowledge of the intended use of the device including

environmental (e.g., temperature, humidity), electrical (i.e., voltage quality and

transients), and mechanical (i.e., vibration) stresses that the products would expe-

rience. In addition, knowledge of the susceptibility of key electronic components

(e.g., capacitors, switching transistors, diodes, ICs, and linear components) to these

stresses is also important in understanding overall product reliability. Although this

information is difficult to determine for an electronic assembly such as the LED

lighting driver, accelerated tests can help provide insights regarding likely failure

modes and provide a basis to project reliability and product lifetime.
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Chapter 16

Reliability Prediction of Integrated LED
Lamps with Electrolytic Capacitor-Less LED
Drivers

B. Sun, Xuejun Fan, Willem Dirk van Driel, and Guo Qi Zhang

Abstract This chapter investigates the reliability of the integrated LED lamps with

electrolytic capacitor-less LED drivers. Firstly, the impact of the interaction

between the degradations of the LED light source and the driver on the lumen

depreciation is studied. The electronic-thermal simulation was carried out to obtain

the history of temperatures of LED and driver, the driver’s output current, and the

luminous flux considering the variations of temperature and current throughout the

operation life. It is found that the ultimate lamp’s lifetime is significantly less than

the individual lifetimes of the preselected LED and driver. It is concluded that it is

necessary to apply the electronic-thermal simulations to predict the lifetime of LED

lamps when driver’s lifetime is comparable to the LED’s lifetime. Secondly, this

chapter focuses on predicting the catastrophic failure of an electrolytic capacitor-

free LED driver during the lumen depreciation process. Electronic-thermal simu-

lations are utilized to obtain the lamp’s dynamic history of temperature and
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electrical current for two distinct modes: constant current mode (CCM) and the

constant optical output (CLO) mode, respectively. A fault tree method is applied to

calculate the system’s MTTF, and the LED’s lifetime also is calculated. The CLO

mode increases the LED’s current exponentially to maintain the constant light

output. As a result, junction temperatures of LEDs, MOSFET, and diode rise

significantly, leading a shorter lifetime and MTTF. Compare with the current of

the MOSFET, the increased junction temperature has larger effects on the failure

rate. The MOSFET contributes more to the driver’s failure rate than the diode. For

the CCM mode, junction temperatures increase slightly and have a little shorter

lifetime and MTTF.

16.1 Introduction

Light-emitting diode (LED) has been regarded as one of the most promising

lighting solutions due to its energy efficiency, flexible controllability and long life

flight source, a driver, control gears, secondary optical parts, and heat dissipation

components. The LED light source often has a lifetime as long as 25,000–100,000 h

[1, 2], but the LED driver has a shorter life than the light source, in particular, when

electrolytic capacitors are utilized [3–5]. Many studies have focused on the degra-

dation analysis of LED only, without taking consideration of the driver degradation

[2, 6–10]. For example, an accelerated test method of luminous flux depreciation

for LED lamps or luminaires has been developed to reduce the test time within

2000 h at an elevated temperature [2]. Degradations of LEDs in the high-temper-

ature-humidity environment have been studied [6, 7]. The LED color shift caused

by optical materials has been investigated [8, 9]. For the degradation of LED

drivers, if the driver’s lifetime is much shorter than LED’s life, the degradation of

LED light source may not be significant to the driver’s lifetime. With such an

assumption, a physics-of-failure (PoF)-based reliability prediction methodology for

LED drivers has been developed to estimate the failure rate distribution of an

electrolytic capacitor of the given LED driver systems [3].

Electrolytic capacitors are often used [11–18] in commercial LED drivers. In

most of the single- and two-stage mainstream commercial LED drivers, electrolytic

capacitors are used as energy storages and buffers [11, 12], including buck [14, 15],

buck-boost [18], and fly-back drivers [13]. However, the electrolytic capacitor is

considered as the weakest component in LED drivers [3–5]. Since electrolytic

capacitor’s lifetime is much less than that of LED’s lifetime, the effect of LED’s
degradation may not be significant on its driver’s reliability [3, 19]. A physics-of-

failure (PoF)-based reliability prediction methodology for LED drivers has been

developed by the authors to estimate the failure rate distribution of an electrolytic

capacitor of the given LED driver systems [3]. In recent years, several electrolytic

capacitor-less LED drivers have been presented to improve driver’s lifetime,

including buck-boost single-ended primary inductor converter (SEPIC) [20],

valley-fill SEPIC driver [21], boost-fly-back driver [22] and SEPIC twin-bus buck

driver [23]. Moreover, electrolytic capacitor eliminating circuits have also been

installed into the mainstream LED drivers, such as power control (PC) converter
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[24], two-phase dual asymmetrical half-bridge converter [25], bidirectional buck-

boost converter [26], harmonic injection circuits [27], and LC filters [28, 29]. In

addition, with the help of new technologies, for instance, resonance-assisted filter

[14] and variable on-time control method [15], the lifetime of electrolytic capaci-

tors can also be improved. For an electrolytic capacitor-less LED driver, the LED

light source and the driver may have comparable lifetimes [30–32].

When the lifetime of the LED light source is much longer than the driver’s,
depreciation of the LED light source has little impact on the entire system during

the process of the driver’s failure. In the case that the LED light source and the

driver have similar lifetimes, the lumen depreciation and the driver’s failure coexist
in the LED lamp and may interact with each other. The question arises that what is

the interaction of two simultaneous failure modes: the LED depreciation and the

driver’s failure, during lamp operation? In this chapter, failures of the LED driver

include the catastrophic failure and the degradation which leads to failures of entire

system. Thus, there are two combinations: degradations of the LED light source and

the driver and LED’s depreciation and driver’s catastrophic failure.
If degradations of the LED light source and the driver coexist, their interactions

become significant factors in determining the lifetime of the LED lamp [33–

37]. Both degradations are strongly affected by temperature and time. The LED

light source degrades gradually over a long period, which is known as the lumen

flux depreciation. During the degradation of the LED light source, its efficacy is

reduced; thus, more heat dissipation is expected. On the other hand, when the driver

degrades, the electrical current output to the LED light source will decrease over

time. Such a process will affect the heat generations of both driver and LEDs. For

an integrated lamp, where the LED light source and driver are assembled together,

the heat generated by LEDs and the driver will determine the junction temperature

of the LED light source as well as the driver’s temperature. Such temperatures

continuously change over time since LED heat dissipation depends on time,

temperature, and current from the driver. In the meantime, the driver’s performance

also depends on time and temperature. Ultimately the LED’s lumen flux depreci-

ation is affected by the degradations of both LED drivers and LED light source.

However, there is little systematic research on LED system reliability when LED’s
degradation and driver’s failures coexist during operating conditions.

The catastrophic failure rate of an LED driver depends on its rate of the critical

components, such as the MOSFETs and power diodes [34, 38]. The total rate of

catastrophic failures determines the mean time to failure (MTTF) for the driver. At

the same time, LED experiences degradation that is dependent on driver’s output
current, LED’s junction temperature, and time. Generally, the lifetime of LED is

given in terms of the expected operating hours until light output has depreciated to

70% of initial levels. In this sense, there are two distinct concepts of lifetimes

involved in an LED system: mean time to failure (e.g., driver) and LED’s lifetime in

terms of luminous flux depreciation. When these two concepts are far different, it is

obvious that they do not interact each other. Many commonly used reliability

prediction methods consider the catastrophic failures at constant conditions without

the interaction with LED degradation. Few systematic studies have been conducted
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to predict the reliability of the LED lamp when the MTTF is comparable to the

LED’s lifetime.

Intelligent driver and control techniques have been applied to LED systems. For

instance, the constant light output (CLO) mode has been implemented in driver

design to eliminate the lumen depreciation [39]. In contrast with the constant

current mode (CCM), LED drivers in CLO mode usually have optical feedback

functions and can adjust their output current to maintain the light output. It has

claimed that such technology can eliminate the lumen depreciation during long-

term operation. However, the system’s reliability with constant light output tech-

nology has not yet been studied.

This chapter contains two major sections. In Sect. 16.2, an integrated LED lamp

with an electrolytic capacitor-free driver is considered to study the coupling effects

of both the LED light source and the driver’s degradations on light output. The

driver is assumed to have a comparable lifetime with the LED light source. The

electronic-thermal simulation was carried out to obtain the history of temperatures

of LED and driver, the driver’s output current, and the luminous flux considering

the variations of temperature and current throughout the operation life. Generally,

the useful lifetime of LED lighting products is typically given in terms of the

expected operating hours until light output has depreciated to 70% of initial levels

[2]. Section 16.3 focuses on predicting the catastrophic failure of an electrolytic

capacitor-free LED driver during the lumen depreciation process. The overall

catastrophic failure rate of the critical components in this driver is considered as

functions of temperature and current. Electronic-thermal simulations are utilized to

obtain the lamp’s dynamic history of temperature and electrical current for two

distinct modes: constant current mode (CCM) and the constant optical output

(CLO) mode, respectively. A fault tree method is applied to calculate the system’s
MTTF, and the LED’s lifetime in terms of light output can also be calculated.

This chapter is organized as follows. Section 16.2 considers the coupling effects

of degradations of the LED light source and the driver on system’s lifetime. In Sect.

16.3, prediction on the catastrophic failure of LED driver during the lumen depre-

ciation process is introduced. Section 16.4 concludes this chapter finally.

16.2 Coupling Effects of Degradations

This section studies the impact of the interaction between the degradations of the

LED light source and the driver on the lumen depreciation. As using the electrolytic

capacitor-free driver, the driver is assumed to have a comparable lifetime with the

LED light source. In this case, degradations of the LED light source and the driver

may coexist; their interactions become significant factors in determining the life-

time of the LED lamp [33–37].

The electronic-thermal simulation was carried out to obtain the history of

temperatures of LED and driver, the driver’s output current, and the luminous

flux considering the variations of temperature and current throughout the operation

life. Circuit simulations are carried out first to obtain the power distributions and

458 B. Sun et al.



output current and the voltage to LEDs. Thermal simulations are subsequently

performed based on power distribution to obtain the temperature distributions of

the LED lamp, in particular, LED junction temperature driver’s temperature. Since

circuit simulations require the driver’s overall temperature and the LEDs’ junction
temperature, which determine the degradation parameters of the LED light source

and the driver, the electronic and thermal simulations are coupled through both

degradation models, and therefore, an iteration process among electronic and

thermal simulation is required. As a result, the lumen flux depreciation as a function

of time can be obtained. Generally, the useful lifetime of LED lighting products is

typically given in terms of the expected operating hours until light output has

depreciated to 70% of initial levels [2].

16.2.1 Degradation Modelling

16.2.1.1 LED Light Source

The exponential model is applied to describe lumen depreciation in the constant

junction temperature Tj and the constant driving current I as follows [2]:

Φlm tð Þ ¼ Φ Ið Þ � e�β Tjð Þ�t ð16:1Þ

where t is time,Φlm is the absolute luminous flux at time t,Φ(I ) is the luminous flux

before aging, and the depreciation rate β follows the Arrhenius Eq. 16.5:

β Tj

� � ¼ Aβ � e�
Ea,β
κ�Tj ð16:2Þ

where Aβ is the pre-exponential factor and Ea , β is the activation energy of LED.

Φ(I ) in Eq. 16.1 can be described by the following function [40]:

Φ Ið Þ ¼ η Ið Þ � I � Vf ð16:3Þ

where Vf is the forward voltage and η(I ) is the efficacy of the LED light source in

current I. Vf is a function of junction temperature and current and will be introduced

in the following section. The efficacy η is affected by both temperature droop

(T-droop) and current droop (J-droop) [41, 42]. However, in high current status,

the T-droop becomes negligible in comparison with the J-droop. Thus, η can be

assumed approximately as a function of the J-droop [42]:

η ¼ η0 �
bn2

anþ bn2 þ cn3
ð16:4Þ

where η0 is the basic efficacy, a and c are the linear and the third-order non-radiative
recombination rates, b is the radiative recombination rate, and n is the average
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carrier density of LED, which is proportional to the current I; hence, the efficacy

can be described the following function:

η Ið Þ ¼ η0 �
BeI

Ae þ BeI þ CeI
2

ð16:5Þ

where η0, Ae, Be, and Ce are dependent on the properties of materials and structure

of the LED.

Combined Eqs. 16.1, 16.3, and 16.5, the luminous flux in the ever-changing

junction temperature Tj(t) and current I(t) can be described by the following

function [43]:

Φlm tð Þ ¼ η0 �
BeI tð Þ2

Ae þ BeI tð Þ þ CeI tð Þ2 � Vf � e
�
Ðx
0

β Tj xð Þ½ ��dx
ð16:6Þ

The derivation of Eq. 16.6 is shown in the Appendix A. System conditions, I(t),
Vf, and Tj(t), depend on structure and materials’ properties of the lamp and circuit

and can be determined by the electronic-thermal simulations. The physical charac-

teristics of the selected LED, η0, Ae, Be, Ce, Aβ, and Ea , β, are invariables and can be

extracted by experiments. In this section, η0, Ae, Be, and Ce were determined

experimentally for the selected LED, and their values are shown in Table 16.2.

Aβ and Ea , β will be adjusted through a parametric study in Sect. 16.2.3.3.

16.2.1.2 LED Driver

Literature [33, 34] has shown that the on-state resistance of a MOSFET of an LED

driver increases with aging process, leading to the degradation of output current.

The study in [36] also indicates that the transistor declines during operation and

brings a decreasing output current of the driver. In the present work, the degradation

of the driver in terms of the output current is considered. The effective value of the

output current I can be represented by the following equation:

I tð Þ ¼ Vref

Rref

ð16:7Þ

where Vref is a constant reference voltage and Rref is the overall current control

resistance. Research in [44] has shown that the resistance of current control device

degrades linearly with time. Thus, a linear degradation model for the overall current

control resistance Rref is assumed:

Rref tð Þ ¼ R0 � 1þ A TDð Þ � t½ � ð16:8Þ

where R0 is the initial resistance, TD is the average driver temperature, and the

degradation rate A follows the Arrhenius equation:
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A TDð Þ ¼ A0 � e�
Ea,D
κ�TD ð16:9Þ

where A0 is the basic degradation rate and Ea,D is the overall activation energy of

LED driver. If the driver temperature TD changes continuously in time t, Eq. 16.8
can be deduced to an integration form, as follows:

Rref t; TD tð Þ½ � ¼ R0 �
ðt

0

1þ A TD xð Þ½ � � xf g � dx ð16:10Þ

where the driver temperature TD(t) is a system condition and can be determined by

electronic-thermal simulations. Among the physical characteristics of the selected

driver, R0 can be determined by the initial current of the LED light source, Ea,D and

A0, which control the driver degradation, and will be adjusted through a parametric

study in Sect. 16.2.3.3.

16.2.2 Simulation Methodology

16.2.2.1 Electronic Simulations

In the present study, electronic simulations are carried out to analyze circuit

behaviors of an entire LED lamp. The current, voltage, and power dissipation of

each component can be calculated. The LTSPICE is selected as the electronic

simulation platform. An electrolytic capacitor-free buck-boost converter, as

shown in Fig. 16.1, is selected as LED driver. This type of LED driver is one of

the most commonly used drivers that can achieve high efficiency, wide voltage

range, and low distortion of line current in lighting applications [31]. In this section,

the driver’s switching frequency is 300 kHz, the input voltage range is 9–20 Vdc,

the rated output current is 400 mA, the duty cycle is 25%, and the rated output

power is 6.0 W. Device models in the driver, which are provided by a public

database [45], have been validated and verified.

A temperature-dependent model for the LED light source is considered in circuit

analysis. In this model, the performance of the LED light source can be described

by the following equation [40]:

Vf I tð Þ; Tj tð Þ
� � ¼ N � κ � Tj tð Þ � ln I tð Þ

Is
þ 1

� �
þ Rs � I tð Þ ð16:11Þ

where N is the ideality factor, Is is the saturation current, and Rs is the equivalent

series resistance of the LED light source. Literature [46] suggests that the electronic

characteristics of LEDs after seasoning is not affected by aging time but strongly

affected by junction temperature Tj. Thus, the Rs, Is, and N are considered as the
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functions of junction temperature Tj as following, according to literature [40, 47,

48]:

Rs Tj tð Þ
� � ¼ Rs0 � 1þ As � Tj tð Þ

� � ð16:12Þ

Is Tj tð Þ
� � ¼ Is0 � T2

j tð Þ � e�
AI
Tj tð Þ ð16:13Þ

N Tj tð Þ
� � ¼ Tj tð Þ

AN � Tj tð Þ þ BN
ð16:14Þ

The power distribution of the entire circuit can be obtained by circuit simula-

tions. The thermal power of the LED light source PL is the difference between input

power and optical power of the LED light source:

PL tð Þ ¼ I tð Þ � Vf I tð Þ; Tj tð Þ
� �� C �Φlm tð Þ ð16:15Þ

where C is the ratio of optical power and luminous flux.

The thermal power of the driver PD is the sum of heat from all components in the

driver. Thus, PD equals to the difference between total input power and total output

power of the driver:

PD tð Þ ¼ Pin tð Þ � I tð Þ � Vf I tð Þ; Tj tð Þ
� � ð16:16Þ

where Pin is the total input power.
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Fig. 16.1 The electrolytic capacitor-free buck-boost LED driver
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16.2.2.2 Thermal Simulations

This chapter selects a commercial available LED light bulb as the carrier for the

study. Figure 16.2 displays the lamp’s structure, in which the geometrical informa-

tion and material properties can refer to the literature [49–52]. In such lamps, the

LED light source and driver are assembled together; thus, the heat generated by

both the LED light source and the driver determine the junction temperature of the

LED light source as well as the driver’s temperature. As a result, system level finite

element modeling is required to obtain accurate temperatures. The entire lamp

operates at room temperature (298 K) with natural convection condition.

In the thermal finite element model, the driver and its potting materials as a

whole are considered as a volume with a thermal conductivity of the potting

material. The driver temperature, TD, is defined as the maximum temperature of

the volume. As the input of thermal simulations, the thermal power of the LED light

source and the driver, PL and PD, are calculated by the electronic simulations. By

performing the thermal simulations, Tj and TD can be obtained which are significant

to the degradations and electronic characteristics of the entire system.

Fig. 16.2 The model of the

selected (a) LED lamp
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16.2.2.3 Simulation Methodology

Figure 16.3 illustrates the flowchart of the electronic-thermal simulation method-

ology in our present study. The simulation process begins with the initial guess of Tj
and TD and the LED’s initial forward voltage Vf, from which the degradation

models in Eqs. 16.6 and 16.10 can be applied to obtain the luminous flux Φlm and

the current I. Then the electronic simulations are performed to update Vf and obtain

the power dissipations by Eqs. 16.11, 16.15, and 16.16. Subsequently, the thermal

simulations are performed to update Tj and TD. Such a simulation process loop is

performed iteratively until the error between values of Tj in two consecutive steps is
less than 0.1 �C, as shown in Fig. 16.3. Then light output can be calculated using

Eq. 16.6. Generally, the useful lifetime for LED lighting products are typically

given in terms of the expected operating hours until light output has depreciated to

70% of initial levels [2]. If this threshold is not reached, the aging time t advances to
a small increment Δt. Since the temperatures update Tj and TD are not known at t
+Δt, the above iteration process repeats. When time t ¼ tF, and the Φlm has

depreciated to 70% of initial value, the simulation stops, and tF is considered as

Fig. 16.3 Flowchart of the electronic-thermal simulation methodology
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the lifetime of the LED system. Through the simulation iteration, the LED current,

the LED junction temperature, the driver’s temperature, and the luminous flux can

be obtained as function of time.

16.2.3 Results and Discussions

16.2.3.1 Parameter Extraction of LED Models

The physical parameters of the lumen depreciation model and the electronic model

of the LED light source, C, η0, Ae, Be, Ce, Rs0, As, Is0, AI, An, and Bn, need to be

determined experimentally. Hence, selected high-power LED packages were tested

in eight junction temperature levels, from 293 to 363 K. Each sample was placed on

a thermal plate inside a 50 cm integrating sphere system. Then, the transient

electronic and optical characteristics of each sample, including current, forward

voltage, luminous flux, and efficacy, are measured at different junction temperature

levels. For each junction temperature, the transient current of each sample sweeps

from 200 to 350 mA. As shown in Fig. 16.4, the measured I–V characteristics were

fitted by Eqs. 16.11, 16.12, 16.13, and 16.14, whereas the efficacy was fitted by

Eq. 16.5 by the least square method, obtaining these physical parameters of the

LED models. Table 16.1 summarizes the averaged values of the model parameters.

The details of tests and parameter extractions can refer to the Literature [43].
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Fig. 16.4 Test results of the selected LED
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16.2.3.2 Lamp’s Initial Temperature Distributions

It is important to know the initial temperature distributions within the lamp under

operating conditions. The electronic-thermal simulations were carried out to obtain

the power distributions and the ensuing initial temperature distributions. Table 16.2

lists the results of initial Tj and TD, LED junction temperature and driver overall

temperature. Table 16.2 also gives the targeted temperatures of Tj and TD for the

selected lamp. It can be seen that the predicted initial temperatures are within the

design specifications. The proposed simulation method provides a useful verifica-

tion tool for LED lamp design.

Due to the degradations of the LED and driver over time, both Tj and TD will

change continuously with time, which ultimately will affect the LED light output.

These results will be presented and discussed in subsection 16.2.3.4.

Based on the predicted initial temperatures, the LED light source and driver can

be preselected to meet the lifetime requirement. For example, LED may be selected

to have 25,000 h lifetime in the predicted initial LED temperature. This means that

the selected LED will have luminous flux above 70% of initial levels before

25,000 h. Similarly, the driver may also be preselected to have 25,000 h lifetime

at the predicted initial driver temperature. This implies that the output current from

the driver will not decrease to the certain level of the initial value (e.g., 10% of

output current) before 25,000 h.

The question now is what is the lamp’s ultimate lifetime in terms of luminous

flux if the LED and driver’s lifetimes are both 25,000 h? In the following, three

scenarios are defined to study the problem.

16.2.3.3 Definition of Different Scenarios

Usually, LED’s lifetime is defined at the targeted constant temperature and constant

current. In the present study, as shown above, the LED is selected to have a lifetime

Table 16.1 Physical parameters of the LED light source

Rs0 As Is0 AI

5.914� 10�1 6.699� 10�4 4.786� 105 1.274� 10�1

An Bn C η0
1.240 �2.882 102 4.087� 10�3 1.456� 102

Ae Be Ce

0.999 1.406 103 2.138� 103

Table 16.2 Temperature distributions

Predicted initial temperature (K) Targeted temperature (K)

Tj 352 358

TD 318 328
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of 25,000 h at the initial temperature of operation, denoted as “L25K” throughout

the subsequent analysis. Similarly, “D25K” indicates the 25,000 h lifetime for the

selected driver at the initial temperature TD of lamp operation. Table 16.3 lists the

three scenarios to be analyzed. Scenario 1 considers LED light source degradation

only with the selection of L25K LEDs. Scenario 2 considers the driver degradation

only with the selection of a D25K driver. The Scenario 3 considers both of the

degradations from LED and driver simultaneously. It should be noted that there are

different choices of LEDs to reach L25K lifetime, with a combination of the

activation energy Ea , β and the pre-exponential factor Aβ in Eq. 16.2. Nonetheless,

unless specified, the values of Ea , β¼ 0.3eV and Aβ¼ 2.8293� 10�1 are used

throughout the Sect. 16.2.

16.2.3.4 Results and Discussions

LED Current

Figure 16.5 shows the relative LED current with respect to the initial value in each

scenario as a function of operation time. As expected, the LED current maintains at

its initial value for Scenario 1 as the driver’s degradation is not considered. Since

the selected driver is a constant current driver, the lumen depreciation has a

negligible effect on the driver’s output current. For Scenario 2 where only driver’s
degradation is considered, the LED current drops 10% at 25,000 h. When two

degradations are considered, the LED current drops a little more, about 11% at

25,000 h.

LED Junction Temperature

Figure 16.6 shows the LED junction temperature as a function of operation time in

each scenario. The LED junction temperature increases significantly in 25,000 h for

Scenario 1. This is because when LED experiences the lumen depreciation, more

heat is generated by the LED, leading to the temperature rise. However, the LED

junction temperature decreases for Scenario 2 when the driver’s degradation is

considered only. This is because that driver’s current degrades over time, as seen in

Table 16.3 Designed scenarios

Case LED Driver

Scenario 1 25,000 h lifetime at the

constant initial Tj (L25K)
No degradation

Scenario 2 No degradation 25,000 h lifetime at the

constant initial TD (D25K)

Scenario 3 25,000 h lifetime at the

constant initial Tj (L25K)
25,000 h lifetime at the

constant initial TD (D25K)
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Fig. 16.5; thus, less power is consumed by LEDs. It is found that the two degrada-

tions have competing effects on the junction temperatures of the LED in a lamp. As

a result, Fig. 16.6 shows that LED’s junction temperature does not change much for
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0 5000 10000 15000 20000 25000
340

345

350

355

360

365

L
E

D
 J

un
ct

io
n 

T
em

pe
ra

tu
re

 (K
)

Time (Hours)

Scenario 1
Scenario 2
Scenario 3

Fig. 16.6 The LED junction temperature of each scenario
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Scenario 3. When both degradations are considered, the LED junction temperature

increases slightly initially and then decreases over time, but in a very narrow range.

Overall LED temperature maintains a relatively constant value throughout

25,000 h. It should be noted that the actual LED junction temperature is not a

simple superposition of Scenarios 1 and 2 but through the coupled electronic-

thermal simulation.

Driver’s Temperature

Figure 16.7 shows the driver’s temperature as a function of operation time in each

scenario. The driver’s temperature increases about 3.5 K in 25,000 h for Scenario

1 and decreases about 3 K in the same time period for Scenario 2. As a result, the

driver’s temperature does not change much for Scenario 3. It is noted that the

driver’s temperature change is not as much as the LED junction temperature change

for Scenarios 1 and 2.

Lumen Maintenance and Lifetime

Figure 16.8 shows the lumen maintenance of each scenario. For Scenario 1, the

lumen maintenance drops to 70% in about 21,500 h. This means that even the LED

is preselected as 25,000 h lifetime at the initial temperature, it’s actual lifetime is
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Fig. 16.7 The driver’s temperature of each scenario
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reduced to 86% due to junction temperature rise. For Scenario 2, the lumen

depreciation in 25,000 h is just about 7% due to the driver’s degradation. In this

case where LED assumes no degradation, the lumen depreciation occurs due to the

reduction of both current and temperature.

For Scenario 3, the lamp’s actual lifetime is about 19,600 h under the combined

effect of degradations of both the LED light source and the driver, which is about

22% reduction of the initial lifetime.

The simulation results shown above illustrate only one case where the LED’s
lifetime (in terms of lumen depreciation) is same as the driver’s lifetime (in terms of

output current degradation). However, the presented methodology can be applied to

any combinations of driver’s and LED’s lifetimes to obtain the ultimate lifetime of

the lamp. Table 16.4 shows the lamp’s actual lifetime for three different combina-

tions of driver/LED lifetime selections. The D15K, D25K, and D35K represent the

driver’s lifetime of 25,000, 35,000, 15,000 h, respectively, while LED’s lifetime

remains 25,000 h (L25K). Obviously, the lamp’s actual lifetime increases with the

driver’s lifetime but is not proportional to it. The lifetime of each combination

should be differently predicted.
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Table 16.4 Lifetime of each

combination
Combination Lifetime

L25K D15K 18,400 h

L25K D25K 19,600 h

L25K D35K 20,100 h
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Figure 16.9 shows the LED junction temperature of each combination. Unlike

the L25K/D25K, the LED junction temperature of the L25K/D35K case rises and

the junction temperature of the L25K/D15K case falls throughout the operation

time. Under effects of the interaction between degradations of the LED and the

driver, these combinations have respective junction temperature curves. Thus, it is

necessary to calculate the junction temperature differently by the proposed

electronic-thermal simulations.

16.3 The Catastrophic Failure Under Lumen Depreciation

This section focuses on predicting the catastrophic failure of an electrolytic

capacitor-free LED driver during the lumen depreciation process. The overall

catastrophic failure rate of the critical components in this driver is considered as

functions of temperature and current. Similar to interactions of degradations

discussed in Sect. 16.2, electronic-thermal simulations are utilized to obtain the

lamp’s dynamic history of temperature and electrical current for two distinct

modes: constant current mode (CCM) and the constant optical output (CLO)

mode, respectively. A fault tree method is applied to calculate the system’s
MTTF, and the LED’s lifetime in terms of light output can also be calculated.
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16.3.1 General Methodology

Figure 16.10 displays the general methodology that integrates the electronic ther-

mal simulation with the fault tree method to obtain both the LED’s lifetime and

driver’s probability of failure and MTTF. For a given LED system, such as an LED

lamp and the selected driver, electronic models are applied to obtain the power

distributions of each component including LEDs. Based on the system’s structure
and materials, thermal simulations that combine both system-level thermal model-

ing and compact models are conducted. An iteration process is necessary at each

operation time point to determine the state of temperature for the given system

under operating condition. Details of the electronic thermal simulations can be

found in the literature [3, 19]. Through the electronic thermal simulation, the

junction temperature of the LED light source, current of the driver, and the lumen

output can be obtained. Based on the failure rate distribution models of the critical

components and the results of temperature and current, the fault tree model can be

applied to obtain the driver’s probability of failure and MTTF.

16.3.2 Modelling

16.3.2.1 Driver Circuit

Figure 16.11 displays the circuit of the driver. A fly-back LED driver with LC filter

is selected. The LC filter can store energy as capacitors; thus, it is considered as one

Fig. 16.10 General methodology of the proposed approach
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of the most cost-effective electrolytic capacitor elimination methods [28, 29]. In

this circuit, the models of all components are well validated and verified by

manufacturers [45]. An ideal feedback sensor and a current control unit are

added, making this driver have two operation modes: the constant current mode

(CCM) and the constant light output mode (CLO). In the constant current mode, the

current from the driver to the LED light source remains unchanged. The current can

be adjusted to achieve invariant light output in CLO mode.

16.3.2.2 Model of LED Light Source

This section uses same LED models as Sect. 16.2. Since, the CLO mode may

increase the LED’s junction temperature significantly. Thus, in this section, it limits

the maximum junction temperature of LEDs. When its junction temperature

exceeds the maximum limit TMAX, the LED is supposed to be burned and give

zero luminous flux. When the LED junction temperature within its limitation, the

luminous flux is a function of the ever-changing junction temperature Tj(t) and
current ILED(t) as discussed in Sect. 16.2. As a result, the luminous flux Φlm(t)
described by Eq. 16.6 can be replaced by the following function:

Φlm tð Þ ¼ η0 �
BeILED tð Þ2

Ae þ BeILED tð Þ þ CeILED tð Þ2 � Vf � e
�
ðt

0

β Tj xð Þ� � � dx
Tj < TMAX

� �
0 Tj � TMAX

� �

8>>>><
>>>>:

ð16:17Þ

In this section, TMAX ¼ 423 K.

16.3.2.3 Thermal Model

Since there are several heat source, system level thermal simulations are required to

obtain accurate temperatures. This section uses same thermal models of the LED

lamp as Sect. 16.2. Thermal simulations in this section consist of two parts. Firstly,

the finite element thermal analysis is carried out to calculate the LEDs’ junction
temperature TLED and the driver’s overall temperature TD as Sect. 16.2. Then, the

thermal compact model of each critical component in the driver is used to find their

junction temperature:

Tj, i ¼ TD þ Rth, i � Pth, i ð16:18Þ

where Tj,i is the junction temperature of the component, Rth,i is the thermal

resistance from junction to surface of the component which is usually provided
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by components’ datasheets, and Pth,i is the thermal power of the component which

can be obtained by electronic simulations.

16.3.3 Fault Tree and Failure Rate Models

As a carrier of the proposed method, this section considers the catastrophic failures

of the MOSFET M1 and the diode D4 in the circuit shown in Fig. 16.11. Thus, the

catastrophic failure of the driver can be described by a fault tree shown in

Fig. 16.12.

Assuming that the failures of the MOSFET and the diode are independent to

each other, the probability density of the catastrophic failure of the LED driver can

be described by the following function:

fDriver tð Þ ¼ f M tð Þ þ f D tð Þ � f M tð Þ � f D tð Þ ð16:19Þ

where fDriver is the failure probability density of the LED driver at time t, fM is the

failure probability density of the MOSFET, and fD is the failure probability density

of the diode.

The failure probability density of a MOSFET can be described by the inverse

power law [53]:

f M tð Þ ¼ f M IM tð Þ; TM tð Þ½ � ¼ f M0 �
IM tð Þ
Irated

� �p
� e�

Ea,M
k

1
TM tð Þ� 1

TA

h i
ð16:20Þ

where IM(t) is the average current of the MOSFET at time t, TM(t) is junction

temperature of the MOSFET at time t, fM0 is the failure probability density of the

MOSFET in rated current Irated and typical ambient temperature TA ¼ 298 K, p is

the current accelerated coefficient, and Ea,M is the activation energy of the

MOSFET.

Similar to the MOSFET, the failure probability density of a diode can be

described by the [53]:

Fig. 16.12 The fault tree of

the LED driver
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f D tð Þ ¼ f D TDi tð Þ½ � ¼ f D0 � e
�Ea,D

k
1

TDi tð Þ� 1
TA

h i
ð16:21Þ

where fD is the failure probability density of the diode, TDi(t) is junction tempera-

ture of the diode at time t, fD0 is the rated failure probability density of the diode in

typical ambient temperature TA ¼ 298 K, and Ea,D is the activation energy of the

diode.

The conditions IM(t), TM(t), and TDi(t) at each operation time point can be

obtained by the electronic-thermal simulations, and thus, the failure probability

densities fM, fD, and fDriver at each time point can be calculated by Eqs. 16.8, 16.9,

and 16.10. Then, the mean time to failure (MTTF) of the LED driver can be

calculated by the following equation:

MTTF ¼ tMAX=

ðtMAX

0

f driver tð Þ � dt ð16:22Þ

where tMAX is the total operation duration.

16.3.4 Case Studies and Results

16.3.4.1 Selection of LED and Driver

To estimate the actual lifetime and the MTTF of the investigated LED lamp, the

LED light source is preselected with the activation energy and pre-factor of

Ea , β¼ 0.3eV and Aβ¼ 0.2829, according to our previous test results

[43]. According to the electronic thermal simulation at the initial state during

operation, the LED’s junction temperature in the lamp is about 351 K. Based on

the parameters defined above, the LED’s lifetime is 25,000 h in terms of lumen

depreciation at the constant 351 K with a current of 400 mA, by Eqs. 16.1 and 16.2.

It means that the lumen maintenance is above 70% of its initial value in 25,000 h if

the LED temperature maintains at 351 K, and it’s current of 400 mA does not

change during operation.

For LED driver, the empirical values of model parameters for the MOSFET M1

and diode D4 in the circuit are selected as from the literature [54] p of 2.0 and as Ea,

M and Ea,D of 0.7 eV, respectively. Without any lumen degradation, the driver’s
average temperature in the lamp is defined as the initial driver temperature TD(0),
and the junction temperatures of M1 and D4 in TD(0) are called initial junction

temperatures of M1 and D4, TM(0), and TDi(0). According to simulation results, the

values of TD(0), TM(0), and TDi(0) are about 342 K, 363 K, and 350 K respectively.

To ensure the MTTF of the driver before lumen depreciation equals to the lifetime,

it supposes fM0¼ 2.31� 10�7, fD0¼ 1.54� 10�7. As a result, the MTTF of M1 in

TM(0) is about 32,000 h; the MTTF of D4 in TDi(0) is about 109,000 h, according to
Eqs. 16.9 and 16.10. This means that the driver’s MTTF is about 25,000 h in TD(0),
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and MOEFET’s current IM does not change during operation, according to the fault

tree model to used.

Both of the lifetime and MTTF are 25,000 h without the lumen degradation.

However, since the junction temperature in the lamp during operation will change

over time, to be shown in details later, the actual LED’s lifetime will be different

from the preselected lifetime. Since values of TD, TM(0), and TDi(0) change over

time during operation, and the failure rate of the M1 also depends on the current IM,
the actual MTTF of the driver will also different from the preselected MTTF. The

details of the results will be discussed below.

16.3.4.2 Results and Discussions

Constant Light Output (CLO) Mode

Figure 16.13 displays the LED current curve at the CLO mode. The LED’s current
increases exponentially, e.g., from the initial 400 to 730 mA in 14,000 h. Such an

increase in current mainly compensates the luminous flux degradation of the LED

to maintain the constant light output.

Figure 16.14 displays the LED junction temperature as a function of time. Due to

the increased current, the LED’s temperature increases greatly. At 14,000 h, the

junction temperature of the LED light source increases about 75 K and exceeds

423 K.

Figure 16.15 shows the history of the junction temperatures of M1 and D4 at the

CLO mode. In 14,000 h, the junction temperatures of M1 increases from 363 to

429 K, and the junction temperatures of D4 rises from 350 to 408 K.

Figure 16.16 shows the cumulative failure rate of M1 in different conditions of

the CLO mode. In the constant temperature and current of the M1, the cumulative

failure rate is about 43% at 14,000 h. If only considers increasing of M1’s junction
temperature, the failure rate accumulates to 100% around 12,000 h. If only con-

siders M1’s current increasing, the cumulative failure rate is about 86% at 14,000 h.

If considers both of junction temperature and current of M1 in CLO mode, the

failure rate of M1 accumulates to 100% in about 10,000 h. The failure rate of M1 is

increased greatly in the junction temperature and current of M1. Compare with the

current, the increased junction temperature has larger effects on the failure rate, due

to the high activation energy.

Figure 16.17 displays cumulative failure rate of the driver in different conditions

of CLO mode. In the ever-increasing temperature and current obtained by proposed

models, the failure rate of the driver accumulates to 100% in about 9,300 h. In the

constant temperature and current, the failure rate accumulates about 56% linearly in

14,000 h. As discussed above, failure rates of driver’s components are greatly

increased by driver’s temperature and M1’s current. Thus, the driver in CLO

mode has a shorter MTTF than in constant conditions.
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Constant Current Mode (CCM)

Figure 16.18 displays the LED junction temperature in CCM mode. After 25,000 h,

the junction temperature of the LED increases about 10 K. As the degradation

process of the LED light source, more thermal power is generated, leading tem-

perature increasing of the entire lamp. Although the increment is less than the CLO

mode, the increased LED junction temperature still have a significant impact on the

lamp’s lifetime.

Figure 16.19 displays the normalized luminous flux of CCM mode. The lifetime

of the LED lamp in this mode is around 21,500 h. The elevated junction temper-

ature accelerates the degradation of the LED light source. Thus, the lifetime in

CCM is about 14% shorter than in the constant temperature and current.

Figure 16.20 shows the history of the junction temperatures of M1 and D4 at the

CCMmode. The junction temperature of M1 increases from 363 to 366 K, and D4’s

Fig. 16.13 The LED

current curve of the CLO

mode

Fig. 16.14 The LED

junction temperature of the

CLO mode
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Fig. 16.15 The junction

temperature of M1 and D4

of the CLO mode

Fig. 16.16 Cumulative

failure rates of M1 in the

CLO mode

Fig. 16.17 Cumulative

failure rates of the driver in

CLO mode
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Fig. 16.18 The LED

junction temperature of the

CCM mode

Fig. 16.19 Normalized

luminous flux of the CCM

mode

Fig. 16.20 The junction

temperatures of M1 and D4

in the CCM mode
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junction temperature rises from 350 to 354 K in 25,000 h. Compared with the CLO

mode, the junction temperature of M1 and D4 increases slightly.

Figure 16.21 displays cumulative failure rate of the driver in different conditions

of CCMmode. In the ever-increasing temperature and current obtained by proposed

models, the failure rate of the driver accumulates to 100% in about 22,900 h. In the

constant temperature and current, the cumulative failure rate is about 100% at

25,000 h. As discussed above, failure rates of driver’s components are slightly

increased by driver’s temperature. Thus, the driver in CCMmode has a little shorter

MTTF than in constant conditions (Table 16.5).

In CLO mode, the lifetime is about 14,000 h since the LED junction temperature

exceeds its maximum value, and the MTTF is about 9,300 h. The light output

compensation brings the increased current and temperatures and, thus, a shorter

lifetime and MTTF. Thus, the constant light output mode eliminates lumen depre-

ciation at the expense of the reliability of the LED lamp. Such technologies are not

suitable to improve the reliability of LED lamps. Due to the higher activation

energy of the driver, the MTTF is more temperature sensitive than the lifetime.

The MTTF becomes much shorter than the lifetime, and the catastrophic failure

may occur before the lumen depreciation. In reliability optimization, it should put a

priority on the catastrophic failure of the driver.

In CCM mode, the lifetime is about 21,500 h, and the MTTF is about 22,900 h.

As the discussion above, the ever-increasing LED junction temperature accelerates

the degradation process of the LED light source and brings high failure rate of the

driver. Moreover, the lifetime and the MTTF in this mode are comparable. It means

Fig. 16.21 Cumulative

failure rates of the driver in

the CCM mode

Table 16.5 Lists lifetimes, MTTFs, and temperatures of each mode

Case Lifetime (H) Tj (K) MTTF (H) TD (K)

Initial status 25,000 351 25,000 342

CLO 14,000 Varying 9,300 Varying

CCM 21,500 Varying 22,900 Varying
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that both of the catastrophic failure and the lumen depreciation may occur. In

reliability optimization, both of these two failure modes should be considered.

16.4 Conclusions

Section 16.2 investigates the impact of the interaction between the degradations of

the LED and driver on the lifetime of an integrated LED lamp. The electronic-

thermal simulation was carried out to obtain performance of the LED. Three

scenarios were simulated first:

• Scenario 1 considers the LED light source degradation only, with the selection of

25,000 h LED’s lifetime. In this case, LED current stays almost at its initial

value due to the non-degradation driver applied. However, the LED junction

temperature and the driver’s temperature increase over time. As a result, the

lamp’s lifetime is reduced to 21,500 h, about 86% of the targeted lifetime.

• Scenario 2 considers the driver’s degradation only, with a selection of 25,000 h

lifetime of driver in terms of output current. Since LED’s degradation is not take
into consideration in this case, the LED’s junction temperature and the driver’s
temperature decrease over operation time, as less electric current is applied. As a

result, the lumen output is depreciated at only 7% in about 25,000 h. It implies

that when the driver’s lifetime is comparable to the LED’s lifetime, the LED’s
degradation must be taken into considerations.

• Scenario 3 investigates the ultimate lifetime of the LED lamp when both

degradations from LED and driver simultaneously occur. It has been found

that the LED’s junction temperature and the driver’s temperature do not change

much in 25,000 h. However, the lamp’s lifetime in terms of lumen output has

been reduced to 19,600 h.

Furthermore, the different combinations of driver/LED lifetime selections were

studied, with the driver’s lifetime as 25,000, 35,000, 15,000 h, respectively, while

LED’s lifetime remains 25,000 h. It has been found that the lifetime and the LED

junction temperature of each combination need to be predicted case by case by the

electronic-thermal simulations.

Section 16.3 focuses on predicting the catastrophic failure of an electrolytic

capacitor-free LED driver during the lumen depreciation process. A commercial

LED bulb and a fly-back converter with an LC filter are used in the present study.

Electronic-thermal simulations are utilized to obtain the lamp’s dynamic history of

temperature and electrical current for two distinct modes: constant current mode

(CCM) and the constant optical output (CLO) mode, respectively. A fault tree

method is applied to calculate the system’s MTTF, and the LED’s lifetime also is

calculated.

• The CLO mode increases exponentially the LED’s current to maintain the

constant light output. As a result, junction temperatures of LEDs, MOSFET,
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and diode rise about 75 K, 50 K, and 50 K, respectively. As a result, the lifetime

decreases to 14,000 h, and the MTTF drops about 9870 h. Thus, the constant

light output mode eliminates lumen depreciation at the expense of the reliability

of the LED lamp. Such technologies are not suitable to improve the reliability of

LED lamps. Compare with current of MOSFET, the increased junction temper-

ature has larger effects on the failure rate. The MOSFET contributes more to the

driver’s failure rate than the diode. Since the MTTF is shorter than the lifetime,

the catastrophic failure of the driver may occur before the lumen depreciation. In

reliability optimization, it should put a priority on the catastrophic failure of the

driver.

• For the CCM mode, the current keeps unchanged; junction temperatures of the

LED, the MOSFET, and the diode rise about 10 K, 4 K, and 4 K respectively,

leading the lifetime drops to about 21,500 h; and the MTTF drops to about

22,600 h. Similar to the CLO mode, MOSFET also contributes more to the

driver’s failure rate than the diode. Since the lifetime and the MTTF in this mode

are comparable, both of the catastrophic failure and the lumen depreciation may

occur. In reliability optimization, both of these two failure modes should be

considered.

From abovementioned results and discussions, it is concluded that it is necessary

to apply the electronic-thermal simulations to predict the reliability of LED lamps

when driver’s lifetime is comparable to the LED’s lifetime. This chapter presents a

methodology to accurately predict the ultimate lamp’s lifetime. Such a methodol-

ogy will be very useful in designing LED product by selecting different drivers and

LED light sources.
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Chapter 17

Statistical Analysis of Lumen Depreciation
for LED Packages

M. Schuld, Willem Dirk van Driel, and B. Jacobs

Abstract Commercial claims for LED-based products in terms of lumen mainte-

nance are fully based on TM-21 extrapolations using LM-80 data. This chapter

indicates that there may be a risk in doing this as TM-21 only relies on the behavior

of the average LED degradation, instead of taking into account the degradation of

all individual LEDs. Therefore, we propose a more profound statistical approach in

order to make the appropriate step from TM-21 extrapolation to lumen maintenance

on a product level. This is needed as some commercial claims are based on 10 years

of warranty and some service bids provide periods of 20–25 years of operation. This

chapter reviews the different approaches currently available to perform lumen

maintenance extrapolations.

17.1 Introduction

Solid-state lighting (SSL) refers to a type of lighting that uses semiconductor light-

emitting diodes (LEDs), organic or polymer light-emitting diodes (OLED/PLED)

as sources of illumination rather than electrical filaments, plasma (used in arc lamps

such as fluorescent lamps), or a gas. SSL applications are now at the doorstep of

massive market entry into our offices and homes. This penetration is mainly due to

the promise of an increased reliability with an energy saving opportunity: a

low-cost reliable solution [1].
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On system level, there are two relevant “over time” performance values to be

considered: gradual and abrupt light output degradation; see Fig. 17.1. Gradual light

output degradation relates to the lumen maintenance of a luminaire over time. It

tells you how much of the initial lumen output of the luminaire is maintained after a

certain period of time. The lumen depreciation can be a combination of degradation

of optical elements used, individual LEDs giving less light and individual LEDs

giving no light at all. Abrupt light output degradation describes the situation where

the LED-based luminaire no longer gives any light at all because the system, or a

critical component therein, has failed.

Per today, commercial claims for LED-based products in terms of lumen

maintenance are fully based on LM-80 data1 [2] and TM-21 extrapolations [3–5].

IES LM-80-08 is an approved method for measuring lumen maintenance of LED

lighting sources. The IES standard TM-21-11 provides a guideline for lifetime

prediction of LED devices. It uses an average normalized lumen maintenance data

coming from LM-80 measurements and performs nonlinear regression for lifetime

modeling. It cannot capture the dynamic and random variation of the degradation

process of LED devices. The lumen maintenance life is defined as the time when the

maintained percentages of the initial light output fall below a failure threshold.

There may be a risk in doing this as TM-21 only relies on the behavior of the

average LED degradation, instead of taking into account the degradation of all

new

LED luminaire
100%

lumen depreciation
of LED-based

luminaire

complete failure
of LED-based

luminaire

or

gradual abrupt

Fig. 17.1 Over time performance of an LED-based system

1The LM-80 test is a Department of Energy (DOE)-approved method for measuring lumen

depreciation of solid-state light packages, arrays, or modules. LM-80 requires testing to be

conducted at least 6000 h at representative operating temperatures and currents, with luminous

flux and colour properties collected at a minimum of every 1000 h.
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individual LEDs. A more profound statistical analysis is required to make the step

from TM-21 extrapolation to lumen maintenance on a product level. For that, we

have analyzed several LM-80 data sets from a statistical point of view.

17.2 Problem Formulation

Lumen maintenance is the basis for commercial claims of LED-based products [6–

8]. As such, it is extremely vital to perform projections that are statistically sound

and correct. Being an industry agreement, TM-21 flaws in this respect, and alter-

native approaches are needed. Such an alternative approach should encompass the

following nature:

• Use all the raw data, per setting, per LED, and per time point.

• Provide statistically sound results in terms of prediction stability.

• Provide a true value for the lumen life of the LED technology.

Paragraph 3 describes the current agreed methods and provides an alternative

statistical approach.

17.3 Statistical Methods

17.3.1 Current Agreed Methods

Per today, all LED suppliers deliver LM-80 data sets typically at three currents and

three temperatures. A typical data set is depicted in Fig. 17.2 [6]. This relative data

is then used for the TM-21 extrapolation tool to create a prediction that is listed in

Fig. 17.3. The result is truncated using the so-called 6� rule, where one can only

claim a value that is six times the LM-80 time (e.g., with 6 kh test time, one can only

claim 36 kh lumen maintenance).

Within the TM-21 committee, an initial approach to the problem of projecting

lumen maintenance life was the consideration of multiple mathematical models

[4, 5]. These ranged from 1-parameter exponential decay until 3-parameter multi-

exponential decay.

Note that there is a risk in accepting lifetimes that are predicted far beyond the

LM-80 testing time because of the significant effect of measurement errors and lack

of numerical convergence of estimators. Note that it may have an effect the other

way round as well: impact of lack of numerical convergence and additional (not

identified) degradation mechanisms that are expected to be more dominant.

Within TM-21, being an industry agreement, finally, the simplest possible form

was chosen as
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Θ tð Þ ¼ exp �αtβ
� � ð17:1Þ

where:

• t is time in hour.

• Θ(t) is the averaged normalized luminous flux output at time t.
• α is the decay rate constant derived by a least squares curve fit.

• β is the shape parameter.

For each separate temperature and/or current L70, that is Θ¼ 0.7, can then be

calculated using averaged normalized luminous flux output:

Fig. 17.2 Typical LM-80 data set showing lumen decay per LED as function of measurement

time [6]
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L70 ¼ � ln 0:7ð Þ=αð Þ1=β ð17:2Þ

Estimates of (α, β) can be easily obtained by applying the least squares method.

Temperature acceleration, within the measured temperatures, is allowed and sup-

posed to follow the Arrhenius equation:

α ¼ C exp
�Ea

kBTs

� �
ð17:3Þ

where:

• C is a pre-exponential factor.

• Ea is the activation energy (in eV).

• Ts is the in situ absolute temperature (in K).

• kB is the Boltzmann’s constant (8.617385� 10� 5 eV/K ).

This model for α can be easily extended by using the inverse power law model

that takes into account the effect of current:

α ¼ C exp
�Ea

kBTs

� �
In ð17:4Þ

where:

• I is the current.
• n is a life-stressor slope.

Fig. 17.3 TM-21 report example
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If applicable the interaction between temperature and current can be added

easily.

The TM-21 method has become quite a standard way of working within the

lighting industry. In the issue of LEDs Magazine from December 2014, Hansen and

Davis [9] used the approach to assess LM-80 data across a variety of packaged

LEDs in an effort to determine the effects of different LED platform designs and

materials on performance, light quality metrics, and cost.

Alternative approaches are rare as only few other publications are built upon the

TM-21 method. An exemption is the VDE standard VDE-AR-E2715-1 [10] cur-

rently published in Germany only. Here, the authors describe the so-called border

function method (in German: Grenzfunction). This border function (BF) method is

based on the assumption that an exponential model is a conservative estimation

(worst-case scenario) of the actual long-term luminous flux maintenance as it is

expected that most LED packages will show a long-term luminous flux mainte-

nance which is better than the assumed exponential function. Fan et al. from the

CALCE institute of technology [11] have used the degradation-data-driven method

(DDDM) which is based on the general degradation path model. They use it to

predict the reliability of high-power LEDs through analyzing the lumen mainte-

nance data collected from the IES LM-80-08 lumen maintenance test standard.

Their method is capable of getting much more reliability information out of the data

(e.g., mean time to failure, confidence interval, reliability function). In an accom-

panying paper, Fan et al. [12] describe a particle filter-based (PF-based) prognostic

approach based on both sequential Monte Carlo (SMC) and Bayesian techniques.

These techniques are used to predict the lumen maintenance life of LED light

sources. Also here the alternative approach achieves better prediction performance,

with an error of less than 5% in predicting the long-term lumen maintenance life of

LED light sources. Lall et al. [13] follow up on this approach by using Bayesian

probabilistic models for the assessment of the onset of degradation in solid-state

luminaires. The failure threshold decay rate has been calculated using an Arrhenius

model, neglecting the effects of current density and humidity. The statistical

approach is quite valid but also seen as complicated. Quan et al. [14] describe an

in situ method to monitor the lumen degradation of LED packages. They conclude

that the luminous flux of the LEDs shows a steady and slow depreciation, but no

proper statistical analysis was performed on their measured data. Huang et al. [15–

17] investigated the degradation mechanisms of mid-power white-light LEDs. In

their studies, a modifiedWiener process was employed for the modeling of the LED

devices’ degradation, following the earlier work of Tsai et al. [18]. Using this

method, the dynamic, random variation, as well as the nonlinear degradation

behaviors of the LED devices, was described. They applied the Hallberg-Peck’s
model to describe the effects of temperature and humidity on LED degradation

thereby ignoring the crucial effects of the current density on this degradation. Other

studies devote lumen decay to silicone degradation and/or crack formation

[19, 20]. In these investigation, silicone degradation was quantitatively evaluated
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using finite element analysis and used to estimate the LED package lifetime

depending on the operation conditions. Buffolo et al. [21] present the results of a

reliability investigation performed on four different groups of commercially avail-

able mid-power white LEDs. Their data gathered all along the 4000 h of stress

accumulated suggest the presence of multiple degradation mechanisms that may

limit the useful lifespan of the LED packages. This study lacks a proper statistical

analysis of the experimental data, nor proposes an alternative method.

17.3.2 Alternative for Model Fitting

An alternative approach is to study the “degradation” data of each LED individu-

ally. It means that for each individual LED, a model as stated in Eq. 17.1 is fitted.

Then, we can predict L70 values for each LED and turn degradation values into

failure times. The question is whether the differences between predicted lifetimes

are due to production variation (and measurement spread) only, or due to operating

variation, such as temperature and current as well. Such an experiment is called an

accelerated degradation test (ADT). In order to conduct an ADT efficiently, there

are several aspects that need to be considered. These aspects are termination time,

the number of stress factors, the number of stresses, the choice of stress levels, and

the sample size for each stress level. For instance, Nelson [22] and Meeker and

Escobar [23] addressed those aspects.

Besides the mentioned aspects, one of the most important questions arising from

a degradation experiment is how many hours (or cycles) an accelerated degradation

experiment should last for gathering proper data to allow one to make inference

about the product lifetime under the normal use condition. In this chapter we focus

on the convergence of the quantile estimators (such as B10 or B50) to decide

whether we are able to make this inference. Therefore, determination of the

termination time cannot be decided upfront. Yu and Tseng [24] proposed to

combine the outcomes of an ADT with a known accelerated life test (ALT)

model. They showed that the termination time of a degradation experiment has a

huge impact on the precision of estimating a product’s lifetime. It appeared that the

mean time to failure (MTTF) estimates oscillate severely at the beginning; how-

ever, as the termination time ti (with i ¼ 1,2, . . .n) increases, more degradation data

are collected, the MTTF estimate converges. It is obvious that B10 and B50 behave

similarly. Our intuitive approach to determine the termination time for an LM-80

experiment is based on the work of Yu and Tseng [24]. In this paragraph we will

explain the mentioned approach.

The approach for determining the termination time for an ADT has three steps:

1. Use the degradation paths to estimate the lifetimes of LEDs under specific

temperatures and currents up to the testing time ti. So for each LED the

parameters (α, β) of Eq. 17.1 need to be estimated, such that L70 can be

calculated.
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2. Find a suitable life-stress model and use a maximum likelihood (ML) procedure

to estimate B10 (50) under certain use conditions (T, I). Lognormal and Weibull

distributions are both appropriate models to fit the (estimated) lifetime data.

Check the distribution assumptions by making probability plots, and study the

patterns of the parallel lines (for different values of T and I).

3. Investigate the behavior of B10 (50) for different times ti (i ¼ 1,2,..n), and
propose an appropriate termination time. B10 (or B50) at time ti often oscillates

severely at the beginning but will converge in time. Yu and Tseng [24] mention

three types of convergence patterns: monotonically increasing to a value, mono-

tonically decreasing to a value, and slightly oscillating around a value. To derive

an appropriate termination time, they also propose an algorithm that considers

the relative rate of change of the asymptotic mean lifetime by using the 3-period

moving average. In this study we focus mainly on the question whether we have

sufficient testing data in time to show convergence at all using the mentioned

LM-80 data.

In the next paragraph, we will demonstrate this alternative method for several

LM-80 data sets coming from high-power (HP) and mid-power (MP) LEDs.

17.4 Analysis of the Selected Use Cases

17.4.1 Mid-power and High-Power LED Technology

In order to assess the applicability of our proposed statistical approach, we have

gathered five use cases of long-term lumen maintenance data. These are:

• Case 1a: HP LED technology, 14 kh LM-80 data at four currents and four

temperatures

• Case 1b: HP LED technology, 10 kh LM-80 data at three currents and four

temperatures

• Case 2a: MP LED technology, 10 kh LM-80 data at three currents and three

temperatures

• Case 2b: MP LED technology, 8 kh LM-80 data at three currents and three

temperatures

• Case 2c: MP LED technology, 12 kh LM-80 data at three currents and three

temperatures

For cases 1a and 1b, the target application settings are 85 �C and a forward

current of 1A. For cases 2a, 2b, and 2c, the target application settings are also 85 �C
but using a forward current of 150 mA.

All five data sets are subjected to the alternative method. For that, all data points

with a sufficient level of degradation are used. Figure 17.4 shows the predicted

B50L70 values as function of the LM-80 measurement time (or degradation time).

The following is observed:
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• Case 1a: The predicted B50L70 value gradually increases as function of time to

reach almost stable values around 80 kh.

• Case 1b: The predicted B50L70 value keeps on increasing, and a stable value is

not insight yet. A value of 180 kh seems to be reached, but the curve itself could

start decreasing after that.

• Case 2a: The predicted B50L70 value keeps on increasing; stable value seems to

hit 65 kh.

• Case 2b: The predicted B50L70 value gradually decreases as function of time to

reach a stable value around 60 kh.

• Case 2c: The predicted B50L70 value first increases after which it gradually

decreases as function of time to reach a stable value around 60 kh.

From a test termination point of view, cases 1a, 2b, and 2c have reached stable

values for the model parameters (and thus B50), implying that the LM-80 tests can

be stopped. For 1b and 2a however, stable values are not reached yet, meaning the

test cannot be stopped.

Table 17.1 gives all the predicted acceleration model parameters following

Eqs. 17.3 and 17.4. The activation energy is in the range 0.1–0.4 eV, which is

believed to be the correct values for this failure mode. The standard deviation is

quite reasonable. The effect of the current, parameter n, is quite different, and a

large spread is found. A negative value indicates that with a higher current, the

degradation is worse. A positive value is not reasonable (higher current improves

the degradation level).
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Fig. 17.4 Predicted B50L70 as function of the LM-80 measurement time for the five use cases
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The fitted parameters listed in Table 17.1 uniquely describe the lumen mainte-

nance performance for the five LED packages under any application condition.

With the fitted parameters available, Table 17.2 depicts the comparison of the

proposed statistical method with the TM-21 prediction. In general the deviation is

found to be in the order of 0–14%. The main reason for this deviation is due to the

fact that TM-21 only predicts the B50L70 values based on extrapolating the given

test data. It does not take the other conditions into account, whereas the proposed

method searches for congruency in the full data set using all tested conditions. We

believe that the comparison is quite reasonable from an engineering point of view.

17.4.2 Deep Dive into High-Power LED Technology

Year to date the high-power LED technology is reaching a maturity level where all

supplier uses the same kind of materials, i.e., very stable silicones (both for the optical

system and the die attach), ceramic carriers, and gold wire bonding. As such, we

expect that the lumen degradation would be quite identical between the different

suppliers of this technology. At least if we can ignore the decay of the epitaxial,

which is quite likely at moderate operation conditions. We have taken all the

available LM80 data and analyzed that accordingly. The following data is available:

• LED 1

– 9 kh LM-80 data at four currents and three temperatures (full matrix)

– Measurement times: 0, 24, 168, 500, 1000, 2000, 3000, 4000, 5000, 6000,

7000, 8000, 9000 h

– Total set of 300� 11¼ 3300 read points for analysis

Table 17.1 Resulting fitted

parameters following

Eqs. 17.3 and 17.4. σ is the

standard deviation assuming

that ln(t) has a normal

distribution. Note the positive

value of n for case 2a

Case C n Ea σ

1a 7.82 �0.50 0.11 0.35

1b 9.98 �0.19 0.07 0.93

2a 0.55 0.15 0.34 0.27

2b 1.92 �2.89 0.11 0.25

2c 4.52 �0.72 0.16 0.68

Table 17.2 Comparison of the proposed statistical method with the existing TM-21 method for

B50L70 values

Case Reference TM-21 prediction [h] Proposed method [h] Difference [%]

1a 1A, 85C 85,000 83,005 �2

1b 1A, 105C 142,000 161,669 14

2a 150 mA, 85C 65,000 68,981 6

2b 150 mA, 85C 63,000 63,227 0

2c 150 mA, 85C 45,000 51,355 14
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• LED 2

– 14 kh LM-80 data at four currents and four temperatures (partial matrix)

– Measurement times: 0, 168, 1008, 1512, 2016, 2520, 3024, 3528, 4032, 4536,

5040, 5544, 6048, 6552, 7056, 7560, 8064, 8568, 9072, 9576, 10,080, 10,584,

11,088, 11,592, 12,096, 12,600, 13,104, 13,608, 14,112

– Total set of 3,880 read points for analysis

• LED 3

– 7 kh LM-80 data at three currents and two temperatures (partial matrix)

– Measurement times: 0, 168, 1008, 1512, 2016, 2520, 3024, 3528, 4032, 4536,

5040 , 5544, 6048, 6552, 7056

– Total set of 1300 read points for analysis

• LED 4

– 10 kh LM-80 data at five currents and four temperatures (partial matrix)

– Measurement times: 0, 1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000,

10,000

– Total set of 2277 read points for analysis

In total these are over 10k data points, spread out over long testing times, and to

be analyzed by our proposed statistical method. The target application settings are

85 �C and a forward current of 1A, the same as in the previous case. But we

concentrate on L80 values instead of L70. Figure 17.5 shows the predicted B50L80

Fig. 17.5 Predicted B50L80 as function of the LM-80 measurement time for the four LEDs
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values as function of the LM-80 measurement time (or degradation time). The

following is observed:

• LED 1: The predicted B50L80 value fluctuates as function of time and reaches

no stable values.

• LED 2: The predicted B50L80 value keeps on increasing, and a dip is seen in the

period of 8,000–11,000 h, probably due to a measurement error (most likely a

reference that is drifting).

• LED 3: The predicted B50L80 value keeps on increasing. Test time seems to be

too short in order to judge the value until convergence.

• LED 4: The predicted B50L80 value keeps on increasing and apparently could

level off. Also here, test time is too short to judge the converged value.

These results indicated that test time should be long enough and some level of

degradation is to be detected in order to get a proper prediction of the long-term

behavior.

As mentioned before, we believe that the high-power LED technology reached a

certain level of maturity that allows us to put all the data into one set. Using the

developed approach, we can then derive the B50L80 of this technology. Figure 17.6

shows the result of this exercise. Here we removed the prediction at 11,000 h as it

showed a significant dip in the curve. The curve shows the increasing fingerprint of

the other four LEDs in Fig. 17.5. For this generic curve, the fitted parameters are

listed in Table 17.3. The activation energy Ea is in line with earlier findings

[25, 26]. With these fitted parameters, the generic lumen maintenance behavior

Fig. 17.6 Predicted B50L80 as function of the LM-80 measurement time when taken all the data

is one set for high-power LED performance
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for high-power LEDs can be modeled following Eqs. 17.3 and 17.4. And accord-

ingly, isolines can be given.

Figure 17.7 plots B50L80 isolines as function of the forward current density and

the case/solder temperature using the fitted generic high-power LED model. A

target line around 100 kh is given to indicate the current market demand in outdoor

environments. Here we can also argue if values beyond 100 kh are possible or if

truncation is required. However, this is not the topic of this chapter. The isolines

indicate that the lumen maintenance performance decreases as function of temper-

ature and current density. In the reference application of 85 �C and forward current

of 1A, we find an L80 value of 72 kh. Actually, Fig. 17.7 can be seen as a look-up

table for designs where one can target the requested L80 performance in terms of

temperature and current.

Table 17.3 Resulting fitted parameters following Eqs. 17.3 and 17.4. σ is the standard deviation

assuming that ln(t) has a normal distribution

Case C n Ea σ
HP LED 8.4 �0.8 0.1 0.3

Fig. 17.7 Forward current density isolines for generic high-power LED lumen maintenance

behavior using the fitted parameters C ¼ 8.4, n ¼ �0.8, Ea ¼ 0.10 eV, and σ ¼ 0.3
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17.5 Conclusions and Discussion

In this chapter we describe the different approaches currently available to perform

lumen maintenance extrapolations for LEDs. We proposed an alternative statistical

approach to estimate lumen depreciation of LEDs. In order to demonstrate this

approach, we have analyzed five LM-80 data sets from a statistical point of view. A

reasonable comparison with the existing TM-21 extrapolated values was found. We

also analyzed several long-term LM80 high-power LED data to calculate a generic

lumen maintenance model. Such a generic model allows the creation of isolines that

may serve as a design guide. The analysis of these data sets shows the strength of

the described method as the resulting unique fitted parameters describe the lumen

maintenance of the LED over a long period. In principle there is also no need for a

limitation based on the so-called 6� rule from TM-21.

Other than the approach as described in Sect. 17.3.2, different – more complex –

stochastic models are used to describe the degradation path. As stated, the big

challenge is to get accurate estimates of a product’s lifetime. The performance of an

ADT, obviously, strongly depends on the appropriateness of the modeling of its

degradation path. A typical degradation path consists of mean degradation curve

and its error term (measurement error). There are two approaches available in the

literature. First, the mixed effect model is one of the most popular approaches in

degradation analysis. In order to describe the unit-to-unit variations of the test units,

the unknown parameters of the mean degradation path are described in terms of the

mixed (or random) effects. Often the mixed effect formulations do not take the

time-dependent error structure into consideration. Therefore, the stochastic process

formulation or Gauss-Markov method can be an alternative approach to model the

product’s degradation path. Dealing with those more complex models, to find the

maximum likelihood estimates (MLEs) of the unknown parameters, the mixed

effect model is computationally intensive. STATA (see: http://www.stata.com) or

R (https://www.r-project.org) can be used. However, on-hand procedures do not

always guarantee that the precise parameter estimations can be obtained. Besides

the mixed and Gauss-Markov approaches, the application of Bayesian methods may

be promising. Bayes allows a reliability engineer to incorporate one’s prior knowl-
edge about the unknown parameters of the model into data analysis to provide

important improvements in precision. Based on previous experiments, an engineer

may specify priors for the effects of temperature and/or current. As generally well

known, such priors are key components in a Bayesian model specification and

should be chosen carefully.
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Chapter 18

Long-Term Reliability Prediction of LED
Packages Using Numerical Simulation

Sung-Uk Zhang

Abstract Solid-state lightings (SSL) rapidly penetrate the global illumination

market because of the energy efficiency and the reliability. The energy efficiency

can be easily evaluated, but the reliability is not convenient to be estimated. SSL is

based on semiconductor and brings new manufacturing process and new materials,

which introduces a series of new and unknown failure modes. Using several

reliability tests, the reliabilities of LED packages are evaluated. However, the

general experiments are mostly time-consuming and expensive. In this chapter,

two failure modes caused by the corresponding reliability tests are focused, which

are wire bond breakage for the thermal shock cycle test and silicone degradation for

high temperature operating life test (HTOL). As these failure modes belong to long-

term reliability issues for LED packages, solving these issues is crucial in term of

time to market (TTM). Two failure modes were quantified by using finite element

analysis. For the wire bond failure, a wire bond lifetime model was developed to

predict the number of cycles to failure during thermal shock tests. For the silicone

degradation, a lumen depreciation model was suggested to estimate the lumen

depreciation for HTOL. Using two models, long-term reliability of LED packages

could be predicted using numerical simulation without time-consuming

experiments.

18.1 Introduction

Solid-state lightings (SSL) rapidly penetrate the global illumination market because

of the energy efficiency and the reliability. The energy efficiency can be easily

evaluated, but the reliability is not convenient to be estimated. SSL is based on

semiconductor and brings new manufacturing process and new materials, which

introduces a series of new and unknown failure modes. Caers and Zhao [1] have
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reported failure modes from device level to system level. The failure modes are

categorized into catastrophic failures and degradation failures. The catastrophic

failures include die cracking, electrical opens, electrical shorts, delamination dam-

age from ESD, driver failures, and so on. The degradation failures consist of

degradation of the lens and the encapsulant, yellowing of the lens and of the

encapsulant, increase of the contact resistance, and degradation of the phosphors.

These failures brought reliability issues for LEDs. Pecht and Chang [2] have

reviewed failure mechanisms and reliability issues in LEDs. In order to evaluate

the reliability, several qualification tests are performed by LED manufacturers,

which are categorized into operating life tests and environmental tests. The oper-

ating life tests include room temperature life test (RTOL), high temperature oper-

ating life test (HTOL), low temperature life test (LTOL), wet high temperature

operating life test (WHTOL), and so on. On the other hand, thermal shock test,

mechanical shock test, and temperature humidity storage tests belong to the envi-

ronmental tests. Among several reliability tests, the operating life tests and the

thermal shock test are time-consuming and expensive. Currently LED manufac-

turers need efficient ways to evaluate these reliability issues. In this chapter, two

failure modes caused by the corresponding reliability tests are focused, which are

wire bond breakage for the thermal shock cycle test [3] and silicone degradation for

HTOL [4]. Figure 18.1 shows wire neck breakage after performing the thermal

shock test. This wire bond failure is one of metal fatigue failures.

Figure 18.2 shows lens cracks of LED package caused by an operating life test.

These lens cracks result from silicone degradation. Both failure modes belong to

long-term reliability issues so that alternative approach is required instead of

general measurements.

This chapter introduces one efficient way to evaluate long-term reliability of

LED packages. The way is to predict the reliability by using numerical simulation.

This chapter is divided into three sections. The first is related to the wire bond

breakage. For numerical estimation, a wire bonding lifetime model for the thermal

shock test was developed so that the number of cycles to failure could be predicted

by using numerical simulation. The model was based on the Coffin-Manson fatigue

Fig. 18.1 Wire neck breakage caused by thermal shock tests
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law, which was calibrated from failure data of the thermal shock tests and computed

plastic strain. In order to calculate the plastic strain under the test conditions, the

finite element method (FEM) was performed. The second section describes the

silicone degradation in LEDs. Assuming that the degree of the silicone degradation

is strongly related to creep strain rate of the siloxane, silicone degradation during

the operating life test of LEDs was quantitatively evaluated using numerical

simulation. In order to compute creep strain rate of the silicone, the linear visco-

elastic property of the silicone was measured and used for the FE thermal-

mechanical simulation. The creep strain rate of the silicone polymer was computed

in a predefined volume of interest (VOI). Furthermore, the correlation between the

computed creep strain rates and lumen depreciation could be established, which

lead to a lumen depreciation model using the viscosity effect of the silicone. Based

on this model, the tendency of the lumen maintenance for LED packages could be

estimated using numerical analysis without time-consuming tests. The conclusion

and further works are presented in the final section.

18.2 Fatigue Life Evaluation of Wire Bonds During
a Thermal Shock Cycle Test

Previous researchers have studied thermal fatigue lifetime evaluation of wire bonds

for IGBT modules, RF LDMOS, power modules, and silicon power semiconductors

[3–10]. Ciappa and Fichtner [5] needed to evaluate a failure rate of IGBT over

30-year operation. Hager et al. [6] demanded to evaluate lifetimes between 10 and

30 years under harsh conditions for IGBT. Bielen et al. [7] demanded RF LDMOS

to be able to undergo more than 10,000 cycles to failure. Although LED packages

have a similar problem in terms of time-consuming tests, the failure mode of the

Fig. 18.2 Lens cracks of LED package caused by an operating life test
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LED package is different from the others. The failure of the LED package belongs

to low-cycle fatigue failure. On the other hand, the failures of other electronic

packages are categorized into high-cycle fatigue failure. In the LED package, gold

bonding wires are surrounded by silicone encapsulant which has a higher thermal

coefficient of expansion than the gold has. Moreover, the material property of the

silicone for LED packages is highly dependent upon temperature. Elastic modulus

of the silicone at low temperature is usually much higher than one of the silicone at

high temperatures. The low temperature condition induces large plastic strain

accumulated in the wire. The cumulated plastic strain becomes a main cause for

the wire bonding breakage.

This section describes a wire bonding lifetime model for the thermal shock test

in order to estimate the number of cycles to failure by using numerical simulation.

The section has two subsections. The first subsection includes the way to establish

the model based on the Coffin-Manson fatigue law. The second subsection explains

a design example using the wire bonding lifetime model.

18.2.1 Wire Bonding Lifetime Model

During the thermal shock test, one of the major failure modes for LED packages is

wire neck breakage occurred by thermal stresses. The wire neck breakage belongs

to low-cycle fatigue as the number of cycles to failure occurs less than 10,000

thermal cycles and the load frequency is less than 10 (Hz). Hence, the wire bonding

lifetime model was based on Coffin-Manson fatigue law. The model is shown as

follows:

Nf ¼ a Δεp
� �b ð18:1Þ

where Nf is the mean number of cycles to failure andΔεp is the increment of volume

averaging accumulated plastic strain between the first thermal cycle to the second

thermal cycle. We assumed that residual stresses inside the wire could be neglected

during manufacturing processes. a and b are coefficients which are calibrated by

using linear regression. Nf is analyzed by Weibull analysis based on failure data of

the thermal shock tests. Δεp is computed by using the finite element analysis

corresponding to prescribed test conditions.

18.2.1.1 Experiments

Thermal shock cycling was performed in the range of �45 �C–125 �C. Each cycle

lasted 30 min. Each dwell time at high and low temperatures consumed 15 min. The

LED packages were placed inside a thermal shock chamber and cycled according to

prescribed conditions. On-off tests were performed to check failures for LED
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packages. The failure data were further analyzed by Weibull analysis software

(Minitab) to determine the number of cycles to failure. Nf is defined as a mean value

of the number of cycles when the failure rate is 1%.

Figure 18.3 shows the schematic of a LED package. The LED package is

composed of reflector, silicone encapsulant, a wire, a LED chip, and lead frames.

As the wire with a low coefficient of thermal extension (CTE) is surrounded with

the silicone encapsulant with a high CTE, thermal deformation of the encapsulant

induces plastic strains in the wire. The CTE of the silicone is about 2� 10–4 (�C�1);

however the CTE of the wire is approximately 1.4� 10–5 (�C�1). The plastic strains

are largely accumulated in the wire neck, which results in the wire neck breakage.

Several thermal shock tests were conducted on various packages which varied

according to their sizes, encapsulants, diameters of wires, and wire loops. Among

them, we selected proper data points which had high correlation coefficients to

Weibull distribution. The data points were used for linear regression. The criterion

of the correlation coefficient was defined as 0.95. Table 18.1 lists the test data

points. The data point is denoted as DP.

Elastic moduli of silicone encapsulants used for LED packages were measured

by using the dynamic mechanical analyzer (DMA). Figure 18.3 shows that the

elastic moduli vary with temperature. The graph shows that the silicone A has

slightly higher elastic modulus than the other at low temperatures.

Fig. 18.3 Schematic of a

LED package
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18.2.1.2 Finite Element Model

The above data points were simulated in finite element models to calculate the

accumulated plastic strains during each temperature cycle. The models were

subjected to quasi-static thermal loading. Each LED package includes wires.

Small PKGs, medium PKGs, and large PKGs have one, three, and six wires.

In order to reduce geometry discrepancy between manufactured wire shapes and

finite element models, a scanning electron microscope (SEM) was used to acquire

the wire shape in detail. Figure 18.4a, b show the SEM picture and the finite element

model corresponding to the picture. The finite element model did not include the

shape of second bonding precisely because the stitch was not our volume of interest

(VOI).

The VOI was the wire neck as shown in Figs. 18.5 and 18.6, which is defined as a

heat-affected zone of the wire with a height of 30 μm.

In the VOI the accumulated plastic strain was computed by employing volume

averaging technique as follows:

εp ¼
P
e

ε ep

� �
� VeP

e
Ve

ð18:2Þ

where εp is the volume averaging plastic strain, e is the element number, and Ve and

ε ep are the volume and the accumulated plastic strain of the eth element. The element

size in the VOI was 5 μm for all data points. The volume averaging technique was

applied in order to reduce a numerical error in the VOI.

The computation of accumulated plastic strain was based on following assump-

tions. The wire had bilinear kinematic hardening behavior. Elastic modulus and

tangent modulus of the wire were 55 GPa and 318 MPa. Yield stress of the wire was

167 MPa.

Table 18.1 LED package and test condition for thermal shock tests

Number of

DP Size

Kind of

silicone

Wire diameter

(μm)

Wire height

(μm)

Wire length

(μm)

Wire

loop

1 Large A 25.0 190 1,000 L1

2 Large A 25.0 230 1,000 L1

3 Large A 25.0 190 1,000 L2

4 Large A 25.0 230 1,000 L2

5 Small B 30.0 200 650 L2

6 Small B 30.0 300 650 L2

7 Small B 30.0 200 920 L2

8 Small B 30.0 300 920 L2

9 Medium A 25.0 280 1,100 L3

508 S.-U. Zhang



18.2.1.3 Calibrated Model

Under above assumptions, plastic strains in VOI were computed for each data point.

Figure 18.7 shows finite element results for DP5. The maximum plastic strain

occurs in the VOI. Figure 18.7b, c represent the exaggerated deformations at

�45 �C and 125 �C.
Figure 18.8 shows that the accumulated plastic strain increases as time increase

for eight design points. The plastic strains have stepwise increases because larger

plastic strains are cumulated at low temperatures.
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Fig. 18.4 Elastic moduli of silicones in changes of temperature

Fig. 18.5 Wire shape (a) SEM picture (b) finite element model
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According to Fig. 18.8, the plastic strain increment between 30 and 60 min could

be computed as shown in Table 18.2. DP3 has the largest increment, and DP5 has

the smallest one among the design points.

Using numerical and experimental results of the selected four design points,

regression analysis could be performed. Coefficients of the wire bonding lifetime

model were obtained as follows:

Nf ¼ 6:98 Δεp
� ��1:2 ð18:3Þ

The R-squared value was 99.8%, which presents how well data points fit a line or

a curve. Comparatively, Matsunaga and Uegai [8] developed a high-cycle fatigue

lifetime model for aluminum wires in a power module. The number of cycles to

Fig. 18.6 Volume of

interest for finite element

computation

Fig. 18.7 Equivalent plastic strain distribution, (a) location of the maximum plastic strain, (b)
exaggerated deformation at �45 �C, (c) exaggerated deformation at 125 �C
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failure was dependent on the thermal cycling swing range. The coefficients of a and
b were 1.63� 1,013 and �4.5. Those coefficients vary with wire materials and

input parameters.

In order to evaluate our lifetime model, the other results were used to compare

with the lifetime model as shown in Fig. 18.9. The discrepancy between DP6 and

the wire bonding lifetime model is the largest among them. Nf estimated by the

lifetime model was 582. The error may be caused by differences in geometry and

material property of encapsulants. The encapsulant highly affects the wire bonding

lifetime. The volume of the encapsulant in our FE model may be different from one

of the real package. Moreover, we assumed the silicone encapsulant in the FE

model was pure silicone. However, the real silicone encapsulant contains phosphors

so that the material properties may be different. The effect of the material property

of the encapsulant will be further work.
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Fig. 18.8 Accumulated plastic strain vs. time

Table 18.2 Plastic strain

during the second cycle for

each data point

Data point Δεp
1 0.05678

2 0.05115

3 0.06857

4 0.03511

5 0.01491

6 0.02508

7 0.01639

8 0.02578

9 0.02679
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18.2.2 A LED Package Design Example Using the Wire
Bond Lifetime Model

As SSL brings new manufacturing process and new materials, material selection is

important for LED manufacturers. One of new developing materials is a premold.

Sometimes several material vendors provide their products. One of the major

considerations could be the wire bond reliability for LED packages.

For this problem, this wire bond lifetime model was adopted, and the response

surface methodology (RSM) was used to study the relationship between mechanical

properties of premold materials and Nf. Design parameters for the mechanical

properties were defined as elastic modulus, coefficient of thermal expansion

(CTE), and Poisson’s ratio. The range of each parameter was determined as

shown in Table 18.3 [4], which was defined by reference material properties of

epoxy mold compound (EMC), polyphthalamide (PPA), and polycyclohexy-

lenedimethylene terephthalate (PCT).

Using the above ranges, a Box-Behnken design generates the set of the required

treatment combinations, which included 13 treatment combinations created by

Minitab. The response surface model had an R-squared value of 98.97%. Using

the response surface model, contour plots are shown in Fig. 18.10, which graphi-

cally shows the most sensitive parameter for the Nf is CTE. When CTE is more than

80 ppm/K, Nf could not be more than 950 cycles.

Fourteen candidate materials were evaluated using the response surface model

and the wire bonding lifetime model as shown in Fig. 18.11. Among them, the wire

bond reliability of the LED package including Material#7 would be worst during

thermal shock tests. The best case would be Material#13.
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18.3 Quantification of Silicone Degradation During HTOL

Silicone polymers are used for encapsulant and lens for LED devices because of

their high transparency, manufacturability, stable thermomechanical properties,

and controlled refractive index [11]. Among several kinds of silicones used for

LED devices, the most common one is polydimethylsiloxane (PDMS) which can

have a wide range of refractive indices from 1.40 to 1.57. The common linear

PDMS is based on Me2SiO2/2 with refractive indices between 1.40 and 1.42. If

some methyl groups along the polymer chain are substituted with phenyl groups,

the refractive index can increase up to 1.57. The controlled refractive index

becomes a great merit in terms of light extraction efficiency. The light extraction

efficiency is a portion of the external quantum efficiency of LEDs. The total

external quantum efficiency, ηEQE, is given by

Table 18.3 Parameter ranges for the mechanical property of a premold material

CTE (ppm/K)

[min, max]

Elastic modulus

(GPa) [min, max]

Poisson’s ratio
(mm/mm) [min, max]

Design parameters [12,94] [4.2,18] [0.2,0.35]

Fig. 18.10 Contour plots of Nf using the response surface model
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ηEQE ¼ ηinj � ηrad � ηextraction ð18:4Þ

where ηinj is current injection efficiency, ηrad is radiative efficiency, and ηextraction is
the light extraction efficiency [12, 13]. The GaN-based LED has the high refractive

index (RI) of 2.45. If RI of the interface materials such as PDMS is close to 2.45,

mismatch of the refractive indices could be reduced so that the light extraction

efficiency can be enhanced. However, a trade-off exists between the refractive

index and thermal stability for the operating life tests.

Silicone degradation is one of the major causes for degradation of LEDs. Two

silicone degradation mechanisms are suggested by Camino et al. [14]. The first

mechanism is that the formation of cyclic oligomers is generated under the low

temperature (400 �C) and slow heating condition. The second mechanism is that

methane and oligomers are formed under the high temperature (800 �C) and fast

heating condition. In addition, these mechanisms lead to a weight and volume

shrinkage, which are investigated by differential scanning calorimetry [15]. Con-

sidering operating temperature of LEDs, the thermal degradation mechanism is

close to the first mechanism. But the degradation mechanism of LEDs is too slow to

be revealed because typical temperature of LEDs is controlled around 150 �C. The
volume shrinkage of PDMA at the temperature is hardly observed within 100 h

aging [7]. Based on the phenomenon of degradation of material properties, Watzke

and Altieri-Weimar [7] developed a degradation material model for the silicone

crack. Using a coupled thermo-optical model and FE thermomechanical model,

they estimated time to failure of LEDs.

In this study, a key assumption was made, that is, the degree of the silicone

degradation is strongly related to creep strain rate of the siloxane. The creep

behavior is deformation of a solid material under a sustained load with time

Fig. 18.11 Number of cycles to failure for 14 premold materials
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[17]. The time-dependent material behavior of the creep like polymers is often

referred to as viscoelasticity. The creep generally increases in materials as their

temperature is close to their melting point. Based on the assumption, silicone

degradation during this lifetime test of LEDs was quantitatively evaluated using

finite element analysis. In order to compute creep strain rate of the silicone, the

linear viscoelastic property of the silicone was measured and used for the FE

thermal-mechanical simulation. The creep strain rate of the silicone polymer was

computed in a predefined volume of interest (VOI). Furthermore, the correlation

between the computed creep strain rates and lumen depreciation could be

established, which lead to a lumen depreciation model using the viscosity effect

of the silicone. Based on this model, the tendency of the lumen maintenance for

LED packages could be estimated using numerical analysis without time-

consuming tests.

18.3.1 Linear Viscoelastic Model of PDMS

PDMS has a viscoelastic property, which is used as lens or encapsulant for LED

packages. The mechanical property of PDMS has a direct influence on results of

finite element analysis because PDMS is our VOI. Similarly the linear viscoelastic

property for finite element analysis has been used in the IC devices and packages.

Van Driel et al. [18] adopted the linear viscoelastic property for the molding

compound and die/attach materials to order to predict thermally induced deforma-

tions of electrical packages during packaging and testing processes. However, the

linear viscoelastic material models for finite element analysis are not simple to be

established. Jansen et al. and Sadeghinia et al. [19, 20] investigated changes in the

viscoelastic behavior of an epoxy molding compound during the curing process.

The material models depend highly on degree of cure. In this study, the curing

effects for the viscoelastic behavior were neglected. This will be further work.

The material properties of PDMS were measured using dynamic mechanical

analyzer (DMA). Isothermal modulus-frequency response and isofrequency

modulus-temperature response were observed [21]. An example for isothermal

modulus-frequency response is shown in Fig. 18.12. The x axis and y axis represent
frequency and storage modulus. The storage modulus varies with frequency and

temperature. Figure 18.12 shows that the storage modulus of PDMS increases as the

frequency increases. On the other hand, the storage modulus decreases as the

temperature increases. The other example for isofrequency modulus-temperature

response is shown in Fig. 18.13. The x axis means temperature. The storage

modulus dramatically decreases as the temperature increases. The highest slope

in the graph is defined as glass transition region. When PDMS exists below the glass

transition region, PDMS becomes hard and brittle like glass. Otherwise, PDMS

becomes soft and flexible like rubber.

A constitutive equation of PDMS is based on a generalized Maxwell model

which is the linear model for viscoelasticity. Figure 18.14 graphically shows a
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Fig. 18.12 Isothermal modulus-frequency response

Fig. 18.13 Isofrequency modulus-temperature response

516 S.-U. Zhang



one-dimensional form of a generalized Maxwell solid that is made up of a single

spring element in parallel with a number of Maxwell elements. Each Maxwell

element has a spring and a dashpot in series. μ denotes the spring stiffness and η
represents the dashpot viscosity. The spring stiffness could be extracted from the

isofrequency modulus-temperature response. The dashpot viscosity could be

obtained from the isothermal modulus-frequency response and the isofrequency

modulus-temperature response.

In three dimensions, the constitutive equation for the generalized Maxwell

model is expressed as follows:

σ ¼
Z t

0

2G t� τð Þde
dτ

dτ þ I

Z t

0

K t� τð Þ dΔ
dτ

dτ ð18:5Þ

where σ is Cauchy stress, e is deviatoric strain, Δ is volumetric strain, and G(t) and
K(t) are the Prony series shear and bulk relaxation moduli that are given by

G tð Þ ¼ G0 αG
1 þ

Xn
i¼1

αG
i exp

�t

τGi

� �" #
ð18:6Þ

K tð Þ ¼ K0 αK
1 þ

Xn
i¼1

αK
i exp

�t

τKi

� �" #
ð18:7Þ

where Go and Ko are relaxation moduli when t¼ 0. αi and τi are relative moduli and

relaxation time [22]. These coefficients are calibrated using two measured

responses from DMA. Moreover, the time-temperature superposition principle is

applied in order to observe temperature-dependent behavior of the constitutive

relations.

Fig. 18.14 Generalized Maxwell model in one dimension
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18.3.2 Finite Element Analysis

The volume of interest (VOI) is a portion of the silicone encapsulant made of

PDMS. An LED package and the VOI are shown in Fig. 18.15. The VOI has

0.02 mm depth from the outer surface of the LED package. An assumption was

made that the VOI is one of the most sensitive locations for lumen depreciation

during the lifetime test. All rays generated from a LED chip must pass through the

VOI to be detected. If the silicone degradation in the VOI gets worse as creep

strains increase, the density of dimethyl siloxane groups of PDMS decreases. Turek

et al. [23] investigated the effect of mechanical stress on the refractive index and the

coefficient of absorption of PDMS. They discovered that changes of the refractive

index of PDMS and coefficient of absorption of PDMS result from a change of the

density of dimethyl siloxane groups. Changes of the optical and mechanical prop-

erties of PDMS could result to reduce the light extraction efficiency.

In order to compute a numerical quantity induced by viscosity effects in the VOI,

the finite element analysis (FEA) was performed. Except for the encapsulant, the

other materials were assumed to be linear elastic. As the analysis belongs to the

weak-coupling analysis, steady-state thermal analysis was performed under the

operation condition, and sequentially static structural analysis was completed to

compute thermal stresses and strains for the VOI as shown in Fig. 18.16. In this

study, the creep strains were defined as an increment of equivalent elastic strain in

change of time as shown in Fig. 18.17. In the VOI, the creep strain was computed by

employing volume averaging technique as follows:

εcreep ¼
P
e

ε ecreep

� �
� VeP

e
Ve

ð18:8Þ

where εcreep is the volume averaging creep strain, e is the element number, and Ve

and ε ecreep are the volume and the creep strain of the eth element. The element size in

the VOI was 100 μm. The volume averaging technique was applied in order to

reduce a numerical error in the VOI. Moreover, the creep strain rate was denoted as

an increase of the volume averaging creep strain within a predefined period.

18.3.3 Lumen Depreciation Model

In LED lighting, evaluating lumen maintenance or lumen depreciation is a time-

consuming task. If a LED package generates 100 lumens in the initial time, the

package produces 70 lumens at 30,000 h. In this case, it is defined that the lumen

maintenance and the lumen depreciation are 70% and 30% at 30,000 h. The criteria

of lumen depreciation at certain time vary with a customer’s requirement and
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Fig. 18.15 Volume of interest for the LED packages

Fig. 18.16 Weak-coupling analysis using FEA

Fig. 18.17 An increment of equivalent elastic strain in change of time for VOI
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applications. Generally, US Department of Energy (DOE) guides the LM-80 test

method and the LM-80 test criteria for LED light sources, arrays, and modules. In

this study, LED packages are focused and investigated. Six test conditions were

prepared for the LM-80 test method, which varied with ambient temperatures and

electrical currents for LED chips. Figure 18.18 shows the LM-80 test results for six

test conditions. The ambient temperatures were 85 �C and 105 �C. The electrical

currents were 100 mA, 150 mA, and 180 mA. Using these results, the amounts of

lumen depreciation could be calculated.

Under above assumption for the lumen degradation, a correlation between the

computed strain rate in the VOI and the lumen depreciation at 5,000 h was

established according to ambient temperatures. When the ambient temperature is

85 �C or 105 �C, the R-square value is 0.91 or 0.96. Figures 18.19 and 18.20 show

curve fittings.

Using the linear regression curves, lumen depreciation estimation models were

defined as

LD %½ � ¼ 4:083� 1044 Δεcreep=Δt
� �15:62

Ta ¼ 85Co

LD %½ � ¼ 7:277� 1040 Δεcreep=Δt
� �14:68

Ta ¼ 105Co ð18:9Þ

where LD is the lumen depreciation at 5,000 h and Δεcreep=Δt is defined as the

volume averaged creep strain rate of the VOI, and Ta is the ambient temperature.

Currently the models are limited in only one PDMS material. In order to generalize

Fig. 18.18 LM-80 tests for six cases
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Fig. 18.19 Curve fitting when the ambient temperature is 85 �C

Fig. 18.20 Curve fitting when the ambient temperature is 105 �C
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this model, more experimental data are necessary in the change of PDMS materials

and LM-80 test conditions. This will be further work.

18.3.4 A LED Package Design Example Using the Lumen
Depreciation Model

The same problem in the Subsect. 2.2 could be considered in terms of the lumen

depreciation. This lumen estimation model may be helpful for the LED manufac-

turers because the reliability of the silicone could be quantified without time-

consuming experiments.

For this problem, the response surface methodology (RSM) was used to study

the relationship between mechanical properties of reflector materials (or premold)

and computed strain rates. Design parameters for the mechanical properties were

defined as elastic modulus, coefficient of thermal expansion (CTE), and thermal

conductivity. The range of each parameter was determined as shown in Table 18.4.

These ranges were used in a Box-Behnken design to generate the set of the

required treatment combinations. The Box-Behnken design was generated by

Minitab, which included 13 treatment combinations in order to create a response

surface model for three parameters. The response surface model had an R-squared

value of 99.99%. Using the response surface model, contour plots are shown in

Fig. 18.21, which graphically shows the most sensitive parameter for the strain rate

in the VOI is CTE. As CTE increases within the given range, the strain rate

decreases.

Fourteen candidate materials were evaluated using the response surface model

and the lumen estimation model as shown in Fig. 18.22. Among them, LED

packages including Material#7 would be expected to have the best reliability during

HTOL.

18.4 Conclusions

In this chapter, two methodologies have been developed to quantitatively evaluate

fatigue life of wire bond and silicone degradation for LED packages using finite

element analysis. For the wire bonding lifetime model, the volume averaging

accumulated plastic strain was computed in the VOI. The computed values and

Table 18.4 Parameter ranges for the mechanical property of a reflector material

CTE (ppm/K)

[min, max]

Elastic modulus

(GPa) [min, max]

Thermal conductivity

(W/m-K) [min, max]

Design parameters [12, 94] [4.2, 18] [0.37, 3.1]
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Fig. 18.21 Contour plots of strain rate using the response surface model
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Fig. 18.22 Lumen depreciation using 14 reflector materials
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the fatigue data were used to calibrate the model. For the silicone degradation, the

strain rate induced by viscosity effects was computed in the VOI. Using the values,

the lumen depreciation model was developed. Both models could be used to help

LED manufacturers to make an engineering decision without time-consuming

reliability tests. Currently the chapter focused two failure modes for corresponding

reliability tests. In order to solve long-term reliability issues for LED packages,

more numerical models for related failure modes would be necessary for LED

manufacturers in order to reduce time to market (TTM).
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Chapter 19

Corrosion Sensitivity of LED Packages

B.J.C. Jacobs, C. van derMarel, Willem Dirk van Driel, S.J. Lu, and X.P. Li

Abstract The penetration of solid state lighting applications is due to the promise

of a low-cost reliable solution by means of application of low- and mid-power

LEDs. These LED packages are manufactured by making use of new processes

and materials which in principle introduces a series of known and unknown

failure modes. Corrosion is a specific failure mode which limits the lifetime,

and hence manufacturers realize that their package integrity needs to be

improved. This chapter describes the sensitivity to corrosion of LED packages.

In the first part, an introduction to chemical incompatibility is given. In the

second part, different sources of corrosion are distinguished. The construction

of LED packages and their vulnerability to corrosion is described in the third

part. In the fourth part of this chapter, testing methods are reviewed and their

effectiveness to simulate real-life conditions. A series of experimental setups is

used to explore the behavior of LED packages in contaminated environments. A

combined experimental–theoretical approach is used to describe the perfor-

mance in certain conditions of pollution. This will be covered in the fifth

part. The last part describes a list of classes of chemicals, often found in

electronics and construction materials for luminaires that may affect LED

performance and for this reason should be avoided for the design of SSL

solutions.
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19.1 Introduction

SSL applications are now at the doorstep of massive market entry into our offices

and homes. This penetration is mainly due to the promise of an increased reliability

with an energy-saving opportunity: a low-cost reliable solution by means of appli-

cation of low- and mid-power LEDs. These LED packages are manufactured

making use of new processes and materials which will introduce a series of

known and unknown failure modes [1–3]. Semiconductor failure modes are well

described [4], but their relation to the quality and reliability of light is not well known.

Corrosion of LED packages is a specific failure mode which presently limits their

lifetime. While most failure modes of high-power LED packages are being under-

stood [5, 6], these packages are quite robust against corrosion. However, LED

package manufacturers realize that the package integrity of low- and mid-power

LEDs needs to be improved to achieve comparable lifetimes. LED package perfor-

mance strongly relies on its lumen depreciation in which the light source gradually

but slowly degrades over time [7]. Besides lumen depreciation LED packages may

degrade by a shift in color [8–10]. The presence of sulfur- and halogen-containing

chemical compounds as well as chemically incompatible volatile organic compounds

(VOCs) in LED-based solid state lighting designs may impair the performance and

strongly reduce its lifetime. Even if measures are taken to avoid harmful substances in

the proximity of electronic components, in general customers still experience corro-

sion issues. Gradually, manufacturers are gathering field experiences with this new

failure mode and developing more robust LED packages. They acknowledge that the

robustness against corrosion of low- and mid-power LED package needs to be

improved to reach lifetimes similar to high-power LED packages.

Epoxy-based adhesives, elastomers, coatings, and potting compounds are exam-

ples of materials frequently used in the construction of luminaires. These products

may also face degradation influencing the system lifetime [11, 12]. Additionally

they often contain incompatible chemicals leading to a rapid decrease in luminous

flux and noticeable shift in chromaticity on LED package level. In extreme cases the

chemicals may even lead to a short or open electrical contact. In addition to chemical

contamination due to outgassing, considerationmust also be given to the environment

in which the LED-based lighting solution will be installed and operated. While some

degradation mechanisms of mid-power LED packages are described [13, 14], this

chapter focusses on the influence of aggressive environments such as corrosive

atmospheres, coastal climates, and chemical industry which negatively affect low-

and mid-power LED light source behavior and service life.

19.2 Sources of Corrosion

Since LEDs are part of a system, they can be exposed to different environmental

conditions. Presence of sulfur, halogens, and VOCs in the air may affect the

reliability of LED components of the system. We may distinguish different sources

of corrosion, as illustrated in the figure below (Fig. 19.1).
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19.2.1 Intrinsic Corrosion

Intrinsic corrosion effects are found on different levels inside a LED package. Due

to the permeability of the silicone resin for moisture, oxidizing substances, and

corrosive gasses, the conducting ITO layer on LED die level may dissolve by

electrolytic corrosion. As a consequence, metallic indium is separated and migrates

through the LED mesa edge passivation layer leading to electrical shortage of LED

p-n junction. One could question if this corrosion mechanism should be classified as

an intrinsic or an extrinsic corrosion effect. For some LED packages however, the

thickness of the passivation layer seems to be too thin to provide sufficient level of

mesa surface protection which makes the surface of the LED mesa edge initially

vulnerable to organic acids from the environment and causes local surface leakage

channels with ongoing electrolytic reaction. For these specific LEDs, this failure

Corrosion
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Electrolytic 
corrosion on 

LED die level

contamination 
during die and 
LED package 
manufacuring

Extrinsic

Outgassing of 
components of 

light source
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PCB and 
electronic 

components

Other BOM
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foreign 

materials

Wiring
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Other materials 
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Air pollution H2S, SO2, NOx,
NH3, salt mist

Fig. 19.1 Overview of different sources for LED corrosion
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mechanism is observed during exposure to normal humid environmental conditions

and could for this reason be classified as intrinsic corrosion. As a result of long

continuous surface leakage current flow, chemical reduction of ITO, and agglom-

eration of indiummetallic residuals at the mesa edges, a low-ohmic leakage channel

is created which causes a high leakage current. Hence LEDs fail to light up at a

certain state of dimming during normal life. In Fig. 19.2, a mid-power (MP) LED

package is shown with a leaky chip. During driving a clear dark corner on the

bottom right of the chip can be observed. On the exact location, a bright dot at the

mesa edge is found. The defects could easily be found with SEM. In almost all

cases, the defects mainly consist of indium.

Another example of intrinsic corrosion is found to be caused by chemical

residues on the lead frame due to the manufacturing process, either by transport

and handling of the lead frames before silicone dispense or by the use of materials,

tools, equipment, or process consumables containing typical chlorine or sulfur.

Although chlorine may be present on the lead frame as contaminant during

manufacturing, causing silver tarnish, it may not be able to detect presence of

chlorine after a period of operation since chlorine gradually leaves the LED

package as gaseous hydrogen chloride by diffusion. In the figure below, the

lumen maintenance of a MP LED package is shown during a steady-state wet

high-temperature operation test. Initially, chlorine was present at the surface of

the Ag-mirror; the amount of chlorine can be expressed by the ratio of the surface

concentrations of chlorine (Cl) over silver (Ag) (surface concentrations are con-

centrations in the upper few nm). In this case the initial concentration ratio Cl/Ag

was larger than 10%. The figure shows that the products suffering from intrinsic

corrosion do not follow a time-single-exponential lumen decay (dashed line) but

tend to depreciate significantly faster after some time (solid line) (Fig. 19.3).

Also contaminated materials inside the LED, such as phosphors, silicone, or

adhesives, could cause intrinsic corrosion. And PCB material, in particular CEM

type, generally contains some small amounts of bromide. If, for instance, by

diffusion, bromide reaches the silver-coated lead frame, it will lead to the formation

of silver bromide, decreasing the reflectivity of the internal reflector and hence

reducing the LED package lifetime.

Fig. 19.2 Example of a de-capped MP LED package showing migration of metallic particles at

mesa edges
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Even at room temperature, remnants of flux desorb significantly organic com-

ponents like nitrogen-containing fatty acids. By consequence, a leaking path

between flux remnants and the silver mirror in LED modules must be avoided.

19.2.2 Extrinsic Corrosion

Extrinsic corrosion can be split up by:

• Outgassing of components that are used in the product itself

• Outgassing of materials used in the direct environment of the lamp or luminaire

• Climatic air pollution

In general application guides from manufacturers of LED packages and

LED-based lighting solutions describe the effect of extrinsic corrosion and give

guidance to protect the product from this failure mode [15].

19.2.2.1 Corrosion by Components of Light Source

Due to the proximity of various components and materials in a system, the envi-

ronmental chemical conditions of LEDs are often originating from the system itself.

Especially at higher temperatures, aggressive substances like H2S, halogens, as well

as volatile organic compounds (VOCs) evaporating from materials like foam pads,

rubber sealing, anti-vibration pads, or thermal conductive pads will affect the

degradation of luminous flux in LEDs. Below results from gas chromatography

mass spectroscopy measurements are shown during baking of a commercial avail-

able electronic transformer component. As can be seen from the figure, the release

of bromide-, chlorine-, and sulfur-containing compounds is minimized to approx-

imately zero, indicating that harmful corrosion effects could by minimized by

baking this component for a certain time period (Fig. 19.4).
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19.2.2.2 Corrosion by Outgassing of Materials from the Environment

Local environmental contamination can be caused by materials that are used in the

close neighborhood of the lighting system. Ceiling panels treated with a fungicide

often contain iodine which negatively affects the reliability of LED packages in the

system. LED manufacturers generally maintain a list of chemicals in their applica-

tion guides and product description sheets that are often found in electronics and

construction materials for luminaires that should be avoided. In § 19.6 more

information on harmful chemicals can be read.

19.2.2.3 Corrosion by Air Pollution

Air pollutants as sulfur dioxide (SO2), nitrogen dioxide (NO2), hydrogen sulfide

(H2S), chlorine (Cl2), and ammonia (NH3) which are present in air promote

corrosion of metals and need to be taken into consideration in the evaluation of

corrosion resistance of products that are especially sensitive to corrosion failures

such as electronic devices. Exposure tests in the presence of such air pollutants are

therefore frequently used in the qualification of electronic products to determine the

corrosion resistance.
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Corrosion by air pollution is critical in case light sources are used in areas with

moderate or high activities of industry or traffic. Air pollution is mainly caused by

industry, traffic, power stations, heating systems, and waste disposal facilities.

Moisture-rich environments are extra vulnerable.

19.3 Sensitivity to Corrosion by LED Package Design

In the interest of both protecting the LED chip and maximizing the light that is

coupled out, all LED packages feature some form of encapsulation. Silicones are

frequently used for transparent encapsulation. The silicone is added with phosphor

as light converter material.

Silicones possess a high optical transparency, favorable mechanical properties,

and thermal and radiation stability but are to some extent permeable for gases.

Some VOCs and chemicals react with silicone and produce discoloration and

surface damage. Other VOCs do not chemically react with the silicone material

directly but diffuse into the silicone and oxidize during the presence of heat or light.

Since silicone permeability increases with temperature, more VOCs may diffuse

into and/or evaporate out from the silicone at elevated temperatures [15].

A typical high-power (HP) LED package contains a high brightness LED chip on

a ceramic substrate. The ceramic substrate provides mechanical support and ther-

mally connects the LED chip to a heat pad on the bottom of the substrate. An

electrical interconnect layer connects the LED chip to a cathode and anode on the

bottom of the substrate. In contrast to HP LED packages, low-power (LP) and

mid-power LED packages consist of a silver-coated lead frame with

polycyclohexylenedimethylene terephthalates (PCT), polyphthalamide (PPA), or

epoxy molding compound (EMC)-based housing. Here, a LED die is glued to the

lead frame and electrically connected to the lead frame with bond wires. The LED is

casted with a silicone-based encapsulation to protect the die and wire bond. Refer to

Fig. 19.5.

19.3.1 Package Integrity

In general, the sensitivity for corrosion of a LED package depends mainly upon the

package integrity of the LED package. The figure below shows a cross section of a

MP LED package (Fig. 19.6).

Possible passages of sulfur, halogens, and VOCs to reach the silver-coated lead

frame are:

• Through the silicone (A)

• Interface mold compound and silicone (B)

• Interface mold compound and metal lead frame interface (C)
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An example of a passage along the mold compound and silicone (B) can be seen

on the picture below. Clearly a gap is visible enabling corrosive gasses to penetrate

into the package and attacking the silver layer very easily (Fig. 19.7).

Besides ingress of sulfur and halogens at locations of interlayer delamination

and through the silicone, also diffusion of VOCs at the same locations should be

considered.

Fig. 19.5 Typical construction of a low- and mid-power LED package

silicone material
(with phosphor)

LED chip die attach glue

bonding wiresmold compound  
(reflector)

copper lead frame on 
top covered by silver 

silver layer

sacked 
phosphor

Fig. 19.6 Cross section of a typical mid-power LED package
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19.3.2 Corrosion-Sensitive Materials

Silver, being an excellent reflecting material, is used as a reflector on top of the lead

frame to increase the amount of emitting light from the package. Silver is known to

corrode quite easily, a phenomenon that is called tarnish. It is known that sulfur and

halogens act as a catalyzer for this corrosion. Tarnish is the result of an oxidation

reaction between a metal and some chemical in its environment. Unlike rust, which

continues to eat away the underlying metal even after it has covered the metal’s
surface, tarnish continues to grow at a slower rate as soon as one mono-atomic layer

has been formed. It forms a gray-black-colored patina, a layer of already-oxidized

metal compound, known as silver sulfide (Ag2S) that protects the remaining metal

below it by excluding the oxidizing agent, preventing it from making further

contact with the fresh metal. It forms when elemental silver (Ag) is exposed to

hydrogen sulfide (H2S), the gas responsible for the familiar “rotten egg smell” of

organic sulfur compounds. When the two chemicals meet and also oxygen is

present, they react. The sulfur breaks away from its two hydrogens to form two

new covalent bonds with silver atoms. This makes silver sulfide (Ag2S) and releases

water (H2O). Silver tarnish is caused by sulfur compounds, but oxygen or other

oxidant compounds are necessary for the reaction to happen. The balanced equation

is written below:

Fig. 19.7 Electron micrograph of a MP LED package cross section showing a clear passage to the

lead frame by delamination along the mold compound and silicone
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4Agþ 2H2Sþ O2 $ 2Ag2Sþ 2H2O

Silver can also be tarnished by exposure to chlorine (Cl2). Other potentially

harmful photosensitive compounds are iodine (I2 or organic I �> AgI), bromide

(Br2 or organic Br �> AgBr), as well as organic acids (R-C¼O-OH �> R-C¼O-

O-Ag).

These silver compounds all give rise – even without irradiation with light – to a

cyclic reaction and corrosion of the silver-plated lead frame.

Below a picture is shown of a series of MP LED packages which suffered severe

silver tarnish by H2S. The high permeability of the silicone encapsulation allows

H2S gas to diffuse to the silver, even in a nonoperational state. The leakage of the

lead frame is in this case not the primary cause of Ag-tarnish since for this particular

LED package, H2S reaches the silver surface much faster through the silicone than

through the lead frame. The mechanically de-capped LED packages on the right

clearly show that silver particles are migrated into the silicone (Fig. 19.8).

Corrosion of the silver plating of the lead frame may finally result in the

destruction of the electrical contact between lead frame and the die by a lifting

ball or wedge bond. Below a SEM picture of a wedge bond is shown of samples

suffering from corrosion. On the wire clear traces of silver migration are visible

(Fig. 19.9)

Manufacturers are constantly developing less sensitive LED packages by apply-

ing protective layers and less permeable silicones or are changing over to high-

reflective mold compounds or application of gold finish instead of silver. As an

example, the graph below shows the normalized lumen maintenance of a LED

package containing a silver (solid line)- and gold (dashed line)-plated lead frame,

respectively, during a binary gas exposure test showing a large improvement in

lumen maintenance for the latter product (Fig. 19.10).

19.3.3 Hitting Probability on Surface

Lumen decay by corrosion of a LED package depends mainly upon the package

integrity, the use of corrosive sensitive metals in the LED package, and their

contribution to the reflectiveness of these metals to the total light output.

By determining the hitting probability on surface (HPOS) of the lead frame, one

can determine its sensitivity for corrosion by design. The HPOS value represents

the average probability that an emitted photon from the chip (epi-die) hits a

particular surface area before it leaves the package. In Fig. 19.11 the left columns

show the HPOS on the side wall reflector (plastic PPA/PCT/EMC), while the right

columns give information about the HPOS on the silver-coated lead frame. Please

note that the mentioned HPOS value is not valid for each commercially available
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LED package for the mentioned typical package sizes since the LED package

design for a specific package size may differ per LED manufacturer.

From the figure above, one can conclude that, by design, the probability that the

emitted light from the die for a specific 5630-package will hit the reflector is only

very limited compared to the probability that the emitted light will hit the silver

surface. This package is therefore very sensitive for the decrease in reflectivity of

the silver layer but is less sensitive for the decrease in reflectivity of the plastic

reflector. When comparing this package to 3014-size packages, one may conclude

that this latter package suffers severe influence of photons hitting the reflector.

Fig. 19.8 Picture of MP LED packages with silver tarnish in which silver particles are migrated

into the silicone

Fig. 19.9 Picture of a MP LED package showing silver migration effect on the wire bonds. The

part of the gold wires close to the wire bond is covered with silver (dark gray)
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During qualification tests, it was observed that the dominant failure mode of this

3014-size package was indeed discoloring of the plastic material causing lumen

decay and color change, while at the 5630-package, the observed lumen decay and

color change was mainly caused by change of the reflectivity of the silver mirror.

19.4 Corrosion Test Methods

19.4.1 Standard Test Methods

Corrosion tests have been developed in the 1980s by researchers at Battelle Labs,

Telcordia, and IBM by using gas tests to accelerate atmospheric corrosion and its

effect on electronic applications [16]. A gas test is a laboratory test in which the

temperature, relative humidity, concentration of gaseous pollutants, and other

critical variables such as volume exchange rate and airflow rate are carefully

defined, monitored, and controlled. The purpose of this test is to simulate corrosion

phenomena due to atmospheric exposure. In early 1990s, professional organiza-

tions, including American Society for Testing and Material (ASTM), Electronic

Industries Association (EIA), International Electro technical Commission (IEC),
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and Telcordia, began to standardize these test methods and published corresponding

documents as guidelines. The operational environments for electronic equipment in

the atmosphere are divided into four classes, from least corrosive (Class I) to most

corrosive (Class IV). Some examples of standard gas test methods are test methods

developed by Battelle Labs, IBM, EIA-364-TP65A, Telcordia GR-63-CORE, and

IEC 60068-2-60 Part 2. For the latter mentioned test method, the testing conditions

are given in Table 19.1.

There is strong need to review existing mixed gas test specifications to determine

their relevancy for silver-based corrosion mechanisms in relation to LED applica-

tions, specifically in a reducing sulfur environment. Understanding the relevancy of

the test specifications and the potential need for modification requires a review of

conditions in the field and an understanding of how the physics of the corrosion

process changes with variation in these parameters.

Future versions of silver-oriented gas testing may wish to eliminate SO2 gases

and increase H2S gas concentrations to potential maximum levels encountered in

heavy traffic or industry-specific harsh environments. Single flowing gas at a well-

defined concentration of H2S, temperature, and relative humidity is the most

common way to determine the corrosion sensitivity for low- and mid-power LED

packages. Qualification tests, like IEC 62861, typically refer to the standard corro-

sion test method IEC 60068-2-43. Its derative standard JIS C 60068-2-43 (former

JIS C 0092) differs from the IEC 60068-2-43 standard by describing an additional

accelerated test condition at 40 �C at a relative humidity of 80%. Standard test

method IEC 60068-2-42 is less favorable as gas test for LED packages since this

test method does not include exposure to H2S and for the additional reason that tests

in which MP LEDs are exposed to SO2 showed that the luminous flux is not

influenced by exposure of this gas at concentration levels up to 25 ppm

(Table 19.2).

Eventually salt mist tests according to IEC 60068-2-11 or IEC 60068-2-52 are

proposed as an accelerated laboratory corrosion test simulating the effects of

seacoast atmosphere on devices and package elements. Apart from electrochemical

corrosive effects in metallic materials, these tests may be used to indicate deterio-

ration of some nonmetallic materials by assimilation of salts.

Table 19.1 Mixed flowing gas test methods developed by IEC 60068-2-60 Part 2 [16]

Parameter Method 1 Method 2 Method 3 Method 4

H2S (10�9 vol/vol) 100� 20 10� 5 100� 20 10� 5

NO2 (10
�9 vol/vol) – 10� 5 20� 5 10� 5

Cl2 (10
�9 vol/vol) – 200� 50 200� 50 200� 20

SO2 (10
�9 vol/vol) 500� 100 – – 200� 20

Temperature (�C) 25� 1 30� 1 30� 1 25� 1

R.H. (%) 75� 3 70� 3 75� 3 75� 3
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19.4.2 Accelerated Test Methods

Large efforts have been made to develop accelerated corrosion tests for the purpose

of product qualification. As a result of this work, a broad spectrum of methods now

exists of which some are also available as international standards, as mentioned

above. However, some of those tests are intended only for checking the compara-

tive quality of a metallic material with or without corrosion protection, while others

may even be useful for predicting or estimating the long-term performance of a

product with metallic materials when exposed to corrosive stress representing

in-service conditions. Corrosion effects may appear at air volume fractions of

pollutants less than 10�9. The conduct of air pollutant corrosion tests, therefore,

requires special test equipment.

For qualification of new materials and products with respect to corrosion resis-

tance, accelerated corrosion tests generally need to be adapted during product

design work. The higher the degree of acceleration of a corrosion test, the more

favorable the accelerated corrosion test will be in keeping the required testing time

short. On the other hand, a too large acceleration of the corrosion process may give

rise to deviations from the naturally occurring corrosion processes. This makes

clear the main problem in designing meaningful accelerated corrosion tests for

product qualification. Identifying the most relevant method for testing the corrosion

sensitivity of LED-based lighting solutions requires knowledge that usually goes

beyond what you can get from a single standard.

In general, any accelerated model needs to be validated with test and real field

data. For corrosion lifetime modeling, one should be very careful to assume a

certain chemical reaction or physical diffusion process. Examining products from

the field and comparing the corrosion rate with testing data should be done only in

case the similarity of the failure mechanisms is proven. By closely studying the

appearance of the surface of the corroded silver layer by means of SEM, one could

verify the consistency of the layer structure and hence confirm or suspect similarity.

The figure below presents micrographs of the silver-plated lead frame of mechan-

ically de-capped LED packages. The left picture shows the corroded structure of a

product after a corrosion qualification test, while at the right picture, the corroded

mirror surface of a product from the field is presented. Here, the difference in

structure of the corroded surfaces is unmistakable in which similarity of the failure

mechanism should be questioned (Fig. 19.12).

Table 19.2 Single flowing gas test conditions of different standard corrosion test methods

Parameter IEC 60068–2-42 IEC 60068–2-43 JIS C 60068–2-43

H2S (10�6 vol/vol) – 10–15 10–15

SO2 (10
�6 vol/vol) 25� 2 – –

Temperature (�C) 25� 2 25� 2 25� 2 40� 2

R.H. (%) 75� 5 75� 5 75� 5 80� 5

Duration (days) 4, 10, 21 4, 10, 21 4, 10, 21
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In order to be able to conduct corrosion tests with a wide variety of concentra-

tions and (combination of) types of sulfurous gasses, halogens, VOCs, or other

gasses, LED manufacturers often develop nonstandard and specific testing methods

for reasons of lifetime prediction and process optimization. By using power sup-

plies and timers, also operational tests can be conducted and the influence of

operational mode to corrosion sensitivity examined.

19.5 Test Results

Corrosion tests have been conducted to gain more insight in the sensitivity for

corrosion of typical low-power and mid-power LED packages. At predefined time

intervals, the product performance has been measured to be able to study time-

dependent product changes. In this paragraph results of corrosion tests are summarized.

19.5.1 Sulfur Testing

Sulfur hydrogen (H2S) is the main contributor for silver tarnish from sulfur-

containing gasses. Below the test results are shown of several MP LED packages

during a single gas test according to IEC 60068-2-43 with a volume concentration

of approximately 15 ppm of H2S in which the differences in corrosion sensitivity is

obvious (Fig. 19.13).

From the test results, it has been found that the lumen maintenance can be best

described by means of a time exponential curve fit function

dL

dt
¼ �λ � L

Fig. 19.12 SEM electron micrographs of chemically de-capped packages. Note the difference in

appearance of the corroded mirror surfaces
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where L is the normalized lumen output, t time, and λ (lambda) the exponential

decay constant. The solution to this equation is

L tð Þ ¼ B � e�αt

Here L(t) is the lumen output at time t, B is the initial lumen output, i.e., the lumen

output at time t ¼ 0, and α represents the decay constant.

To gain insight into the influence of the concentration of a corrosive gas to the

level of silver tarnish, several additional corrosive gas tests have been conducted at

different concentration levels. For every LED package and at each concentration

level, the emission spectrum is being measured and lumen maintenance and color

consistency calculated. This provides important information about the acceleration

factor of a specific corrosion test to the conditions in which the LED package is

being exposed in its application. In the figure below, the projected average lifetime

L70 is shown at several stress levels of H2S for a group of MP LED packages with

different levels of corrosion sensitivity. Two outliers are visible representing a

package containing an Ag-protective layer (Fig. 19.14).

Next to the concentration level of the corrosive gas, also the ambient temperature

and the relative humidity influence the corrosion rate. It has been found that their

relationship can be drawn by Peck’s and Arrhenius’ equation [17, 18], respectively.

Finally the package integrity for corrosion of LED packages is influenced by

long-term storage or exposure to thermal shock or high humidity in which even the

best virgin LED packages lose their robustness against corrosion. Hence this may

be a concern for either products requesting long lifetime specifications or lighting

applications in harsh environments.

High-power LED packages are less sensitive for H2S exposure since the silver

plating in the EPI is protected by a passivation layer during the wafer process.

Corrosion tests on HP LEDs according to IEC 60068-2-43 showed negligible lumen

depreciation levels after 21 days of exposure. However, when silver plating in HP

LEDs is applied to increase internal reflectivity and hence optical efficacy, these
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layers remain sensitive to corrosion as can be seen from the figure below. As stated

earlier in this chapter, corrosion of the silver layer causes lumen maintenance issues

and reduced adhesion of the wire bond attached to the corrosive surface potentially

leading to high-ohmic or open electrical contacts. An example of a HP LEDs in

which the silver layer has been corroded by H2S is shown below (Fig. 19.15).

19.5.2 Testing with Halogen Gasses

Besides executing single gas exposure tests, also mixed gas test according to IEC

60068-2-60 is often used as qualification tests for new packages. The halogens or

halogen elements are a group in the periodic table consisting of four chemically

related elements: fluorine (F), chlorine (Cl), bromide (Br), and iodine (I). Binary tests

may be useful to determine any cross talk or acceleration effect of corrosive gasses.

19.5.3 Testing with VOCs

LED manufacturers of high-power LEDs clearly mention the effects of exposure to

chemically incompatible volatile organic compounds in their data sheet or

Fig. 19.14 Lifetime of typical MP LED packages at different concentrations of H2S in air. The

dots represent the probability of failure toward L70 at a certain time and concentration. H2S

concentration increases from right (red dot) to left (purple dot)
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separately published application notes concerning product packaging consider-

ations and provide a list of commonly used chemicals that should be avoided as

they may react with the silicone material to avoid discoloration and surface damage

[15, 19–21]. For low- and mid-power LED packages, the effect of exposure to

volatile organic compounds to the lifetime is however not widely explored. To

investigate if specific commonly used organic compounds give rise to “darkening”

of a MP LED package, several exposure tests have been conducted.

Below the results on maintenance tests of four different types of mid-power

LEDs are shown after 100 h and 250 h of operating and nonoperational exposure

testing to a typical VOC class.

From the figure below, we can see that for the selected class of VOC the lumen

maintenance of LED type #4 does no seem to be affected whilst LED type 3 seems

most vulnerable of all tested LED types, but in operational mode only (Fig. 19.16).

On samples D16 and D17 the area underneath the LED die is clearly blackened

suspecting interaction with the die attach glue. Hence it is believed that the

generation of blue light seems necessary to trigger oxidation.

19.6 Harmful Chemicals

A list of classes of chemicals, often found in electronics and construction materials

for luminaires that should be avoided, is provided in the table below. Although

some LED manufacturers provide exhaustive lists of harmful chemical [19–21],

please note that it is impossible to determine all chemicals that may affect LED

performance.

Fig. 19.15 An example of a HP LED package in which the silver-coated reflective layer has been

corroded by H2S (left picture ¼ virgin, right picture ¼ after corrosion testing)
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In addition to chemical contamination due to outgassing, consideration must also

be given to the environment in which the final product will be installed and

operated. All possible environmental conditions therefore have to be taken into

account when designing a LED luminaire (Table 19.3).
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Table 19.3 List of classes of chemicals hazardous for LED-based products [19–21]

Class Typical hazardous compounds

Acids Hydrochloric acid, nitric acid, phosphoric acid, sulfuric

acid, phthalic acid

Hydroxides Amines, potassium hydroxide, sodium hydroxide

Low molecular mass organics Acetate, acetone, acrylate, aldehydes, dienes, ether, ethyl

acetate, formaldehyde

Organic and aromatic solvents Benzene, benzotriazole, butyl acetate, chloroform,

chloromethane, glycol, ketones such as MEK, MIBK, tolu-

ene and xylene

Petroleum oils Cleaning or oil-assisted cleaning oil, diesel, petroleum

Phthalic acid-based plasticizers DOP, DEP, DNHP, DIP

Sulfur- and halogen-containing

chemical compounds

H2S and thiol-containing organic compounds, halogens like

chlorine, fluor, bromide and iodine
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19.7 Conclusion

In this chapter, the sensitivity for corrosion of LED packages been discussed.

Different sources for corrosion can be distinguished in which examples of both

intrinsic and extrinsic corrosion are presented. The sensitivity for corrosion of a

LED package mainly depends upon the package integrity and the use of corrosive

materials inside the package. Possible passages for corrosive gases have been

illustrated as well as the application of corrosion-sensitive materials inside the

LED package. By design, LED packages become more sensitive for silver tarnish

in case of a high probability of emitted photons hitting the lead frame before leaving

the package.

From the standard single and mixed flowing gas test methods, the accelerated

test conditions as mentioned in IEC 60068-2-43 and JIS C 60068-2-43 seem most

appropriate to determine the sensitivity for corrosion for a low- and mid-power

LED package. However, investigation of the morphology of the corroded surface

may be necessary to verify consistency in the crystal formation to be able to

reproduce the failure mechanism similar to the actual environment. Although HP

LEDs are less sensitive for corrosion, an example of a high-power LED package

bearing silver corrosion is shown.

From gas exposure tests, the relationship between the concentration of H2S and

the lifetime of the LED package has been shown. VOC tests showed that specific

mid-power LED packages are more vulnerable for exposure to organic compounds

than other and that in some cases the generation of blue light is necessary to trigger

oxidation.

As a general guideline, a list of classes of chemicals is mentioned that should be

avoided as they may affect LED performance.
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13. Huang J, Golubović DS, Koh S, Yang D, Li X, Fan X, Zhang GQ, Rapid degradation of

mid-power white-light LEDs in saturated moisture conditions. IEEE Trans. Device Mater.

Reliab. 99 (2015)
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Chapter 20

Reliability Management of a Light-Emitting
Diode for Automotive Applications

C. Jung and Th. Zahner

Abstract In the last years, the automotive industry are using more and more light-

emitting diodes (LEDs) in automotive interior and exterior applications such as

dashboards, ambient lighting, rear-turn indicator, daytime running light and head-

lamps. Safety applications like drowsy driver warning or night vision systems are

meanwhile already established in the midsize premium car segment. Not only

visible LEDs but also infrared (IR) emitting LEDs and visible laser components

are demanded from the market for new innovative light designs. Especially the

design of headlamps and rear lights is established as distinctive feature for car set

maker. The focus in this chapter is to give an overview about the reliability

management for automotive LEDs and explain the benefits for automotive industry

to get full support from LED manufacturer.

20.1 Introduction

Besides enabling novel lighting design features, LEDs are also economical priced,

and even under the harsh environmental conditions that cars, trucks and motorcy-

cles are subjected to, LEDs are expected to survive the coldest winters and the

hottest summers and tolerate the associated temperature, humidity, vibration and

other environmental impacts.

The ability of a LED to survive such extreme conditions depends on the

materials and processes used to develop the LED, as well as on the know-how

and experience of the LED manufacturer. In addition to it, the aim of the LED

suppliers is to offer reliability support during the entire life cycle of a LED starting

from product development via product release through to product and process

change management, principally shown in Fig. 20.1.

The LED reliability starts with the product development phase where the borders

of the LED design, material and process are evaluated during the project launch

process. One of the most important steps is the validation of the LED reliability by
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performing accelerated reliability life tests. The target of these tests is to gain all

relevant information on possible degradation mechanisms of a LED package under

overstress conditions. Accelerated stress tests are performed exceeding the speci-

fication of the product datasheet in order to detect significant deviations of LED key

parameters (e.g. light, forward voltage or colour shift) or simply to provoke

catastrophic failures. In combination with the appropriate acceleration model, it is

possible to predict the failure behaviour and time to failure under application

conditions. In the first section of this chapter, the principle of acceleration life

testing and the strategic benefit for the automotive industry are explained briefly.

The LED reliability mainly covers the process of LED automotive qualification

testing. The second section of this chapter explains why the automotive industry

still requires a LED product qualification and provides an update on the current

status of automotive standard. The process flow of LED qualification testing by

referencing to the IEC 60810 1 is explained in detail, and a guidance to the user will

be given.

Due to extensive and expensive tests for car maker, the design-in period of new

LED technologies in automotive applications is very long compared to other

industries. Therefore the typical use of LEDs in automotive applications is about

5 years. For this reason, it is important that any improvement or change to the

product or process will be communicated by the LED manufacturer to relevant

parties by process or product change notification (PCN). The change management

process is regulated by the German Electrical and Electronic Manufacturer’s
Association (ZVEI) and is direct linked to the automotive qualification acc. to

IEC 60810 in case if the retesting of the LED package is required.

Robustness Qualification
Change 

Management

ZVEI refers to IEC 60180Robustness and Qualification
will be linked at IEC 60810

Fig. 20.1 Reliability cycle of a LED for automotive application

1IEC 60810, Lamps for road vehicles – Performance requirements, Chap. 8 “Requirements and

test conditions for LED packages”.
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20.2 Accelerated Life Testing

The aim of accelerated life testing is to test the performance of a new product in a

short time in order to realize that the product is operated at a high stress conditions,

which are much higher than the usual operation conditions. Especially for products

with a short development time and high lifetimes at application conditions such

kind of tests are necessary to prove product capabilities. Usually these tests are

carried out with a small number of samples.

Although this may seem simple, one has to understand the physics of the product

to select the right stress conditions (see Fig. 20.2).

First of all one has to find the possible stress test conditions for an accelerated

life testing beyond the applications’ conditions. Besides experience this can be done
by looking at the material properties and limits used to build up the product.

Experiments may be required to derive these limits. Once these limits and failure

modes are understood, one has to do a physical failure analysis in order to see that

the application also under accelerated stress conditions shows the same failure

mode. If one exhibits a different failure mode, the overstress conditions are reached.

As an example Fig. 20.3 shows experimental test results of a high-power LED.

Here the test at 55 �C at 1,5A and the 85 �C at 1,5A conditions are considered to be

application like conditions, whereas the test at 125 �C at 1,5A is an accelerated test.

After that an acceleration factor

Af ¼ tlow stress

thigh stress

ð20:1Þ

between different stress conditions can be determined from the data (green and red

arrow) to estimate the degradation curves at lower stress conditions.

Based on several acceleration factors between different stress levels, an accel-

eration function can be derived. The acceleration function Af allows the calcula-

tion of the acceleration factor between any low stress and high stress condition and

Fig. 20.2 Concept of

accelerated testing for two

stress parameters showing

the different areas of LED

operation
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is an essential ingredient in any lifetime model. For a given type of stress

(e.g. temperature), a specific function is chosen that depends on the relevant stress
variables (e.g. junction temperature and forward current). The acceleration func-

tion contains parameters (e.g. activation energy) that need to be determined exper-

imentally. These parameters reflect the specific ageing mechanism of a given LED.

Quite often temperature-accelerated tests can be described by the commonly

used and relatively simple but relatively realistic Arrhenius equation. However for

LED light output degradation specifically the junction temperature TJ is the tem-

perature which is important not the ambient temperature or the temperature at the

LED package:

Af ¼ exp
EA

kB
� 1

TJ

� 1

TJ0

� �� �
ð20:2Þ

Where EA is the activation energy and κB the Boltzmann’s constant, TJ is the

junction temperature at low stress (in Kelvin), and TJ0 is the junction temperature

at high stress (in Kelvin).

Accelerated life testing is performed in the early phases of the development

process. It is a good method determining possible failure mechanism or limits of a

new product. Besides that it allows to set up lifetime models on the recorded data

basis. In the end it reduces significantly the development time (time to market) and

costs for reliable products.

20.3 Automotive Qualification Process

20.3.1 Motivation

Not all LEDs in the market are suitable for automotive applications. In order to

differentiate automotive-qualified LEDs from all other LEDs, it is common practice

0 5000 10000 15000 20000
0

25

50

75

100
 55°C/1,5A
 85°C/1,5A
 125°C/1,5A

]
%[tuptuothgil.ler

time [h]
100 1000 10000 100000

0

20

40

60

80

100

 55°C/1,5A
 85°C/1,5A
 125°C/1,5A

]
%[tuptuoth gi l.l er

time [h]
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to require automotive LEDs to pass a very specific set of tests. The tests are

designed to verify the outer boundaries of the product specification but testing

within the specification limits. A LED package is considered “automotive quali-

fied” on component level at laboratory environment if the tested devices fulfil the

requirements under the defined criteria, i.e. a “test-to-pass” approach. The testing of

LEDs to these environmental conditions requires highly specialized equipment,

making the procedure relatively expensive and time-consuming. The market has

accepted that standardized test methods are needed to enable the LED manufac-

turers to optimize the test procedures and, at the same time, to ensure the LED

customers can have high confidence in the test results.

The United States Council for Automotive Research (USCAR) committee

started work on a test procedure for the overstress testing of LEDs [1], i.e. testing

the LED beyond the specification limits to provoke failures (test to failure). This

overstress testing is required to get information about the failure mechanism of the

product and is including the accelerated testing approach presented in Sect. 20.1.

20.3.2 Automotive Qualification Standards AEC Q101/IEC
60810

LEDs were tested according to the standard established by the Automotive Elec-

tronics Council, AEC Q 101 – “Stress Test Qualification for Automotive Grade

Discrete Semiconductors” [2]. Some of the tests defined at AEC Q101 are not

suitable for LED components, and the stress conditions in terms of temperature

range, environmental conditions and forward current regime differ from discrete

semiconductor devices. LEDs are considered to have long life times and a very low

failure rate in the sub ppm regime. Also the typical ageing mechanism of LEDs is

different compared to silicone-based discrete semiconductors. For LEDs the most

significant degradation mode is the continuous depreciation of light over time,

whereas for discrete semiconductor devices the catastrophic failure is the limiting

factor. OSRAM Opto Semiconductors found that AEC Q101 is appropriate for

silicone-based semiconductors, but it does not deal with the specifics of light-

emitting III–V semiconductors.

To focus on the issue of qualification of light-emitting semiconductors, an

initiative was started at the International Electrotechnical Commission (IEC) to

develop an international standard for the qualification testing of LEDs for automo-

tive applications. The expanding functionality in automotive lighting applications,

like adaptive driving beam, increases the necessity for such standards. Even though

AEC Q101 has recently been updated (from the C-version to the D-version) [2],

there are still many significant differences between testing of LEDs and silicon

semiconductors devices. The IEC standard addresses the specific issues that are

relevant for LED.
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The basis for the IEC work for defining the qualification tests of LEDs for

automotive applications was the document published by the Automotive Electron-

ics Council, AEC Q101. Especially the referenced Joint Electron Device Engineer-

ing Council (JEDEC) test standards were also used by the IEC committee for

defining the test procedures.

The LED qualification test is already published as a new part of the existing

standard IEC 60810:2014 Ed. 4 “Lamps for Road Vehicles – Performance Require-

ments” [3]. The related part for LED components qualification can be found in Sect.

20.4.8. “Requirements and test conditions for LED packages.”

Although many aspects could be taken over from the AEC Q101 testing expe-

rience for silicone semiconductors, many LED specific definitions and criteria had

to be defined at IEC level.

20.3.3 Why Do We Need LED Qualification?

The qualification defines the final release of a LED package within the product

launch process at LED manufacturers and validates the minimum requirements for

automotive exterior and interior applications and makes it visible to the customer.

Since existing automotive qualification standards as AEC Q101 Rev. D and IEC

60810 give a clear guideline to LED manufacturer how to perform the reliability

tests, car makers (OEM) and set makers (Tier 1) achieve a comprehensive and

comparable set of benchmarking data from their LED suppliers. This is one reason

why car makers and set maker strongly request from their LED suppliers a complete

automotive product qualification, even if the boundaries of the LED have been

investigated thoroughly by performing accelerated testing during the robustness

validation within the product launch process.

Another reason definitely is that different automotive lighting applications may

have different requirements. For example, a LED for a headlamp application which

is close to the engine compartment will be exposed to very high temperatures,

whereas a LED used for a rear turn indicator may not be exposed to such high

temperatures.

Figure 20.4 explains briefly how a LED qualification can help OEMs and set

maker to choose the right LED with the required performance. The red and blue

square shows a schematic specification range for two LED types. This specification

is validated by qualification tests at the corner points. The two star symbols

represent the requirements (mission profiles) for two different automotive applica-

tions, A and B. It can be seen that LED type 1 is suitable only for application A,

whereas LED type 2 is suitable for applications A and B.

The qualification testing is intended to validate the specification range for an

automotive product. If the test conditions are chosen to represent the corner points

of the specification range, and if all tests are passed, then it can be assumed with a

particular confidence level that the LED is suitable for automotive applications that

lie within the product specification.
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20.4 LED Qualification Testing According to IEC 60810

In this section the minimum requirements for automotive qualification according to

the IEC 60810 will be described, and additionally some background information

about the performed tests are given. This section will only provide a short guidance

through the IEC standard and therefore cannot offer insights into all tests and test

conditions in detail.

The purpose of the LED package qualification is to make sure that a LED passes

the minimum stress requirements and is expected to have a certain level of

reliability in automotive lighting applications. The IEC 60810 standard is valid

for visible and infrared LEDs but does not currently cover detectors/photodiodes or

laser diode packages. The chart in Fig. 20.5 shows the exemplary process flow of

the automotive qualification testing.

In the following sections, the qualification process flow in Fig. 20.5 will be

briefly explained with practical guidance for its use.

20.4.1 Sample Selection and Family Definition of LED
Packages

It is understood that all samples for qualification testing must be produced on mass

production tooling according to production processes at the LED manufacturer site

and no laboratory samples shall be used. The qualification samples are supposed to

Fig. 20.4 Schematic representation of two LED product specification and two application mission

profiles depicted as pink and green star symbols
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reflect the final released product status with final design and materials. Further

changes on product and/or process have to be reported according to the ZVEI

guideline for customer notification for automotive applications which is described

in detail in Sect. 20.3 of this chapter.

Unless specified otherwise in total a sample size of minimum 78 LED packages

from 3 different batches with 26 pieces each shall be used. The number is guided by

the AEC Q101 Rev. C requirement of 77 pcs and must be divisible by three. Based

on the statistics, the sample size of 3� 26 is not suitable to detect a failure rate in a

10 parts per million (ppm) regime, but it provides the safety for failures of <0.2 %

with 90 % confidence level and prevents imminent production downtime at set

maker assembly lines.

In order to reduce the effort at qualification testing, a family approach is offered,

but the current official version of IEC 60810 edition 4.0 gives no explicit guidance

for such a family approach. At the moment international automotive experts of the

GTB 2 working group of light sources discuss a first proposal. In the next step, this

family approach will be submitted to the IEC SC 34A work group to start the

comment draft for voting (CDV). This new proposal of a family classifies major key

characteristics of the LED package such as:

Sample Selection

Physical Dimension
(PD)

Moisture
Preconditioning *

Solderability (SO)

Assembly of LEDs on test board

Pre-electric and photometric
Pre-external visual inspection (EV)

Post-electric and photometric
Post-external visual inspection (EV)

Temperature and
bias operation

HTOL
PLT

Temperature,
humidity and bias

operation
WHTOL

DEW

Thermo-mechanical
and mechanical stress

TMCL
TMSK

PTMCL
RSH (reflow / TTW)

Mechanical
stress

MS
VVF

Electrical
stress

ESD HBM
ESD MM

Environmental
stress
H2SL

FMGC

Destructive physical analysis (DPA)**

Qualification report for LED package

** only perform on WHTOL,
PTMCL, H2S and FMGC 

* applicable for WHTOL,
TMCL, PTMCL and RSH

Fig. 20.5 Schematic process flow of the automotive qualification testing according to the IEC

60810 standard, Chap. 8

2Groupe de Travail “Bruxelles 1952”.
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• Package material (e.g. premould, ceramic, epoxy, etc.) and design

• Casting material (e.g. silicone, epoxy)/lens material/window on top

• Conversion technology (e.g. layer transfer; sedimentation volume conversion)

• Interconnect die attach (e.g. glued, bonded)/wire bond

• Chip technology (e.g. InAlGaP, InAlGaN, InAlGaAs, Sapphire, etc.) regardless

of colour

LEDs belong to a family if all major key characteristics are the same. If there is

any deviation in the key characteristics, the results of the qualification cannot be

transferred.

A transfer of qualification test results is theoretically possible in case that:

• Phosphor CCT is the same or has better performance.

• Chip size/number of chips in LED package is the same, current density is the

same or smaller and the current density is scalable by size of active area.

For a family qualification the selected three batches shall represent the whole

variety of the LED product family.

20.4.2 Moisture Preconditioning and Assembly of LED
Packages

To ensure safe handling, the LEDs may need to be assembled on suitable printed

circuit boards (PCB), e.g. FR4 or metal-core PCBs. Even if bulk handling is feasible

at some stress tests without bias operation, it is strongly recommended to mount the

LEDs on a PCB to ensure the complete traceability during testing and to avoid

handling damage during pre- and post-electrical measurement and visual

inspection.

The choice of the test board and the interconnect material and process depends

on the stress test and the stress conditions. As an example, a metal-core PCBs is

typically used for testing at high temperatures and high forward currents and

secures a sufficient heat dissipation to the heat sink. The circuit layout of the boards

should be optimized to achieve the best thermal management and avoid heating

between the LEDs on the board, see Fig. 20.6.

The arrangement of the LEDs in Fig. 20.6 is determined by considering the

thermal path for heat dissipation in the PCB material and is optimized to prevent

thermal crosstalk between the LEDs during electrical operation. If the stress

temperature exceeds 125 �C, it is recommended to use metal-core boards without

solder resist coating since this coating can discolour (changing the reflectivity of the

PCB) during the test and influence the luminous flux or radiant power measurement

leading to a false interpretation of light degradation. Particularly for humidity and

environmental tests, the contact pins on the PCB should be Au plated to avoid

corrosion, since any corrosion on the contact pins aggravate the electrical

contacting during the readout measurement.
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Prior to the assembly and stress test, a moisture preconditioning of the SMD

LED packages shall be performed. The objective of the preconditioning is to

classify the LED packages according to the moisture levels specified in JEDEC

J-STD-020D.1 [4]. The moisture level defines the period between opening the

humidity-sealed dry pack bag and reflow soldering process. For a typical

preconditioning the LED packages will be stored 168 h at 85 �C/85 % relative

humidity, which corresponds to 1 year floor life at 30 �C/60 % relative humidity.

During humidity storage a certain amount of moisture will be absorbed by the SMD

LED packages. The fast temperature ramp up from reflow soldering, will vaporize

the moisture in the package abruptly and can pre-damage the LED encapsulation or

weaken the adhesion between resin material and housing material. This material

delamination could cause failures during the subsequent reliability stress testing

when moisture or other corrosive gases creep into the package. Critical stress tests

requiring a preconditioning process include the temperature cycle (TMCL), the wet

high temperature operating life (WHTOL), the power temperature cycle (PTMCL)

and the reflow to solder heat (RSH-reflow or RSH-TTW).

20.4.3 Thermal Management

An appropriate thermal management is essential to achieve a reliable and good

performance of LED packages, especially for high-power LEDs. Thus, the auto-

motive qualification of LED packages contains the characterization of the thermal

Fig. 20.6 Standard metal-core PCB with optimized layout for improved thermal management

designed for HTOL tests (Provided by OSRAM Opto Semiconductors GmbH)
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resistance (Rth). Knowing the Rth of the LED in the test set up allows to calculate the

corresponding junction temperature (TJ). The junction temperature TJ specifies the
stress level on the LED component independently of the test apparatus and makes

the results of different LED manufacturers transparent and comparable. In addition

many ageing phenomenon are attributed to the junction temperature.

In practice, the internal thermal resistance of a LED depends on the geometry,

used materials, die attach technology and chip size. Whereas the external thermal

resistance is influenced by the application-specific resistance and considers the heat

flow from the internal heat spreader of the LED to the surrounding environment.

Figure 20.7 shows the exemplary LED structure mounted on a metal-core PCB.

The overall thermal resistance can be divided into the parts covering the LED

component, the substrate technology and the used external cooling system. A

general sketch of the thermal resistance series of a high-power LED package is

illustrated in Fig. 20.8.

The thermal resistance board to ambient Rth BA is considering the heat transfer

from the PCB substrate to the ambient environment. The thermal resistance solder

point to board Rth SB characterizes the heat transfer from the LED through the PCB

and is strongly influenced by various factors, e.g. solder pad design, PCB material,

board layout, stencil layout, solder paste and solder paste height. Therefore both

thermal resistance values Rth SB and Rth BA vary from the application set up and test

configuration at the testing labs. In practice, however, the junction to solder point

thermal resistance Rth , JS will be used to determine the junction temperature TJ of
the LED at the corresponding stress test condition using Eq. 20.3:

TJ ¼ TS þ Rth JS � Pel ð20:3Þ

Rth JS is independent from the used PCB and the environmental conditions. The

solder point temperature TS is defined as the temperature of the solder joint under or

near to the heat spreader and can be measured by using a thermocouple [5].

The temperature increase ΔT of the LED during operation is caused by the

power dissipation from electrical input power to thermal output power by heating

Fig. 20.7 Exemplary LED structure of a premould high-power SMD package [4]. The right side
shows the schematic drawing and the individual components of the LED and the PCB
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the device. Assuming that the complete electrical power will be transformed into

heat, the thermal resistance results in Pheat ¼ Pel.

For high-efficient LEDs, we have to take into account that not the complete

electrical power is converted into heat and a certain portion is coupled out as optical

power Popt. The resulting real thermal resistance Rth real is defined as

Rth real ¼ ΔT
Pheat

¼ ΔT
Pel � Popt

� � ¼ ΔT
Pel � 1� ηLEDð Þ ð20:4Þ

where ηLED is the optical efficiency of the LED

ηLED ¼ Popt

Pel

ð20:5Þ

Through the use of Rth real, it will be ensured that the maximum permissible

junction temperature will not be exceeded for all modes of stress operation. Details

how to measure the thermal resistance of LED packages and how to calculate the

real thermal resistance Rth real are given in [6]. The thermal resistance can fluctuate

due to process variations, e.g. glue thickness at die attach process, thus the speci-

fication of the typical Rth (typ) and the maximum thermal resistance Rth (max) are

required. Specifying only the electrical values does not reflect the real thermal

resistance of today’s high-efficient high-power LEDs since a larger portion of the

electrical input power will be converted into light (see Eq. 20.5), instead of heat,

and needs to be considered for the thermal resistance calculation. Thus, the real

thermal resistance Rth real(typ) and Rth real(max) describe the actual thermal perfor-

mance of a LED and should be specified therefore in the product data sheets.

Fig. 20.8 Thermal resistance series configuration of a high-power LED component, substrate

technology and external cooling system
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20.4.4 Sample Lot and Production Requirements

A reasonable sampling ensures that LED packages which are selected for testing

fulfil the product specifications at the nominal drive current before the stress test.

The nominal drive current is specified by the LED manufacturer and is typically the

drive current for the LED binning in the product datasheet.

As reference all LEDs are measured at the nominal drive current prior to and

after the stress test and at each additional readout in between. The following

electro-optical parameters represent the minimum requirement for LED

characterization:

• Luminous flux [lm] or radiant power [W] or intensity [lm/sr], [W/sr]
• Forward voltage [V]

• Chromaticity or colour coordinates CX, CY or dominant wavelength λdom or peak

wavelength λpeak

Depending on the device under test (DUT), the appropriate measuring unit has to

be used. As a recommendation all LED parameters above should be measured

additional at stress current, and the complete spectrum should be recorded as well.

Especially for LEDs using a conversion technology (e.g. white or colour-on-

demand LEDs), the spectrum provides more information regarding ageing of the

conversion material. The visual inspection of the construction, marking and work-

manship prior to, in between and after the stress test ensure that all LEDs comply

with the production specification and will document any abnormalities in appear-

ance during the tests.

20.4.5 Qualification Stress Tests

The section contains a brief overview about the applicable reliability stress tests for

automotive qualification. Particularly, the testing of a high-power LED requires

highly specialized test equipment. The Fig. 20.9 shows an example of the inside

view into a test chamber where high-power LEDs are stressed under high temper-

ature and high current operation conditions.

The temperature of the used heat sink is actively controlled, which allows to run

the LEDs exactly at the stress conditions. To ensure a sufficient heat transfer from

the metal-core PCB to the heat sink, the boards are mechanically clamped. During

the stress test, the technical parameters, the heat sink temperature and the ambient

temperature of the oven are regularly monitored. The air circulation inside the

chamber is minimized. Usually strong air circulation or air flow will influence the

ambient temperature around the LEDs and cause passive cooling.

For thermo-mechanical stress tests, the standard offers the choice between

different stress conditions. The LED manufacturer can choose the conditions

which are closest to the product specification in the data sheet. In general it will
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be assumed that passing harsher stress conditions implies the more relaxed condi-

tion is also fulfilled. The choice of the conditions must be documented in the official

communication sheet or qualification report.

The IEC 60810 standard typically gives references to applied JEDEC and IEC

standards. Further details on test conditions and execution are given in the

referenced standards and are not part of this chapter. As shown in the qualification

process flow in Fig. 20.5, the stress tests can be differentiated in six main categories

as follows:

1. Temperature and bias operation

HTOL – High Temperature Operating Life test acc. to JESD22-A108D

PLT – Pulse Life Test acc. to JESD22-A108D

2. Temperature, humidity and bias operation

WHTOL – Wet High Temperature Operating Life acc. to JESD22-A101C

DEW – Dew test in accordance to BMW group standard GS 95011-4

3. Thermo-mechanical and mechanical stress

TMCL – Temperature Cycle acc. to JESD22-A104D

TMSK – Thermal shock acc. to JESD22-A106D

PTMCL – Power Temperature Cycle acc. to JESD22-A105C

RSH-reflow – Resistance Soldering Heat acc. to JESD22-A113F or alternative

ANSI/IPC/ECA J-STD-002C

RSH-TTW – Resistance Soldering Heat acc. to JESD22-B106D

4. Mechanical stress

MS – Mechanical Shock acc. to JESD22-B110B

VVF – Vibrations Variable Frequency acc. to JESD22

Fig. 20.9 View inside of

thermal chamber for high

temperature and high

current stress tests of high-

power LED packages
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5. Electrical stress

ESD-HBM – Electrostatic Discharge, Human Body Model acc.to ANSI/ESDA/

JEDEC JS-001-2012

ESD-MM – Electrostatic Discharge, Machine Model acc. to JESD22 A115C

6. Environmental stress

H2S – Hydrogen Sulphide test acc. to IEC 60068-2-43

FMGC – Flow Mixed Gas Corrosion acc. to IEC 60068-2-60, Method 4

The concept of these automotive qualification stress tests is to verify the reli-

ability of the LEDs in terms of continuous degradation and/or sudden event or

catastrophic failures. As known, different stress tests and conditions are responsible

for various ageing mechanisms or failure modes. In the following a closer look on

the particular stress categories and a short outline on the most expected degradation

mechanism are given.

20.4.5.1 Temperature and Bias Operation

The high temperature operating life (HTOL) stress tests are mainly performed in

order to detect continuous luminous flux ageing caused by the package material

degradation (e.g. emitter chip, housing, resin, lenses). Figure 20.10 shows an

example for typical result of the luminous flux maintenance of 26 LEDs that are

stressed under HTOL conditions. The chart demonstrates that all tested LEDs

exhibit a luminous intensity maintenance higher than 90 % after 1000 h.

For pulse life test (PLT), the focus is mainly to validate the current load capacity

of the current spreaders (e.g. bond pad, current spreader layout) on the emitter chip

under high current pulsed operation. The most expected stress-induced failure

mechanism is a burn-off at the current spreader caused by local high current

densities – also called electrical overstress failure (EOS). A typical EOS failure is

shown in Fig. 20.11. Possible root cause for a burn-off is most likely an insufficient

layout of the current spreader or process fluctuations in the frontend wafer process

at photolithography or top metallization.

20.4.5.2 Temperature, Humidity and Bias Operation

Both humidity tests, wet high temperature operating life (WHTOL) and dew test

(DEW), will be performed under biased operation. Especially for the WHTOL, the

current bias at the minimum and maximum rated drive current with 30 min on and

30 min off sequence allows humidity to creep into the package. The aim is to

validate possible failure modes like, e.g. delamination between resin and housing

material, passivation of chip, die attach interface between chip and lead frame and

migration inside the LED cavity. If the LED is operating continuously at high

current, the area around the chip is heated, and the humidity vaporizes such that

humidity will not attack the chip or the die attach interface. It is generally
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understood that the DEW test is the more severe test compared to damp heat cycle

stress, which is also documented in the beginning of IEC 60810. At the dew phase,

water can deposit as a water droplet on the LED surface casting. In case of

delamination or openings in the package, the water can directly become embedded

into the package cavities. Thus, the main risk for this stress test is a catastrophic

failure related to lifted glue or lifted die, where the interface between lead frame

and glue or glue and chip backside opens. Another imaginable failure mode is the

corrosion of aluminium layers in the epitaxial structure caused by a crack in the

Fig. 20.10 Example for luminous intensity test results over time for HTOL testing

Fig. 20.11 The microscope

pictures show a burnt bond

pad and current spreader on

the chip surface caused by

electrical overstress (EOS)
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passivation layer or insufficient passivation of the chip surface. Such a failure mode

is primary attributable to chip technologies using aluminium-based materials sys-

tems such AlInGaP and AlGaAs. Finally both humidity tests are suitable to validate

if a LED package and the chip passivation are resistant against humidity corrosion

and migration effects.

20.4.5.3 Thermo-mechanical Stress

Thermo-mechanical stress on the LED is primarily induced by repeating extreme

temperature changes. In combination with the different thermal expansion coeffi-

cients of the materials used in the LED package, these temperature cycles raise a

strong thermo-mechanical stress. The standard temperature cycle (TMCL) test is

performed using an air-filled, tempered chamber, and the DUT is cycled between

temperature extremes of, e.g. �40 �C to 125 �C. The standard condition for the

TMCL is the two-chamber test where the DUT is physically transitioned from a

chamber with the low temperature condition to a chamber with the high tempera-

ture condition. It applies a higher stress to the LED, since lower transfer time causes

a higher temperature gradient than for single chamber condition. The transfer time

between both temperature extremes is around 10 s. Often a two-chamber TMCL is

also called air-to-air thermal shock. A single chamber set up is typically used when

testing interconnections for solder joint fatigue to avoid big transient thermal

gradients. The thermal shock (TMSK) is very similar to the two-chamber TMCL

test, but more severe, because the temperature change is realized by immersing the

LEDs in tempered liquids. The transfer time from hot to cold area shall not exceed

10 s. For many LED packages, this liquid-to-liquid shock condition is the harsher

stress compared to the two-chamber TMCL and is therefore regarded as overstress

for most LEDs.

The power temperature cycle (PTMCL) is one of the most important reliability

tests for the automotive industry, because it simulates the worst-case stress condi-

tions encountered under real automotive applications. The aim of this test is to

determine the ability of the LED to withstand alternate exposure at high and low

temperature extremes, similar like for TMCL, with periodically on/off electrical

operation. The transition time between the temperature extremes depends on the

temperature difference and is comparable with the one chamber TMCL test. The

power- and temperature cycle profile for the PTMCL according to the JEDEC

standard [6, 7, 8] is illustrated in Fig. 20.12.

Another way to expose thermo-mechanical stress to a LED is the reflow or TTW

(“through the wave”) soldering process. Furthermore we will focus on the reflow

soldering for SMD devices. The purpose of the RSH-reflow is to evaluate the

performance of the LED under stress due to the soldering heat during the reflow

process. The standard temperature profile is 260 �C peak temperature in a nitrogen

atmosphere, because some LED packages may show some discoloration of the

housing without nitrogen. Details of the reflow soldering profile are specified in the

product data sheets of the LED manufacturer.
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Generic observed failure modes from thermo-mechanical stress are broken

wires, lifted die, cracks in the package or emitter chip, delamination and cracks

in the solder joint. Solder joint cracks are not subject of this LED package

qualification testing, since many assembly parameters (e.g. solder paste, solder

height, stencil design, PCB material, etc.) influence the result in the TMCL,

PTMCL or TMSK tests. Hence, failures in the LED to board interconnection

which are not attributable to the LED package will not be considered but shall be

reported as part of the official qualification report. The most common package level

failures are broken wires, and these are observed most often during thermal cycling

tests. Fluctuations at the wire bond process, abnormal wire loop or kinks in the wire

are often identified as root cause.

In some rare cases, broken wire or lifted die/glue induces intermittent operation

during the thermo-mechanical stress tests. This intermittent operation is difficult to

detect if pulsed measurement is performed at the readout characterization. The

phenomenon can be described as follows: at room temperature the epoxy or silicone

resin constringe and the open gap are closed. During continuous bias operation, the

LED package heats up and the gap expands. The LED shows now open contact, no

light up and the temperature decreases. The gap will close again, the LED lights up

and it starts from the beginning. In order to validate that the LED is not intermittent,

the IEC standard requires to perform a destructive physical analysis to verify that

die attach and wire are not damaged to ensure a higher confidence level to the

electrical performed measurement results. Figure 20.13 shows a SEM picture of a

broken bond wire close to the ball bond area on the chip surface after chemical

decapsulation of resin.

Fig. 20.12 Typical power- and temperature cycle condition for PTMCL testing [acc. to JEDEC

JESD22-A105C]
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20.4.5.4 Mechanical Stress

The mechanical shock (MS) is intended to determine the suitability that the LED is

subjected to severe shocks as a consequence of abrupt applied mechanical forces or

changes in motion, caused by wrong handling, transportation or field application. The

purpose of vibration variable frequency (VVF) test is to evaluate the effect of

vibration on LED components at high frequency range. This test particularly vali-

dates the reliability of LEDs placed close to the car engine and are exposed to

incessant vibrations, e.g. LEDs used in headlamps or front side indicator. Both MS

and VVF are destructive tests and in principal suitable for large LED components

with a high mass. Generic observed failures are the drop of lenses, glass windows or

phosphor conversion layers and any damage of the LED package or ceramic

substrate.

20.4.5.5 Electrical Stress

The ESD human-body-model (ESD HBM) test is performed to determine the

robustness against electrostatic discharge during manual handling by a person

without any ESD protection. According to the ANSI/ESDA/JEDEC JS-001-2014

standard, the ESD HBM sensitivity of LED component should be classified. The

ESD machine-model (ESD MM) test simulates the electronic discharge during

Fig. 20.13 DPA analysis reveals broken wire after PTMCL testing
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handling of the LED by a machine (e.g. pick and place equipment) without any ESD

protection. The applied electrical energy at ESD MM is several times higher as for

ESD HBM at same voltage level, since at ESD MM testing no pre-resistor and a

higher capacitor are used. Concerning the circuit layout at ESD MM, the applied

energy depends on the internal resistance of the DUTs and can differ from LED

package to LED package.

The HBM model represents the discharge by manual handling by an individual

person delivered to the LED. A discharge similar to HBM can also occur from

charged conductive part of an assembly tool, such as a nozzle or fixture. This type

of discharge is covered by the machine model. But even so a transfer of electrical

charge can cause an ESD event. A LED can become charged, for example, when

sliding down in the bowl feeder at testing and taping. This event is known as

charged device model (CDM). The ESD CDM has not been considered for this IEC

60810 qualification approach, since typical single emitter LED packages have a too

small surface to carry sufficiently high electric charge to damage the chip or the

electrical pathway in the LED. Whereas large LED packages such as chip on board

(COB) or large multi-chip modules have typically tray handling with less risk for

an ESD CDM failure.

20.4.5.6 Environmental Stress

IEC 60810 focuses on corrosive impact from extreme environment conditions

found in some automotive applications. The purpose of the environmental stress

test is to ensure that a LED exposed to a cocktail of corrosive gases will not show

any degradation or functional damage after a defined period of time. Even though

the direct contact to harmful substances should be avoided in proximity of elec-

tronic components, an increasing number of application scenarios exposing LEDs

to corrosive environments have been detected during the last years. For example,

sulphur components, which, e.g. are evaporated from rubber-like materials, corrode

the silver plating of the lead frame. This results in a destruction of the electrical

interface between lead frame and wire or die bond. During the hydrogen sulphide

test (H2S), the LED is exposed to a micro climate containing a high sulphur

concentration. The permanent presence of such a micro climate causes a diffusion

of the sulphur components through the silicone encapsulation and into the LED

package. Humidity conditions, temperature and light are able to accelerate this

corrosion process. Detailed studies show that corrosion becomes visible at a

concentration of greater than 100 ppb. From investigations it can be concluded

that the concentration in a rubber-like material is several times higher in the range

of 10 ppm. Thus, for the environmental test, a condition of 40 �C/90 % relative

humidity and 15 ppm H2S concentration is applied.

The flow-mixed gas corrosion (FMGC) test reflects the corrosive stress in case

that the LED is exposed to a chemical cocktail of several harmful gases like NO2,
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Cl2, SO2 and H2S. Both tests are accepted by automotive LED manufacturers and

set makers as suitable and sufficient to ensure corrosion stability for LED packages.

20.4.6 Miscellaneous Requirements

Not all tests in the IEC 60810 are directly addressed as reliability tests, but

nevertheless they need to be done to ensure the production quality. Measuring the

physical dimension (PD) verifies the mechanical package outlines from the product

data sheet based on production fluctuations at, e.g. trim and form and moulding

process for the LED housing. Deviations in the physical dimension could lead to

assembly problems due to narrow application specification, e.g. close spacing

between LEDs or height tolerances to secondary optics.

The solderability (SO) test examines the assembly at the board level. In the

current version of the IEC 60810, this test is not defined, and hence it is up to the

LED manufacturer to ensure this workability on board level. The actual review of

IEC 60810 addresses this topic, and the IEC 60068-2-58 is in discussion to be used

for evaluation of the solderability of lead-free solder alloys applicable for SMD

LED packages and low temperature soldering (e.g. Sn-Bi, 170–201 �C).

20.4.7 Failure Criteria

The qualification is a test-to-pass approach, and all LEDs have to pass the tests,

otherwise the LED or LED family is considered to have failed the qualification. At

this point it should be emphasized that the term “failure” does not necessarily mean

that all devices in the test are going to fail catastrophically. In most cases the term

“failure” belongs to a continuously change in the electro-optical LED characteris-

tics (e.g. light, forward voltage, colour shift), where the parameter value fails

according to a predefined application criteria. For the forward voltage VF and the

colour coordinates CX, CY, the criterions are fixed, whereas the failure criterions of

�20 % or �30 % light decay are free of choice by the LED manufacturer. A light

decay of �50 % from the initial value typically reflects the requirements for some

interior applications (e.g. dashboard or instrument clusters).

In case LEDs have failed the acceptance criteria of the qualification test, the root

cause has to be determined by an internal 8D process. This means corrective actions

have to be defined assuring that the failure mechanism is understood and contained.

In order to verify that all defined corrective and preventive actions are effective, the

failed qualification tests have to be repeated successfully.

If a LED package is physically damaged due to mishandling or electrically by

ESD, the failure can be discounted but has to be reported as part of the data

submission. Failures at interconnect of test board and LED package caused by

pick and place or/and assembly process (e.g. wrong orientation, tilted or distorted
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LED) or on the test board (e.g. corrosion of contact pads, damaged electrical

pathway) are not attributable to a LED package failure and are not taken into

account.

Failures like broken wire or lifted die/glue might not be detectable in the

electrical or optical parameter at room temperature. Thus, a simple light/no-light

check at different temperatures is suggested to validate the stability of the LED after

thermo-mechanical stress testing. In addition, a destructive analysis (DPA) shall be

performed on random samples of two good units after completion of PTMCL,

WHTOL, H2S and FMGC test. The aim of this destructive analysis is to demon-

strate that the materials, the design and the workmanship withstand the various

stresses and no methodical failure are occurred. The DPA requires to perform a

visual inspection on the decapsulated packages. Details for the DPA can be found in

the normative Annex J of the IEC 60810. For the IEC review, the ELMAPS experts

propose furthermore to validate the corrosion stability by performing an additional

cross-sectional cut through chip/die attach area/lead frame interconnect. Such a

cross-sectional investigation can reveal more details as to whether a visible

discolouration could cause a serious failure at electrical interconnects or if it only

affects cosmetic appearance.

A destructive analysis is not always needed, and in some cases a non-destructive

analysis like X-ray or microscope could provide adequate results as well.

20.4.8 USCAR-33 Requirement

In addition to the automotive qualification, the USCAR Lighting Group determined

there was a need to create a common set of requirements that focus on LED use for

exterior automotive lighting applications.

By publishing the SAE/USCAR-33 “Specification for testing automotive LED

modules”, USCAR created a standard to help the US Auto OEMs in the rapid

adoption of LED lighting. This document is written to encompass testing a com-

plete LED module including any drive electronics and also includes a section on

LED component overstress testing.

The idea behind the LED overstress testing is to determine the failure limits of

the LED device. Many of the tests are written to go beyond the manufactures’
specifications in both temperature (such as þ15 �C above maximum TJ) and

forward current (130 % of maximum), while the part is tested in various environ-

ments. The duration of each test is specified at 1500 h or when 50 % or more of the

test population has failed. These rigorous requirements work to ensure that all the

components and the complete module are suitable for use in harsh automotive

exterior application environments.
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20.5 Conclusion and Next Steps

The new IEC 60810 standard is customized for optoelectronic devices used in

advanced exterior and interior automotive applications with main focus on visible

and IR LED packages. Future work of the LED expert group is to consolidate the

automotive requirements also for laser diode packages, IR photodetectors and

sensors in order to achieve a comprehensive automotive qualification standard.

Primary focus is on the development of a qualification standard for visible and IR

laser diode packages, since the market of laser-powered headlights is increasing

significantly in the premium car segment. The work has been already started on in

the relevant groups at ELMAPS and IEC.

The IEC 60810 and the AEC Q101 ensure only the qualification of the LED

component at standardized laboratory condition and shall demonstrate the principle

capability of the LED packages for automotive applications. Furthermore addi-

tional investigations and validations on application system level or car maker side

are required.

20.6 Summary and Outlook

With the IEC 60810 [2] and the ZVEI guideline for product and process notification

[9], two powerful tools for validation of automotive requirements for LEDs are

already available and in practical use. The benefit for the automotive industry is to

get an aligned procedure linking the reliability requirements and the change man-

agement process of optoelectronic devices including LEDs, IR sensors, laser diode

packages, etc. Still missing is an international guideline for systematic accelerated

testing or robustness investigation of III/V optoelectronic semiconductors. The aim

of such an approach would be to provide a guided method for testing beyond the

specification limits of a LED product and evaluate the degradation mechanism as a

function of overstress. In combination with well-known modelling approaches like

Arrhenius, Eyring, Peck, Norris-Landzberg and Coffin-Manson, it is possible to

project the degradation (or number of failures) during “application” operation. The

robustness validation provides a higher confidence level and helps to improve the

worldwide quality standards in automotive applications.

This work has started in the relevant standardization groups to prepare a guide-

line for robustness validation of LED packages.
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Chapter 21

Lightning Effects on LED-Based Luminaires

Adedotun Agbemuko, Johannes van Meurs, and Willem Dirk van Driel

Abstract This chapter gives an extensive overview into the nature of the environ-

ment that luminaires and thus LEDs are subjected to during the event of a lightning

stroke. Direct lightning stroke almost always results in instant damage for

low-voltage connected devices, except in “extraordinary circumstances” where

random components may survive. This is usually not a subject for debate and is

not the subject of this monograph. Indirect consequences of lightning strokes,

however, can be effectively mitigated as described. This chapter also delves into

a realistic expected overvoltage levels for two typical systems, overhead lines and

insulated cables, as obtained from lightning studies on a power network supplying

power to LED devices and thus justifies the recommendations by several standards.

In addition, it shows the importance of an often neglected device—MOV in

mitigating attendant surges due to lightning to a level that can be withstood by

LEDs and associated devices.

21.1 Introduction

Despite the advances and rapid improvements in the state-of-art of light-emitting

diodes (LEDs), these devices are still sensitive and vulnerable to overvoltages;

particularly the effect of overvoltages (otherwise termed surges) due to lightning—

direct stroke and indirect strokes. It is known that low-voltage devices (in general)
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inclusive LEDs cannot survive a direct lightning stroke, except in extraordinary
circumstances.

The magnitude of overvoltages due to such direct stroke is outrageously high

that LEDs are damaged so fast beyond recognition, to a state where it becomes

remotely difficult to ascertain the true sequence of event that lead to damage. A

conservative lightning current magnitude of 10 kA within the vicinity of a lumi-

naire housing LED devices with impedance of 50–100 W can produce an overvolt-

age as high as 1 MV!

As a result of this, protection against direct strokes for LED-based luminaires is

not feasible technically and economically as this would defeat the benefits of an

otherwise cheap device, and this is usually not a subject for debate.

A more common source of overvoltages that can be effectively mitigated with

proper circuit layout, architecture, and extra measures is overvoltages due to

indirect strokes, specifically those that are the consequences of lightning strokes.

Main route of lightning-induced surges to LEDs is via the power network to which

the LEDs are connected [1].

It should be noted early on that direct strokes in the context of this monograph

are lightning strikes that hit a structure carrying a luminaire (luminaire in this text is

assumed to be LED based) or stroke to the luminaire itself. On the other hand,

strokes to ground in the vicinity of a luminaire cannot be termed a direct stroke in

this context since the only means of propagation to the luminaire is via electro-

magnetic induction and/or via grounding lines which per se is indirect; albeit it is a

direct stroke to ground [1]. Indirect lightning strikes are of course attendant of

lightning strokes, but either some distance away from the position of luminaire or

due to the apparent connection of luminaires and/or support structures. In fact,

lightning stroke between two clouds tens of kilometres from ground could cause

overvoltages in luminaires depending on the medium of power distribution over-

head lines (OHL) or cables (overhead and underground) [2, 3]. This is usually

referred to as the capacitive mode of propagation or more scientifically electrostatic

mode of propagation as it deals with the movement of charges.

21.2 Mechanism of Lightning Propagation

The first step in identifying ways to mitigate surges due this natural and highly

unpredictable phenomenon is to ascertain its mode of propagation. There are

several known mechanism in which lightning surges could propagate through to

the terminals of luminaires.

1. Induced overvoltages: This is the most common means of lightning propagation

in power networks connecting luminaires to source of power. It is the main

mechanism of indirect strokes. Electromagnetic fields attendant of a lightning

current induce voltage in nearby structures, including houses, conductors, and

underground cables. Magnitude of overvoltages is inversely proportional to

the distance between points of stroke and location or structure housing LED
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devices [4]. At low system voltages (as is the case of luminaires and other

LED-based devices), this may result in a few kilovolts (kV) with differential

mode coupling (DM) and tens of kilovolts for common mode (CM) with conse-

quent surge current in the region of tens of kilo amps for CM [2, 4, 5]. In the

same vein, induced overvoltages can go from the medium-voltage (MV) system

to low-voltage system (LV). Above 66 kV system-level voltages, this mecha-

nism is not an issue as induced voltages may well be below the basic insulation

level (BIL). But for LV systems, this is the main cause of damages and insulation

breakdown. Figure 21.1 depicts the damages to the LEDs of a luminaire as

observed in the field.

2. Ground overvoltages: This is due to strokes to ground within the vicinity of

luminaires. Transfer to the power network thus depends on the mode of ground-

ing. This mode of propagation is the source of the well-known ground potential

rise (GPR) [4–6].

3. Line charging: This is more of a relatively understudied mode of propagation.

This is mainly prevalent in OHL systems. Lightning studies on cable systems—

overhead and underground cables—show that this method is not prevalent for

cables. Generally speaking, it is widely agreed that clouds are mostly (but not

always) negatively charged which induces opposite charges on ground and

OHLs [7]. This is referred to as line charging. In the event that lightning

discharge between two charged clouds occurs, these induced positive charges

are no longer bounded as they initially were predischarge and will be forced to

move. Hence, these charges move swiftly in lines resulting to overvoltages in

devices connected to such lines. A good solution to this is the use of overhead

insulated cables, but cost of installation may be a valid drawback.

Fig. 21.1 Damaged LED

device
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21.3 Effects of Lightning on LEDs and Basic
Mitigation Method

21.3.1 Effects of Lightning

In most cases, the ultimate effect of lightning on LEDs is instant damage. However,

depending on the duration of the lightning stroke itself, partial damage may also be

observed. In such a case, damages are usually to the devices closest to entrance

point of a surge, while others at some distance remain healthy as the duration of

stroke was too short to propagate. Nevertheless, the healthy devices may at some

point in time malfunction due to the impact and stress induced by surge. Figure 21.1

depicts one of such possible damage observed in the field.

21.3.2 Basic Mitigation

Sources of surges in a practical systems include surges from supply sources, stroke

within the vicinity of luminaires but not a direct hit, and lightning strokes between

two clouds as already mentioned.

Metal-oxide varistor (MOV) is one of the most important and basic device for

mitigation of surges. The importance of these devices is often neglected. To say the

least, the life of a luminaire is a function of the life of the MOV connected to its

terminals. Once an MOV has degraded to a point where it can no longer operate, it

is just a matter of time before transient surges cause damage to luminaires. This is to

underscore the significance of MOVs.

Another important design consideration for luminaires is the withstand strength.

MOVs are not capable single-handedly to completely mitigate surges; luminaires

(LEDs inclusive) must also take some responsibilities. MOVs are responsible for

clamping down overvoltages to safe levels (but not in all cases). The voltage level

that remains after an MOV clamps down on a surge depends on the magnitude of

the overvoltage that arrives at the terminals of the MOV. Therefore, luminaires

must be able to withstand whatever residual voltages remain after MOV clamps

down on the surge. As an illustration, if an overvoltage of 30 kV impinges on the

terminals of a luminaire where an MOV is situated, a properly installed MOV could

clamp down this voltage to 1 kV or less. Thus, luminaire including all connected

devices must be able to withstand 1 kV without damage. As a rule of thumb,

luminaires should be designed to withstand a minimum voltage level which could

be determined by lightning studies simulations or by resorting to recommended

values in standards [8, 9].
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21.4 Lightning Studies on Outdoor LED-Based Luminaires

21.4.1 Modelling in ATP-EMTP

The Alternative Transients Program (ATP) is a version of the famed Electromag-

netic Transients Program for digital simulation of transient phenomena. ATP is

widely regarded as the most widely used transient analysis program for simulation

of electric power systems transients. ATP is a free of charge software program with

extensive modelling capabilities and other computational capabilities. As

described, it belongs to a family of EMTP-based programs. EMTP was initially

developed in the public domain at the Bonneville Power Administration (BPA) of

Portland, Oregon, before the commercialization of the program [11].

ATP program operates by predicting important parameters within an electric

power network in time domain, prior to a application of a source of disturbance.

ATP has an advantage of having many built-in models including transformers,

electrical machines, surge arresters, transmission lines and cables, etc. Therefore,

all that is required is data to make these models work. Frequency-domain compu-

tations and analysis can also be carried out using harmonic frequency scan

technique.

Finally, algorithms are available for plotting of parameters and variables as a

function of both time and also in the frequency domain1. Interested readers are

referred to the reference manual of ATP, for more extensive information on the

capabilities of ATP program [11].

21.4.2 Studies and Simulation

This section gives an overview of expected voltage levels that imping on luminaires

when there are no MOVs to mitigate and why MOVs are indispensable devices.

Result of simulation of lightning surge propagation in a low-voltage lighting power

network for 15 poles in a series in an OHL configuration using an electromagnetic

transients (EMT)-based program—Alternative Transients program (ATP)—in time

domain is shown.

Typically, most systems to be simulated can be divided into subsystems for

which models are already available for each subject to availability of other infor-

mation required to make a model appropriate for simulation. Subsystem include,

but not limited to, surge arrester, line, cable, and transformers, while support

structures can be made up of components sufficient to model their behaviour

under lightning surge. Internal model details and parameters are not the subject of

this chapter and are not discussed further.

Figure 21.2 shows a typical low-voltage OHL system in ATP-EMTP program.

Each line cable component (LCC) represents line segment between two support

structures approximately 50 m distance apart. The distance is entered internally in
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the LCC model. Below each LCC component is the MOV that provides a path

dissipation of the energy contents of lightning. The high-voltage transformer is

suitable represented by the low-voltage capacitance to ground, and this is sufficient

for this scenario. Each parallel combination of inductor and resistor between each

LCC component and MOV simulates the inductance and resistance of the

supporting structure. All these, coupled with the lightning source, simulate the

phenomena.

Location of lightning source in this scenario is at the end of a series of pole. It

should be noted that the location of source affects how the waves travel. For

simulation of a lightning stroke at midpoint of a series, the source should be located

midpoint of the series.

Results give a generic overview of lightning-induced voltages carried out on a

power network. These results are intended to show the influence, role of MOVs, and

to show that increasing the rating of MOVs does not necessarily make a difference

as is usually the first decision (except in regions prevalent with lightning strikes).

Results provide an insight into the nature of the environment LEDs are exposed to

during the event of lightning.

Figure 21.3 shows a graphical view of expected voltages based on a lightning

current impulse of 10 kA 8/20s within the vicinity of an OHL system. This is a

conservative lightning current stroke. In areas with prevalent strikes, lightning

current of at 30 kA is possible, but currents above 30 kA are rare [7] and almost

result in instant damage to luminaires as a whole. This highlights the importance of

MOVs in reducing this overvoltages to levels that can be withstood by LEDs. As

depicted in the plot (Fig. 21.3), overvoltages present an unfavourable environment

during the event of lightning. This shows the need to pay attention to and improve

the design of MOVs. As a matter of fact, MOVs will degrade overtime irrespective

of how good it is, but improving designs to be able to operate for as long as

necessary is imperative. As already pointed out, lifetime of LEDs under transient

conditions is dependent on the lifetime of an MOV.

Fig. 21.3 Expected overvoltages for a typical OHL system

21 Lightning Effects on LED-Based Luminaires 579



Figure 21.3 shows the results of a lightning studies simulated on an outdoor

power network (OHL) supplying power to 15 luminaires attached to support

structures. The above figure assumes there is no MOV to clamp down on over-

voltages. A lightning stroke to ground within the vicinity of the 15th pole in the

series was simulated. Highest voltage was observed at the terminals of the 15th pole

at 150 kV which attenuated to approximately 5.5 kV at the far end. For such a

system, luminaires attached to poles 1, 2, and 3 (being the farthest from point of

stroke) have the best chance of survival without an MOV. Luminaires on poles

10–15 are likely to be completely damaged. This shows the kind of unfavourable

environment LEDs are subjected to during a lightning strike.

21.5 Influence of System Type on Expected
Overvoltage Levels

An important design consideration so often ignored is the choice of power distri-

bution system type—OHL systems, insulated cable systems, and hybrid combina-

tion of OHL and cable systems (insulated cable systems may include underground

and overhead cables). In certain areas of the world, there may not be a freedom of

choice on what system to utilize for lighting applications. In other cases, the choice

of what system to utilize borders around cost, technical factors, ease of construc-

tion, convenience, aesthetics, environmental impact, and so on.

A comparative modelling analysis carried out on an OHL system and an

overhead insulated cable system showed the dramatic difference in overvoltages.

Figure 21.3 shows the simulation for an OHL system as already analyzed. At the

vicinity of strike, the peak voltage stood at approximately 150 kV and at the farthest

point (from point of strike) in the series, peak voltage stood at approximately 10 kV.

For such a case, any one pole without an MOV or improper operation of the MOV

will incur some level of damage. The only components that can survive are those

random components with high withstand strength.

As already described in Sect. 21.4, in most cases, the lowest peak voltage is not

necessary at the farthest point, and for this case, the lowest voltage is actually at the

third pole in the series at 5.5 kV; this has also being confirmed by reports from

technicians in the field where a couple of poles between point of strike and farthest

pole survived, but not the farthest pole or poles. Thus farthest point is only taken as

a logical reference point. Reasons for this is beyond the scope of this monograph

but is related to the wave reflection at exit points of the travelling wave [10].

Figure 21.4 shows the overvoltage profile of an insulated overhead cable system

with the same number of poles, injected lightning current level, and similar

conditions. At the point of strike, the peak overvoltage stood at approximately

17 kV, almost eight times less than that for a similar OHL system (non-insulated).

In the same vein, the peak voltage at the farthest point (to point of strike) stood at a

meagre 1.5 kV (negative) which the luminaire itself should withstand without an
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MOV present. In such a case, with an MOV, overvoltages are effectively reduced to

negligible levels. Even at 17 kV, there are several components of the luminaire that

would survive the overvoltage without an MOV to reduce the burden.

Both cases compared above represent conditions whereby lightning strikes at

one end of the series. In principle, there are infinitely possible points of strike along

a series of support structures, and this is only a conservative choice. Strike could

occur at midpoint of the series in which case simulation that shows voltages on both

sides of this point will have more or less equal magnitude but different polarities

depending on the actual conditions. The plots presented though represent models of

actual configurations, but results are based on ideal models and only serve to give

an insight into the whole problem and what to expect.

This is particularly important during the design stages of both LEDs and the

luminaires itself to know what to expect when MOVs operate as expected, do not

operate as expected, or do not operate at all. It could be observed that when MOVs

operate as expected, the burden is dramatically reduced and represents a best case

scenario. Withstand strength can be improved at the design stage given a minimum

as obtained from simulation studies while assuming the MOVs do operate as

expected. Little can be done at low-voltage levels if the MOVs do not operate.

Therefore, the most imperative for such case is to minimize the damage.

Notwithstanding, there is an obvious dissimilarity between both systems.

Observing the tail end of the graphical plots in Figs. 21.3 and 21.4, Fig. 21.4

shows tail-end oscillation compared to Fig. 21.3. This oscillation is peculiar to

insulated cables due to the extra capacitance added to the system. A challenge that

may be presented by such sustained oscillation is the energy content. Though both

the voltages and currents are very low, the lengthy time duration of the oscillations

may result to considerable high energy content that may or may not play a role. In

such cases, standards may be referred to for more insight and considerations on

mitigation [8, 9].

Fig. 21.4 Expected overvoltages for a typical insulated overhead cable system
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21.6 Conclusions

Lightning is a natural phenomenon that can neither be prevented nor avoided.

Notwithstanding, its effect can be mitigated with the proper installation and

coordination of protective devices in a way that ensures maximum protection.

The effects of lightning cannot be completely mitigated, but can be reduced to a

level that luminaires (and thus LEDs) can withstand for a short period of time

(within the range of 50 ms a few milliseconds). For direct lightning strokes on

luminaires and low-voltage devices, based on experimental data on current mea-

sured from direct strokes [1, 2], there is no cost-effective method to protect against

such. Therefore, for luminaires, the goal is to protect against indirect effects of

lightning.

In most cases, if standards are properly adhered to in the design and installation

of both luminaire and the host power network, most of the damages incurred will

be reduced. However, in less developed and developing regions in the world,

standards and codes are seldom complied with, most especially with the installa-

tion and commissioning of power networks which would be eventual hosts to

luminaires and LED devices. The most easily preventable source of surges is that

which originates from the power supply, for example, surges that propagate from

the supply transformer. If transformer were to be properly installed following

recommendations from international standards and codes, this should never occur

as relevant standards do specify that transformers should be protected on both

sides with respective protective devices. If done accordingly, surges from the

supply side will at best be clamped to such a low level that protective devices in

luminaires need do nothing.

Finally, a few things are important to the long-term reliability of installed

luminaires:

1. The minimum voltage level that luminaires should be able to withstand after

MOVs must have clamped down on a propagating surge. Whatever the method

to determine what such voltage level is, a statistical method is recommended.

ANSI standard [8, 9] recommends a minimum of 6 kV for outdoor application.

Simulation studies confirmed this as a great rule of thumb. It may be more or less

depending on experiences obtained from the field.

2. There is a correlation between the life of an MOV and the life of a luminaire in

the field. Point (1) assumes that is MOV is in fact healthy. If it is not, installed

luminaire may not survive. The design of MOVs needs to be improved to

ensure they can stay healthy for at least 10 years. Without MOVs, luminaires

have very little chance of surviving a surge with amplitude greater than 10 kV

which experience show is a conservative value for a surge. MOVs over the

years have not changed much, and more attention should be given to their

reliability over a minimum period. The moment an MOV can no longer

operate, it’s just a matter of time before the luminaire it is protecting is

damaged.
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Chapter 22

The Next Frontier: Reliability of Complex
Systems

D. Schenkelaars, Willem Dirk van Driel, and R. Duijve

Abstract Traditional lighting is focused on the prevention of hardware failures.

With the trend toward controlled and connected systems, other components will

start playing an equal role in the reliability of it. Here reliability need to be replaced

by availability, and other modeling approaches are to be taken into account.

Software reliability can only be covered by growth models, with the Goel-Okumoto

as a promising candidate. System prognostics and health management is the next

step to service the connected complex systems in the most effective way possible.

In this chapter we highlight the next frontiers that will need to be taken in order to

move the traditional lighting catastrophic failure thinking into a thinking more

toward new ways how system (degraded) functions can fail or be compromised.

22.1 Introduction

Nowadays the lighting industry experiences an exponential increasing impact of

digitization and connectivity of its lighting systems [1]. The impact is far beyond

the impact on single products but extends to an ever larger amount of connected

systems. Continuously, more intelligent interfacing with the technical environment

and with different kind of users is being built-in by using more and different kinds

of sensors, (wireless) communication, and interacting or interfacing devices. Fig-

ure 22.1 gives two examples toward these controlled and connected systems, just to

highlight the scale of it.

When the number of components and their interactions significantly increase,

so-called large or complex systems are formed. The commonly used description of

a large or complex system is given as [2, 3]:
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A complex system: a system composed of interconnected parts that as a whole exhibit one
or more properties (behavior among the possible properties) not obvious from the proper-
ties of the individual parts.

With the increasing amount of complexity, it is imperative that the reliability of

such systems will enter a next frontier. In this chapter we will discuss the current

state of the art and challenges that are to be confronted in order to tackle this.

22.2 All Components Matter

The functions in a complex lighting product can be listed as four basic properties

[1, 3] being the (i) traditional lighting unit and its components, (ii) the software

needed for processing data, (iii) a monitoring function for getting this data, and

(iv) the communication to, for example, the user or the product. Examples of these

functions are listed below:

(i) Lighting unit components

• Hardware: electronics, LED, PCBs, optics, plastics, solders

• Connectors – indoor & outdoor – , rigid and flexible

• Other mechanical connectors (e.g. screws, clips)

• Moving parts

• Fans, SynJet, and motor drives (air cooling)

• Wires

• Batteries

• Sealants

(ii) Processing and storage

• Software

• Data storage

Fig. 22.1 Two examples of controlled and connected systems, with (a) >1000 connected

luminaires on one theater system and (b) >10,000 connected street luminaires in one city
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(iii) Monitoring

• Sensors – indoor and outdoor

• IoT – Internet of Things

(iv) Communication

• Sensors – indoor and outdoor

• Wireless/wired connectivity (including data integrity)

• IoT – Internet of Things

When processing and monitoring is added, one creates a so-called controlled

lighting system. By adding the communication part, the system further evolves into

a connected lighting system. Obviously, the system complexity increases in these

three steps, simply because more components are added (see the above definition).

Each of these systems has its own fingerprint when it concerns reliability, see

Table 22.1 for a high-level view. On the lowest level of complexity, catastrophic

failure of the sub-components determine the reliability and lifetime of the system.

When the system is controlled, more complex failure modes may occur, and

software failure is added to the equation. In the highest possible level of complex-

ity, a fully connected and controlled lighting system, it becomes more difficult to

predict the reliability performance, and here it is availability that come into play. In

order to capture the systems availability, it is essential to introduce data analytics. In

the following paragraphs, we will discuss these topics in more details.

22.3 Complex Systems: Availability Rather Than
Reliability

System availability is the degree to which a system is operational and accessible,

when required for use [4]. It can be defined as the part of a system that is functional

(over time) following the below equation:

A ¼ 1� # of failing components

total # components
ð22:1Þ

Table 22.1 Complexity level versus reliability fingerprint

System complexity High-level reliability fingerprint

Lighting unit

components

Catastrophic failures of sub-components, relative well known

Controlled systems More functions, more complex failure modes, software failure as

component

Connected lighting

systems

Degradation of system features and/or nuisance incidents with poor

predictability, strong impact of software, availability, and customer

experience
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When parts of a system are independent, availability does not scale with system

size. In general, a high reliability will always lead to a high availability, but a system

with low reliability can still have a very high availability. Reliability and availability

belong to the attributes of the system dependability as well as integrity and safety as

shown in Fig. 22.2 (input used from [5]). Dependability then is the ability of a

system to avoid failures that are more frequent and more severe than acceptable. A

dependable system is having all its required properties and does not show failures.

Typically for a networked and connected lighting system, this availability differs

from the classical definition of system availability where system availability is

defined as the fraction of time that a system provides the service for which it is

specified. Where for one light point, reliability states the probability for survival

after a specific period over time, for thousands of light points connected together

this claim as isolated statement is not useful anymore. When thousands of light

points are connected, it makes no sense to define system, or network failure, as

failure of just one single light point in the system. It makes more sense to define

Reliability

Robustness

Integrity

Safety

Fault
Prevention

Fault
Tolerance

Fault
Detection/Removal

Fault
Forecasting

Fault

Error

Failure

Attributes

MeansDependability

Threats

Availability

Fig. 22.2 Thedependability tree: ameasure of system’s availability, reliability, andmaintainability
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light point availability, indicating the fraction of light points operating in the

controlled network over time. Where the formal system availability depends on

planning and duration of repair, the availability of light points can be referred as

“without repair” or “including repair.” Repair here should be seen as system

maintenance. In connected lighting systems, the availability of light points not

only depends on the lighting units reliability but also on the reliability of sensors,

controllers, communication devices, gateways, routers, and any other component

that is in the system. Also it will depend on the robustness of software and on the

system architecture which can determine how “deep” a hardware unit failure or

software fault impacts the lighting system.

22.4 Testing and Validation

The creation of testing tools starts with a proper understanding of ways to quantify

and predict the reliability of these systems in various complex operating environ-

ments. There are different ways of testing the system, e.g.:

• System Testing: The process of testing an integrated hardware and software

system to verify that the system meets its specified requirements. It is conducted

by the testing teams in both development and target environment.

• Scalability Testing: Part of the battery of nonfunctional tests which tests a

software application for measuring its capability to scale up – be it the user

load supported, the number of transactions, the data volume, etc. It is conducted

by the performance engineer.

• Performance Testing: Functional testing conducted to evaluate the compliance

of a system or component with specified performance requirements. It is usually

conducted by the performance engineer.

• Compatibility Testing: Testing technique that validates how well software per-

forms in a particular hardware/software/operating system/network environment.

It is performed by the testing teams.

• Operational Testing: Testing technique conducted to evaluate a system or com-

ponent in its operational environment. Usually it is performed by testing teams.

• Model-Based Testing: The application of model-based design for designing and

executing the necessary artifacts to perform software testing. It is usually

performed by testing teams.

• Acceptance Testing: Formal testing conducted to determine whether or not a

system satisfies its acceptance criteria and to enable the customer to determine

whether or not to accept the system. It is usually performed by the customer.

• Inter-systems Testing: Testing technique that focuses on testing the application

to ensure that interconnection between application functions correctly. It is

usually done by the testing teams.

Testing is an essential part of any complex system that combines hardware with

software and connectivity. The test effort becomes harder with an increase of the

system complexity and with the number of variations that can be out in the field.
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Particularly if distributed connected systems reconfigure themselves in runtime,

this poses challenges. For example, in identifying the proper key performance

indicators (KPI) and collecting the respective critical to quality (CTQ) variables

that carry the information which will allow the system to perform according to

specification.

Following the approach from IEC62861, the work to create a so-called guide to

principal component reliability testing for LED light sources and LED luminaires

(see also Chap. 1 and [6]), new components have to be added that cover the

complexity of the connected lighting system. Figure 22.3 schematically shows the

added components, controls, software, and connectivity (including sensors). Test-

ing and validation on the highest possible system level is based on the demonstrated

behavior of its components. Note that also software should be seen as a component

and release as such.

22.5 Software Reliability

There are many differences between the reliability and testing concepts and tech-

niques of hardware and software. Software reliability or robustness is the probabil-

ity of failure-free software operation for a specified period of time and environment

Fig. 22.3 Adding to the complexity in lighting systems: controls, software, sensors, and

connectivity
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[7]. In this sense, software failures are considered a primary cause of product

reliability problems, and hence a reasonable KPI for testing the software reliability

is the number of software failures left in the system [8].

A software failure mode and effect analysis (FMEA) can determine the software

failure modes that are likely to cause failure events [9–11]. It determines what

single or multiple point failures could produce these top-level events. Software

FMEAs are useful when designing or testing the error handling part of your

software. Software FMEAs are also needed in order to develop inspection criteria

for requirements, design, and code that are geared toward the appropriate failure

modes. Design reviews are more effective when you know in advance the types of

failure modes that are most likely.

Unlike hardware failures, software systems do not degrade over time, unless

modified and software failures are not caused by faulty components, wear-out, or

physical environment stresses such as temperature and vibration [7]. Software

failures are caused by latent software defects that were introduced into the software

as it was being developed but were not detected and removed before the software

was released to customers. The best approach to achieving higher software reli-

ability is to reduce the likelihood that latent defects are in released software.

Unfortunately, even with the most highly skilled software engineers following

industry best practices, the introduction of software defects is inevitable due to

the inherent complexities of the software functionality and its execution

environment.

A comparison of software and hardware reliability is useful in developing

software reliability models. Table 22.2 (input used from [8]) shows the differences

and similarities between the two.

Software reliability growth models (SRGM) are mathematical functions that

describe fault detection and removal phenomenon [7, 8]. Some realistic issues such

as imperfect debugging and learning phenomenon of software developers are

incorporated in software reliability assessment. Among all SRGMs, a large class

of stochastic reliability models is based on a nonhomogeneous Poisson process.

These models are known as NHPP reliability models and have been widely used to

track reliability improvement during software testing. Another popular class is the

class of general order statistics, or GOS models. Goel-Okumoto is the most well-

known NHPP model. Due to the important role that this model has played on the

software reliability modeling history, it is often called “the” NHPP model. The

mean value function is given by below formula:

m tð Þ ¼ a 1� e�bt
� � ð22:2Þ

for all t � 0, where a > 0 and b > 0. The parameter a is the expected number of

failures to be eventually detected while b is the rate at which each individual failure

will be detected during testing. Following the sequence of software testing and
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faults found, one can derive the maturity growth of the software by following this

approach; Fig. 22.4 see for an example.

22.6 Reliability and Data Analytics

Traditional lighting is shifting toward connected lighting, and as a result companies

are also enabled to shift more toward an information-based environment [12]. The

use of information from connected sources can be described as a revolution named

big data. With big data, data analytics from live connections of “intelligent”

systems can be used to determine the system prognostics. Due to these changes in

technology, the next generation of product data will be much richer in information

[13, 14]. Reliability and availability will become enablers for product designs. Big

Table 22.2 Comparison between hardware and software reliability

Hardware Software

Hardware failures are induced by component

wear-out or stress invoked by thermal cycling,

surges, ESD etc.

Software failures are not introduced by wear-

out or stress. Software failures may be due to

errors, ambiguities, oversights, or misinter-

pretation of the specification that the software

is supposed to satisfy, carelessness or incom-

petence in writing code, inadequate testing,

incorrect or unexpected usage of the software,

or other unforeseen problems

Early failures Software reliability is not a function of time

Constant failure rate (FIT) No wear-out

End-of-life failures Software will not change in time

Environmental conditions can be specified

(indoor/outdoor, global area)

Errors will be induced by environments or

contexts unforeseen in the design

Failure rate has a bathtub curve Without considering program evolution, fail-

ure rate is statistically nonincreasing

Material deterioration can cause failures even

though the system is not used

Failures never occur if the software is not used

Failures are caused by material deterioration,

random failures, design errors, misuse, and

environment

Failures are caused by incorrect logic, incor-

rect statements, or incorrect input data. This is

similar to design errors of a complex hardware

system

Hardware reliability can be improved by better

design, better material, applying redundancy,

and accelerated life testing

Software reliability can be improved by

increasing the testing effort and by correcting

detected faults

Hardware repairs restore the original condition Software repairs establish a new piece of

software

Hardware failures are usually preceded by

warnings

Software failures are rarely preceded by

warnings

Hardware might fail due to unforeseen appli-

cation conditions

Software might (also) fail due to unforeseen

application conditions
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data will bring detailed understanding of failure mechanisms, usage scenarios,

technology, and optimal designs. For example, products can be outfitted with

sensors that can be used to capture information about how and when and under

what environmental and operating conditions products are being used. But the data

can also be used for pure reliability analysis. Examples are signal-detection algo-

rithms to detect unsafe operating conditions or precursors to system failure that can

be used to protect a system by shutting it down or by reducing load to safe levels.

And on top of this, there can be a need to predict the remaining life of the system

(or the remaining life of its most important life-limiting components). This topic is

named as prognostics and health monitoring (PHM). PHM refers to the process of

predicting the future reliability or determining the remaining useful lifetime of a

product by assessing the extent of deviation or degradation of a product from its

expected normal operating conditions [15]. Today, we predict failure rates on

system level following classical reliability approaches, where standardized testing

and experimental failure analysis are used in order to obtain conservative bounds

from the failure models. However, except in the case of reliability “incidents,” there

is only limited feedback with which we can judge the effectiveness of our reliability

approach. Prognostics and monitoring is not just about creating a more reliable

product: it is about creating a more predictable product based on real-world usage

conditions. Data analytics is a necessary part of this but, in itself, is not sufficient. In

order to add value, product insights need to be leveraged into the technologies that

are used in order to differentiate from others. Prognostics and monitoring is not

about troubleshooting reliability issues; rather, it is a new control point enabled by

the transition to a lighting services business. It is the combination of data and deep

physical (and technological) insight that will give a unique “right to win” in the

Fig. 22.4 Example of a maturity growth analysis for assessing the software reliability
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lighting industry. The future possibilities for using big connected data in reliability

applications are unbounded. Lifetime models that are based on this data have the

potential to explain much more variability in field data than has been possible

before.

22.7 Final Remarks

The discussion and thinking so far in the lighting industry is focused on hardware

failures. But controlled and/or connected lighting systems contain much more

components; they encompass a level of complexity that goes beyond the traditional

hardware thinking. Processing, monitoring, and communication functions are

added with software playing an increasingly important role. Correspondingly,

system reliability and availability will be increasingly dependent on the reliability

of software. On top of this, the requirement of prognostics and health management

is inevitable to be able to maintain and service the connected complex systems in

the most effective way possible.
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(Ce:LuAG), 223

Cerium-doped yttrium aluminum garnet

(Ce:YAG), 223

Chemical mechanical polishing (CMP), 56, 69

Chromaticity

diagrams, 180–183

lighting products, 183

Chromaticity maintenance, 236–247

applications, 222

CCT, 223

contaminants, 235–236

efficacy, 221

experimental studies, 226–228

luminaire design effects, 247–250

optical material (see Optical materials)

package substrates, 233

phosphors, 223, 224, 233–235

shift mechanisms, 229–230

structures, 232–233

Chromaticity shift modes (CSMs), 229, 230,

250

CMP. See Chemical mechanical polishing

(CMP)

Coefficient of thermal expansion (CTE), 339

Color quality

characteristics, 179

light source, 180

object color specification, 180

Planckian locus, 179

preference and perception, 193–195

specifications, 189–191

Color rendering

light source, 188–189

Color rendering index (CRI), 116, 132, 180,

191–193

Color shift

acceleration and prediction, 217–218

after aging, 217

before aging, 215, 216

aging temperature, 205

color coordinates, 207

discoloration, 205

downlight before and after aging, 213

FTIR analysis, 205

LED-based luminaire, 202, 208

color shift investigation, 210

cycle of reflections, 212

extraction, 212

LED package, 211

light flux, 211

light paths, 211

luminous flux maintenance, 202

materials and methods, 202–204

package level color shift, 202

simulation, 214

transmission spectra, 206

Color shifting, 127–131

Complex systems

controlled and connected systems, 586

data analytics, 592–594

functions, 586

vs. reliability fingerprint, 587

software reliability, 590–592

testing and validation, 589–590

Constitutive Law, 307–309

Controlled and connected systems, 586

Cool White Remote Phosphor Sample,

145–148

Correlated color temperature (CCT), 179,

184, 185, 223

Corrosion

accelerated test methods, 540–541

chemical contamination, 545

chemicals hazardous, 545

different sources, 529

epoxy-based adhesives, elastomers,

coatings, and potting

compounds, 528

extrinsic (see Extrinsic corrosion)
gas exposure tests, 546

intrinsic, 529, 530

lumen depreciation, 528

manufacturers, 528

semiconductor failure modes, 528

sensitivity

HP LED packages, 533

HPOS, 536

LED packages, 533
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materials, 535–537

package integrity, 533–534

silicones, 533

silver tarnish, 546

SSL applications, 528

standard test methods, 538–540

test outcomes

Halogen Gasses, 543

sulfur testing, 541–543

VOCs, 543–544

Crack initiation, 303, 309, 313, 329

Cross-bridge Kelvin resistor (CBKR), 330

D
Data acquisition (DAQ) module, 161

Data-driven (DD) methods

learning approach

algorithms, 266

supervised learning, 266–268

unsupervised learning, 269, 270

reliability of systems, 264

statistical approach

degradation path model, 265

MD, 265, 266

Degradation mechanisms, mid-power LED

packages

blue lights, 382

chip deterioration, 409, 410

components, 382

correlated color temperature, 382

C-SAM, 393

EDX analysis, 395

effects, package material, 411–414

electronic packages, 397

HAST

blue light over-absorption by silicone,

424–426

carbonization of silicone plates, 417

high-temperature storage tests, 415

Joule heating effects, 418–420

self-heating effects of the phosphors,

420–423

simulation and validation, 426–428

HTOL

aging tests, 386

characteristics, 387–389

MCPCB, 384

measurement, 384

optical and electrical measurement, 385

SpikeSafe Test System, 385

stress conditions, 385

IES LM-80-08, 383

I–V characteristics, 391–393

manufacturers, 382

non-stressed sample, 393

Ohmic contacts and semiconductor, 383

optical, 383

outcomes

color shift, LED packages, 402, 403

electrical characteristics, 404–406

failure analysis, 406–408

Lumen, 400–402

phosphors, 397

plastic package and copper lead frames, 382

reliability issues, 383

silicone carbonization, 384, 393

spectrum analysis, 389–391

wet-high-temperature operation life, 383

white-light, 382

WHTOL test, 384

aging test, 399

hypothesis, 400

measures, 399

MP-3030-EMC LED packages, 399

nondestructive and destructive

analysis, 400

optical and electrical measurement, 399

WHTOL test, 399

Degradation, InGaN-based optoelectronic

devices

air gap, 36

cracking, 27–29

defects

energy levels, 16

non-radiative losses, 16–17

optical performance, 15

Shockley-Read-Hall (SRH) theory, 16

shunt current, 17–18

silicon and magnesium, 15

design variation, 34

diffusion processes

bias current, 22, 23

cathodoluminescence maps, 19–21

current and temperature, 18

electron-hole pairs, 21

emission spectrum, 19

Fick’s second law, 19

intensity profile, 20

junction temperatures, 21

laser diodes (LD), 19

mechanisms, 23

optical performances, 19

reliability tests, 21

threshold current, 22

yellow luminescence (YL), 20

Index 599



Degradation (cont.)
electric field, 36

electroluminescence, 36

electromigration, 25–27

EOS, 37–38

IDCBL, 36

MOS capacitor, 36

ohmic contacts, 23–25

p-AlGaN EBL thickness, 36

polarity discharges, 35

reversed bias, 38–41

superlattice approach, 35

Devices under tests (DUTs), 258, 449, 450

Die attach

AuSn and Ag paste, 176

ceramic substrate, 163

epitaxial layer, 163

transient behavior, 174

DOE Energy Star Program, 202

Dominant domain, 169–170

Dominant wavelength, 196

DTI resistance, 173–175

DUTs. See Devices under test (DUTs)
Duv, 185–186

E
EDX. See Energy-dispersive X-ray

spectroscopy (EDX)

Electrical overstress (EOS), 37, 38

Electrical overstress failure (EOS), 563

Electron beam-induced current (EBIC), 26

Electrostatic discharge (ESD), 39, 41

electroluminescence, 35

electronic devices, 29

emission microscopy, 33, 34

EOS, 37

failure mechanism, LED, 30

“hot spots”, 33

InGaN MQW LEDs, 32

internal capacitance, 31, 32

SEM mapping, 32

V-pits, 30, 31

V-shaped defects, 30

Encapsulant/lens, 124–127

Energy-based fatigue model, 308, 317, 346

Energy-dispersive X-ray spectroscopy (EDX),

26, 27, 39

EOS. See Electrical overstress (EOS)
Epoxy resin, 123

ESD. See Electrostatic discharge (ESD)
Extrinsic corrosion

air pollutants, 532

components of light source, 531

outgassing materials, 532

F
Failure mode and effect analysis

(FMEA), 591

Failures

batch-to-batch variability

batch, lot, wafer, and die

definitions, 53

lot-to-lot, wafer-to-wafer, and

within-wafer variabilities, 54

burn-in test, 64, 72

current modeling and investigations, 50

defects

die, 69, 71

epitaxial layers, 68

failure mechanisms, 67

hot spots, 67, 68

localization, 67

detection methods, 61

device lifetime, 50

electrical characterizations and model,

62–63

electrical signatures, 66–67

experiment, 64–66

failure rate vs. time, 51

hard defects

process improvement, 59–60

process recipe error, 60–61

weak population distribution, 59

LED production process, 50

LED reliability and lifetime

prediction, 49

lower lifetime, 71–72

main population and weak population,

51, 52

material defects, 51

soft defects

chemicals, 57

CMP, 56

crystal growth, 58–59

lithography misalignment, 57

standard metrology limitations, 58

wafer substrate, 56

tool-to-tool variability, 54

weak components, 72

Fatigue model derivation, 306–318

FEM. See Finite element modeling (FEM)

Finite element analysis (FEA), 306

Finite element method (FEM), 10, 309–313,

505, 508

Flow-mixed gas corrosion (FMGC)

test, 568

G
Gauss-Markov method, 500
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H
Hammer Tests, 8

HAST. See Highly accelerated stress test

(HAST)

High temperature operating life test (HTOL),

504

High-brightness LEDs (HB LEDs), 116

Highly accelerated stress test (HAST), 8, 132,

133, 383, 442, 445, 446

High-precision damage monitor

crack initiation determination, 340–346

electrical resistance measurement, 329

finite element model, 338–340

geometric details, 330–331

temperature coefficient, 336–337

temperature sensor calibration, 332, 333

testing time, 329

I
IES-TM-21 Projecting Method, 281, 282

Illuminating Engineering Society (IES),

133, 259

In situ DC electrical resistance, 332–335

International Commission on Illumination

(CIE), 179

Intrinsic corrosion, 529–531

Inverse approach

numerical simulation, 171

steady-state temperature, 171

thermal conductivities, 172

Ion-damaged current-blocking layer

(IDCBL), 36

L
Land grid array (LGA), 302, 306

Least-squares regression (LSR) approach, 278

LED device drivers

capacitors, 436

common topologies, 439–440

components, 434, 435

constant current, 434

electrical stresses, 441–442

electrolytic capacitors, 436

electronic circuits, 434

electronic components, 452

film capacitors, 437

inductors and transformers, 437

MOSFETs, 438

resistors, 438, 439

semiconductor diodes, 439

SMPS, 434, 438

LED package reliability, 505, 506, 513–522

failure modes, 504

finite element analysis, 522

LED manufacturers, 524

lens cracks, 504, 505

manufacturers, 504

operating life tests, 504

prediction, 504

quantification, Silicone degradation (see
Silicone degradation, HTOL)

silicone polymer, 505

solid-state lightings, 503

TTM, 524

wire bonds

elastic modulus, 506

gold bonding wires, 506

lifetime model (see Wire bonding

lifetime model)

thermal fatigue lifetime evaluation, 505

wire neck breakage, thermal shock

tests, 504

LED penetration

failure modes, 5

LED packages and arrays, 4

levels, 3

light-emitting diodes, 3

power consumption, 4

products, 2

projections, 3

submarkets, 3

LED qualification testing, IEC 60810

characteristics, LED package, 556

electro-optical parameters, 561

exemplary process flow, 555

family approach, 556

minimum stress requirements, 555

moisture preconditioning and assembly

of LED packages, 557–558

product specifications, 561

sample size, 556

samples selection, 555

schematic process flow, 556

stress tests

categories, 562, 563

concept, 563

electrical, 567–568

environmental, 568

failures, 570

high temperature and high current, 562

high-power LEDs, 561

JEDEC and IEC standards, 562

measures, physical dimension (PD), 569
mechanical, 567
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LED qualification testing (cont.)
reliability, 561

solderability (SO) test, 569

temperature and bias operation, 563,

564

temperature, humidity and bias

operation, 563–565

test-to-pass approach, 569

thermo-mechanical stress, 565–567

USCAR-33 requirement, 570

thermal management, 558–560

transfer, 557

visual inspection, 561

LED Systems Reliability Consortium (LSRC), 5

Light intensity

acceleration factor, 135

reference temperature, 135

remote phosphor, 135, 136

Light-emitting diodes (LEDs), 180

accelerated life testing (see Accelerated life
testing, LEDs)

AEC Q101, 571

automotive applications, 550

automotive qualification process (see
Automotive qualification process,

LEDs)

automotive qualification testing, 550

capacitance, 160

catastrophic failures, 550

contaminations, 121

CRI, 117

degradation mechanism, 550, 571

design features, 549

device failures, 120

discoloration, 122–124

efficacy, 117

environmental benefit, 116

equipment, 160

failure mechanisms, 119–120

GaAsP semiconductor, 116

hybrid analytical/numerical model, 160,

166–168

interface delamination, 121–122

junction temperature, 159

LED product, 571

light sources, 116

material and process, 549

optoelectronic devices, 571

packaging high-power LEDs, 120

packaging materials, 120

product development phase, 549

qualification testing, IEC 60810 (see LED
qualification testing, IEC 60810)

qualitative measurements, 116

reliability models, 133–136

reliability performance, 131–132

structural function, 160

thermal resistance, 159

ZVEI guideline, 571

Lighting systems, 577

Lighting technologies, 433

Lightning effects, 577–581

direct stroke, 574

effects, 575, 576

long-term reliability, 582

luminaire (see Luminaires)

mode of propagation, 574, 575

MOV, 576

overvoltage levels (see Overvoltages)
Lightning studies, 577–580

Linear Viscoelastic Model of PDMS, 515, 517

Liquid crystal displays (LCD), 117

LM-80 measurement time, 494

Lumen degradation, Mid-power and high-

power LED technology, 496

Lumen depreciation model

creep strain rate, 520

curve fittings, 520

customer’s requirement and applications, 518

evaluation, 518

LED package design, 522, 523

LM-80 tests, 520

Lumen maintenance

ADTs, 83

degradation model, 85

high temperature-humidity tests, 83

mixed effect model, 84

time-based, 84

Luminaire design

lenses and reflectors, 248

PMMA lens, 248

simulated/virtual approach, 248

Luminaires

ATP-EMTP, 577

studies and simulation, 577–580

Luminous efficacy, 195

Luminous efficacy of radiation (LER), 180

Luminous flux, 235, 236, 238, 239, 244, 247,

248, 250

M
Mahalanobis distance (MD), 265, 266

Material Models, 307–309

Metal oxide semiconductor field effect

transistor (MOSFET), 438, 439, 441,

445, 446, 450

Metal-oxide varistor (MOV), 576

Microcellular PET, 207–210

Micro-tomography Scans, 336
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Mid-power and high-power LED technology

analysis, L80 data, 497

analysis, LM80 data, 496

B50L80, 497, 498

B50L80 isolines, 499

fitted parameters, 496, 499

LM-80 measurement time, 494

long-term lumen maintenance data, 494

lumen degradation, 496

lumen maintenance behavior, 499

materials, 496

predicted acceleration model

parameters, 495

predicted B50L70 values, 494

TM-21 method, B50L70 values, 496

MIL-HDBK-217, 263

N
NHPP, 591

O
Online testing method and system

advantages, 377

aging process, 363

calibration function of detector, 359

data collection, 364

data of temperature cycling life test, 363

DUTs, 355

effect of silicone, 372–376

error estimation, 364–366

GaN-based LEDs, 354

HAST, 354, 357, 363

illuminance and correlated color

temperature (CCT), 357

laser diode (LD), 355

LED light sources, 353

LED measurement systems, 356

LED packages, 362

LED product, 354

LED reliability estimation, 377

LED’s optical degradation, 357
LED’s optical property degradation, 355

lumen maintenance, 362

luminous flux, 354

maintenance of LED modules, 377

measurement, 358

offline testing method, 356

optical parameters, 359

optical power, LED, 354

optimization, 360–362

packaging materials

blue type I (BTYPE I), 367

BTYPE II, 371

CTE, 366

degradation mechanism, 366

LED modules, 366

LED samples, 368

morphology detection, 370

normalized luminous flux, 369

optoelectronics parameters, 368

package compositions, 367

phosphor-converted white LED, 366

samples, 370

surface profiles of samples, 370, 371

parameters, 354

partial illuminance and the total flux, 362

performance parameters, 354

prototype, 358

reliability of LED products, 354

solid-state lighting technology, 354

Y-type structure, 357

Optical materials

ALTs, 241, 243

lens aging, 238–240

PET, 238

PMMA, 238

polyolefin-TiO2, 246, 247

reflectors, 243–244

Overvoltages

ATP-EMTP, 578

cable systems, 580

comparative modelling analysis, 580

insulated overhead cable system, 581

OHL, 580

Oxidation

corrosion, 120

polycarbonate, 124

polymer, 121

P
Peak wavelength, 198

PECVD. See Plasma-enhanced chemical

vapor deposition (PECVD)

Phosphor-converted white LED packages

Anomaly Detection, 275–277
electricity to light, 256

environmental testing, 258, 259

failure mechanisms, 257

FMMEA, 274, 275

IES-TM-21 Projecting Method, 281, 282

JEDEC, 258

JEITA, 258

LED lamps, 256
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Phosphor-converted white LED packages

(cont.)
LSR method, 278, 280

manufacturers, 258

method testing, 288, 290–292

method training, 287, 288

parameter identification, 274, 275

PF, 283, 285, 286

physics-of-failure-based, 257

product qualification, 260

qualification test, 257

short-term and cost-effective

qualification, 278

test vehicle, 272, 273

theory and methodology, 272–277

TVs and commercial displays, 256

Physics-of-failure (PoF) methods

Arrhenius model, 262

Black’s model, 262

Coffin-Manson model, 262, 264

Eyring model, 262

PHM methodology, 261

product’s life, 260
steps, 261

Plasma-enhanced chemical vapor deposition

(PECVD), 24, 25

Polycarbonate, 124

Polyethylene terephthalate (PET), 238

Polymethyl methacrylate (PMMA), 238

Power temperature cycle (PTMCL), 558, 565

Principle component analysis (PCA), 264

Printed circuit board (PCB), 302

Probabilistic neural networks (PNN), 264

Prognostics and health management (PHM)

categorisation, 260

electronic products, 260

Prognostics and health monitoring (PHM), 593

ProgramChange Review Board (PCRB), 59, 60

R
Reliability prediction of integrated LED lamps

catastrophic failure, lumen depreciation

CCM mode, 478, 480, 481, 483

CLO mode, 458, 477, 482

Driver Circuit, 472–474

electronic thermal simulation, 472

fault tree and failure rate models,

475–476

LED Light Source, 474

thermal models, 474

commercial LED bulb and a fly-back

converter, 482

constant current mode (CCM), 458

coupling effects

degradations, 458

electronic simulations, 461, 462

electronic-thermal simulation, 458

LED light source, 459–461

simulation methodology, 464–465

thermal simulations, 459, 463

D25K driver, 467

degradation analysis, 456

designed scenarios, 467

driver’s temperature, 469

electrolytic capacitor-free driver, 458

electrolytic capacitors, 456

electronic-thermal simulation, 458, 482, 483

high-temperature-humidity environment, 456

initial temperature distributions, 466

interaction, 482

L25K LEDs, 467

LED current, 467

LED junction temperature, 467, 468, 482

light source, 457

lumen flux depreciation, 457

lumen maintenance and lifetime, 469–471

luminous flux depreciation, 457

MOSFETs and power diodes, 457

parameter extraction, 465, 466

power control (PC) converter, 456

SEPIC, 456

Reliability test

catastrophic and degradation failures, 78

categories, LED lighting products, 82

combined and direct exponential

extrapolation techniques, 80

illuminance applications, 79

LM-80-08 and LM-80-15, 79

luminous flux maintenance, 81

numerous applications, 78

program requirements, 81

TM-28-14, 80

Remaining life, 260, 261

Remaining useful life (RUL), 260, 278

Remote phosphor, 136

CCT values, 142

testing, 144, 145

Remote phosphor disk (RPD), 142, 143

Remote phosphor structures, 153–155

Response Surface Analysis, 320–328

S
Sequential Monte Carlo (SMC) method, 281

Silicone degradation, HTOL, 518–522
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causes, 514

creep strain rate, siloxane, 514

finite element analysis, 518, 519

GaN-based LED, 514

LED devices, 513

Linear Viscoelastic Model of PDMS,

515–517

lumen depreciation (see Lumen

Depreciation Model)

PDMS, 513

Silver mirror

in LED modules, 531

reflectivity, 538

Single Color LEDs, 196–198

Single-ended primary inductor converter

(SEPIC), 456

SMPS. See Switched-mode power supplies

(SMPS)

Software reliability

FMEA, 591

vs. hardware, 592
SRGM, 591

Software reliability growth models (SRGM),

591

Solder creep

material constants, 308

Solder fatigue

consecutive processes, 329

types of packages, 328

Solder reliability in LED assemblies

model derivation, 313–318

modeling and simulation, 319–321

parametric studies, 320–328

prognostics of remaining useful life

(RUL), 305

SSL, 301–305

Solid-state lighting (SSL), 2, 116, 141, 179,

301, 487, 503

acceleration, 8, 9

announcements, 2

automatic coupling, 11

big data, 11

components, 12

energy-saving opportunity, 2

failure modes, 5–7

FEM techniques, 10

Hammer Tests, 8

LED penetration (see LED penetration)

lighting companies, 2

mechanisms, 11

multiscale modeling, 10

principal component reliability testing, 9

processes and materials, 12

product reliability, 9

services, 11, 12

system components, 1

Spectral power distribution (SPD), 133

Asym2sig function, 99, 100

asymmetric Gaussian function, 99

chromaticity lifetime qualification, 97

degradation prediction, 105–110

Gaussian function, 99

luminous flux, 102

parameters, 103, 106

photometric and colorimetric

parameters, 98

sensitivity study, 105

similarity-based metric, 98

SSL. See Solid-state lighting (SSL)

Standardization. See Reliability test

Statistics

alternative approach, model fitting, 493,

494

current agreed methods

6� rule, 489, 500

Arrhenius model, 492

DDDM, 492

estimation, 491

Hallberg-Peck’s model, 492

inverse power law model, 491

LM-80 data, 489, 490

lumen maintenance life of LED

light, 492

luminous flux output, 490

mid-power white-light LEDs, 492

non-linear degradation behaviors, LED

devices, 492

TM-21 extrapolation tool, 489

TM-21 method, 492

TM-21 report, 491

degradation analysis, 500

LM-80, 488

lumen maintenance, 488

lumen maintenance extrapolations,

LEDs, 500

mid-power and high-power LED

technology, 494–496

performance, LED-based system, 488

problem formulation, 489

SSL applications, 487

stochastic process formulation, 500

TM-21, 488

Support vector machine (SVM), 267, 268

Surface-mount technology (SMT), 306

Switched-mode power supplies (SMPS), 434,

437–439, 445
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System availability, 587, 589

System reliability, 587, 589

T
Tarnish

causes, 535

H2S, 536

oxidation reaction, 535

silver, 530, 537, 541

TDDB. See Time-dependent dielectric

breakdown (TDDB)

Temperature coefficient of resistance (TCRc),

329, 339

Temperature-driven accelerated test

accelerated time, 90–92

boundary curve, 86–88

parameters determination, 89–90

two-stage process, 88

verification, 92–97

Temperature sensor calibration, 332, 333

Test vehicle, 273

Thermal interface, 159

Thermal resistance

die-attach, 160

thermal capacitance, 160

transient behavior, 160

Thermomechanical test, 332

Time-dependent dielectric breakdown

(TDDB), 40

TLM. See Transmission line method (TLM)

Transient junction temperature

measurement, 161–166

power dissipation, 160

resistance, 160

steady-state temperature, 171

transient voltage behavior, 165

voltage behavior, 161

Transmission line method (TLM), 24, 25

V
Viscoplastic deformation, 307, 310, 329, 338

W
Wafer level chip-scale packages (WLCSP),

328

Warm White Remote Phosphor Samples,

148–151

Wet High-Temperature Operational Lifetime

(WHTOL) Test, 143, 504, 558

White light chromaticity, 186–187

White light LEDs, 119

Wire bonding lifetime model

Box-Behnken design, 512

Calibrated Model, 509–511

Coffin-Manson fatigue law, 506

correlation coefficient, 507

design parameters, 512

elastic moduli of silicone, 507, 509

Finite Element Model, 508

LED manufacturers, 512

LED package and test condition, 508

residual stresses, 506

response surface methodology (RSM), 512

schematic LED package, 507

thermal shock cycling, 506

thermal shock tests, 506, 507

wire neck breakage, 506
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