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Abstract. Entering text on a small mobile device is not easy due to the rela-
tively small screen space and the fat finger problem. We consider a multimodal
text input method, called Vouch-T (Voice + tOUCH - Text) combining the
touch and voice input in complementary way. With Vouch-T, the user makes an
approximate touch among densely distributed alphabetic keys, accompanied
with the voice input to effectively disambiguate the target among possible
candidates. We have assessed the potential of Vouch-T in terms of the usability
and performance compared to the conventional touch-only based method. We
considered two types of text input layout, namely, the QWERTY and 3 x 4
telephone keypad on two sizes of mobile devices, the smart phone and smart
watch. The comparative simulation experiment validated that the multimodal
approach of Vouch-T improves the input performance and usability for the
smaller-sized smart watch, but only marginally for the larger smart phone.
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1 Introduction

Small multi-purpose mobile devices, such as the smart phone and smart watch, often
require text input, albeit mostly simple and comprising of just several words or phrases
such as in short text messages, entering phone numbers and contact and making daily
schedules. Despite such a need, text entry on small mobile devices remain to be not so
easy, e.g. on smart phones. The situation is obviously worse with the even smaller
smart watches. While in many cases, smart watches are used in a supplementary way to
the smart phone where the text entry is made instead. But it is also true that smart
watches are gaining popularity as an independent unit, sometimes over-taking the usual
roles (e.g. including those as related to text entry) of the smart phones.

Therefore, while it is not likely smart watches will be replacing smart phones, there
are still definite merits to improving the text input capabilities of smart watches so that
it can be increasingly used independently from a mother device like the smart phone. In
fact, various proposals have been made and techniques developed for facilitating
simple text/command input for small screened smart watches, using touch gestures,
hand/finger written letter recognition, multi-layer keyboard, distributed icon layout,
voice recognition, and etc. [4, 7, 8, 11, 14, 15, 26, 27].
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In the light of this situation, we consider a multimodal input method as an attractive
and classic solution to improving interaction performance and user satisfaction, par-
ticularly even more effective under difficult operating conditions [17]. We propose to
combine two modalities, namely, touch and voice. Touch input has high familiarity and
good ergonomic accessibility, but limited by the fat finger problem (or equivalently, the
screen size) [11, 22] and sensitive to user motion [1]. Voice input is mostly immune to
user motion, but its reliability may suffer by environment noise. However, such
respective characteristics can complement each other very well in coping with the
difficult operating condition of smart watch. The pioneering work of ‘“Put-that-there”
[3] had illustrated how two lesser reliable modality input methods can complement
each other to boost the overall recognition performance.

In our case, the user can attempt to touch among densely distributed small icons or
keys and while difficult to pinpoint at a target, the finger position will at least be in the
vicinity of the wanted key or icon. The accompanying voice input can be used
effectively (despite some environment noise) to disambiguate the target among just a
small number of possible candidates, if not recognize the target right out (see Fig. 1).
Such a process has the added benefit of relieving the burden of the user having to
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Fig. 1. The interaction model of Vouch-T for text entry on small mobile devices: (1) 3 x 4
keypad: the user touches a particular cell containing the target letter, and a second menu
containing three possible letters appears, chosen by a near simultaneous voice input (left), and
(2) QWERTY: the user touches a particular target letter on the layout, which is disambiguated by
a near simultaneous voice input (right).
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consciously pinpoint to the already small icons/keys. We call this approach the
“Vouch-T” (Voice + tOUCH for Text input)l.

We assess the potential of Vouch-T in terms of the usability and performance
compared to the conventional touch-only based method through a simulation experi-
ment. In the study, two types of text input layout and device size are considered
respectively, namely, the QWERTY and 3 x 4 telephone keypad layout on the smart
phone and even smaller smart watch.

2 Related Work

Even before smart watches were commercially available and became popular, several
input methods for small media devices have been studied [1, 2, 19]. Albinsson et al. [1]
introduced the Zoom-pointing in which the user first enlarges the interaction space
(nearby the target) enabling easier selection of small objects. Roudaut et al. [19]
developed similar methods called the TapTap and Magstick. Baudisch et al. [2] pro-
posed to use the back of the device (although not applicable for smart watches) in order
to avoid the occlusion by the fingers in interacting with small screened devices.

Although similar in terms of being a key selection task, text input on smart watches
present a more difficult situation than object/icon selection because there are many
possible keys and the input has to be made continuously [21]. Consequently, methods
more specific to text entry have been devised [4-8, 10, 12, 14, 17]. For example, Oney
et al. [17] have applied the Zoom pointing to QWERTY keyboard input for smart
watches. The SplitBoard [12] and Virtual Sliding [4] divide the keyboard layout into
several parts (so that each of them are presented in a large enough size for fast selection
of keys) which are accessible by flicking through them. Dunlop et al. [8] suggested for
a layout with just six large buttons, three each on the top and bottom rows of the watch
screen (middle row used for showing the text entry). Each large key (of the six) maped
to 3-6 letters (with the most likely one entered as the first choice) covering all
alphabets. The layout could be switched to that for numbers or special characters by
flicks. Combined with the auto-completion of words, this method significantly reduced
the number of touches compared to the Splitboard or Virtual Sliding. Chen et al. [5]
developed the SwipeBoard that used two swipes in a continuous fashion, which first
enlarged the part (grouped in three letters) of the QWERTY keyboard, then picked the
wanted letter from the three. The DragKeys [6] used a circular menu, spatially mapped
in the 8 principal directions. The first swipe selected the group that contained the target
letter among the eight, which brought up the subgroup menu with the 1-5 letters laid
out in 4 principal direction, but the most likely one in the middle position. If the wanted
letter was already in the middle position, that letter was entered by default, otherwise
one more directional swipe was needed to choose the wanted letter.

For those methods based on QWERTY layout, a minimum of two flicks/swipes is
inescapable (and possibly more for special characters or capitalization), while those

! In a previous work, we have suggested for the same basic idea, combining touch and voice, for digit
input on smart watches [27].
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with non-QWERTY layout generally require a significant amount of training to get
oneself skillful and acquire effectiveness. Moreover, approaches that rely on touch
input and thus use multi-step input naturally exhibit a trade-off between the size of the
key (and ease of selection) and the number of steps required to complete the input.

Voice input is increasingly being used for small hand-held devices with the
improved recognition accuracy and easily accessible cloud based high end services.
Voice input performs quite stably for entering single or short composite
commands/words, but still limited in terms of their accuracy being sensitive to envi-
ronmental noise and speaker characteristics [16]. In order to reduce the effects of the
environmental noise, it is often the case that the user has to speak inconveniently close
to the device (and visually confirm the command is recognized).

Instead, using voice to help type in the individual letter, as proposed here, could be
a viable alternative (at least for entering short amount of texts). By relying on letters
only, the voice recognition engine could be much lighter (to be even put locally on a
smart watch itself) and the accuracy improved (e.g. with the voice recognition itself
having less target candidates for a match (i.e. just the alphabets) already filtered by the
touch input. In fact, such a multimodal input method is an attractive and effective
solution to improving interaction performance, leveraging on different individual
characteristics of the fused methods. For instance, the pioneering work of
“Put-that-there” [3] had illustrated how two lesser reliable modality input methods can
complement each other to boost the overall recognition performance. While multi-
modal interfaces are increasingly being applied to mobile and hand-held devices (e.g.
touch + speech [23], speech + gesture [13, 23, 25], and speech + pen [9]), not many
exist for making input to smart phones or watches. Voice input method, by itself or in
combination with others, has rarely been applied to alphanumeric entry (by individual
letters).

3 Vouch-T

As noted, Vouch-T combines touch and voice for individual letter input on small
mobile devices. The touch input is selected because it is the most natural, popular and
familiar to most users and has good ergonomic accessibility. The reliability of touch
input is much affected by the size of the key, finger size and user motion. The voice
input is selected for its ease of use and independence of its reliability to user motion. It
is still generally less reliable than touch input due to environment noise, distance to the
microphone, accent, intonation and other speaker characteristics. We project that these
modality characteristics can complement each other to improve the usability and
recognition performance.

The interaction model for entering a letter is simple (Fig. 1): (1) make an
approximate touch on a familiar but small keyboard displayed on the smart device
(generating possible candidates around the vicinity of the touch position), and (2) ac-
company a voice input to single out the target letter (and vice versa). The interaction
model is expected to be fast (by the simultaneous or one stage sequential one-stage
input [20]), easy (by just an approximate touch and using familiar vocabulary with light
cognitive load), and accurate (by combining multiple evidences for recognition [18]).
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In our study, Vouch-T is tested using two keyboard layouts, namely, the 3 x 4 keypad
and the traditional QWERTY. More detailed explanation follows.

3.1 3 x 4 Keypad Layout

The telephone keypad is an ad hoc layout originally used for the old rotary and touch
tone phones as a quick and dirty way to enter text. It may not be as popular as the
QWERTY keyboard, but still somewhat familiar. There are 12 keys laid outina 3 x 4
grid, and each cell is mapped to three or four alphabets, ordered from the top to bottom
and left to right (see Fig. 1 — lower left). This layout has an advantage over the
QWERTY for being compact, thereby making each button larger than those of the
QWERTY (given the same screen space area). To enter a letter, two touches would be
needed, first to select the group, then to select among the three letters in the group.

With Vouch-T, after the initial input, instead of another touch, the voice input is
used to disambiguate among the three possible targets. The computational load for the
voice input would be thus low, and relative recognition performance high, because
there are only three search targets. Note that the voice input alone may not be sufficient
for selecting among “all” letters, e.g. because of the usually relatively far microphone
location and the environment noise in a mobile situation. Since, the three letters (as-
signed to a button) are already known, the voice input can be made simultaneously with
the touch.

3.2 QWERTY Layout

The QWERTY layout is arguably the most popular alphanumeric key input layout,
adopted for most typewriters and keyboards (including the virtual and touch screen)
[30]. Depending on variations, all alphabets (plus special characters) are individually
mapped to a single key (about 33 keys). Therefore, while it is the most familiar, it is
also error-prone due to the reduced size given a small mobile device screen. A single
touch/press is enough to enter a letter.

With Vouch, for each letter, the probability of the simultaneously accompanied
voice input match and a score based on the distance from the finger touch input are
used to compute a score to determine the finally selected letter. The final score is a
weighted sum of the two factors, with the weights (w; and w,) set empirically. As for
the distance based score, a small circle is drawn around a given letter whose radius is
set by the nearest neighboring letter (see Fig. 2). If a touch is made outside the circle, a
full score of 1 is given for that letter. Otherwise, the normalized distance score is actual
distance to the target letter divided by the radius of the circle. That is,

Score(letter) = {Wl * (1 — Pyoice_recognition (letter)) + w; * D(letter) }71, (1)

where Pygice recognition(I€tter) is the voice recognition score/probability for given letter
and D(letter), the normalized distance score defined as:
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Fig. 2. Computing the distance based score for a given letter, “d”. The position of the letter “d”
is denoted L, the actual touch location, T, and the radius of circle, r. Outside the circle the
normalized distance is clamped to 1, otherwise, (T—L)/r.

D(letter) = 1,if |T—L| > r, otherwise = |T — L|/r, (2)

where T is the touch position, L, the letter position, and r is the distance to the closest
neighboring letter from L.

4 User Study

4.1 Experimental Design

We experimentally compared Vouch-T to the conventional unimodal touch-only
method in terms of the text entry performance and usability. The main purpose of the
experiment was to highlight the projected advantage of the multimodal approach for the
small layout/key size. Comparison of Vouch-T to other notable “specialized” small
screen text entry methods [4, 5, 8, 12, 17], as summarized in the Related Work section,
is left as future work.

The experiment was designed as a 3 factor (2 layout types x 2 interface types x 2
screen sizes), but divided into two parts (Experiments 1-1 and 1-2): 2 layout types x 2
interface types on the smart phone and the same on the smart watch (thus two 2 factor,
2 x 2 within-subject repeated measure). Table 1 summarizes the experimental design
and the total of eight test conditions.

The user was given a set of short sentences to enter under the respective test
condition, and the following dependent variables were measured: (1) task completion
time/rate (e.g. words per minute), (2) number of individual key inputs, (3) error rate
(e.g. number of backspace/delete keys used), and (4) responses to the usability survey
questions (answered in the 7 level Likert scale asking the ease of use, naturalness, ease



214 M. Lee and G.J. Kim

Table 1. Experimental design and the eight test conditions

Independent variable Interaction type | Layout type | Symbol

Experiment 1-1: screen size type = smart phone | Touch-only QWERTY P-TQ
Touch-only 3 x 4 Keypad | P-T34
Vouch-T QWERTY P-VQ
Vouch-T 3 x 4 Keypad | P-V34

Experiment 1-2: screen size type = smart watch | Touch-only QWERTY W-TQ
Touch-only 3 x 4 Keypad | W-T34
Vouch-T QWERTY W-VQ
Vouch-T 3 x 4 Keypad | W-V34

of learning, fatigue, general satisfaction/future usage and preference, we omit the actual
questionnaires for lack of space). We hypothesized that Vouch-T would be signifi-
cantly superior to the touch-only interface at least for the case of smart watches for both
QWERTY and 3 x 4.

4.2 Experimental Task and Set-up

The user was given a set of short sentences to enter under the respective test condition.
For each condition, the subject was given 20 sentences all sampled from the
MacKenzie and Soukoreff’s test set [28], such that all alphabets would have to be used
at least once. All subjects were given the same set of sentences. A different set of 20
sentences were used for each test condition.

As for the experimental set-up, the LG G2 was used as the smart phone and the LG
G-Watch for the smart watch (both running the Android operation system) on which
the respective key layout was displayed in the lower half and text entry made/shown in
the upper. Figure 3 shows the screen display with the respective key layout on the
smart phone and smart watch.

Ideally, the experiment should have been carried out with actual voice recognition
used and running on the smart phone or smart watch. However, in the case of the smart
phone, no voice recognition software API (on the Android) that provides recognition
certainty values could be found. Using the cloud based service would present the same
problem (plus latency for the fast paced stream of individual letter input vs. word level
recognition). Moreover, smart watches (including the one we tested) are not compu-
tationally powerful enough to run voice recognition to begin with. Therefore, our
experiment simulated the use of the voice by preconfiguring the letter recognition
probability values off-line. Our implementation used the Daum Newtone speech
recognition API (for the Android) was used with which only the top 10 ranked rec-
ognized candidates were made available [29]. We estimated the probabilities of each
letter recognition, Prob., (letter), in this way.

2 Wiki
Eallletters Pr()b(’é‘l(l)

where, w; is the weight given to the rank i, and X is the number of occurrences of the
letter with rank i. The weight was arbitrarily set to 1/2' (e.g. half decay function) for the

Prob,(letter) = owi = 1/2".

3)
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Fig. 3. The 3 x 4 keypad and QWERTY key layout on the smart phone (top) and smart watch
(below). The key layout was located in the lower half part of the screen and the input made and
shown in the upper part. The start button was used for the testing purpose.

ith ranked data. Thus, for example, if in an attempt to recognize the letter/word, “a”
(pronounced “eigh”) 10 times, the “a” could be ranked the first, 5 times, ranked the
second, 3 times, ranked the third, O times, and the fourth, 2 times (see Table 2 as an
example), resulting into:

Probey(“a”) = 0.5 *# 5+ 0.25 * 3 + 0.125 * 0 + 0.0625 * 2 = 3.375
(unnormalized)

Since voice recognition performance is quite speaker-dependent, the performance
table as shown in Table 2 was constructed and probabilities computed for each subject.
Even so, such an estimation is not correct. Yet, it was deemed close enough for
modelling the gross behaviour of the letter recognition performance and assessing the
effect of adding the voice input to the touch. The user was still instructed to speak out
the desired letter (assumed to be correct) even though the recognition was simulated
according to the preconfigured probabilities internally.

In actual practice, combining the touch and voice brought about the synergistic
effect of disambiguation. For instance, in the case of 3 x 4 key layout, when entering
for the letter “D” (thus pressing the “DEF” button and speaking out “dee”), the voice
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Table 2. Recognition results (10 runs) for the letter “a” (pronounced “eigh”) and rankings of the
possible matches (top 10)

Run no. | Rankig (w;)

1(172) |2 (1/4) |3 (1/8) | ... | 10 (1/1024)
1 a j h ...|n
2 a h j ...|m
10 a k j w1

recognition produces the match candidates in the approximate order of {“b,” “p”,” “d,”
“t,7 “v,” “e,” “k,” “g,” “a,” “4”}. Despite the letter “d” being ranked only the third, “b”
and “p” are not even considered and removed from the match list.

4.3 Experimental Procedure

Ten paid subjects (5 men and 5 women between the ages of 20 and 36, mean =

27.9/SD = 5.36) participated in the experiment. After collecting their basic back-
ground information, the subjects were briefed about the purpose of the experiment and
given instructions for the experimental tasks. A short training (3—7 min or until the
subject felt sufficiently trained) was given to allow the subjects to become familiarized
with the experimental process and the touch-only or Vouch-T based text entry methods
on the respective devices. All subjects were right handed, used to wearing watches on
their left wrist, and never had the prior experience of using the smart watches.

The subjects held the smart phone or wore the smart watch in their left hand/wrist
comfortably. The user sat and interact using their upper body naturally with one’s arms
and fingers (see Fig. 4). There were total of 8 different treatments (or conditions),
namely, 2 interfaces x 2 key sizes x 2 devices (total 8 blocks). Each treatment was
presented in a balanced fashion using the Latin square methodology. The user carried
out the given text entry task (e.g. “I am a boy you are a girl”). In each treatment block,

Fig. 4. A subject carrying out the experimental task (entering 20 sentences) using the smart
phone (left) and the smart watch (right).
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the user entered a series of 20 sentences. The task started by the user pressing the
“start” button, then 20 sentences would appear for which the user was to enter. The
single block was finished by touching the “enter” button after entering all the sentences.
Both the task completion time and the number of delete key usage were recorded. The
user was asked to make the entries correctly as fast as possible. If errors were made, the
user had to use the backspace/delete key to make corrections. After the session, the
subjects filled out a usability questionnaire. The user rested between each treatment and
the total experimental session took about 1 h.

5 Results

5.1 Smart Phone

On the smart phone, subjects clearly performed better in terms of the task completion
time using the QWERTY (P-TQ and P-VQ) vs. 3 x4 (P-T34 and P-V34,
Tukey/p-value = 0.05). Subjects reported of the strong preference of the QWERTY
and the unfamiliarity and fatigue with the 3 x 4. While using the voice was helpful for
improving the typing performance for the 3 x 4 (P-V34 < P-T34), it was not so for the
QWERTY (no statistically significant difference between P-TQ and P-VQ). On the
smart phone, the keys were sufficiently large and touch-only operation too familiar,
making the effect of the voice disambiguation only marginal. See Fig. 5.

Figure 6 (top) shows the total number of keys entered for the four test conditions.
Only the case of P-T34 showed an excessive (almost two times) key input compared to
the others with a statistically significant difference by ANOVA (vs. P-V34,
p-value = 0.000). On the other hand, Fig. 6 (bottom) shows the number of delete/
backspace keys used for making corrections, and both touch-only cases, P-TQ and
P-T34 exhibited much higher rates (but no statistically significant difference). It sup-
ports what was observed with the task completion time results in that the while the
added voice input helped the text input using the 3 x 4 key layout, it was the reverse
for the QWERTY (more proportion of delete keys over the total key input with P-VQ
than with P-TQ).

TASK COMPLETION TIME
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Fig. 5. Task completion time (time taken for entering 20 sentences) on the smart phone.
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Fig. 6. Total number of key inputs made (top) and total number of delete keys used (bottom) on
the smart phone.

5.2 Smart Watch

On the smart watch, Fig. 7 shows that the added voice input helped both the QWERTY
(W-VQ < W-TQ, p-value =0.033) and 3 x 4 key layout (W-V34 < W-T34,
p-value = 0.000) in terms of the task completion time. Between the W-VQ and
W-V34, there was not statistically significant difference. Thus, with the smaller sized
watch, the advantage of the QWERTY with respect to the familiarity was reduced.

In terms of the total and types of keys entered, most inputs (and thus corrections)
were made with the 3 x 4 key layout (compared to all other conditions), thus causing
the longer overall task completion time. W-VQ also produced statistically less total and
delete key input compared to W-TQ, differently from the case of the smart phone (See
Fig. 8). The use of voice had a more pronounced effect of improved task performance
on the smart watch.
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Fig. 7. Task completion time (time taken for entering 20 sentences) on the smart watch.
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Fig. 8. Total number of key inputs made (top) and total number of delete key inputs made
(bottom) on the smart watch.

5.3 Smart Phone Vs. Smart Watch

Between the smart phone and smart watch, as can be expected, the task complete times
were generally longer on the smaller sized smart watch (P-VQ vs. W-VQ, P-TQ vs.
W-TQ (nearly two times, p-value = 0.000), P-V34 vs. W-V34, and P-T34 vs. W-T34,).
However, the difference was not statistically significant when the voice was used
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(P-VQ vs. W-VQ and P-V34 vs. W-V34). This indicates that the task performance is
less influenced by the screen/key size if the voice is added as a secondary input
channel, and the same time, the familiarity of the QWERTY is less effective with the
smaller sized device as well. In reverse, on the smart watch, the added voice turned out
to be effective in making W-QV more performing than W-TV (p-value = 0.033), and
not so on the larger smart phone. The statistical data with regards to the total and types
of keys entered were consistent as well (e.g. more keys and deletes used with the smart
watch). See Figs. 9, 10 and 11.

TASK COMPLETION TIME

mPhone = Watch

60000
46529.93
50000
37041.49,
T 31714.27
"E‘ 40000 290(_5_3.28 29738.62
E 30000 21475.37
a 20000 13356.80 13974.03
10000 L. P 0.033 i -
0
T34 V34 TQ va

Fig. 9. Task complete times between the smart phone and smart watch.
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Fig. 10. Total number of keys used between the smart phone and smart watch.

5.4 Usability

The usability survey generally confirmed our general expectation of the familiarity and
preference of the QWERTY over the 3 x 4 layout, and higher subjective usability
(over most categories) when the larger phone was used to enter the text. Users also
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Fig. 11. Total number of delete keys used between the smart phone and smart watch.

generally felt that the added voice modality helped improve the usability for both the
QWERTY and 3 x 4 layout and also for both the smart phone and smart watch.

5.5 Summary
The quantitative experiment results can be summarized as follows.

e The input performance was better on the larger smart phone (than on the small
smart watch) as easily expected.

e The added voice input modality was helpful on the smaller smart watch for both
QWERTY and 3 x 4 key layout, but, on the smart phone, not so on the smart
phone, only for the 3 x 4.

e On the smart phone, the best performance was obtained with the QWERTY (P-TQ)
where the Vouch-T did not help very much.

e On the smart watch, the best performance was obtained with QWERTY-V (W-VQ)
Vouch-T did help in a significant manner.

e QWERTY was preferred over the 3 x 4 on both devices due to its familiarity.

6 Conclusion

In this paper, we presented a prototype implementation of Vouch-T which mixes up the
use of touch and voice in a multi-level alphanumeric input for small hand-held or
wearable devices. The combination of voice and touch creates a synergy in that it
effectively allows for the use of larger sized keys on the screen and near simultaneous
input across the input levels, making it a faster method.

We have assessed the potential of Vouch-T in terms of the usability and perfor-
mance compared to the conventional touch-only based method. We considered two
types of text input layout, namely, the QWERTY and 3 x 4 telephone keypad on two



222 M. Lee and G.J. Kim

sizes of mobile devices, the smart phone and smart watch. The comparative simulation
experiment validated that the multimodal approach of Vouch-T improves the input
performance and usability for the smaller-sized smart watch, but only marginally for
the larger smart phone. Even though our experiment was based on a simulated voice
recognition, we believe it was sufficient to show the effectiveness of the multimodal
approach especially for under difficult operating conditions such as with small smart
watches.

As future work, Vouch-T needs to be compared to methods other than just the
touch-only case, such as using word-level voice input and other small screen input
methods as outlined in our related work (e.g. Zoom-board [17]). We also hope to assess
the advantages of the multimodal approach in other difficult situations such as while
moving and or under low visibility situations.
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