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Abstract This paper presents a canonical dual approach for solving a class of non-
monotone variational inequality problems. It shows that by using the canonical dual
transformation, these challenging problems can be reformulated as a canonical dual
problem, which is equivalent to the primal problems in the sense that they have the
same set of KKT points. Existence theorem for global optimal solutions is obtained.
Based on the canonical duality theory, this dual problem can be solved via well-
developed convex programming methods. Applications are illustrated with several
examples.

1 Problems and Motivation

We are interesting in solving the following non-monotone variational inequality
problem:

(VI) : 〈F(x̄), x − x̄〉 ≥ 0, ∀x ∈ K , (1)

where the notation 〈∗, ∗〉 denotes for inner product, F : Rn → R
n is a non-monotone

operator, defined by

F(x) = Qx − f + ∇W (x), (2)
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in which Q ∈ R
n×n is a symmetric matrix, f ∈ R

n is a given vector, and W (x) :
R

n → R is a nonconvex differentiable function. The feasible set K in this paper is
defined by

K = {
x ∈ R

n| φ(x) ≤ 0
}
,

where φ(x) : R
n → R

q is assumed to be a vector value convex function. In this
paper, we assume that ri(K ) is nonempty, i.e., there exists at least one x̄ such that
φ(x̄) < 0.

The first problem involving a variational inequality is the well known Signorini
problem, proposed by A. Signorini in 1959 as a frictionless contact problem in linear
elastic mechanics and solved by G. Fichera in 1963 (cf. [4]). Mathematical theory of
variational inequality was first studied by G. Stampacchia in 1964 [21]. It is known
that the Signorini problem is actually equivalent to a variational problem subjected to
inequality constraint. By the fact that the total potential energy for linear elasticity is
convex, it turns out that extensive mathematical research has been focused mainly on
monotone variational inequality problems (see [1, 2, 5, 9, 12, 14, 15, 19]). However,
variational problems in large deformation mechanics are usually nonconvex [6, 11,
22]. For example, the total potential energy of the Gao nonlinear beam model [16,
17] is given by

J (w) =
∫ [

1

2
a(w,xx )

2 + 1

2

(
1

2
(w,x )

2 − λ

)2

− w f

]

dx, (3)

where a > 0 is amaterial constant, f (x) is a given distributive load, and the unknown
functionw(x) is the deformation of the beam. Clearly, J (w) is nonconvex if the beam
is subjected to a compressive load λ > 0. If the beam is supported by an obstacle
ψ(x), the associated variational inequality problem was formulated in [7, 8]

〈δ J (w), v − w〉 ≥ 0 ∀v ∈ Va,

where Va is a convex set with the inequality constraint v(x) ≥ ψ(x), and δ J (w) is
the Gâteaux derivative of J (w) given by

δ J (w) = aw,xxxx − 3

2
(w,x )

2w,xx + λw,xx − f

which is a non-monotone differential operator. In finite element analysis, if the dis-
placementw(x) is numerically discretized by afinite vector x ∈ R

n , the total potential
functional J (w) can be written in a nonconvex function in R

n (see [20])

P(x) = W (x) + 1

2
〈x, Qx〉 − 〈x, f〉

where W (x) is the so-called double-well potential
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W (x) =
p∑

k=1

1

2
αk

(
1

2
〈x, Bkx〉 + 〈x, bk〉 − dk

)2

,

in which αk, dk > 0 are given constants, bk ∈ R
n , and Bk ∈ R

n×n is given symmetric
matrix for each k ∈ {1, . . . , p}. This double-well function appears extensively in
computational physics, including Landau-Ginzburg equation in phase transitions
[13], vonKarmenplate [22], nonlinear Schödinger equation, andmuchmore [10, 11].
Due to the nonconvexity of W (x), the operator F(x) is non-monotone. Traditional
direct methods for solving such problems are very difficult.

Duality theory in convex analysis has been well studied in [3]. Application to
monotone variational inequality problems was first proposed by Mosco [18]. How-
ever, in nonconvex variational problems and non-monotone variational inequalities,
these well-developed duality theory and methods usually lead to a so-called duality
gap. In order to close this gap, a potentially useful canonical duality theory has been
developed in [10].

In this paper, we will demonstrate the application of this method by solving the
non-monotone variational inequality problem (VI). In the next section, the canonical
dual of the problem is presented, which is equivalent to the primal problem in the
sense that they have the same set of KKT points. The extremality conditions for these
KKT points are discussed in Sect. 3. In Sect. 4, we discuss the properties of the dual
problem and give a sufficient condition for the existence of solution. Applications
are illustrated in Sect. 5. Some conclusions are given in the final section.

2 Optimization Problem and Its Canonical Dual

It is known that the variational inequality problem (VI) is related to the following
optimization problem:

(OP) : min
x∈Rn

{
P(x) = W (x) + 1

2
〈x, Qx〉 − 〈x, f〉

}
(4)

s.t. φ(x) ≤ 0.

By introducing Lagrange multipliers λ ∈ R
q
+ to relax the inequality constraint

φ(x) ≤ 0, the classical Lagrangian associated with this constrained optimization
problem is

L(x, λ) = P(x) + λ�φ(x).

Thus, the criticality condition ∇xL(x, λ) = 0 leads to the equilibrium equation
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∇W (x) + Qx − f +
q∑

s=1

λs∇φs(x) = 0.

By the KKT theory, the Lagrange multipliers have to satisfies the following comple-
mentarity conditions

λ�φ(x) = 0, φ(x) ≤ 0, λ ≥ 0.

We call the point which satisfies the above two conditions the KKT stationary point
of the problem (OP) and (VI). Because we have already assumed that ri(K ) is
nonempty, then the basic constraints qualification must hold for the problem (VI)
and (OP), and the following result is obvious.

Lemma 1. If x̄ solves (VI), then it is a K KT stationary point of (OP) or (VI).

Due to the nonconvexity of the object function P(x), to solve problem (VI) is
very difficult. For a given λ ≥ 0, the Lagrangian dual function can be defined by

P∗(λ) = inf
x∈Rn

L(x, λ).

In the case that P(x) is convex, we have the well-known saddle duality theorem

P(x̄) = inf
x
sup
λ≥0

L(x, λ) = sup
λ≥0

inf
x
L(x, λ) = P∗(λ̄).

However, if P(x) is nonconvex, we have the so-called weak duality

θ = inf
x
sup
λ≥0

L(x, λ) − sup
λ≥0

inf
x
L(x, λ) ≥ 0.

Very often, this duality gap θ = ∞.
Following the standard procedure of the canonical dual transformation,we assume

that there exists a geometrical operator

ξ = Λ(x) = {ε(x), φ(x)} : Rn → Ea ⊂ R
p × R

q

and a canonical function V̄ (ξ) : Ea → R ∪ {∞} such that the nonconvex optimiza-
tion problem (OP) can be written in the canonical form:

min
x

Π(x) = V̄ (Λ(x)) −U (x), (5)

where U (x) = − 1
2 〈x, Qx〉 + 〈x, f〉, and V̄ (ξ) is defined by

V̄ (ξ(x)) = V (ε(x)) + Ψ (φ(x)), (6)

in which, V (ε(x)) = W (x) and
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Ψ (φ) =
{
0 if φ ≤ 0
+∞ otherwise.

We assume that V is convex in this paper, and let ∂ denote the sub-gradients set
of a convex function such the same as in [3]. Then, we can express the stationary
condition for (VI) or (OP) as

0 ∈ ∂Π(x). (7)

For any given ς ∈ R
p+q , the Fenchel sup-conjugate function V̄  of the convex func-

tion V̄ is given as

V̄ (ς) = sup
ξ∈Ea

{〈ξ , ς〉 − V̄ (ξ)} = V (σ ) + Ψ (λ),

where

Ψ (λ) = sup
φ≤0

{〈φ, λ〉 − Ψ (φ)} =
{
0 if λ ≥ 0
+∞ otherwise.

We let

Sa = dom(V̄ ) = {ς ∈ R
p+q | V̄ (ς) < +∞}.

By the definition introduced in [10], the pair (ξ , ς) is called an extended canonical
duality pair on Ea × Sa if the following duality relations hold on Ea × Sa

ς ∈ ∂ V̄ (ξ) ⇔ ξ ∈ ∂ V̄ (ς) ⇔ 〈ξ , ς〉 = V̄ (ξ) + V̄ (ς). (8)

Thus, for this canonical duality pair,W (x) + Ψ (φ(x)) can be replaced by V̄ (Λ(x)) =
〈Λ(x), ς〉 − V̄ (ς), the so-called total complementary function Ξ(x, ς) can be
defined by

Ξ(x, ς) = 〈Λ(x), ς〉 − V̄ (ς) −U (x).

For a given ς ∈ Sa , the canonical dual function can be obtained as

Pd(ς) = stax{Ξ(x, ς) : x ∈ R
n} = UΛ(ς) − V̄ (ς),

where UΛ(ς) is called the Λ-conjugate of U , defined by

UΛ(ς) = stax{〈Λ(x), ς〉 −U (x) : x ∈ R
n},

and the notation stax {...} stands for solving the stationary point problem given in {...}
with respect to x . LetSc denotes the feasible space such that UΛ is well-defined on
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Sc, then the canonical dual problem (Pd) is eventually proposed as the following

(Pd) : max{Pd(ς) : ς ∈ Sc}. (9)

In many applications, the geometrical operator Λ is usually a vector-valued
quadratic function:

Λ(x) = (ε(x), φ(x))

=
{
1
2 〈x, Bkx〉 + 〈x, bk〉 − dk ,

1
2 〈x,Csx〉 + 〈x, cs〉 − es

}
,

where bk ∈ R
n and Bk ∈ R

n×n is a given symmetric matrix for each k ∈ {1,
2, · · · , p}; cs ∈ R

n for each s ∈ {1, 2, · · · , q}, Cs ∈ R
n×n is a given positive defi-

nite matrix for each s ∈ {1, 2, · · · , q}; d ∈ R
p and e ∈ R

q . In this case, the canonical
dual function has an explicit form

Pd(ς) = −1

2
〈G†(ς)τ (ς), τ (ς)〉 − 〈d, σ 〉 − 〈e, λ〉 − V̄ (ς),

where ς = (σ, λ) and

G(ς) = Q +
p∑

k=1

Bkσk +
q∑

s=1

Csλs, τ (ς) = f −
p∑

k=1

bkσk −
q∑

s=1

csλs .

The notationG† stands for the Moore–Penrose inverse ofG. We use ColG to denote
the column space of G, then the dual feasible space Sc can be defined by

Sc = {ς = {σ , λ) ∈ Sa| τ (ς) ∈ ColG(ς)}.

Now, consider the derivative of Pd , we first have

UΛ(ς) = −1

2
〈G†(ς)τ (ς), τ (ς)〉 − 〈d, σ 〉 − 〈e, λ〉.

It follows that

∇σkU
Λ = 1

2
〈G†(ς)τ (ς), BkG

†(ς)τ (ς)〉 + 〈bk ,G†(ς)τ (ς)〉 − dk , k = 1, 2, · · · , p

(10)
and

∇λsU
Λ = 1

2
〈G†(ς)τ (ς),CsG†(ς)τ (ς)〉 + 〈cs ,G†(ς)τ (ς)〉 − es , s = 1, 2, · · · , q.

(11)
Therefore, the dual problem associated with (VI) can be given as

(DV I ) : 〈∇ P̄d(ς), ς − ς̄〉 ≥ 0, ∀ς ∈ R
p × R

q
+,
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where

P̄d(ς) = 1

2
〈G†(ς)τ (ς), τ (ς)〉 + 〈d, σ 〉 + 〈e, λ〉 + V (σ ).

The stationary conditions for both (Pd) and (DV I ) is given as:

0 ∈ ∂ P̄d(ς). (12)

Similar to Lemma 1, we have the following result.

Lemma 2. If ς̄ solves (DV I ), then it is a stationary point of (Pd) or (DV I ).

In fact, for any stationary point x̄ of (VI), there is a ς̄ ∈ ∂ V̄ (ξ̄) with ξ̄ = Λ(x̄)
such that

G(ς̄)x̄ − τ (ς̄) = 0. (13)

On the other hand, if we can solve the dual problem (DV I ) for ς̄ , then the solution
x̄ to the primal problem (VI) should be obtained via the above relation (13).

Theorem 1. If ς̄ is a solution of (DV I ), then x̄ = G†(ς̄)τ (ς̄) is a KKT point of the
problem (VI). Moreover, if x̄ is a solution of (VI) with G(ς̄) is invertible, then ς̄ is
a KKT point of (DV I ).

Proof. First, assume that ς̄ ∈ R
p × R

q
+ is a solution of (DV I ), it is obvious that

ς̄ ∈ Sc ∩ dom(V̄ ) and we have that

0 ∈ ∂Pd(ς̄) = ∇UΛ(ς̄) − ∂ V̄ (ς̄). (14)

Let

x̄ = G†(ς̄)τ (ς̄),

then by (10) and (11), we have

∇UΛ(ς̄) = Λ(x̄).

By (14), we have ξ̄ = Λ(x̄) ∈ ∂ V̄ (ς̄). which is equivalent to ς̄ ∈ ∂ V̄ (ξ̄). It follows
that

∂Π(x̄) = ∂ξ V̄ (ξ̄)∇Λ(x̄) + Qx̄ − f
� ς̄∇Λ(x̄) + Qx̄ − f
= G(ς̄)x̄ − τ (ς̄) = 0.

This shows that x̄ is a KKT of (VI).
Now, we assume that x̄ is a solution of (VI) with G(ς̄) is invertible. By (13), we

have x̄ = G†(ς̄)τ (ς̄). Therefore, ς̄ is a KKT point of (DV I ). �
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Remark 1. In fact, for a stationary point x̄ of (VI), the associated stationary point ς̄
may not be unique if the linear independence constraint qualification (LICQ) does not
hold at x̄ for (VI). This situation is different from the canonical dual for unconstrained
optimization problems.

3 Global and Local Extremalities

Because the feasible solution setK is convex andwe assume that the basic constraint
qualification always holds at any feasible point, then any local minimizer of (OP) is a
solution of (VI). In fact, we can give some sufficient conditions for a stationary point
of (OP) to be a local minimizer or a global minimizer. In this section, we assume
that V is twice differentiable. In order to state the results of this section, we need to
give a new notation. For any given x̄ ∈ R

n , letB(x̄) be a p × n matrix, whose k−th
row is given as Bk(x̄) = x̄�Bk , k = 1, 2, · · · p.
Theorem 2. Suppose that ς̄ is a solution of (DV I ) and x̄ = G†(ς̄)τ (ς̄). If the
matrixB�(x̄)∇2

εεV (ε̄)B(x̄) + G(ς̄) is positive definite, then x̄ is a local minimizer
of the problem (OP).

Proof. Consider the Lagrangian function of the problem (OP):

L(x, λ) = W (x) + 1
2x

�Qx − f�x + λ�φ(x),

we know that
∇xL(x̄, λ̄) = G(ς̄)x̄ − τ (ς̄) = 0.

We also have that

∇2
xxL(x̄, λ̄) = B�(x̄)∇2

εεV (ε̄)B(x̄) + G(ς̄).

By assumption of the theorem, ∇2
xxL(x̄, λ̄) is positive definite. Then, the vector x̄ is

a local minimizer of the problem (OP). �
Corollary 1. Suppose that ς̄ is a solution of (DV I ) and x̄ = G†(ς̄)τ (ς̄). If G(ς̄)

is positive definite, then x̄ is a local minimizer of the problem (OP).

Proof. Because V is convex, we haveB�(x̄)∇2
εεV (ε̄)B(x̄) is positive semi-definite

for any given x̄. By the assumption of this proposition, we know thatG(ς̄) is positive
definite, thenwemust have that∇2

xxL(x̄, λ̄) is positive definite, hencewecan conclude
that x̄ is a local minimizer of (OP) by Theorem2. �

In fact, the above Corollary can be enhanced and we give a sufficient condition
for a global minimizer of (OP).

Theorem 3. Suppose that ς̄ is a solution of (DV I ) and x̄ = G†(ς̄)τ (ς̄). IfG(ς̄) is
positive semi-definite, then x̄ is a global minimizer of the problem (OP).
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Proof. If x̄ is a stationary point of (OP), then we have that

G(ς̄)x̄ − τ (ς̄) = 0.

Now, consider the function Λ(x), we have

εk(x) − εk(x̄) = 〈x − x̄, Bk x̄ + bk + 1

2
Bk(x − x̄)〉, k = 1, 2, · · · , p

and

φs(x) − φs(x̄) = 〈x − x̄, Cs x̄ + cs + 1

2
Cs(x − x̄)〉, s = 1, 2, · · · , q.

We also have that

U (x) −U (x̄) = 〈x − x̄, Qx̄ − f + 1

2
Q(x − x̄)〉.

Then, we have

Π(x) − Π(x̄) ≥ 〈σ̄ , ε(x) − ε(x̄)〉 + 〈λ̄, φ(x) − φ(x̄)〉 +U (x) −U (x̄)
= 〈x − x̄, G(ς̄)x̄ − τ (ς̄)〉 + 1

2 〈x − x̄, G(ς̄)(x − x̄)〉
= 1

2 〈x − x̄, G(ς̄)(x − x̄)〉
≥ 0

for any x ∈ R
n . Now, we have proved that x̄ is a global minimizer of (OP) and the

proof of the theorem is finished. �

4 Existence of the Solution

In order to discuss the existence of solution to the problem, we need the following
sets:

S +
c = {ς̄ ∈ R

p × R
q
+| γG(ς̄) > 0},

S̄c = {ς̄ ∈ R
p × R

q
+| γG(ς̄) = 0},

where γG(ς̄) is the smallest eigenvalue of the matrix G(ς̄) for any given ς̄ ∈ Sc.
We also need to define a n × (p + q) matrix Ē (x̄) for any given x̄ with its k−th
column is given as Ēk(x̄) = Bk x̄ + bk , k = 1, 2, · · · p and (p + s)−th column as
Ēp+s(x̄) = Cs x̄ + cs , s = 1, 2, · · · q. The notation ‖ · ‖ can be any norm of a vector
in this paper. Then we have the following result.

Theorem 4. The canonical dual function Pd is concave inS +
c .
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Proof. Because V̄ is convex, we need only to prove that UΛ is concave in order to
show that Pd is concave. We have

∂UΛ

∂σk
= 1

2
〈G†(ς)τ (ς), BkG†(ς)τ (ς)〉 + 〈bk,G†(ς)τ (ς)〉 − dk, k = 1, 2, · · · , p

and

∂UΛ

∂λs
= 1

2
〈G†(ς)τ (ς),CsG†(ς)τ (ς)〉 + 〈cs,G†(ς)τ (ς)〉 − es, s = 1, 2, · · · , q.

Let x = G†(ς)τ (ς) for any ς ∈ S +
c , we have

∂2UΛ

∂ς∂ς
= −Ē �(x)G†(ς)Ē (x).

Hence, the Hessian matrix ∂2UΛ/∂ς∂ς is negative semi-definite andUΛ is concave,
then Pd is concave inS +

c . �

We denote TG(ς) = {ξ ∈ R
n| G(ς)ξ = γG(ς)ξ ∀ς ∈ S +

c ∪ S̄ +
c }.

Theorem 5. Assume that dom(V ) is closed, dom(V ) ∩ S +
c �= φ and

lim‖ς‖→∞
V (ς)

‖ς‖ = +∞.

If 〈τ (ς), ξ 〉 �= 0 for any ξ ∈ TG(ς) and any ς ∈ S̄ +
c , then there must be a ς̄ ∈ S +

c
such that x̄ = G†(ς)τ (ς) is a global minimizer of the problem (OP).

Proof. In order to simply the proof, we assume that dom(V ) = R
p+q . For any

δ > 0, we denote a set

Ω(δ) =
{
ς ∈ Sc| ‖ς‖ ≤ δ, γ (G(ς)) ≥ 1

δ

}
.

Let
Γ (δ) = sup

ς∈S +
c \Ω(δ)

Pd(ς),

for any δ > 0. We will show that

lim
δ→+∞ Γ (δ) = −∞.

By contradiction, assume that this conclusion is not true, then there is a sequence
{ς i }i=1,2,··· , ⊆ S +

c with ς i ∈ S +
c \ Ω(i) and Pd(ς i ) ≥ Γ (i) − 1

i for any i = 1,
2, · · · , such that
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lim
i→+∞ Pd(ς i ) = M, (15)

where M ∈ R. If {ς i }i=1,2,··· is unbounded, then there isK1 ⊆ {1, 2, · · · , } such that

lim
i→+∞, i∈K1

‖ς i‖ = ∞.

Then, we have that

1

2
〈G†(ς i )τ (ς i ), τ (ς i )〉 ≥ 0, ∀i ∈ K1

and
lim

i→+∞, i∈K1

〈d, σi 〉 + 〈e, λi 〉 + V̄ (ς i ) = +∞.

It follows that
lim

i→+∞, i∈K1

Pd(ς i ) = −∞,

which contradicts (15).
Now, assume that {ς i }i=1,2,··· is bounded. Let ξi ∈ TG(ς i ) with ‖ξi‖ = 1 for

i = 1, 2, · · · . Then there must be a K2 ⊆ {1, 2, · · · } such that

lim
i→+∞, i∈K2

γG(ς i ) = 0

lim
i→+∞, i∈K2

ς i = ς̄

lim
i→+∞, i∈K2

ξi = ξ̄ .

Now, we have that
ξ̄ ∈ TG(ς̄), ς̄ ∈ S̄c, ‖ξ̄‖ = 1.

Let
τ ξ (ς i ) = 〈τ (ς i ), ξi 〉ξi , τ c

ξ (ς i ) = τ (ς i ) − 〈τ (ς i ), ξi 〉ξi ,

for i = 1, 2, · · · . Because

ξi ∈ TG(ς i ), i = 1, 2, · · · ,

we have
〈τ ξ (ς i ), G(ς i )τ

c
ξ (ς i )〉 = 0, i ∈ K2.

Therefore,
〈τ ξ (ς i ), G†(ς i )τ

c
ξ (ς i )〉 = 0, i ∈ K2.

Now, we have



166 G. Liu et al.

UΛ(ς i ) = − 1
2 〈G†(ς i )τ (ς i ), τ (ς i )〉 − 〈d, σi 〉 − 〈e, λi 〉

= − 1
2 〈τ ξ (ς i ),G

†(ς i )τ ξ (ς i )〉 − 1
2 〈τ cξ (ς i ),G

†(ς i )τ
c
ξ (ς i )〉 − 〈d, σi 〉 − 〈e, λi 〉

≤ − 1
2γG(ς i )

〈τ (ς i ), ξi 〉2 − 〈d, σi 〉 − 〈e, λi 〉,

for i ∈ K2. Then, we have

lim
i→+∞, i∈K2

UΛ(ς i ) = −∞.

Therefore,
lim

i→+∞, i∈K2

Pd(ς i ) = −∞,

which contradicts (15). Now, we have proved that

lim
δ→+∞ Γ (δ) = −∞.

Choose a ς̄ ∈ S +
c , there must be a δ̄ > 0 such that

Γ (δ̄) ≤ Pd(ς̄).

Because Ω(δ̄) is compact, then there is a ς̃ ∈ Ω(δ̄) such that

Pd(ς̃) = max
ς∈Ω(δ̄)

Pd(ς).

It follows that
Pd(ς̃) = max

ς∈S +
c

Pd(ς).

Then, ς̃ is stationary point of (DV I ) with G(ς̃) is positive definite. By Theorem3,
x̄ = G†(ς)τ (ς) is a global minimizer of the problem (OP). �

In fact, the condition lim
ς→∞ V (ς)/‖ς‖ = +∞ can be weaken in some cases.

Theorem 6. In case bk = 0, k = 1, 2, · · · , p and cs = 0, s = 1, 2, · · · , q, assume
that dom(V ) is closed, dom(V ) ∩ S +

c �= φ and lim‖ς‖→∞ V (ς) = +∞. If 〈τ (ς), ξ 〉
�= 0 for any ξ ∈ TG(ς) and any ς ∈ S̄ +

c , then there must be a vector ς̄ ∈ S +
c such

that x̄ = G†(ς)τ (ς) is a global minimizer of the problem (OP).

Proof. It is similar with the Theorem5. �
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5 Some Examples

We now present some examples to show how to apply the canonical dual theory for
solving real problems. Consider the problem (VI) with

F(x) = (
1

2
(x21 + x22) − μ)

(
x1
x2

)
+

(
2x1 + x2
x1 + 2x2

)
−

(
2
2

)

and

K =
{
x|1
2
(x21 + x22) ≤ e

}
.

The primal optimization problem (OP) of (VI) is given as follows:

min
x

P(x) = 1
2 ( 12 (x21 + x22) − μ)2 + (x21 + x2x2 + x22) − (2x1 + 2x2)

s.t. 1
2 (x21 + x22) ≤ e.

For the dual problem, we have that

G†(ς) = 1
2

(
1, 1
1, −1

) (
1

3+(σ+λ)
, 0

0, 1
1+(σ+λ)

) (
1, 1
1, −1

)
.

It follows that

∇UΛ(ς) = 1
2 (2, 2)

(
1, 1
1, −1

)(
1

(3+(σ+λ))2
, 0

0, 1
(1+(σ+λ))2

)(
1, 1
1, −1

) (
2
2

)

= 8
(3+(σ+λ))2

−
(

μ

e

)
.

Then the critical condition of the dual problem becomes

4
(3+(σ+λ))2

− σ = μ
4

(3+(σ+λ))2
− e ∈ ∂Ψ (λ).

We consider three cases with various values of μ and e.

Example 1 First, we let μ = 2 and e = 2, then we can find that x̄ = (1, 1) is a sta-
tionary point of the problem. At this point, we have ξ̄ = (−1,−1) and ς̄ = (−1, 0).
Note that

G(ς̄) =
(
1, 1
1, 1

)

is singular, by Theorem 3.2, we can conclude that (1, 1) is a solution of (VI) because
G(ς̄) is semi-positive. This result can also be verified graphically in Fig. 1.
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Fig. 1 Contours and graph of P(x) in Example 1

Example 2. We now let μ = 2 and e = 1/2. In this case we have

∇P(x) = ( 12 (x
2
1 + x22) − 2)

(
x1
x2

)
+

(
2x1 + x2
x1 + 2x2

)
−

(
2
2

)

=
( 1

2 (x
2
1 + x22)x1 + x2 − 2

1
2 (x

2
1 + x22)x2 + x1 − 2

)

≤
( |x1| + |x2| − 2

|x2| + |x1| − 2

)

<

(
0
0

)
,

for any x with 1
2 (x

2
1 + x22) ≤ 1

2 , and the stationary point of the problem is x̄ =
(

√
2
2 ,

√
2
2 ) with ς̄ = (− 3

2 , 2
√
2 − 3

2 ), which satisfies the following critical condition
of the dual problem

4

(3 + (σ + λ))2
− σ − 2 = 0

4

(3 + (σ + λ))2
− 1

2
= 0.

By the fact that

G(ς̄) =
(
2
√
2 − 1, 1
1, 2

√
2 − 1

)

is positive definite, we know that x = (
√
2
2 ,

√
2
2 ) is a solution of (VI) (Fig. 2).

Example 3. Finally, we let μ = 4/9 and e = 2. In this case, the critical condition
of the dual problem becomes
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Fig. 2 Contours and graph for Example 2
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Fig. 3 Contours and graph of Example 3

4

(3 + (σ + λ))2
− σ = 4

9
4

(3 + (σ + λ))2
− 2 ∈ ∂Ψ (λ).

It is easily find that ς̄ = (0, 0) is a solution of the dual problem with x̄ = ( 23 ,
2
3 ) a

stationary point of the primal problem. Since

G(ς̄) =
(
2, 1
1, 2

)

is positive definite, this solution x̄ = ( 23 ,
2
3 ) is a solutionof the primal problem (Fig. 3).
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6 Conclusions

In this paper, we have proposed the canonical duality theory for solving a class of
non-monotone variational inequalities problems. A sufficient condition for a global
minimizer of the associated optimization problem (OP) is presented. By the fact
that the canonical dual problem is equivalent to a convex minimization problem on
a convex dual feasible setS +

c with only simple non-negative constraints, which can
be solved easily via well-developedmethods. Existence of the solution of (VI) is also
discussed. Examples given in the paper show the various cases that the solution may
either exist on the boundary of the feasible space, or a point where G(ς̄) is singular.
These facts can help us to understand the difficulties of the primal problem and to
develop some effective methods for solving the canonical dual problem in the future.
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