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Preface

Duality is a beautiful concept that pervades all natural phenomena. In classical
mechanics, each potential energy principle is linked with a unique complementary
energy principle via the traditional Legendre transformation. The popular Hellinger–
Reissner principle is actually a special saddle Lagrangian duality theory in convex
analysis and optimization, which lays a foundation for hybrid/mixed finite element
methods in computational mechanics and primal-dual interior point methods in
mathematical programming. However, this one-to-one duality is broken in non-
convex systems due to a so-called duality gap produced by the modern Fenchel–
Moreau transformation. In finite elasticity, the existence of a pure stress-based
complementary energy principle was a well-known open problem, existing for
several decades. In global optimization and computer science, many nonconvex
problems are considered as NP-hard (Non-deterministic Polynomial-time hard) due
to the lack of global optimality criteria. Unfortunately, this well-known difficulty is
not fully recognized in computational mechanics due to the significant gap between
engineering mechanics and global optimization. Indeed, engineers and scientists are
mistakenly attempting to use traditional finite element methods and commercial
software for solving nonconvex mechanics problems.

Canonical duality theory is a breakthrough methodological theory that can be
used not only for modeling complex systems within a unified framework, but also
for solving a large class of challenging problems in multidisciplinary fields of
engineering, mathematics, and sciences. The concept of canonical (i.e. one-to-one)
duality is from the traditional Chinese Yin-Yang philosophy. Niels Bohr realized its
value in quantum mechanics. Based on this philosophy, a unified canonical duality
framework in mathematical physics was first proposed in the work by Gao and
Strang in 1989. This framework reveals an intrinsic duality in nonconvex systems
and lays a foundation for the canonical duality theory. The canonical duality theory
was developed originally from nonconvex mechanics (1989–2000) and then gen-
eralized to global optimization (2000–2010). This theory is composed mainly of
(1) a canonical dual transformation, which can be used to formulate perfect dual
problems without duality gap; (2) a complementary-dual principle, which solved the
open problem in finite elasticity and provides a unified analytical solution form for
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general nonconvex/nonsmooth/discrete problems; (3) a triality theory, which can be
used to identify both global and local optimality conditions and to develop powerful
algorithms for solving challenging problems in complex systems. During the past 10
years, the canonical duality theory has been applied successfully for solving a wide
class of real-world problems in chaotic dynamics, computational biology, filter
design, information technology, logistics and transportation, machine learning,
network communication, nonlinear partial differential equations (PDEs) in finite
deformation theory, operations research, post-bifurcation, phase transitions in solid
mechanics, and materials science, as well as modeling of complex systems, etc.

The original motivation of this book was a colloquium talk presented by David
Yang Gao at UC Berkeley in 2013. This volume provides a comprehensive review
of the canonical duality theory, its methodology, and algorithms for solving chal-
lenging problems in complex systems with applications in nonconvex analysis,
variational inequalities, large deformation problems, global optimization, and
computational mechanics. It is the authors’ hope that by reading this book, the
readers should be able to see the beauty and unity of the canonical duality theory
and its potential applications in multidisciplinary fields.

The research projects on the canonical duality theory have been continuously
supported by US National Science Foundation and US Air Force Office of Scientific
Research (AFOSR) under the grants FA9550-09-1-0285, FA9550-10-1-0487,
FA2386-16-1-4082 and FA9550-17-1-0151. The authors sincerely thank the pro-
gram managers, Drs. Juan Zhang, Jay Myung, James H. Lawton, and Kristopher
Ahlers at AFOSR, for their professional managements and constant support. The
authors wish to express their sincere appreciation to the contributors of this book for
their collaborations. Special thanks go to Marc Strauss and Dimana Tzvetkova at
Springer for their enthusiasm and professional help for this book.

Ballarat, Australia David Yang Gao
Rome, Italy Vittorio Latorre
Ballarat, Australia Ning Ruan
October 2016
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Canonical Duality-Triality Theory: Bridge
Between Nonconvex Analysis/Mechanics
and Global Optimization in Complex System

David Yang Gao, Ning Ruan and Vittorio Latorre

Abstract Canonical duality-triality is a breakthroughmethodological theory, which
can be used not only for modeling complex systems within a unified framework, but
also for solving a wide class of challenging problems from real-world applications.
This paper presents a brief review on this theory, its philosophical origin, physics
foundation, and mathematical statements in both finite- and infinite-dimensional
spaces. Particular emphasis is placed on its role for bridging the gap between non-
convex analysis/mechanics and global optimization. Special attentions are paid on
unified understanding the fundamental difficulties in large deformation mechanics,
bifurcation/chaos in nonlinear science, and the NP-hard problems in global opti-
mization, as well as the theorems, methods, and algorithms for solving these chal-
lenging problems. Misunderstandings and confusion on some basic concepts, such
as objectivity, nonlinearity, Lagrangian, and generalized convexities are discussed
and classified. Breakthrough from recent challenges and conceptual mistakes by M.
Voisei, C. Zălinescu and his coworker are addressed. The paper is ended with some
open problems and future works in global optimization and nonconvex mechanics.
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2 D.Y. Gao et al.

1 Introduction

Duality is one of the oldest and most beautiful ideas in human knowledge. It has a
simple origin from the oriental philosophy of yin-yang principle tracing back 5000
years ago [41]. According to I Ching,1 the fundamental law of the nature is the Dao,
the duality of one yin and one yang, which gives two opposite or complementary
points of view of looking at the same object. In quantum mechanics, the wave–
particle duality is a typical example to fully describe the behavior of quantum scale
objects. Mathematically, duality represents certain translation of concepts, theorems,
or mathematical structures in a one-to-one fashion, i.e., if the dual of A is B, then
the dual of B is A (cf. [5, 19, 46, 115]). This one-to-one complementary relation is
called the canonical duality. It is emphasized recently by Sir Michael Atiyah that
duality in mathematics is not a theorem, but a “principle” [5]. Therefore, any duality
gap is not allowed. This fact is well-known in mathematics and physics, but not in
optimization due to the existing gap between these fields. To bridge this gap, a canon-
ical duality-triality theory has been developed originally from nonconvex mechanics
[49] with extensive applications in engineering, mathematics, and sciences, espe-
cially in themultidisciplinary fields of nonconvexmechanics and global optimization
[57, 65, 76].

1.1 Nonconvex Analysis/Mechanics and Difficulties

Mathematical theory of duality for convex problems has been well-established. In
linear elasticity, it is well-known that each potential energy principle is associated
with a unique complementary energy principle through Legendre transformation.
This one-to-one duality is guaranteed by convexity of the stored energy. The well-
knownHellinger–Reissner principle is actually a special Lagrangian saddlemin–max
duality theory in convex analysis, which lays a foundation for mixed/hybrid finite
element methods with successful applications in structural limit analysis [28, 29].
However, the one-to-one duality is broken in nonconvex systems. In large deforma-
tion theory, the stored energy is generally nonconvex and its Legendre conjugate
cannot be uniquely determined. It turns out that the existence of a pure stress-based
complementary-dual energy principle (no duality gap) was a well-known open prob-
lem over a half century and subjected to extensive discussions by many leading
experts including Levison [105], Koiter [95], Oden and Reddy [118], Lee and Shield
[104], Stumpf [132], etc.

1Also known as the Book of Changes, Zhouyi and Yijing, is the world oldest and most sophisticated
system of wisdom divination, the fundamental source of most of the eastern philosophy, medicine,
and spirituality. Traditionally, it was believed that the principles of the I Ching originated with the
mythical King Fu Xi during the 3rd and 2nd millennia BCE.
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Nonconvexphenomena arise naturally in large classes of engineering applications.
Many real-life problems in modern mechanics and complex systems require consid-
eration of nonconvex effects for their accuratemodeling. For example, inmodeling of
hysteresis, phase transitions, shape-memory alloys, and superconducting materials,
the free energy functions are usually nonconvex due to certain internal variables [66,
71, 72]. In large deformation analysis, thin-walled structure can buckle even before
the stress reaches its elastic limit [37, 38, 78]. Mathematically speaking, many fun-
damentally difficult problems in engineering and the sciences are mainly due to the
nonconvexity of their modeling. In static systems, the nonconvexity usually leads to
multi-solutions in the related governing equations. Each of these solutions represents
certain possible phase or buckled state in large deformed solids. These local solutions
are very sensitive to the internal parameters and external force. In dynamical sys-
tems, the so-called chaotic behavior is mainly due to nonconvexity of the objective
functions [56]. Numerical methods (such as FEM, FDM, etc.) for solving nonconvex
minimal potential variational problems usually end up with nonconvex optimization
problems [40, 51, 83, 92, 129]. Due to the lack of global optimality criteria, finding
global optimal solutions is fundamentally difficult, or even impossible by traditional
numerical methods and optimization techniques. For example, it was discovered
by Gao and Ogden [71, 72] that for certain given external loads, both the global
and local minimizers are nonsmooth and cannot be determined by any Newton-type
numerical methods. In fact, many nonconvex problems are considered as NP-hard
(Nondeterministic Polynomial-time hard) in global optimization and computer sci-
ence [65, 76]. Unfortunately, thesewell-known difficulties are not fully recognized in
computational mechanics due to the significant gap between engineering mechanics
and global optimization. Indeed, engineers and scientists are mistakenly attempt-
ing to use traditional finite element methods and commercial software for solving
nonconvex mechanics problems. In order to identify the fundamental difficulty of
the nonconvexity from the traditional definition of nonlinearity, the terminology of
Nonconvex Mechanics was formally proposed by Gao, Ogden and Stavroulakis in
1999 [84]. TheHandbook of Nonconvex Analysis byGao andMotreanu [70] presents
recent advances in the field.

1.2 Global Optimization and Challenges

In parallel with the nonconvex mechanics, global optimization is a multidisciplinary
research field developed mainly from nonconvex/combinatorial optimization and
computational science during the last 90s. In general, the global optimization problem
is formulated in terms of finding the absolutely best set of solutions for the following
constrained optimization problem

min f (x), s.t. hi (x) = 0, g j (x) ≤ 0 ∀i ∈ Im, j ∈ Ip, (1)



4 D.Y. Gao et al.

where f (x) is the so-called “objective function”,2 hi (x) and g j (x) are constraint
functions, Im = {1, . . . , m} and Ip = {1, . . . , p} are index sets. It must be empha-
sized that, different from the basic concept of objectivity in continuum physics, the
objective function extensively used in mathematical optimization is allowed to be
any arbitrarily given function, even the linear function. Clearly, this mathematical
model is artificial. Although it enables one to “model” a very wide range of prob-
lems, it comes at a price: even very special kinds of nonconvex/discrete optimization
problems are considered to be NP-hard. This dilemma is due to the gap between
mathematical optimization and mathematical physics. In science, the concept of
objectivity is often attributed with the property of scientific measurements that can
be measured independently of the observer. Therefore, a function in mathematical
physics is called objective only if it depends on certain measure of its variables (see
Definition 6.1.2, [49] and the next section). Generally speaking, a useful mathemati-
cal model must obey certain fundamental law of nature.Without detailed information
on these arbitrarily given functions, it is impossible to have a general theory for find-
ing global extrema of the general nonconvex problem (1). This could be the reason
why there was no breakthrough in nonlinear programming during the past 60 years.

In addition to the nonconvexity,manyglobal optimization problems in engineering
design and operations research explicitly require integer or binary decision variables.
For example, in topology optimization of engineering structures, the design variable
of material density ρ(x) = {0, 1} is a discrete selection field, i.e., by selection it
has to take the value, 1, and by deselection it has to take the value, 0 (see [8]). By
the fact that the deformation variable is a continuous field, which should be deter-
mined in each iteration for topological structure, therefore, the finite element method
for solving topology optimization problems ends up with a coupled mixed integer
nonlinear programming problem. Discrete problems are frequently encountered in
modeling real-world systems for a wide spectrum of applications in decision science,
management optimization, industrial and systems engineering. Imposing such inte-
ger constraints on the variables makes the global optimization problems much more
difficult to solve. It is well-known in computational science and global optimization
that even the most simple quadratic minimization problem with boolean constraint

min

{
1

2
xTQx − xT f | x ∈ {0, 1}n

}
(2)

is considered to be NP-hard (Nondeterministic Polynomial-time hard) [75]. Indeed,
this integer minimization problem has 2n local solutions. Due to the lack of global
optimality criterion, traditional direct approaches, such as the popular branch and
boundmethods, can only handle very small size problems. Actually, it was proved by
Pardalos and Vavasis [121, 135] that instead of the integer constraint, the continuous
quadratic minimization with box constraints x ∈ [0, 1]n is NP-hard as long as the
matrix Q has one negative eigenvalue.

2This terminology is usedmainly inEnglish literature. The function f (x) is called the target function
in Chinese and Japanese literatures, the goal function in Russian and German literatures.
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During the last 20 years, the field of global optimization has been developed
dramatically to across almost every branch of sciences, engineering, and complex
systems [26, 27, 123]. By the fact that the mathematical model (1) is too general to
have a mathematical theory for identifying global extrema, the main task in global
optimization is to study algorithmic methods for numerically solving the optimal
solutions. These methods can be categorized into twomain groups: deterministic and
stochastic. Stochastic methods are based on an element of random choice. Because
of this, one has to sacrifice the possibility of an absolute guarantee of success within
a finite amount of computation. Deterministic methods, such as the cutting plane,
branch and bound methods, can find global optimal solutions, but not in polynomial
time. Therefore, this type of methods can be used only for solving very small-sized
problems. Indeed, global optimization problems with 200 variables are referred to
as “medium scale”, problems with 1,000 variables as “large scale”, and the so-called
“extralarge scale” is only around 4,000 variables [10]. In topology optimization,
the variables could be easily 100 times more than this extralarge scale in global
optimization. Therefore, to develop a unified deterministic theory for efficiently
solving general global optimization problems is fundamentally important, not only
inmathematical optimization, but also in general nonconvex analysis andmechanics.

2 Canonical Duality-Triality Theory

The canonical duality-triality theory comprises mainly three parts:
(i) a canonical dual transformation, (ii) a complementary-dual principle, and

(iii) a triality theory.
The canonical dual transformation is a versatile methodology which can be used

to model complex systems within a unified framework and to formulate perfect dual
problemswithout a duality gap. The complementary-dual principle presents a unified
analytic solution form for general problems in continuous and discrete systems.
The triality theory reveals an intrinsic duality pattern in multiscale systems, which
can be used to identify both global and local extrema, and to develop deterministic
algorithms for effectively solving a wide class of nonconvex/nonsmooth/discrete
optimization/variational problems.

2.1 General Modeling and Objectivity

A useful methodological theory should have solid foundations not only in physics,
but also in mathematics, even in philosophy and aesthetics. The canonical duality
theory was developed from Gao and Strang’s original work for solving the following
general nonconvex/nonsmooth variational problem [77]:

min{Π(χ) = W (Dχ) − F(χ) | χ ∈ Xc}, (3)
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where F(χ) is the external energy, which must be linear on its domain Xa ; the
linear operator D : Xa → Wa assigns each configuration χ to an internal variable
ε = Dχ and, correspondingly, W : Wa → R is called the internal (or stored) energy.
The feasible set Xc = {χ ∈ Xa| Dχ ∈ Wa} is the kinetically admissible space.

By Riesz representation theorem, the external energy can be written as F(χ) =
〈χ , χ̄∗〉, where χ̄∗ ∈ X ∗ is a given input (or source). The bilinear form 〈χ ,χ∗〉 :
X × X ∗ → R puts X and X ∗ in duality. Therefore, the variation (or Gâteaux
derivative) of F(χ) leads to the action–reaction duality: χ̄∗ = ∂ F(χ). Dually, the
internal energy must be an objective function on its domainWa such that the intrinsic
physical behavior of the system can be described by the constitutive duality: σ =
∂W (ε).

Objectivity is a basic concept in mathematical modeling [17, 91, 111, 120],
but is still subjected to seriously study in continuum physics [109, 116, 117]. The
mathematical definition was given in Gao’s book (Definition 6.1.2 [49]).

Definition 1 (Objectivity and Isotropy). LetR be a proper orthogonal group, i.e.,
R ∈ R if and only if RT = R−1, detR = 1. A set Wa is said to be objective if

Rε ∈ Wa ∀ε ∈ Wa, ∀R ∈ R.

A real-valued function W : Wa → R is said to be objective if

W (Rε) = W (ε) ∀ε ∈ Wa, ∀R ∈ R. (4)

A set Wa is said to be isotropic if εR ∈ Wa ∀ε ∈ Wa, ∀R ∈ R.

A real-valued function W : Wa → R is said to be isotropic if

W (εR) = W (ε) ∀ε ∈ Wa, ∀R ∈ R. (5)

Geometrically speaking, an objective function does not depend on the rota-
tion, but only on certain measure of its variable. The isotropy means that the
function W (ε) possesses a certain symmetry. In continuum physics, the right
Cauchy–Green tensor3 C(F) = FTF is an objective strain measure, while the left
Cauchy–Green tensor c = FFT is an isotropic strain measure. In Euclidean space
Wa ⊂ R

n , the simplest objective function is the �2-norm ‖ε‖ in R
n as we have

‖Rε‖2 = εTRTRε = ‖ε‖2 ∀R ∈ R. In this case, the objectivity is equivalent to
isotropy and, in Lagrangian mechanics, the kinetic energy is required to be isotropic
[98].

Physically, an objective function does not depend on observers [117], which is
essential for any real-world mathematical modeling. In continuum physics, objec-
tivity implies that the equilibrium condition of angular momentum (symmetry of the

3Tensor is a geometrical object which is defined as a multidimensional array satisfying a transfor-
mation law (see [120]). A tensor must be independent of a particular choice of coordinate system
(frame-indifference). But this terminology has been misused in optimization literature, where, any
multidimensional array of data is called tensor (see [6]).
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Cauchy stress tensor σ = ∂W (ε), Sect. 6.1 [49]) holds. It is emphasized by P. Ciarlet
that the objectivity is not an assumption, but an axiom [17]. Indeed, the objectivity
is also known as the axiom of material frame invariance, which lays a foundation
for the canonical duality theory.

As an objective function, the internal energy W (ε) does not depends on each
particular problem. Dually, the external energy F(χ) can be called the subjective
function, which depends on each given problem, such as the inputs, boundary con-
ditions and geometrical constraints in Xa . Together, Π(χ) = W (Dχ) − F(χ) is
called the total potential energy and the minimal potential principle leads to the
general optimization problem (3).

For dynamical problems, the liner operator D = {∂t , ∂x } andW (Dχ) = T (∂tχ) −
V (∂xχ), where T (v) is the kinetic energy and V (e) can be viewed as stored potential
energy, then

Π(χ) = T (∂tχ) − V (∂xχ) − F(χ)

is the total action in dynamical systems.
The necessary condition δΠ(χ) = 0 for the solution of the minimization problem

(3) leads to a general equilibrium equation:

A(χ) = D∗∂εW (Dχ) = χ̄∗. (6)

This abstract form of equilibrium equation covers extensive real-world appli-
cations ranging from traditional mathematical physics, modern economics, ecology,
game theory, information technology, network optimization, operations research, and
much more [49, 76, 131]. Particularly, if W (ε) is quadratic such that ∂2W (ε) = H ,
then the operator A : Xc → X ∗ is linear and can be written in the triality form:
A = D∗ H D, which appears extensively in mathematical physics, optimization, and
linear systems [49, 119, 131]. Clearly, any convex quadratic function W (ε) is objec-
tive due to the Cholesky decomposition A = Λ∗Λ � 0.

Example 1 (Manufacturing/Production Systems). In management science, the con-
figuration variable is a vector χ ∈ R

n, which could represent the products of a man-
ufacture company. Its dual variable χ̄∗ ∈ R

n can be considered as market price (or
demands). Therefore, the external energy F(χ) = 〈χ , χ̄∗〉 = χT χ̄∗ in this example
is the total income of the company. The products are produced by workers ε ∈ R

m.
Due to the cooperation, we have ε = Dχ and D ∈ R

m×n is a matrix. Workers are
paid by salary σ = ∂W (ε), therefore, the internal energy W (ε) in this example is the
cost, which should be an objective function. Thus, Π(χ) = W (Dχ) − F(χ) is the
total cost or target and the minimization problem minΠ(χ) leads to the equilibrium
equation

DT ∂εW (Dχ) = χ̄∗,

which is an algebraic equation in R
n. The weak form of this equilibrium equation is

〈χ , DT σ 〉 = 〈Dχ; σ 〉 = 〈χ , χ̄∗〉, which is the well-known D’Alembert’s principle
or the principle of virtual work in Lagrangian mechanics. The cost function W (ε)
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could be convex for a very small company, but usually nonconvex for big companies
to allow some people having the same salaries.

Example 2 (Lagrange Mechanics). In analytical mechanics, the configuration χ ∈
Xa ⊂ C 1[I ;Rn] is a continuous vector-valued function of time t ∈ I ⊂ R. Its com-
ponents {χi } (i = 1, . . . , n) are known as the Lagrangian coordinates.4 Its dual
variable χ̄∗ is the action vector function in R

n, say f(t). The external energy
F(χ) = 〈χ , χ̄∗〉 = ∫

I χ(t) · f(t) dt. While the internal energy W (Dχ) is the so-
called action:

W (Dχ) =
∫

I
L(χ , χ̇) dt, L = T (χ̇) − V (χ)

where T is the kinetic energy density, V is the potential density, and L = T − V is
the standard Lagrangian density. In this case, the linear operator Dχ = {∂t , 1}χ =
{χ̇ , χ} is a vector-valued mapping. The kinetic energy T must be an objective func-
tion of the velocity vk = ẋk(χ) (or isotropic since vk is a vector) of each particle
xk = xk(χ) ∈ R

3 ∀k ∈ Im, while the potential density V depends on each problem.
Together, Π(χ) = W (Dχ) − F(χ) is called total action. Its stationary condition
leads to the Euler–Lagrange equation:

D∗∂W (Dχ) = −∂t
∂T (χ̇)

∂χ̇
− ∇V (χ) = f . (7)

For Newton mechanics, T (v) = 1
2

∑
k∈Im

mk‖vk‖2 is quadratic, where ‖vk‖ repre-
sents the Euclidean norm (speed) of the k-th particle in R

3. For Einstein’s special
relativity theory, T (v) = −m0c

√
c2 − ‖v‖2 is convex (see Sect.2.1.2, [49]), where

m0 > 0 is the mass of a particle at rest, c is the speed of light. Therefore, the total
action Π(χ) is convex only if V (χ) is linear. In this case, the solution of the Euler–
Lagrange equation (7) minimizes the total action. The total action is nonconvex as
long as the potential density V (χ) is nonlinear. In this case, the system may have
periodic solution if V (χ) is convex and the well-known least action principle is
indeed a misnomer (see Chap.2, [49]). The system may have chaotic solution if the
potential density V (χ) is nonconvex [50, 57]. Unfortunately, these important facts
are not well-realized in both classical mechanics and modern nonlinear dynamical
systems. The recent review article [67] presents a unified understanding bifurcation,
chaos, and NP-hard problems in complex systems.

In nonlinear analysis, the linear operator D is a partial differential operator, say
D = {∂t , ∂x }, and the abstract equilibrium equation (6) is a nonlinear partial dif-
ferential equation. For convex W (ε), the solution of this equilibrium equation is
also a solution to the minimization problem (3). However, for nonconvex W (ε), the
solution of (6) is only a stationary point of Π(χ). In order to study stability and reg-
ularity of the local solutions in nonconvex problems, many generalized definitions,

4It is an unfortunate truth that many people do not know the relation between the Lagrangian space
R

n they work in and the Minkowski (physical) space R3 × R they live in.
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such as quasi-, poly- and rank-one convexities have been introduced and subjected
to extensively study for more than fifty years [7]. But all these generalized convex-
ities provide only local extremality conditions, which lead to many “outstanding
open problems” in nonlinear analysis [7]. However, by the canonical duality-triality
theory, we can have clear understandings on these challenges.

2.2 Canonical Transformation and Classification
of Nonlinearities

According to the canonical duality, the linear measure ε = Dχ can’t be used directly
for studying constitutive law due to the objectivity. Also, the linear operator cannot
change the nonconvexity of W (Dχ). Indeed, it is well-known that the deformation
gradient F = ∇χ is not considered as a strain measure in nonlinear elasticity. The
most commonly used strain measure is the right Cauchy–Green strain tensor C =
FTF, which is, clearly, an objective function since C(F) = C(QF). According to P.
Ciarlet (Theorem 4.2-1, [16]), the stored energy W (F) of a hyperelastic material is
objective if and only if there exists a function W̃ such that W (F) = W̃ (C). Based on
this fact in continuum physics, the canonical transformation is naturally introduced.

Definition 2 (Canonical Function and Canonical Transformation).
A real-valued function Φ : Ea → R is called canonical if the duality mapping

∂Φ : Ea → E ∗
a is one-to-one and onto.

For a given nonconvex function W : Wa → R, if there exists a geometrically
admissible mapping Λ : Wa → Ea and a canonical function Φ : Ea → R such that

W (ε) = Φ(Λ(ε)), (8)

then, the transformation (8) is called the canonical transformation and ξ = Λ(ε) is
called the canonical measure.

By this definition, the one-to-one duality relation ξ ∗ = ∂Φ(ξ) : Ea → E ∗
a implies

that the canonical function Φ(ξ) is differentiable and its conjugate function Φ∗ :
E ∗

a → R can be uniquely defined by the Legendre transformation [49]

Φ∗(ξ ∗) = {〈ξ ; ξ ∗〉 − Φ(ξ)| ξ ∗ = ∂Φ(ξ)}, (9)

where 〈ξ ; ξ ∗〉 represents the bilinear form on E and its dual space E ∗. In this case,
Φ : Ea → R is a canonical function if and only if the following canonical duality
relations hold on Ea × E ∗

a :

ξ ∗ = ∂Φ(ξ) ⇔ ξ = ∂Φ∗(ξ ∗) ⇔ Φ(ξ) + Φ∗(ξ ∗) = 〈ξ ; ξ ∗〉. (10)
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A canonical functionΦ(ξ) can also be nonsmooth but should be convex such that
its conjugate can be well-defined by Fenchel transformation

Φ
(ξ ∗) = sup{〈ξ ; ξ ∗〉 − Φ(ξ)| ξ ∈ Ea}. (11)

In this case, ∂Φ(ξ) ⊂ E ∗
a is understood as the subdifferential and the canonical

duality relations (10) should be written in the generalized form

ξ ∗ ∈ ∂Φ(ξ) ⇔ ξ ∈ ∂Φ
(ξ ∗) ⇔ Φ(ξ) + Φ
(ξ ∗) = 〈ξ ; ξ ∗〉. (12)

This generalized canonical duality plays an important role in unified understanding
Lagrangian duality and KKT theory for constrained optimization problems (see [85,
101] and Sect. 5.4).

In analysis, nonlinear PDEs are classified as semilinear, quasi-linear, and fully
nonlinear three categories based on the degree of the nonlinearity [25]. A semilinear
PDE is a differential equation that is nonlinear in the unknown function but linear
in all its partial derivatives. A quasi-linear PDE is one that is nonlinear in (at least)
one of the lower order derivatives but linear in the highest order derivative(s) of the
unknown function. Fully nonlinear PDEs are referred to as the class of nonlinear
PDEs which are nonlinear in the highest order derivatives of the unknown function.
However, this classification is not essential as we know that the main difficulty is
nonconvexity, instead of nonlinearity since these nonlinear PDEs could be related
to certain convex variational problems, which can be solved easily by numerical
methods.

The concepts of geometrical and physical nonlinearities arewell-known in contin-
uum physics [30–36, 143], but not in abstract analysis and optimization. This leads to
many confusions. Based on the canonical transformation, we can have the following
classification.

Definition 3 (Geometrical, Physical, and Complete Nonlinearities).
The general problem (3) is called geometrically nonlinear (resp. linear) if the

geometrical operator Λ(ε) is nonlinear (resp. linear);
The problem (3) is called physically nonlinear (resp. linear) if the constitutive

relation ξ ∗ = ∂Φ(ξ) is nonlinear (resp. linear);
The general problem (3) is called completely nonlinear if it is both geometrically

and physically nonlinear.

According to this clarification, the minimization problem (3) is geometrically lin-
ear as long as the stored energy W (ε) is convex. In this case, Λ(Dχ) = Dχ and
Φ(Λ(ε)) = W (ε). Thus, a physically nonlinear but geometrically linear problem
could be equivalent to a fully nonlinear PDE, which can be solved easily by well-
developed convex optimization techniques. Therefore, themain difficulty in complex
systems is the geometrical nonlinearity. This is the reason why only this nonlinearity
was emphasized in the title of Gao–Strang’s paper [77]. The complete nonlinearity is
also called fully nonlinearity in engineering mechanics. Hope this new classification
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will clear out this confusion. By the canonical transformation, the completely nonlin-
ear minimization problem (3) can be equivalently written in the following canonical
form

(P) : min{Π(χ) = Φ(Λ(Dχ)) − F(χ)| χ ∈ Xc}. (13)

In order to solving this nonconvex problem, we need to find its canonical dual form.

2.3 Complementary-Dual Principle

For geometrically linear problems, the stored energy W (ε) is convex and the comple-
mentary energy W ∗(σ ) can be uniquely defined onW ∗

a by Legendre transformation.
Therefore, by using equality W (ε) = 〈ε; σ 〉 − W ∗(σ ), the total potential Π(χ) can
be equivalently written in the classical Lagrangian form L : Xa × W ∗

a → R

L(χ , σ ) = 〈Dχ; σ 〉 − W ∗(σ ) − F(χ) = 〈χ , D∗σ − χ̄∗〉 − W ∗(σ ), (14)

where, χ can be viewed as a Lagrange multiplier for the equilibrium equation
D∗σ = χ̄∗. In linear elasticity, L(χ , σ ) is the well-known Hellinger–Reissner com-
plementary energy. Let Sc = {σ ∈ W ∗

a | D∗σ = χ̄∗} be the so-called statically
admissible space. Then the Lagrangian dual of the general problem (3) is given
by

max{Π∗(σ ) = −W ∗(σ )| σ ∈ Sc}, (15)

and the following Lagrangian min–max duality is well-known:

min
χ∈Xc

Π(χ) = min
χ∈Xa

max
σ∈W ∗

a

L(χ , σ ) = max
σ∈W ∗

a

min
χ∈Xa

L(χ , σ ) = max
σ∈Sc

Π∗(σ ). (16)

In continuum mechanics, this one-to-one duality is called complementary-dual
variational principle [119]. In finite elasticity, the Lagrangian dual is also known as
the Levison–Zubov principle. However, this principle holds only for convex prob-
lems. If the stored energy W (ε) is nonconvex, its complementary energy can’t be
determined uniquely by theLegendre transformation.Although its Fenchel conjugate
W 
 : W ∗

a → R ∪ {+∞} can be uniquely defined, the Fenchel–Moreau dual problem

max{Π
(σ ) = −W 
(σ )| σ ∈ Sc} (17)

is not considered as a complementary-dual problem due to Fenchel–Young inequal-
ity:

min{Π(χ)| χ ∈ Xc} ≥ max{Π
(σ )| σ ∈ Sc}, (18)

and θ = minΠ(χ) − maxΠ
(σ ) �= 0 is the so-called duality gap. This duality gap
is intrinsic to all type of Lagrangian duality problems since the nonconvexity of
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W (Dχ) cannot be changed by any linear operator. It turns out that the existence of
a pure stress based complementary-dual principle has been a well-known debet in
finite elasticity for more than forty years [107].

Remark 1 (Lagrange Multiplier Law). Strictly speaking, the Lagrange multiplier
method can be used mainly for equilibrium constraint in Sc and the Lagrange multi-
plier must be the solution to the primal problem (see Sect.1.5.2 [49]). The equilibrium
equation D∗σ = χ̄∗ must be an invariant under certain coordinates transformation,
say the law of angular momentum conservation, which is guaranteed by the objec-
tivity of the stored energy W (Dχ) in continuum mechanics (see Definition 6.1.2,
[49]), or by the isotropy of the kinetic energy T (χ̇) in Lagrangian mechanics [98].
Specifically, the equilibrium equation for Newton’s mechanics is an invariant under
the Galilean transformation; while for Einstein’s special relativity theory, the equi-
librium equation D∗σ = χ̄∗ is an invariant under the Lorentz transformation. For
linear equilibrium equation, the quadratic W (ε) is naturally an objective function
for convex systems. Unfortunately, since the concept of the objectivity is misused
in mathematical optimization, the Lagrange multiplier method has been mistakenly
used for solving general nonconvex problems, which produces many different duality
gaps.

In order to recover the duality gap in nonconvex problems, we use the canonical
transformation W (Dχ) = Φ(Λ(Dχ)) such that the nonconvex total potentialΠ(χ)

can be reformulated as the total complementary energy Ξ : Xa × E ∗
a → R

Ξ(χ , ξ ∗) = 〈Λ(Dχ); ξ ∗〉 − Φ∗(ξ ∗) − F(χ), (19)

which was first introduced by Gao and Strang in 1989 [77]. The stationary condition
δΞ(χ , ξ ∗) = 0 leads to the following canonical equations:

Λ(Dχ) = ∂Φ∗(ξ ∗), (20)

D∗Λt (Dχ)ξ ∗ = ∂ F(χ), (21)

whereΛt (ε) = ∂Λ(ε) is a generalized Gâteaux derivative ofΛ(ε). By the canonical
duality, (20) is equivalent to ξ ∗ = ∂ξΦ(Λ(Dχ)). Therefore, the canonical equilib-
rium equation (21) is the general equilibrium equation (6).

By using the Gao–Strang complementary function, the canonical dual of Π(χ)

can be obtained as

Πd(ξ ∗) = sta{Ξ(χ , ξ ∗)| χ ∈ Xa} = FΛ(ξ ∗) − Φ∗(ξ ∗), (22)

where FΛ(ξ ∗) is the Λ-transformation defined by [51]

FΛ(ξ ∗) = sta{〈Λ(Dχ); ξ ∗〉 − F(χ)| χ ∈ Xa}. (23)



Canonical Duality-Triality Theory 13

Clearly, the stationary condition in thisΛ-transformation is the canonical equilibrium
equation (21). LetSc ⊂ E ∗

a be a feasible set, on which FΛ(ξ ∗) is well-defined. Then
we have the following result.

Theorem 1 (Complementary-Dual Principle [45, 47]) If (χ̄ , ξ̄
∗
) ∈ Xa × E ∗

a is a
stationary point of Ξ(χ , ξ ∗), then χ̄ is a stationary point of Π(χ) on Xc, while ξ̄

∗

is a stationary point of Πd(ξ ∗) on Sc, and

Π(χ̄) = Ξ(χ̄ , ξ̄
∗
) = Πd(ξ̄

∗
). (24)

This theorem shows that there is no duality gap between Π(χ) and Πd(ξ ∗). In
many real-world applications, the geometrical operator Λ(ε) is usually quadratic
such that the total complementary function Ξ(χ , ξ ∗) can be written as

Ξ(χ , ξ ∗) = 1

2
〈χ ,G(ξ ∗)χ〉 − Φ∗(ξ ∗) − 〈χ ,F(ξ ∗)〉 (25)

where G(ξ ∗) = ∇2
χΞ(χ , ξ ∗) and F(ξ ∗) depends on the linear terms in Λ(Dχ) and

the input χ̄∗. The first term in Ξ(χ , ξ ∗)

Gap(χ , ξ ∗) = 1

2
〈χ ,G(ξ ∗)χ〉 (26)

is the so-called complementary gap function introduced byGao and Strang in [77]. In
this case, the canonical equilibrium equation ∇χΞ(χ , ξ ∗) = G(ξ ∗)χ − F(ξ ∗) = 0
is linear in χ and the canonical dual Πd can be explicitly formulated as

Πd(ξ ∗) = −G∗
ap(ξ

∗) − Φ∗(ξ ∗), (27)

where G∗
ap(ξ

∗) = 1
2 〈G−1(ξ ∗)F(ξ ∗),F(ξ ∗)〉 is called pure complementary gap func-

tion. Comparing this canonical dual with the Lagrangian dual Π∗(σ ) = −W ∗(σ ) in
(15) we can find that in addition to replace W ∗ by the canonical dualΦ∗, the first term
in Πd is identical to the Gao–Strang complementary gap function, which recovers
the duality gap in Lagrangian duality theory and plays an important role in triality
theory.

Theorem 2 (Analytical Solution Form) If ξ̄
∗ ∈ Sc is a stationary point of Πd(ξ ∗),

then
χ̄ = G−1(ξ̄

∗
)F(ξ̄

∗
) (28)

is a stationary point of Π(χ) on Xc and Π(χ̄) = Πd(ξ̄
∗
).

This theorem shows that the primal solution is analytically depends on its canon-
ical dual solution. Clearly, the canonical dual of a nonconvex primal problem is also
nonconvex and may have multiple stationary points. By the canonical duality, each
of these stationary solutions is corresponding to a primal solution via (28). Their
extremality is governed by Gao and Strang’s complementary gap function.
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2.4 Triality Theory

In order to identify extremality of these stationary solutions, we need to assume that
the canonical function Φ : Ea → R is convex and let

S +
c = {ξ ∗ ∈ Sc| G(ξ ∗) � 0}, S −

c = {ξ ∗ ∈ Sc| G(ξ ∗) ≺ 0}. (29)

Clearly, for any given χ ∈ Xa and χ �= 0, we have

Gap(χ , ξ ∗) > 0 ⇔ ξ ∗ ∈ S +
c , Gap(χ , ξ ∗) < 0 ⇔ ξ ∗ ∈ S −

c .

Theorem 3 (Triality Theorem) Suppose ξ̄
∗

is a stationary point of Πd(ξ ∗) and
χ̄ = G−1(ξ̄

∗
)ξ̄

∗
. If ξ̄

∗ ∈ S +
c , we have

Π(χ̄) = min
χ∈Xc

Π(χ) ⇔ max
ξ∗∈S +

c

Πd(ξ ∗) = Πd(ξ̄
∗
); (30)

If ξ̄
∗ ∈ S −

c , then on a neighborhood5 Xo × So ⊂ Xc × S −
c of (χ̄ , ξ̄

∗
), we have

either
Π(χ̄) = max

χ∈Xo

Π(χ) ⇔ max
ξ∗∈So

Πd(ξ ∗) = Πd(ξ̄
∗
), (31)

or (only if dim χ̄ = dim ξ̄
∗
)

Π(χ̄) = min
χ∈Xo

Π(χ) ⇔ min
ξ∗∈So

Πd(ξ ∗) = Πd(ξ̄
∗
). (32)

The first statement (30) is called canonical min–max duality. Its weak form was
discovered byGao and Strang in 1989 [77]. This duality can be used to identify global
minimizer of the nonconvex problem (3). According this statement, the nonconvex
problem (3) is equivalent to the following canonical dual problem, denoted by (Pd):

(Pd) : max{Πd(ξ ∗)| ξ ∗ ∈ S +
c }. (33)

This is a concave maximization problem which can be solved easily by well-
developed convex analysis and optimization techniques. The second statement (31)
is the canonical double-max duality and (32) is the canonical double-min duality.
These two statements can be used to identify the biggest local maximizer and local
minimizer of the primal problem, respectively.

The triality theory was first discovered by Gao 1996 in post-buckling analysis
of a large deformed beam [42, 52]. The generalization to global optimization was
made in 2000 [51]. It was realized in 2003 that the double-min duality (32) holds

5The neighborhood Xo of χ̄ means that on which, χ̄ is the only stationary point.
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under certain additional condition [57, 58]. Recently, it is proved that this additional
condition is simply dim χ̄ = dim ξ̄

∗
to have the strong canonical double-min duality

(32), otherwise, this double-min duality holds weakly in subspaces ofXo × So [79,
80, 112, 113].

Example 3 To explain the theory, let us consider a very simple nonconvex optimiza-
tion in R

n:

min

{
Π(x) = 1

2
α

(
1

2
‖x‖2 − λ

)2

− xT f ∀x ∈ R
n

}
, (34)

where α, λ > 0 are given parameters. The criticality condition ∇Π(x) = 0 leads to
a nonlinear algebraic equation system in R

n

α(
1

2
‖x‖2 − λ)x = f . (35)

Clearly, to solve this nonlinear algebraic equation directly is difficult. Also traditional
convex optimization theory cannot be used to identify global minimizer. However,
by the canonical dual transformation, this problem can be solved completely and
easily. To do so, we let ξ = Λ(x) = 1

2‖x‖2 ∈ R, which is an objective measure. Then,
the nonconvex function W (x) = 1

2α( 12‖x‖2 − λ)2 can be written in canonical form
Φ(ξ) = 1

2α(ξ − λ)2. Its Legendre conjugate is given by Φ∗(ς) = 1
2α

−1ς2 + λς ,
which is strictly convex. Thus, the total complementary function for this nonconvex
optimization problem is

Ξ(x, ς) = 1

2
‖x‖2ς − 1

2
α−1ς2 − λς − xT f . (36)

For a fixed ς ∈ R, the criticality condition ∇xΞ(x) = 0 leads to

ςx − f = 0. (37)

For each ς �= 0, the Eq. (37) gives x = f/ς in vector form. Substituting this into the
total complementary function Ξ , the canonical dual function can be easily obtained
as

Πd(ς) = {Ξ(x, ς)|∇xΞ(x, ς) = 0} = − fT f
2ς

− 1

2
α−1ς2 − λς, ∀ς �= 0. (38)

The critical point of this canonical function is obtained by solving the following dual
algebraic equation

2(α−1ς + λ)ς2 = fT f . (39)
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(a) f = 0.5 (b) f = 0.

Fig. 1 Graphs of Π(x) (solid) and Πd (ς) (dashed)

For any given parameters α, λ and the vector f ∈ R
n, this cubic algebraic equation

has at most three real roots satisfying ς1 ≥ 0 ≥ ς2 ≥ ς3, and each of these roots
leads to a critical point of the nonconvex function P(x), i.e., xi = f/ςi , i = 1, 2, 3.
By the fact that ς1 ∈ S +

c = {ς ∈ R | ς > 0}, ς2,3 ∈ S −
c = {ς ∈ R | ς < 0}, then

Theorem 3 tells us that x1 is a global minimizer of Π(x), x3 is a local maximizer of
Π(x), while x2 is a local minimizer if n = 1 (see Fig.1). If we choose n = 1, α = 1,
λ = 2, and f = 1

2 , the primal function and canonical dual function are shown in
Fig.1a, where, x1 = 2.11491 is global minimizer of Π(x), ς1 = 0.236417 is global
maximizer of Πd(ς), and Π(x1) = −1.02951 = Πd(ς1) (see the two black dots).
Also it is easy to verify that x2 is a local minimizer, while x3 is a local maximizer.

If we let f = 0, the graph of Π(x) is symmetric (i.e., the so-called double-well
potential or the Mexican hat for n = 2 [57]) with infinite number of global minimizers
satisfying ‖x‖2 = 2λ. In this case, the canonical dual Πd(ς) = − 1

2α
−1ς2 − λς is

strictly concave with only one critical point (local maximizer) ς3 = −αλ ∈ S −
c

(for α, λ > 0). The corresponding solution x3 = f/ς3 = 0 is a local maximizer. By
the canonical dual equation (39) we have ς1 = ς2 = 0 located on the boundary of
S +

c , which corresponding to the two global minimizers x1,2 = ±√
2λ for n = 1,

see Fig.1b. This is similar to the post-buckling of large deformed beam. Due to
symmetry ( f = 0), the nonconvex function Π(x) has two possible buckled solutions
x1,2 = (±√

2λ, 0) with the axial load λ = 1
2 (b

2 − a2). While the local maximizer
x3 = {0, 0} is corresponding to the unbuckled state.

This simple example shows a fundament issue in global optimization, i.e., the
optimal solutions of a nonconvex problem depends sensitively on the linear term
(input or perturbation) f . Geometrically speaking, the objective function W (Dx) in
Π(x) possesses certain symmetry. If there is no linear term (subjective function) in
Π(x), the nonconvex problem usually has more than one global minimizer due to the
symmetry. Traditional direct approaches and the popular SDP method are usually
failed to deal with this situation. By the canonical duality theory, we understand that
in this case the canonical dual function Πd(ς) has no critical point inS +

c . Therefore,
the input f breaks the symmetry so that Πd(ς) has a unique stationary point in S +

c
which can be obtained easily. This idea was originally from Gao’s work (1996) on
post-buckling analysis of large deformed beam [39], where the triality theorem was
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first proposed [42]. The potential energy of this beam model is a double-well function,
similar to this example, without lateral force or imperfection, the beam could have
two buckling states (corresponding to two minimizers) and one unbuckled state (local
maximizer). Later on (2008) in the Gao and Ogden work on analytical solutions in
phase transformation [71], they further discovered that the nonconvex system has no
phase transition unless the force distribution f (x) vanished at certain points. They
also discovered that if force field f (x) changes dramatically, all the Newton-type
direct approaches failed even to find any local minimizer. The linear perturbation
method has been used successfully for solving global optimization problems [14,
112, 128, 140].

3 Applications for Modeling of Complex Systems

By the fact that the canonical duality is a fundamental law governing natural phenom-
ena and the objectivity is a basic condition for mathematical models, the canonical
duality-triality theory can be used for modeling real-world problems within a unified
framework.

3.1 Mixed Integer Nonlinear Programming

Themost general and challenging problem in global optimization could be the mixed
integer nonlinear program (MINP), which is a minimization problem generally for-
mulated as (see [90])

min{ f (x, y)| gi (x, y) ≤ 0 ∀i ∈ Im, x ∈ R
n, y ∈ Z

p} (40)

where Zp is an integer set, the “objective function” f (x, y) and constraints gi (x, y)
for i ∈ Im are arbitrary functions [11]. Certainly, this artificial model is virtually
applicable to any problem in operations research, but it is impossible to develop a
general theory and powerful algorithm without detailed information given on these
functions. As we know that the objectivity is a fundamental concept in mathematical
modeling. Unfortunately, this concept has beenmistakenly usedwith other functions,
such as target, cost, energy, and utility functions, etc.6

Based on the Gao–Strang model (3), we let χ = (x, y), Dχ = (Dxx, Dyy), and
χ̄∗ = (b, t). Then the general MINP problem (40) can be remodeled in the following
form

min{Π(x, y) = W (Dxx,Dyy) − xTb − yT t | (x, y) ∈ Xc × Yc, x ∈ Z
p}, (41)

6See http://en.wikipedia.org/wiki/Mathematical_optimization.

http://en.wikipedia.org/wiki/Mathematical_optimization
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where the feasible sets are, correspondingly,

Xc = {x ∈ Xa ⊂ R
n | Dxx ∈ Ua}, Yc = {y ∈ Ya ⊂ R

p| Dyy ∈ Va}.

In Xa,Ya , certain linear constraints are given, while in Ua, Va , general nonlinear
(constitutive) constraints are prescribed such that the nonconvex (objective) function
W : Ua × Va → R can be written in the canonical form W (Dχ) = Φχ(Λ(χ)) for
certain geometrical operator Λ(χ). By the fact that any integer set Zp is equivalent
to a Boolean set [139], we simply let Zp = {0, 1}p. This constitutive constraint can
be relaxed by the canonical transformation [64, 75]

ε = Λx (x) = x ◦ (x − 1) = {x2
i − xi }p, (42)

and the canonical function Φx (ε) = {0 if ε = 0, ∞ otherwise}. Therefore, the
canonical form for the MINP problem is

min{Π(x, y) = Φχ(Λ(x, y)) + Φx (Λx (x)) − xTb − yT t | (x, y) ∈ Xc × Yc}.
(43)

This canonical form covers many real-world applications, including the so-called
fixed cost problem [86]. By the fact that the canonical functionΦx (ε) is convex, semi-
continuous, the canonical duality relation should be replaced by the subdifferential
form σ ∈ ∂Φx(ε), which is equivalent to

σ T ε = 0 ⇔ ε = 0 ∀σ �= 0. (44)

Thus, the integer constraint ε = Λx (x) = {xi (xi − 1)} = 0 can be relaxed by the
canonical dual constraint σ �= 0 in continuous space.

The canonical duality-triality theory has be used successfully for solving mixed
integer programming problems [75, 86]. Particularly, for the quadratic integer pro-
gramming problem (2), i.e.,

min

{
Π(x) = 1

2
xTQx − xT f | x ∈ {0, 1}n

}
,

the canonical dual is [23, 64]

max

{
Πd(σ ) = −1

2
(f + σ )TG−1(σ )(f + σ )| σ ∈ S +

c

}
(45)

where G(σ ) = Q + 2Diag (σ ). This is a concave maximization problem over the
convex set in continuous space

S +
c = {σ ∈ R

n| σ �= 0, G(σ ) � 0},
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which can be solved easily ifS +
c �= ∅. Otherwise, the integer programming problem

(2) could be NP-hard, which is a conjecture proposed in [64]. In this case, a second
canonical dual problem has been proposed in [65, 88]

min

{
Π g(σ ) = −1

2
σ TQ−1σ −

n∑
i=1

| fi − σi | | σ ∈ R
n

}
. (46)

This is a unconstrained nonsmooth minimization problem, which can be solved by
some deterministic methods, such as DIRECT method [88].

Remark 2 (Subjective Function and NP-hard Problems). The subjective function
F(χ) = 〈χ , χ̄∗〉 in the general model Π(χ) = W (Dχ) − F(χ) plays an important
role in global optimization problems. It was proved in [65] that for quadratic integer
programming problem (2), if the source term f is bigger enough, the solution is simply
{xi } = {0 if fi < 0, 1 if fi > 0} (Theorem 8, [65]). If a system has no input, by
Newton’s law, it has either trivial solution or infinite number solutions. For example,
the well-known max-cut problem

max

⎧⎨
⎩Π(x) = 1

4

n+1∑
i, j=1

ωi j (1 − xi x j ) | xi ∈ {−1, 1}∀i = 1, . . . , n

⎫⎬
⎭ (47)

is a special case of quadratic integer programming problem without the linear term.
The integer condition is a physical (constitutive) constraint. Since there is no geo-
metrical constraint, the graph is not fixed and any rigid motion is possible. Due
to the symmetry ωi j = ω j i > 0, the global solution is not unique. The canonical
dual feasible space S +

c in this example is empty and the problem is considered as
NP-complete even if ωi j = 1 for all edges i, j = 1, . . . , n [94]. However, by adding
a linear perturbation term, this problem can be solved efficiently by the canonical
duality theory [140].

3.2 Unified Model in Mathematical Physics

In analysis and mathematical physics, the configuration variable χ(t, x) is a contin-
uous field function χ : [0, T ] × Ω ⊂ R × R

d → ω ⊂ R
p (which is a hypersurface

if d + 1 = p in differential geometry). The linear operator D = (∂t , ∂x ) is a partial
differential operator and the stored energy W (Dχ) = T (∂tχ) − U (∂xχ) with T (v)
as the kinetic energy and U (ε) as deformation energy. Since v = ∂tχ is a vector,
the objectivity for kinetic energy T (v) is also known as isotropy. But ε = ∂xχ is a
tensor, the deformation energy U (ε) should be an objective function. In this case,
the Gao and Strang model (3) is

min
{
Π(χ) = T (∂tχ) − U (∂xχ) − 〈χ , χ̄∗〉 | χ ∈ Xc

}
. (48)
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The stationary condition δΠ(χ) = 0 leads to a general nonlinear partial differential
equation

∂∗
t ∂vT (∂tχ) − ∂∗

x ∂εU (∂xχ) = χ̄∗. (49)

The nonlinearity of this equation mainly depends on T and U . For Newtonian
mechanics, T (v) is quadratic. By the objectivity, the deformation energy U (ε)

can also be split into quadratic part and a nonlinear part such that W (Dχ) =
1
2 〈χ ,Qχ〉 + V (Dχ), where Q : Xc → X ∗ is a self-adjoint operator, D is a lin-
ear operator, and V (ε) is a nonlinear objective functional. The most simple example
is a fourth-order polynomial

V (ε) =
∫

Ω

1

2

(
1

2
‖ε‖2 − λ

)2

dΩ, (50)

which is nonconvex for λ > 0. This nonconvex functional appears extensively in
mathematical physics. In fluid mechanics and thermodynamics, V (ε) is the well-
known van de Waals double-well energy. It is also known as the sombrero potential in
cosmic string theory [18], or the Mexican hat in Higgs mechanism [20] and quantum
field theory [93]. For this most simple nonconvex potential, the general model (3)
can be written as

Qχ + D∗
[(

1

2
‖Dχ‖2 − λ

)
Dχ

]
= χ̄∗. (51)

This model covers many well-known equations.

(1) Duffing equation (Q = −∂2
t and D = I is an identical operator):

χt t +
(
1

2
χ2 − λ

)
χ = f (t) (52)

(2) Landau–Ginzburg equation (Q = −Δ, D = I):

− Δχ +
(
1

2
‖χ‖2 − λ

)
χ = f (53)

(3) Cahn–Hillar equation (Q = −Δ + curlcurl, D = I):

− Δχ + curlcurlχ +
(
1

2
‖χ‖2 − λ

)
χ = f . (54)

(4) Nonlinear Gorden equation (Q = −∂t t + Δ, D = I):

− χt t + Δχ +
(
1

2
‖χ‖2 − λ

)
χ = f . (55)
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(5) Nonlinear Gao beam (Q = ρ∂t t + K∂xxxx , D = ∂x ):

ρχt t + Kχxxxx −
[(

1

2
χ2

x
− λ

)
χx

]
x

= f, (56)

where λ ∈ R is an axial force and f (t, x) is the lateral load.
According to the nonlinear classification discussed in Sect. 2.2, the general equa-

tion (51) is semilinear as long asD = I.While the nonlinearGao beam is quasi-linear.
However, if λ > 0, all these PDEs equations are geometrically nonlinear but physi-
cally linear since by the canonical transformation

ξ = Λ(ε) = 1

2
‖ε‖2 − λ, V (ε) = Φ(Λ(ε)) =

∫
Ω

1

2
ξ 2 dΩ,

the canonical duality relation ξ ∗ = ∂Φ(ξ) = ξ is linear.
The geometrical nonlinearity represents large deformation in continuum physics,

or far from the equilibrium state in complex systems, which is necessary for non-
convexity but not sufficient. The nonconvexity of a geometrically nonlinear problem
depends on external force and internal parameters. For example, the total potential
of the nonlinear Gao beam is nonconvex only if the compressive load λ > λc, the
Euler buckling load, i.e., the first eigenvalue of Kχxxxx [39, 48]. In this case, the two
minimizers represent the two buckled states, while the localmaximizer represents the
unbuckled (unstable) state. For dynamical loading, these two local minimizers are
very sensitive to the driving force and initial conditions this nonconvex beam model
could produce chaotic vibration. The so-called strange attractor is actually a local
minimizer [56, 57]. Particularly, if the variable χ(t, x) can be separate variable as
χ = q(t) sin(θx), this nonlinear beam model is equivalent to the Duffing equation,
which is well-known in chaotic dynamics. Figure2 shows clearly that for the same
given initial data, the same Runge–Kutta iteration but with different solvers in MAT-
LAB produces very different “trajectories” in phase space q-p (p = q,t ). Therefore,
this nonlinear beam model is important for understanding many challenging prob-
lems in both mathematics and engineering applications and has been subjected to
extensive study recently [1, 2, 9, 12, 56, 96, 106, 110].

Fig. 2 Chaotical trajectories of the nonlinear Gao beam computed by “ode23” (left) and “ode15s”
(right) in MATLAB
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The canonical duality theory has been successfully for modeling real-world prob-
lems in nonconvex/nonsmooth dynamical systems [55, 67], differential geometry
[81], contact mechanics [44], post-buckling structures [48], multiscale phase transi-
tions of solids [60, 83], and general mathematical physics (see Chap.4, [49]).

4 Applications in Large Deformation Mechanics

For mixed boundary value problems, the input χ̄∗ is the body force f in the domain
Ω ⊂ R

d and surface traction t on the boundary Γt ⊂ ∂Ω . The external energy

F(χ) = 〈χ , χ̄∗〉 =
∫

Ω

χ · f dΩ +
∫

Γt

χ · t dΓ (57)

is a linear functional defined on Xa = {χ ∈ C 1[Ω;Rp]| χ = 0 on Γχ }. For a
hyperelastic material deformation problem, we have dimΩ = d = p = 3. The
stored energy W (F) is usually a nonconvex functional of the deformation gradient
tensor F = ∇χ

W (F) =
∫

Ω

U (F) dΩ, (58)

where U (F) is the stored energy density defined on Wa = M
3+ = {F = {Fi

α} ∈
R

3×3| det F > 0}. Thus, on the kinetically admissible space

Xc = {χ ∈ C 1[Ω;Rd ]| det(∇χ) > 0, χ = 0 on Γχ },

the general model (3) is a typical nonconvex variational problem

min
χ∈Xc

{
Π(χ) =

∫
Ω

U (∇χ) dΩ −
∫

Ω

χ · f dΩ −
∫

Γt

χ · t dΓ
}

. (59)

The linear operator D = grad : Xa → M
3+ in this problem is a gradient. The sta-

tionary condition δΠ(χ) = 0 leads to a mixed boundary value problem (BVP)

(BV P) : A(χ) = ∇∗∂FW (∇χ) =
{−∇ · ∇FU (∇χ) = f in Ω,

n · ∇FU (∇χ) = t on Γt .
(60)

According to the definition of nonlinear PDEs, the first equilibrium equation (60) is
fully nonlinear as long as ∂U (F) is nonlinear. However, it is geometrically linear if
U (F) is convex. It is completely nonlinear only if U (F) is nonconvex. Therefore, the
definition of fully nonlinearity in PDEs cannot be used to identify difficulty of the
nonlinear problems.

It is well-known in finite deformation theory that the convexity of the stored
energy density U (F) contradicts the most immediate physical experience
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(see Theorem 4.8-1, [16]). Indeed, even its domain M
3+ is not a convex subset of

R
3×3 (Theorem 4.7-4, [16]). Therefore, the solution to the (BVP) is only a stationary

point of the total potential Π(χ). In order to identify minimizer of the problem,
many generalized convexities have been suggested and the following results are
well-known7 (see [49]):

U (F) is convex ⇒ polyconvex ⇒ quasi-convex ⇒ rank-one convex. (61)

If U ∈ C 2(M3+), then the rank-one convexity is equivalent to theLegendre–Hadamard
(L.H.) condition:

3∑
i, j=1

3∑
α,β=1

∂2U (F)

∂ Fi
α∂ F j

β

ai a j b
αbβ ≥ 0 ∀a = {ai } ∈ R

3, ∀b = {bα} ∈ R
3. (62)

The Legendre–Hadamard condition in finite elasticity is also referred to as the ellip-
ticity condition, i.e., if the L.H. condition holds, the partial differential operator A(χ)

in (60) is considered to be elliptic. For one-dimensional problems Ω ⊂ R, all these
convexities are equivalent and the rank-one convexity is the well-known convexity
in vector space. We should emphasize that these generalized convexities and L.H.
condition are local criteria not global. As long as the total potential Π(χ) is locally
nonconvex in certain domain ofΩ , the boundary value problem (60) could havemul-
tiple solutions χ(x) at each material point x ∈ Ω and the total potential Π(χ) could
have infinitely number of local minimizers (see [71]). This is the main difference
between nonconvex analysis and nonlinear PDEs, which is a key point to understand
NP-hard problems in computer science and global optimization. Unfortunately, this
difference is not fully understood in both fields. It turns out that extensive efforts
have been devoted for solving nonconvex variational problems directly. It was dis-
covered by Gao and Ogden in 2008 that even for one-dimensional problems, the
L.H. condition can only identify local minimizers, and a geometrically nonlinear
ODE could have infinite number solutions, both local and global minimal solutions
could be nonsmooth and cannot be determined by any Newton type of numerical
methods [71].

By the objectivity of the stored energy density U (F), it is reasonable to assume a
canonical function V (C) such that the following canonical transformation holds:

W (F) = Φ(Λ(F)) =
∫

Ω

V (FTF) dΩ. (63)

7The quasiconvexity used in variational calculus and continuum physics has an entirely different
meaning from that used in optimization, where a function f : Rn → R is called quasiconvex if its
level set Lα[ f ] = {x ∈ R

n | f (x) ≤ α} is convex. For example, the nonconvex function f (x) =√|x | is quasiconvex.
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In this transformation, the geometrical nonlinear operator Λ(F) = FTF is quadratic
(objective) and C = FTF ∈ S

+ = {C = {Cαβ} ∈ R
3×3| C = CT , C � 0} is the

well-known right Cauchy–Green strain tensor. Its canonical dual S = ∂Φ(C) =
∇V (C) ∈ S is a second Piola–Kirchhoff type stress tensor.8 In terms of the canoni-
cal strainmeasureC(F), the kinetically admissible spaceXc = {χ ∈ C 1[Ω,R3]| C
(∇χ) ∈ S

+, χ = 0 on Γχ } is convex and the nonconvex variational problem (59)
can be written in the canonical form

min
{
Π(χ) = Φ(C(∇χ)) − 〈χ , χ̄∗〉| χ ∈ Xc

}
. (64)

By the Legendre transformation V ∗(S) = {C : S − V (C)| S = ∇V (C)}, the total
complementary functional Ξ(χ ,S) has the following form:

Ξ(χ ,S) =
∫

Ω

[
C(∇χ) : S − V ∗(S) − χ · f] dΩ −

∫
Γt

χ · t dΓ. (65)

By the fact that the linear operator D = grad is a differential operator, it is difficult
to find its inverse operator. In order to obtain the canonical dual Πd(T), we need to
introduce the following statically admissible space

Tc = {τ ∈ C 1[Ω;R3×3]| − ∇ · τ = f in Ω, n · τ = t on Γt }.

Clearly, for any given χ ∈ Xa = {χ ∈ C 1[Ω;R3]| det(∇χ) > 0, χ = 0 on Γχ },
the external energy F(χ) can be written equivalently as

Fτ (χ) =
∫

Ω

χ · (−∇ · τ ) dΩ +
∫

Γt

χ · t dΓ =
∫

Ω

(∇χ) : τ dΩ ∀τ ∈ Tc (66)

Thus, for any given τ ∈ Tc, the Λ-conjugate of F(χ) can be obtained

FΛ
τ (S) = sta{〈C(∇χ);S〉 − Fτ (χ)| χ ∈ Xa} = −

∫
Ω

1

4
tr(τ · S−1 · τ T ) dΩ. (67)

Its domain should be

Sc = {S ∈ E ∗
a | det(τ · S−1) > 0}. (68)

Therefore, the pure complementary energy can be obtained as

Πd(S; τ ) = −
∫

Ω

[
1

4
tr(τ · S−1 · τ T ) + V ∗(S)

]
dΩ, (69)

8The second Piola–Kirchhoff stress tensor is defined by T = ∂Φ(E), where E = 1
2 (C − I) is the

Green–St. Venant strain tensor. Therefore, we have S = 2T.
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which depends on not only the canonical stress S ∈ Sc, but also the statically admis-
sible field τ ∈ Tc. Let

S +
c = {S ∈ Sc| S � 0}, S −

c = {S ∈ Sc| S ≺ 0}. (70)

Theorem 4 (Pure Complementary Energy Principle, Gao [43, 45, 49])
If (S̄, τ̄ ) ∈ Sc × Tc is a stationary points of Πd(S; τ ), then the deformation

χ̄ ∈ Xa such that ∇χ̄ = τ̄ · S̄−1 is a critical point of Π(χ) and Π(χ̄) = Πd(S̄; τ̄ ).
The critical point χ̄(x) is a global minimizer of Π(χ) if S̄(x) ∈ S +

c ∀x ∈ Ω .
Moreover, if the compatibility condition ∇ × (τ̄ · S̄−1) = 0 holds, the deformation

defined by

χ̄(x) = 1

2

∫ x

x0
τ̄ · S̄−1dx (71)

along any path from x0 ∈ Γχ to x ∈ Ω is a solution to the boundary value problem
(60).

Proof. Using Lagrangemultiplier χ ∈ Xa to relax the equilibrium conditions inTc,
we have

�(S; τ ,χ) = −
∫

Ω

[
1

4
tr(τ · S−1 · τ T ) + V ∗(S)

]
dΩ −

∫
Ω

χ · (∇ · τ + f) dΩ +
∫

Γt

χ · t dΓ.

Its stationary condition leads to

2∇χ = τ · S−1 (72)

4S · (∇V ∗(S)) · S = τ T · τ (73)

and the equilibrium equations in Tc. From (72) we have τ = 2(∇χ) · S. Sub-
stituting this into (73) we have (∇χ)T (∇χ) = ∇V ∗(S), which is equivalent to
S = ∇V (C(∇χ)) due to the canonical duality. Thus, from the canonical transfor-
mation, we have

τ = 2(∇χ) · (∇CV (C(∇χ))) = ∇FU (∇χ) (74)

due to the chain role. This shows that the integral (71) is indeed a stationary point of
Π(χ) since τ ∈ Tc.

By the fact that C = Λ(F) is a quadratic operator, the Gao–Strang gap function
is

Gap(χ ,S) =
∫

Ω

tr[(∇χ) · S · (∇χ)] dΩ.

Clearly, Gap(χ ,S) is non negative for any given χ ∈ Xa if and only if S(x) ∈
S +

c ∀x ∈ Ω . Replace ∇χ = 1
2τ · S−1, this gap function reads
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Gap(χ(S, τ ),S) =
∫

Ω

1

4
tr[τ · S−1 · τ T ] dΩ,

which is convex for any τ ∈ Tc if and only if S(x) ∈ S +
c ∀x ∈ Ω . Therefore, the

canonical dualΠd(S; τ ) is concave onS +
a × Tc. By the canonicalmin–max duality,

χ̄ is a unique global minimizer if S̄((x) � 0 ∀x ∈ Ω .
The compatibility condition ∇ × (τ · S) = 0 is necessary for an analytical

solution to the mixed boundary value problem (60) due to the fact that curl grad
χ = 0. �

The pure complementary energy principle was first proposed by Gao (1997) in
post-buckling problems of a large deformed beam [42]. Generalization to 3-D finite
deformation theory and nonconvex analysis were given during 1998–2000 [43, 45,
47, 49, 50]. TheEq. (73) is called the canonical dual algebraic equationfirst obtained
in 1998 [43]. This equation shows that by the canonical dual transformation, the
nonlinear partial differential equation can be equivalently reformed as an algebraic
equation. TheEq. (74) show that the statically admissible field τ = ∇U (F) is actually
the first Piola–Kirchhoff stress. For one-dimensional problems, τ ∈ Tc can be easily
obtained by the given input. For geometrically nonlinear problems, ∇V ∗(S) is linear
and (73) can be solved analytically to obtain a complete set of analytical solutions
[49, 50, 66, 71, 72]. By the triality theory, the positive solution S ∈ S +

c produces
a global minimal solution χ̄ , while the negative S ∈ S −

c can be used to identify
local extremal solutions. To see this, let us consider the Hessian of the stored energy
U (F) = V (C(F)). By chain rule, we have

∂2U (F)

∂ Fi
α∂ F j

β

= 2δi j Sαβ + 4
3∑

θ,ν=1

Fi
θ Hθαβν F j

ν , (75)

where H = {Hθαβν} = ∇2V (C) � 0 due to the convexity of the canonical function
V (C). Clearly, if S � 0, the L.H. condition holds and the associated χ̄ is a global
minimal solution. By the fact that 2F = τS−1, we know that∇2U (F) could be either
positive or negative definite even if S ≺ 0. Therefore, depending the eigenvalues of
S ≺ 0, the L.H. condition could also hold at a local minimizer of Π(χ) [66]. This
shows that the triality theory can be used to identify both global and local extremal
solutions, while the L.H. condition is only a necessary condition for a local minimal
solution. It is known that an elliptic equation is corresponding to a convex variational
problem. Therefore, it is a question if the Legendre–Hadamard condition can still
be called as the ellipticity condition in finite elasticity and nonconvex analysis. By
the fact that the well-known open problem left by Reissner et al. [125] has been
solved by Theorem 4, the pure complementary energy principle is known as the Gao
principle in literature (see [107]).

The canonical transformation W (F) = Φ(Λ(F)) is not unique since the geo-
metrical operator Λ(F) can be chosen differently to have different canonical strain
measures. For example, the well-known Hill-Seth strain family
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E(η) = Λ(F) = 1

2η
[(FT · F)η − I] (76)

is a geometrically admissible objective strain measure for any given η ∈ R (see
Definition 6.3.1, [49]). Particularly, E(1) is the well-known Green–St. Venant strain
tensor E. For St. Venant–Kirchhoff materials, the stored strain density is quadratic:
V (E) = 1

2E : H : E, where H is the Hooke tensor. Clearly, V (E) is convex but

U (F) = V (E(F)) = 1

8
(FT · F − I) : H : (FT · F − I)

is a (nonconvex) double-well type function of F, which is not even rank-one convex
[124]. The canonical duality is linear T = ∇V (E) = H : E and the generalized total
complementary energy Ξ(χ ,T) is the well-known Hellinger–Reissner complemen-
tary energy

Ξ(χ ,T) =
∫

Ω

[
E(∇χ) : T − 1

2
T : H−1 : T − χ · f

]
dΩ −

∫
Γt

χ · t dΓ. (77)

In this case, the primal problem (59) is a geometrically nonlinear variational problem,
and its canonical dual functional is

Πd(T; τ ) = −
∫

Ω

1

2

[
tr(τ · T−1 · τ T + T) + T : H−1 : T]

dΩ. (78)

The canonical dual algebraic equation (73) is then a cubic tensor equation

2 T · (H−1 : T + I) · T = τ T · τ (79)

For a given statically admissible stress field τ ∈ Tc, this tensor equation could have
at most 27 solutionsT(x) at eachmaterial point x ∈ Ω , but only oneT(x) � 0, which
leads to a global minimal solution [68].

For many real-world problems, the statically admissible stress τ ∈ Tc can be
uniquely obtained and the canonical dual algebraic equation (79) can be solved to
obtain all possible stress solutions. The canonical duality-triality theory has been used
successfully for solving a class of nonconvex variational/boundary value problems
[50, 69, 71], pure azimuthal shear [72] and anti-plane shear problems [66].

5 Applications to Computational Mechanics
and Global Optimization

Numericalization for solving the nonconvex variational problem (3) leads to a global
optimization problem in a finite dimensional spaceX = X ∗. In complex systems,
the decision variable χ could be either vector or matrix. In operations research, such
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as logistic and supply chain management sciences, χ can be even a high-order matrix
χ = {χi j...k}. Correspondingly, the linear operator D : Xa → Wa is a matrix or high-
order tensor. In general global optimization problems, the internal energy W (Dχ)

is not necessary to be an objective function. As long as the canonical transformation
W (D(χ) = Φ(Λ(Dχ)) holds, the canonical duality-triality theory can be used for
solving a large class of nonconvex/discrete optimization problems.

5.1 Canonical Dual Finite Element Method

It was shown in [40] that by using independent finite element interpolations for
displacement and generalized stress:

χ(x) = Nu(x)qe, S(x) = Nς (x)pe ∀x ∈ Ωe ⊂ Ω, (80)

the total complementary functional Ξ(χ ,S) defined by (65) can be discretized as a
function in finite-dimensional space

Ξ(q,p) = 1

2
qTG(p)q − Φ∗(p) − qT f, (81)

where f is the generalized force andG(p) is theHessianmatrix of the discretizedGao–
Strang complementary gap function. In this case, the pure complementary energy
can be formulated explicitly as [40]

Πd(p) = −1

2
fTG+(p)f − Φ∗(p), (82)

where G+ represents a generalized inverse of G. Let

S +
c = {p ∈ R

m | G(p) � 0}, S −
c = {p ∈ R

m | G(p) ≺ 0}.

By the fact that Πd(p) is concave on the convex set S +, the canonical dual FE
programming problem

max{Πd(p)| p ∈ S +
c } (83)

can be solved easily (if S +
c �= ∅) to obtain the global maximizer p̄. By the triality

theory, we know that q̄ = G+(p̄)f is a global minimizer of the nonconvex potential
Π(q). On the other hand, if dim q = dim p, the biggest local min and local max of
Π(q) can be obtained respectively by [79]

min{Πd(p)| p ∈ S −
c }, max{Πd(p)| p ∈ S −

c }.
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(a) 30 elements. (b) 40 elements.

Fig. 3 Canonical dual FEM solutions for post-buckled nonlinear beam: Global minimal solution,
i.e., stable buckled state (doted); local min, i.e., unstable buckled state (triangle); and local max,
i.e., unbuckled state (squared)

The canonical dual FEM has been used successfully in phase transitions of solids
[83] and in post-buckling analysis for the large deformation beam model (2) to
obtain all three possible solutions [129] (see Fig. 3). It was discovered that the local
minimum is very sensitive to the lateral load and the size of the finite element meshes
(see Fig. 3). This method can be used for solving general nonconvex mechanics
problems.

5.2 Global Optimal Solutions for Discrete Nonlinear
Dynamical Systems

General nonlinear dynamical systems can be modeled as a nonlinear initial value
problem

χ ′(t) = F(t,χ(t)) t ∈ [0, T ], χ(0) = χ0, (84)

where T > 0, F : [0, T ] × R
d → R

d is a given vector-valued function. Generally
speaking, if a nonlinear equation has multiple solutions at each time t in a subset
of its domain [0, T ], then the associated initial-valued problem should have infinite
number of solutions since the unknown χ(t) is a continuous function. With time
step size h = T/n, a discretization of the configuration χ(t) isX = (χ1, · · · ,χn) ∈
Xa ⊂ R

d×n . By the finite difference method and trapezoidal rule,9 the initial value
problem (84) can be written approximately as

χ k = χ k−1 + 1

2
h[Fk−1 + Fk], k = 1, · · · , n (85)

where Fk = F(tk,χ k). This is a nonlinear algebraic system. Clearly, if χ k in Fk is
replaced by theEuler linear iterationχ k = χ k−1 + hFk−1, then (85) is the generalized

9Clearly, we can adopt high-order rule for approximation of F(t, Y ) at the k − 1 step, which will
should be subjected to study in the future.
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Eulermethod. The popular Runge–Kuttamethod is also a generalized linear iteration.
It is well-known that any linear iteration can only produce one of the infinite number
solutions to a nonconvex system and such a numerical “solution” is very sensitive to
the step size and numerical errors. This is the reason why different numerical solvers
produce totally different results, i.e., the so-called chaotic solutions. Rather than the
traditional linear iteration from an initial value, we use the least squares method such
that the nonlinear algebraic system (85) can be equivalently written as

min
X∈Xa

{
Π(X) = 1

2

n∑
k=1

∥∥∥∥χ k − χ k−1 − 1

2
h(Fk−1 + Fk)

∥∥∥∥
2

}
. (86)

Clearly, for any given nonlinear function F(t,χ(t)), this is a global optimization
problem, which could have multiple minimizers at each χ k . Particularly, if F(t,χ) is
quadratic, then Π(X) is a double-well typed fourth-order polynomial function, and
is considered to be NP-hard in global optimization even for d = 1 (one-dimensional
systems) [4, 130]. However, by simply using the quadratic geometrical operator
ξ k = Λ(χ k) = F(tk,χ k), the nonconvex leas squares problem (86) can be solved by
the canonical duality-triality theory to obtain global optimal solution. Applications
have been given to population growth problems [126] and chaotic dynamics [102].

5.3 Unconstrained Nonconvex Minimization

The general model (3) for unconstrained global optimization can be written in the
following form

min

{
Π(χ) = W (Dχ) + 1

2
〈χ ,Aχ〉 − 〈χ , f〉| χ ∈ Xa

}
, (87)

where D : Xa → Wa and A = AT are two given operators and f ∈ Xa is a given
input. For the nonconvex functionW (ε), we assume that the canonical transformation
W (Dχ) = Φ(Λ(χ)) holds for a quadratic operator

Λ(χ) =
{
1

2
χTHαβχ

}
: Xa → Ea ⊂ R

m×m, (88)

whereHαβ = HT
αβ ∀α, β ∈ Im = {1, . . . , m} is a linear operator such thatEa is either

a vector (β = 1) or tensor (α, β > 1) space. By the convexity of the canonical func-
tion Φ : Ea → R, the canonical duality S = ∂Φ(ξ) ∈ E ∗

a ⊂ R
m×m is invertible and

the total complementary function Ξ : Xa × E ∗
a → R reads

Ξ(χ ,S) = 1

2
〈χ ,G(S)χ〉 − Φ∗(S) − 〈χ , f〉 (89)
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where G(S) = A + ∑
α,β∈Im

Hαβ Sαβ . Thus, on S +
c = {S ∈ E ∗

a | G(S) � 0}, the
canonical dual problem (33) for the unconstrained global optimization reads

max

{
Πd(S) = −1

2
〈G−1(S)f, f〉 − Φ∗(S) | S ∈ S +

c

}
. (90)

The canonical duality-triality theory has been used successfully for solving the fol-
lowing nonconvex problems.

(1) Euclidian Distance Geometry Problem

W (Dχ) =
n∑

i, j=1

ωi j
[‖χ i − χ j‖2 − di j

]2
, (91)

where the decision variable χ i ∈ R
d is a position (location) vector, ωi j , di j >

0 ∀i, j = 1, . . . , n, i �= j are given weight and distance parameters, respectively.
The linear operator Dχ = {χ i − χ j } in this problem is similar to the finite differ-
ence in numerical analysis. Such a problem appears frequently in computational
biology [144], chaotic dynamics [108, 126], numerical algebra [128], sensor local-
ization [99, 127], network communication [87], transportation optimization, as well
as finite element analysis of structural mechanics [12, 83], etc. These problems are
considered to be NP-hard even the Euclidian dimension d = 1 [4]. However, by the
combination of the canonical duality-triality theory and perturbation methods, these
problems can be solved efficiently (see [127]).

(2) Sum of Fractional Functions

W (Dχ) =
∑
i∈Im

Gi (Dgχ)

Hi (Dhχ)
(92)

where Gi and Hi > 0 ∀ i ∈ Im are given functions, Dg and Dh are linear operators.
(3) Exponential-Sum-Polynomials

W (Dχ) =
∑
i∈Im

exp

(
1

2
χTBiχ − αi

)
+

∑
j∈Ip

1

2

(
1

2
χTC jχ − β j

)2

, (93)

whereBi andC j are given symmetricalmatrices inRn×n ,αi , β j are given parameters.
(4) Log-Sum-Exp Functions

W (Dχ) = 1

β
log

⎡
⎣1 +

∑
i∈Ip

exp

(
β

(
1

2
χTBiχ + d

))⎤
⎦ , (94)

where β > 0, Bi = BT
i , and d ∈ R are given.
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All these functions appear extensively in modeling real-world problems, such
as computational biology [144], biomechanics, phase transitions [71], filter design
[142], location/transportation and networks optimization [87, 127], communication
and information theory (see [100]), etc. By using the canonical duality-triality theory,
these problems can be solved nicely (see [15, 24, 59, 61, 74, 103, 113, 145]).

5.4 Constrained Global Optimization

Recall the standard mathematical model in global optimization (1)

min f (x), s.t. hi (x) = 0, g j (x) ≤ 0 ∀i ∈ Im, j ∈ Ip, (95)

where f , gi and h j are differentiable, real-valued functions on a subset of Rn for all
i ∈ Im and j ∈ Ip. For notational convenience, we use vector forms for constraints

g(x) = (g1(x), . . . , gm(x)) , h(x) = (
h1(x), . . . , h p(x)

)
.

Therefore, the feasible space can be defined as

Xc := {x ∈ R
n|g(x) ≤ 0, h(x) = 0}.

Lagrange multiplier method was originally proposed by J-L Lagrange from ana-
lytical mechanics in 1811 [97]. During the past two hundred years, this method
and the associated Lagrangian duality theory have been well-developed with exten-
sively applications to many fields of physics, mathematics, and engineering sciences.
Strictly speaking, the Lagrange multiplier method can be used only for equilibrium
constraints. For inequality constraints, the well-knownKKT conditions are involved.
Herewe show that both the classical Lagrangemultiplier method and theKKT theory
can be unified by the canonical duality theory.

For convex constrained problem, i.e., f (x), g(x) and h(x) are convex, the standard
canonical dual transformation can be used. We can choose the geometrical operator
ξ 0 = Λ0(x) = {g(x),h(x)} : Rn → R

m+p and let

Φ0(ξ 0) = Ψg(g) + Ψh(h),

where

Ψg(g) = {0 if g ≤ 0, +∞ otherwise}, Ψh(h) = {0 if h = 0, +∞ otherwise},

are the so-called indicator functions for the inequality and equality constraints. Then
the convex constrained problem (95) can be written in the following canonical form

min {Π(x) = f (x) + Φ0(Λ0(x))| ∀x ∈ R} . (96)
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By the fact that the canonical function Φ0(ξ 0) is convex and lower semi-
continuous, the canonical duality relations (10) should be replaced by the following
subdifferential forms [51]:

ξ ∗
0 ∈ ∂Φ0(ξ 0) ⇔ ξ 0 ∈ ∂Φ∗

0 (ξ
∗
0) ⇔ Φ0(ξ 0) + Φ∗

0 (ξ
∗
0) = ξ T

0 ξ ∗
0, (97)

where Φ∗
0 (ξ

∗
0) = Ψ ∗

g (λ) + Ψ ∗
h (μ) is the Fenchel conjugate of Φ0(ξ 0) and ξ ∗

0 =
(λ,μ). By the Fenchel transformation, we have

Ψ ∗
g (λ) = sup

g∈Rm
{gT λ − Ψg(g)} =

{
0 if λ ≥ 0
+∞ otherwise,

Ψ ∗
h (μ) = sup

h∈Rp
{hT μ − Ψh(h)} = 0 ∀ μ ∈ R

p.

It is easy to verify that for the indicator Ψg(g), the canonical duality leads to

λ ∈ ∂Ψg(g) =⇒ λ ≥ 0
g ∈ ∂Ψ ∗

g (λ) =⇒ g ≤ 0
λT g = Ψg(g) + Ψ ∗

g (λ) =⇒ λT g = 0,
(98)

which are the KKT conditions for the inequality constrains g(x) ≤ 0. While for
Ψh(h), the canonical duality lead to

μ ∈ ∂Ψh(h) =⇒ μ ∈ R
p

h ∈ ∂Ψ ∗
h (μ) =⇒ h = 0

μTh = Ψh(h) + Ψ ∗
h (μ) =⇒ μTh = 0.

(99)

From the second and third conditions in the (99), it is clear that in order to enforce the
constrain h(x) = 0, the dual variable μ = {μi } must be not zero ∀i ∈ Ip. This is a
special complementarity condition for equality constrains, generally not mentioned
inmany textbooks. However, the implicit constraintμ �= 0 is important in nonconvex
optimization.

By using the Fenchel–Young equality Φ0(ξ 0) = ξ T
0 ξ ∗

0 − Φ∗
0 (ξ

∗
0) to replace Φ0

(Λ0(x)) in (96), the total complementarity function can be obtained in the following
form:

Ξ0(x, ξ
∗
0) = f (x) + [λT g(x) − Ψ ∗

g (λ)] + [μTh(x) − Ψ ∗
g (μ)]. (100)

Let σ 0 = (λ,μ). The dual feasible spaces should be defined as

S0 = {σ 0 = (λ,μ) ∈ R
m×p| λi ≥ 0 ∀i ∈ Im, μ j �= 0 ∀ j ∈ Ip}.

Thus, on the feasible spaceRn × S0, the total complementary function (100) can be
simplified as
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Ξ0(x, σ 0) = f (x) + λT g(x) + μTh(x) = L (x,λ,μ), (101)

which is the classical Lagrangian and we have

P(x) = sup {Ξ0(x, σ 0)| ∀σ 0 ∈ S0} .

This shows that the canonical duality theory is an extension of the Lagrangian theory
(indeed, the total complementary function was called the extended Lagrangian in
[49]).

For nonconvex constrained problems, the so-called sequential canonical trans-
formation (see Chap.4, [49])

Λ0(Λ1(. . . (Λk(x)) . . . ))

can be used for target function and constraints to obtain high-order canonical dual
problem. Applications have been given to the high-order polynomial optimization
[62, 89], nonconvex analysis [49], neural network [100], and nonconvex constrained
problems [82, 85, 101, 114, 146].

5.5 SDP Relaxation and Canonical Primal-Dual Algorithms

Recall the primal problem (P) (13)

(P) : min{Π(χ) = Φ(Λ(Dχ)) − 〈χ , χ̄∗〉| χ ∈ Xc}

and its canonical dual (Pd) (33)

(Pd) : max
{
Πd(S) = −G∗

ap(S) − Φ∗(S) | S ∈ S +
c

}
,

where G∗
ap(S) = 1

2 〈G−1(S)F(S),F(S)〉 is the pure gap function. By the fact that
(Pd) is a concave maximization on a convex domain S +

c , this canonical dual can
be solved easily if Πd(ξ ∗) has a stationary point inS +

c . For many challenging (NP-
hard) problems, the stationary points Πd(S) are usually located on the boundary of
S +

c = {S ∈ Sc| G(S) � 0}. In this case, the matrixG(S) is singular and the canon-
ical dual problem could have multiple solutions. Two methods can be suggested for
solving this challenging case.

(1) SDP Relaxation. By using the Schur complement Lemma, the canonical dual
problem (Pd) can be relaxed as [145]

(Pr ) : minΦ∗(S) s.t.

(
G(S) F(S)

FT (S) 2Gap(S)

)
� 0, ∀S ∈ Sc. (102)
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Since Φ∗(S) is convex and the feasible space is closed, this relaxed canonical dual
problem has at least one solution S̄. The associated χ̄ = G(S̄)−1F(S̄) is a solution
to (P) only if S̄ is a stationary point of Πd(S). Particularly, if Φ∗(S) = 〈Q;S〉 is
linear, F = 0, G(S) = S, and

Sc = {S ∈ Sn| 〈Ai ;S〉 = bi ∀i ∈ Im}

is a linear manifold, where Sn = {S ∈ R
n×n| S = ST } is a symmetrical n × n-matrix

space, Q, Ai ∈ Sn i ∈ Im are given matrices and b = {bi } ∈ R
m is a given vector,

then by the notationQ • S = 〈Q;S〉 = tr(Q · C) = Q : C, the relaxed canonical dual
problem can be written as

minQ • S s.t. S � 0, Ai • S = bi , ∀i ∈ Im, (103)

which is a typical Semi-Definite Programming (SDP) problem in optimization [134].
This shows that the popular SDP problem is indeed a special case of the canonical
duality-triality theory for solving the general global optimization problem (3). The
SDP method and algorithms have been well-studied in global optimization. But this
method provides only a lower bound approach for the globalminimal solution to (P)

if its canonical dual has no stationary point in S +
c . Also, in many real-world appli-

cations, the local solutions are also important. Therefore, a second method is needed.

(2) Quadratic perturbation and canonical primal-dual algorithm. By intro-
ducing a quadratic perturbation, the total complementary function (25) can bewritten
as

Ξδk (χ ,S) = Ξ(χ ,S) + 1

2
δk‖χ − χ k‖2

= 1

2
〈χ ,Gδk (S)χ〉 − Φ∗(S) − 〈χ ,Fδk (S)〉 + 1

2
δk〈χ k,χ k〉,

where δk > 0, χ k k ∈ Ip are perturbation parameters, Gδk (S) = G(S) + δkI,
Fδk (S) = F(S) + δkχ k . Thus, the original canonical dual feasible space S

+
c can be

enlarged toS +
δk

= {S ∈ Sc| Gδk (ς) � 0}. Using the perturbed total complementary
function Ξδk , the perturbed canonical dual problem can be proposed

(Pd
k ) : max

{
min{Ξδk (χ ,S)| χ ∈ Xa}| S ∈ S +

δk

}
(104)

Based on this perturbed canonical dual problem, a canonical primal-dual algorithm
has been developed [141, 145].

Canonical Primal-Dual Algorithm. Given initial data δ0 > 0, χ0 ∈ Xa , and error
allowance omega > 0. Let k = 1.

(1) Solve the perturbed canonical dual problem (Pd
k ) to obtain Sk ∈ S +

δk
.

(2) Computer χ̄ k = [Gδk (Sk)]−1Fδk (Sk) and let
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χ k = χ k−1 + βk(χ̄ k − χ k−1), βk ∈ [0, 1].

(3) If |Π(χ k) − Π(χ k−1)| ≤ ω, then stop, χ k is the optimal solution to (P). Oth-
erwise, let k = k + 1, go back to 1).

In this algorithm, {βk} are given the parameters, which change the search directions.
Clearly, if βk = 1, we have χ k = χ̄ k . This algorithm has been used successfully for
solving a class of benchmark problems and sensor network optimization problems
[127, 145].

Let S −
δk

= {S ∈ Sc| Gδk (S) ≺ 0}. The combination of this algorithm with the
double-min and double-max dualities in the triality theory can be used for finding
local optimal solutions [12].

6 Challenges and Breakthrough

In the history of sciences, a groundbreaking theory usually has to pass through serious
arguments and challenges. This is duality nature and certainly true for the canonical
duality-triality theory, which has benefited from recent challenges by M. Voisei,
C. Zălinescu and his former student R. Strugariu in a set of 11 papers. These papers
fall naturally into three interesting groups.

6.1 Group 1: Bi-level Duality

One paper in this group by Voisei and Zălinescu [138] challenges Gao and Yang’s
work for solving the following minimal distance between two surfaces [82]

min

{
1

2
‖x − y‖2 | g(x) = 0, h(y) = 0, x, y ∈ R

n

}
, (105)

where g(x) is convex, while h(y) is a nonconvex function. By the canonical transfor-
mation h(y) = V (Λ(y)) − yT f , the Gao–Strang complementary function was writ-
ten in the form of Ξ(x, y, σ 0, ς), where σ 0 = {λ,μ) is the first level canonical dual
variable, i.e., the Lagrange multiplier for {g(x) = 0, h(y) = 0}, while ς is the sec-
ond level canonical dual variable for the nonconvex constraint (see Eq. (11) in [82]).
Using one counterexample

g(x) = 1

2
(‖x‖2 − 1), h(y) = 1

2

(
1

2
‖y − c‖2 − 1

)2

− fT (y − c), (106)
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Fig. 4 Perturbations for breaking symmetry with k = 64 (left) and k = 105 (right)

with n = 2 and c = (1, 0), f = (
√
6

96 , 0), Voisei and Zălinescu proved that “the main
results in Gao and Yang [82] are false” and they concluded: “The consideration of
the function Ξ is useless, at least for the problem studied in [82].”

This paper raises up two issues on different levels.
The first issue is elementary: there is indeed a mistake in Gao and Yang’s work,

i.e., instead of (x, y, σ 0, ς) used in [82], the variables in the total complementary
function Ξ should be the vectors χ = (x, y) and (σ 0, ς) since Ξ(χ , σ 0, ς) is con-
vex in x and y but may not in χ . This mistake has been easily corrected in [114].
Therefore, the duality on this level is: opposite to Voisei and Zălinescu’s conclusion,
the consideration of the Gao–Strang total complementary function Ξ is indeed quite
useful for solving the challenging problem (105) [114].

The second issue is crucial. The “counterexample” (106) has two global mini-
mal solutions due to the symmetry (see Fig. 4). Similar to Example 1, the canonical
dual problem (33) max{Πd(σ 0, ς)|(σ 0, ς) ∈ S +

c } has two stationary points on the
boundary of S +

c (cf. Fig. 1b). Such case has been discussed by Gao in integer pro-
gramming problem [64]. Itwas first realized thatmany so-calledNP-hard problems in
global optimization usually have multiple global minimal solutions and a conjecture
was proposed in [64], i.e., a global optimization problem is NP-hard if its canonical
dual has no stationary point in S +

c . In order to solve such challenging problems,
different perturbation methods have been suggested with successful applications in
global optimization [75, 127, 128, 140], including a recent paper on solving hard
case of a trust region subproblem [14]. For this problem, by simply using linear
perturbation fk = (

√
6

96 , 1
k ) with |k| � 1, both global minimal solutions can be easily

obtained by the canonical duality-triality theory [114] (see Figs. 1a and 4). There-
fore, the duality on this level is: Voisei and Zălinescu’s “counterexample” does not
contradict the canonical duality-triality theory even in this crucial case.

Actually, by the general model (3), the nonconvex hypersurface h(y) in this paper
can be written as h(y) = W (Dy) − F(y), where the double-well function W (Dy)
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is objective (also isotropic), which represents the modeling with symmetry; while
the linear term F(y) is a subjective function, which breaks the symmetry and leads
to a particular problem. By the fact that nothing in this world is perfect, therefore,
any real-world problem must have certain input or defects. This simple truth lays a
foundation for the perturbationmethod and the triality theory for solving challenging
problems. However, this fact is not well-recognized in mathematical optimization
and computational science,10 it turns out that many challenges andNP-hard problems
are artificially proposed.

6.2 Group 2: Conceptual Duality

Of four papers in this group, two were published in pure math journals [133, 136]
and two were rejected by applied math journals (ZAMP and Q.J. Mech. Appl. Math).
The paper by Voisei and Zălinescu [136] challenges Gao and Strang’s original work
[77] on solving the general nonconvex variational problem (3) in finite deformation
theory. As we discussed in Sect. 2.2 that the stored energy W (ε) must be objective
and can’t be linear, the deformation operator Λ should be geometrically admissible
in order to have the canonical transformation W (ε) = Φ(Λ(ε)), and the external
energy F(χ) must be linear such that χ̄∗ = ∂ F(χ) is the given input. Oppositely,
by listing total six counterexamples, Voisei and Zălinescu choose a piecewise linear
function g(u, v) = {u (if v = u2) ; 0 (otherwise)} as Φ(ξ), a parametric function
f (t) = (t, t2) as the geometrically nonlinear operator Λ(t) (see Example 3.1 in
[136]), and quadratic functions as F(χ) (see Examples 3.2, 3.4, 3.5, and 3.6 in
[136]). While in the rest counterexample (Example 3.3 in [136]), they simply let the
external energy F(u) = 0 and Λ(u) = u2 − u.

Clearly, the piecewise linear function listed by Voisei and Zălinescu is not objec-
tive and can’t be the stored energy for any real material. Also, both Λ(t) and Λ(u)

are simply not strain measures. Such conceptual mistakes are repeatedly made in
their recent papers, say in the paper by Strugariu, Voisei, and Zălinescu (Example
3.3 in [133]), they let (x(t), y(t)) = A(t) = ( 12 t2, t) be the geometrical mapping
ξ(t) = Λ(t) and, in their notation, f (x, y) = xy3(x2 + (x − y4)2)−1 as the stored
energy Φ(ξ).

For quadratic F(χ), the input χ̄∗ = ∂ F(χ) depends linearly on the output χ ,
which is called the follower force. In this case, the system is not conservative and
the traditional variational methods do not apply. In order to study such noncon-
servative minimization problems, a so-called rate variational method and duality
principle were proposed by Gao and Onat [73]. While for F(χ) = 0, the minimiza-
tion min{Π(χ) = W (Dχ)} is not a problem but a modeling, which has either trivial
solution χ = 0 or multiple solutions χ = constant due to certain symmetry of the

10Indeed, one authors’ paper [127] was first submitted to a computational optimization journal
and received such a reviewer’s comment: “the authors applied a perturbation, which changed the
problem mathematically, ... and I suggest an immediate rejection.”
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mathematical modeling. This is a key mistake happened very often in global opti-
mization, which leads to many man-made NP-hard problems as we discussed in the
previous subsection.

The concept of a Lagrangian was introduced by J.L. Lagrange in analytic mechan-
ics 1788, which has a standard notation in physics as (see [98])

L(χ) = T (χ̇) − V (χ), (107)

where T is the kinetic energy and V is the potential energy. By the Legendre trans-
formation T ∗(p) = 〈χ̇ ,p〉 − T (χ̇), the Lagrangian is also written as

L(χ ,p) = 〈χ̇ ,p〉 − T ∗(p) − V (χ). (108)

It is commonly known that for problems with linear potential V (χ) = 〈χ , χ̄∗〉, the
Lagrangian L(χ) is convex and L(χ ,p) is a saddle point functional which leads to
a well-known min–max duality in convex systems.

But for problems with convex potential V (χ), the Lagrangian L(χ) is a d.c.
function (difference of convex functions) and L(χ ,p) is not a saddle functional
any more. In this case, the Hamiltonian H(χ ,p) = 〈χ̇ ,p〉 − L(χ ,p) = T ∗(p) +
V (χ) is convex. Therefore, a bi-duality (i.e., the combination of the double-min and
double-max dualities) was proposed in convex Hamilton systems (see Chap.2 [49]).
However, in the paper by Strugariu, Voisei, and Zălinescu [133], the function

L(x, y) = 〈a, x〉〈b, y〉 − 1

2
α‖x‖2 − 1

2
β‖y‖2

is defined as the “Lagrangian”, by which, they produced several “counterexamples”
for the bi-duality in convex Hamilton systems. In this “Lagrangian”, if we consider
V (x) = 1

2α‖x‖2 as a potential energy and T ∗(y) = 1
2β‖y‖2 as the complementary

kinetic energy, but the term 〈a, x〉〈b, y〉 is not the bilinear form 〈Dx; y〉 required in
Lagrange mechanics, where D is a differential operator such that Dx and y form a
(constitutive) duality pair. This term does not make any sense in Lagrangian mechan-
ics [98] and duality theory [22]. Therefore, the “Lagrangian” used by Strugariu,
Voisei, and Zălinescu for producing counterexamples of the bi-duality theory is not
the Lagrangian used in Gao’s book [49], i.e., the standard Lagrangian in classical
mechanics [98, 122], convex analysis [22], andmodern physics [20, 93].Actually, the
bi-duality theory in finite dimensional space is a corollary of the so-called Iso-Index
Theorem and the proof was given in Gao’s book (see Theorem 5.3.6 and Corollary
5.3.1 [49]).

Papers in this group show a big gap between mathematical physics/analysis and
optimization. As V.I. Arnold said [3]: “In the middle of the twentieth century it was
attempted to divide physics and mathematics. The consequences turned out to be
catastrophic.”
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6.3 Group 3: Anti-triality

Six papers are in this group on the triality theory. By listing simple counterexamples
(cf. e.g., [137]), Voisei and Zălinescu claimed: “a correction of this theory is impos-
sible without falling into trivial”.11 However, even some of these counterexamples
are correct, they are not new. This type of counterexamples was first discovered by
Gao in 2003 [57, 58], i.e., the double-min duality holds under certain additional con-
straints (see Remark on page 288 [57] and Remark 1 on page 481 [58]). But neither
[57] nor [58] was cited by Voisei and Zălinescu in their papers.

As mentioned in Sect. 2.4, the triality was proposed originally from post-buckling
analysis [42] in “either-or” format since the double-max duality is always true but the
double-min duality was proved only in one-dimensional nonconvex analysis [49].
As a corollary of an Iso-Index Theorem given in Gao’s book, the double-min and
double-max duality statements were first proved for nonconvex optimization prob-
lems in finite dimensional space (see Theorem 5.3.6 in [49]). Recently, this double-
min duality has been proved for polynomial optimization [79, 112, 113], and for
general global optimization problems [15, 80]. The “certain additional constraints”
are simply the dimensions of the primal problem and its canonical dual should be the
same in order to have strong double-min duality. Otherwise, this double-min duality
holds weakly in subspaces with elegant symmetrical forms. Therefore, the triality
theory now has been proved in global optimization, which should play important
roles for solving NP-hard problems in complex systems.

7 Concluding Remarks and Open Problems

In this article we have discussed the existing gaps between nonconvex analy-
sis/mechanics and global optimization. Common misunderstandings and confusions
on some basic concepts have been addressed and clarified, including the objectivity,
nonlinearity, and Lagrangian. the canonical duality is a fundamental law in nature,
the canonical duality-triality theory is indeed powerful for unified understanding
complicated phenomena and solving challenging problems. So far, this theory can
be summarized for having the following functions:

1. To correctly model complex phenomena in multiscale systems within a unified
framework [49, 57, 83].

2. To solve a large class of nonconvex/nonsmooth/discrete global optimization prob-
lems for obtaining both global and local optimal solutions.

3. To reformulate certain nonlinear partial differential equations in algebraic forms
with possibility to obtain all possible analytical solutions [50, 66, 71, 72].

11This sentence is deleted byVoisei and Zălinescu in their revision of [137] after theywere informed
by referees that their counterexamples are not new and the triality theory has been proved.
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4. To understand and identify certain NP-hard problems, i.e., the general global
optimization problems are not NP-hard if they can be solved by the canonical
duality-triality theory [64, 75, 127].

5. To understand and solve nonlinear (chaotic) dynamic systems by obtaining global
stable solutions [108, 126].

6. To check and verify correctness of existing modeling and theories.

Based on the canonical duality-triality theory, a unified understanding for bifur-
cation, chaos, and NP-hard problems is given in a recent review article [67]. There
are still many open problems existing in the canonical duality-triality theory. Here
we list a few of them.

1. Sufficient condition for the existence of the canonical dual solutions on S +
c .

2. NP-Harness conjecture: A global optimization problem is NP-hard if its canon-
ical dual Πd(ξ ∗) has no stationary point on the closed domain S̄ +

c = {ξ ∗ ∈
Sa| G(ξ ∗ � 0}.

3. Extremality conditions for stationary points of Πd(ξ ∗) on the domain such that
G(ξ ∗) is indefinite in order to identify all local extrema.

4. Bi-duality and triality theory for d-dimensional (d > 1) nonconvex analysis prob-
lems.

The following research topics are challenging:
1. Canonical duality-triality theory for solving bi-level optimization problems.
2. Using least-squares method and canonical duality theory for solving

3-dimensional chaotic dynamical problems, such as Lorenz system and Navier–
Stokes equation, etc.

3. Perturbationmethods for solvingNP-hard integer programming problems, such
as quadratic Knapsack problem, TSP, and mixed integer nonlinear programming
problems.

4. Unilateral post-buckling problem of the Gao nonlinear beam

min
χ∈Xa

{
Π(χ) =

∫ L

0

[
1

2
E Iχ2

xx + 1

12
αEχ4

x − 1

2
λEχ2

x − f χ

]
dx | χ(x) ≥ 0

}
.

(109)

Due to the axial compressive load λ > 0, the downward lateral load f (x) and the uni-
lateral constraint χ(x) ≥ 0 ∀x ∈ [0, L], the solution of this nonconvex variational
problem is a local minimizer of Π(χ) which can be obtained numerically by the
canonical dual finite element methods [12, 129] if λ and f are not big enough such
that χ(x) > 0 ∀x ∈ [0, L]. However, if the buckling state χ(x) = 0 happens at any
x ∈ [0, L], the problem could be NP-hard. The open problems include:

(1) under what conditions for the external loads λ > 0 and f (x), the problem has
a solution χ(x) > 0 ∀x ∈ [0, L]?

(2) how to solve the unilateral buckling problem when χ(x) = 0 holds for certain
x ∈ [0, L]?
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133. Strugariu, R., Voisei, M.D., Zălinescu, C.: Counter-examples in bi-duality, triality and tri-

duality. Discret. Contin. Dyn. Syst. Ser. A 31(4), 1453–1468 (2011)
134. Todd, M.: Semidefinit optimization. Acta Numerica 10, 515–560 (2001)
135. Vavasis, S.: Quadratic programming is in NP. Info. Proc. Lett. 36, 73–77 (1990)
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Analytic Solutions to Large Deformation
Problems Governed by Generalized
Neo-Hookean Model

David Yang Gao

Abstract This paper addresses some fundamental issues in nonconvex analysis. By
using pure complementary energy principle proposed by the author, a class of fully
nonlinear partial differential equations in nonlinear elasticity is able to convert a
unified algebraic equation, a complete set of analytical solutions are obtained in dual
space for 3-D finite deformation problems governed by generalized neo-Hookean
model. Both global and local extremal solutions to the nonconvex variational prob-
lem are identified by a triality theory. Connection between challenges in nonlinear
analysis and NP-hard problems in computational science is revealed. Results show
that Legendre–Hadamard condition can only guarantee ellipticity for generalized
convex problems. For nonconvex systems, the ellipticity depends not only on the
stored energy, but also on the external force field. Uniqueness is proved based on
a generalized quasiconvexity and a generalized ellipticity condition. Application is
illustrated for nonconvex logarithm stored energy.

1 Nonconvex Variational Problem and Challenges

Minimum total potential energy principle in nonlinear elasticity has always pre-
sented fundamental challenging problems not only in continuum mechanics, but
also in nonlinear analysis and computational sciences. This paper intends to solve,
under certain conditions, the followingminimumpotential variational problem ((P)

for short):

(P) : min

{
Π(χ) =

∫
B
W (∇χ)dB −

∫
St

χ · tdS| χ ∈ Xc

}
, (1)

where the unknown deformation χ(x) = {χi (x j )} ∈ Xa is a vector-valued mapping
B ⊂ R

3 → ω ⊂ R
3 from a given material particle x = {xi } ∈ B in the undeformed
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body to a position vector in the deformed configuration ω. The body is fixed on the
boundary Sx ⊂ ∂B, while on the remaining boundary St = Sx ∩ ∂B, the body is
subjected to a given surface traction t(x). In this paper, we letXa as a geometrically
admissible space defined by

Xa = {χ ∈ W 1,1(B;R3)| χ(x) = 0 ∀x ∈ Sx } (2)

where W 1,1 is the standard notation for Sobolev space, i.e., a function space in
which both χ and its weak derivative ∇χ have a finite L1(B) norm. For homoge-
neous hyperelastic body, the strain energy W (F) is assumed to be C1 on its domain
Fc ⊂ R

3×3, in which certain necessary constitutive constraints are included, such as

det F > 0, W (F) ≥ 0 ∀F ∈ Fc, W (F) → ∞ as ‖F‖ → ∞. (3)

Thus, the kinetically admissible space in (P) is simply defined by

Xc = {χ ∈ Xa| ∇χ ∈ Fc} (4)

which is essentially nonconvex due to nonlinear constraints such as det(∇χ) > 0.
Also, the stored energy W (F) is in general nonconvex in order to model real-world
problems such as post-buckling and phase transitions, etc. Therefore, the nonconvex
variational problem (P) has usually multiple local optimal solutions.

Let Xb ⊂ Xc be a subspace with two additional conditions

Xb = {χ ∈ Xc| χ ∈ C2(B;R3), W (F(χ)) ∈ C2(Fc;R)}. (5)

If ∂B is sufficiently regular, the criticality condition δΠ(χ; δχ) = 0 ∀δχ ∈ Xb

leads to a nonlinear boundary value problem

(BVP) :
{−∇ · σ (∇χ) = 0 inB,

N · σ (∇χ) = t on St , χ = 0 on Sx
(6)

where, N ∈ R
3 is a unit vector normal to ∂B, and σ (F) is the first Piola–Kirchhoff

stress (force per unit undeformed area), defined by

σ = ∇W (F), or σi j = ∂W (F)

∂Fi j
, i, j = 1, 2, 3. (7)

Remark 1 (Nonconvexity, Multi-Solutions, and NP-Hard Problems)
The stored energy W (F) in nonlinear elasticity is generally nonconvex. It turns out
that the fully nonlinear (BV P) could have multiple solutions {χ k(x)} ∈ Xc ⊂ R

∞
at each material point x ∈ Bs ⊂ B. As long as the continuous domain Bs �= ∅,
this solution set {χ k(x)}(k = 1, . . . , K ) can form infinitely many (K∞) solutions
to (BV P) even B ⊂ R. It is impossible to use traditional convexity and ellipticity
conditions to identify global minimizer among all these local solutions. Gao and
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Ogden discovered in [10] that for certain given external force field, both global and
local extremum solutions are nonsmooth and cannot be obtained by Newton-type
numerical methods. Therefore, Problem (P) is much more difficult than (BV P).
In computational mechanics, any direct numerical method for solving (P) will lead
to a nonconvex minimization problem in R

n , which could have Kn local solutions.
Due to the lack of global optimality condition, it is fundamentally difficult to solve
nonconvex minimization problems by traditional methods within polynomial time.
Therefore, in computational sciences most nonconvex minimization problems are
considered to be NP-hard (Nondeterministic Polynomial-time hard).

Directmethods for solving nonconvex variational problems infinite elasticity have
been studies extensively during the last 50 years and many generalized convexities,
such as poly-, quasi- and rank-one convexities, have been proposed. For a given
function W : Fc → R, the following statements are well-known (see [16])1:

convex ⇒ polyconvex ⇒ quasiconvex ⇒ rank-one convex.

Although the generalized convexities have been well studied for general function
W (F) on matrix space Rm×n , these mathematical concepts provide only necessary
conditions for local minimal solutions, and cannot be applied to general (nonconvex)
finite deformation problems. In reality, the stored energy W (F) must be nonconvex
in order to model real-world phenomena. Strictly speaking, due to certain necessary
constitutive constraints such as det F > 0 and objectivity condition, etc., even the
domain Fc is not convex, therefore, it is not appropriate to discuss convexity of the
stored energy W (F) in general nonlinear elasticity. How to identify global optimal
solution has been a fundamental challenging problem in nonconvex analysis and
computational science. �
Remark 2 (Canonical Duality, Gap Function, and Global Extremality)
The objectivity is a necessary constraint for any hyperelastic model. A real-valued
function W : Fc → R is objective iff there exists a function V (C) such that
W (F) = V (FTF) ∀F ∈ Fc (see [1]). By the fact that the right Cauchy–Green tensor
C is an objective measure on a convex domain Ea = {C ∈ R

3×3| C = CT , C � 0},
it is possible and natural to discuss the convexity of V (C). A real-valued function
V : Ea → R is called canonical if the duality relation ξ ∗ = ∇V (ξ) : Ea → E ∗

a is
one-to-one and onto [5]. The canonical duality is necessary for modeling natural
phenomena, which lays a foundation for the canonical duality theory [5]. This theory
was developed from Gao and Strang’s original work in 1989 [11] for general non-
convex/nonsmooth variational problems in finite deformation theory. The key idea
of this theory is assuming the existence of a geometrically admissible (objective)
measure ξ = Λ(F) and a canonical function V (ξ) such that the following canonical
transformation holds

ξ = Λ(F) : Fa → Ea ⇒ W (F) = V (Λ(F)). (8)

1It was proved recently that rank-one convexity also implies polyconvexity for isotropic, objective,
and isochoric elastic energies in the two-dimensional case [15].
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Gao and Strang discovered that the directional derivativeΛt (F) = δΛ(F) is adjoined
with the equilibrium operator, while its complementary operator Λc(F) = Λ(F) −
Λt (F)F leads to a so-called complementary gap function, which recovers duality
gaps in traditional duality theories and provides a sufficient condition for identifying
both global and local extremal solutions [2, 5, 12]. �

The canonical duality theory has been applied for solving a large class of noncon-
vex, nonsmooth, discrete problems in multidisciplinary fields of nonlinear analysis,
nonconvex mechanics, global optimization, computational sciences, etc. A compre-
hensive review is given recently in [12]. The main goal of this paper is to show
author’s recent analytical solutions [7] for general anti-plane shear problems can
be easily generalized for solving finite deformation problems governed by gener-
alized neo-Hookean materials. Some insightful results are obtained on generalized
convexity and ellipticity in nonlinear analysis.

2 Complete Solutions to Generalized Neo-Hookean
Material

By the fact that the right Cauchy–Green strain C = FTF is an objective tensor, its
three principal invariants

I1(C) = trC, I2(C) = 1

2
[(trC)2 − tr(C2)], I3(C) = detC (9)

are also objective functions of F. Clearly, for isochoric deformations we have
I3(C) = 1. The elastic body is said to be generalized neo-Hookean material if
the stored energy depends only on I1, i.e., there exists a function V (I1) such that
W (F) = V (I1(C(F))). Since I1 = tr(FTF) > 0 ∀F ∈ Fc, the domain of V (I1) is a
convex (positive) cone

Ea = {ξ ∈ L p(B) | ξ(x) > 0 ∀x ∈ B}, (10)

it is possible to discuss the convexity of V (I1) on Ea . Furthermore, we assume that
V (I1) is a C2(Ea) canonical function. Then the canonical transformation (8) for the
generalized neo-Hookean model is

ξ = Λ(F) = tr(FTF) : Fc → Ea, W (F) = V (ξ(F)). (11)

For a given external force t(x) on St , we introduce a statically admissible space

Ta = {
T ∈ W 1,1(B;R3×3) | ∇ · T = 0 inB, N · T = t on St

}
. (12)

Thus for any givenT ∈ Ta , the primal problem (P) for the generalized neo-Hookean
material can be written in following canonical form:
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(P)T : min

{
ΠT(∇χ) =

∫
B
G(∇χ) dB | ∀χ ∈ Xc

}
, (13)

where Xc = {χ ∈ Xa| Λ(∇χ) ∈ Ea} and the integrand G : Fa → R is defined by

G(F) = V (Λ(F)) − tr(FTT). (14)

By the fact that det F > 0 is not a variational constraint and the certain constitutive
constraints, such as coercivity and objectivity, have been naturally relaxed by the
canonical transformation, the domain of G(F) is simplyFa = R

3×3.
Let SO(3) = {R ∈ R

3×3| RT = R−1, detR = 1} and

R = {R(x) ∈ L1[B,R3×3]| R(x) ∈ SO(3) ∀x ∈ B}. (15)

Theorem 1 For any given T ∈ Ta, if χ̄ ∈ Xc is a stationary solution to (P)T, then
it is also a stationary solution to (P).

For any given rotation field R(x) ∈ R such that RTT ∈ Ta, then ΠT(F)

= ΠT(RF).
For any uniform rotation R ∈ SO(3) such that RTT ∈ Ta, if χ̄ is a stationary

solution to (P), then Rχ̄ is also a stationary solution to (P).

Proof. For any given T ∈ Ta , the stationary condition for the canonical variational
problem (P)T leads to the following canonical boundary value problem

(BV P)T :
{∇ · (2ζ∇χ) = ∇ · T = 0 inB,

N · (2ζ∇χ) = N · T = t on St , χ = 0 on Sx
(16)

which is identical to (BV P) since

σ = ∇W (F) = ∂V (ξ)

∂ξ

∂ξ

∂F
= 2ζF, ζ = ∇V (ξ).

By the objectivity of ξ = Λ(F) = Λ(RF) ∀R(x) ∈ R and the fact that

∫
B
tr[(R∇χ)TT]dB =

∫
B
tr[(∇χ)T (RTT)]dB =

∫
St

χ · tdS ∀RTT ∈ Ta,

we have ΠT(F) = ΠT(RF) ∀R(x) ∈ R. Particularly, for any uniform R ∈ SO(3)
such that RTT ∈ Ta , we have Π(χ) = ΠT(RF(χ)). �

Theorem 1 is important for understanding the canonical duality theory.
By the canonical assumption on V (ξ), the duality relation ζ = ∇V (ξ) : Ea → E ∗

a
is invertible. The complementary energy can be defined uniquely by the Legendre
transformation

V ∗(ζ ) = {ξζ − V (ξ)| ζ = ∇V (ξ)}. (17)
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Clearly, the function V : Ea → R is canonical if and only if the following canonical
duality relations hold on Ea × E ∗

a

ζ = ∇V (ξ) ⇔ ξ = ∇V ∗(ζ ) ⇔ V (ξ) + V ∗(ζ ) = ξζ. (18)

Using V (ξ) = ξζ − V ∗(ζ ), the nonconvex function G(F) can be written as the stan-
dard Gao and Strang total complementary function Ξ : Xa × E ∗

a → R

Ξ(χ , ζ ) =
∫
B

[
Λ(∇χ)ζ − V ∗(ζ ) − tr((∇χ)TT)

]
dB. (19)

The canonical dual function can be obtained by the canonical dual transformation:

Πd(ζ ) = sta{Ξ(χ , ζ )| χ ∈ Xa} =
∫
B
Gd(ζ )dB, (20)

where the notation sta{Ξ(χ, ζ )| χ ∈ Xa} stands for finding (partial) stationary point
χ ∈ Xa of Ξ(χ , ζ ) for a given ζ ∈ Sa , and

Gd(ζ ) = −V ∗(ζ ) − 1

4
ζ−1τ 2, τ 2 = tr(TTT). (21)

Let Sa ⊂ E ∗
a be a canonical dual feasible space defined by

Sa = {ζ ∈ E ∗
a | ζ−1τ 2 ∈ L1(B)}. (22)

Thus, the pure complementary energy principle, first proposed in 1998 [3], leads to
the following canonical dual variational problem

(Pd) : sta

{
Πd(ζ ) =

∫
B
Gd(ζ )dB | ζ ∈ Sa

}
. (23)

Since the canonical dual variable ζ is a scalar-valued function, the criticality condition
for this variational problem leads to a so-called canonical dual algebraic equation
(see [5]):

4ζ 2∇V ∗(ζ ) = τ 2(x) ∀x ∈ B. (24)

Note that ∇V ∗(ζ ) : E ∗
a → Ea is also one-to-one and onto, this equation has at least

one solution for any given τ 2 = tr(TTT) ≥ 0 and ζ = 0 only if τ = 0. Therefore,
although there is an inverse term ζ−1 in Gd(ζ ), this canonical dual function is well-
defined on Sa . Due to the nonlinearity, the solution to (24) may not be unique
[5, 7, 9, 10]. By the pure complementary energy principle proposed by Gao in 1999
(see [5]), we have

Theorem 2 (ComplementaryDualPrinciple)For any givenT ∈ Ta, the following
statements are equivalent:
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1) (χ̄ , ς̄) is a stationary point of Ξ(χ , ζ );
2) χ̄ is a stationary solution to (P);
3) ς̄ is a stationary solution to (Pd).
Moreover, we have

Π(χ̄) = Ξ(χ̄ , ς̄) = Πd(ς̄) (25)

Proof. For any givenT ∈ Ta , the stationary condition ofΞ(χ , ζ ) leads to the canon-
ical equilibrium equations

Λ(F(χ̄)) = ∇V ∗(ς̄), (26)

2ς̄F(χ̄) = T ∈ Ta (27)

By the canonical duality, (26) is equivalent to ς̄ = ∇V (ξ) with ξ = Λ(∇χ̄).
Thus, χ̄ must be a stationary solution to (P)T and also a stationary solution to (P)

due to Theorem 1.
By solving (27) we have F(χ̄) = 1

2ς̄ T. Substituting this into (26) leads to the

canonical dual equation (24). Thus, ς̄ is a stationary solution to (Pd).
The equivalence and the Eq. (25) can be proved by

sta{ΠT(∇χ)| χ ∈ Xc} = sta{Ξ(χ, ζ )| (χ , ζ ) ∈ Xa × E ∗
a } = sta{Πd (ζ )| ζ ∈ Sa}

and Theorem 1. �

Theorem 3 (Pure Complementary Energy Principle) For any given nontrivial
t �= 0 and χ ∈ Xa such that T ∈ Ta �= ∅, (24) has at least one solution ζk �= 0, the
deformation gradient defined by Fk = ∇χ k = ζ−1

k T is a critical point of Π(χ) and
Π(χ k) = Πd(ζk).

Moreover, if ∇ × (ζ−1
k T) = 0, then the deformation vector defined by

χ k(x) = 1

2

∫ x

x0
ζ−1
k T · dx (28)

along any path from x0 ∈ Sx to x ∈ B is a solution to (BV P)T in the sense that it
satisfies both equilibrium equation and boundary conditions in (16).

Proof. By the canonical duality relations in (18) we know that ξk = ∇V ∗(ζk) > 0.
Thus, for a given nontrivial t(x), there exists a nontrivial τ 2(x) = tr(TTT) inB such
that the canonical dual algebraic equation (24) have at least one nontrivial solution
ζk(x) inB.

Since the critical point ζk is a solution to (24), we have

ξk = tr(FT
k Fk) = 1

4
ζ−2
k tr(TTT) = ∇V ∗(ζk) ⇒ Fk = 1

2
ζ−1
k T (29)

subjected to any given rotation field R(x) ∈ R. By the fact that the canonical dual
solution ζk defined by (24) is independent of the rotation field, the canonical duality
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leads to
Gd(ζz) = Ξ(Fk, ζk) = V (Λ(Fk)) − tr(FT

k T) = G(Fk).

This shows Π(χ k) = Πd(ζk).
To prove χ k defined by (28) is a solution to (BV P)T, we simply substitute

∇χ k = Fk = 1
2ζ

−1
k T into (BV P)T to have all necessary equilibrium conditions sat-

isfied. Therefore, χ k defined by (28) is a solution to (BV P)T. �

This pure complementary energy principle shows that by the canonical dual trans-
formation, the fully nonlinear partial differential equation in (BV P)T can be con-
verted to an algebraic equation (24), which can be solved to obtain a complete set
of solutions (see [7, 8]). In literature, this pure complementary energy principle is
known as the Gao principle [14].

Since Sa is nonconvex, in order to identify global and local optimal solutions,
we need the following convex subsets

S +
a = {ζ ∈ Sa| ζ > 0}, S −

a = {ζ ∈ Sa| ζ < 0}. (30)

Then by the canonical duality-triality theory developed in [5] we have the following
theorem.

Theorem 4 Suppose that V : Ea → R is convex and for a given T ∈ Ta such that
{ζk} is a solution set to (24), Fk = 1

2ζ
−1
k T, and χ k is defined by (28), we have the

following statements.

1. If ζk ∈ S +
a , then ∇2W (Fk) � 0 and χ k is a global minimal solution to

(P).
2. If ζk ∈ S −

a and ∇2W (Fk) � 0, then χ k is a local minimal solution to
(P).

3. If ζk ∈ S −
a and ∇2W (Fk) ≺ 0, then χ k is a local maximal solution to

(P).

If {ζk} ⊂ S +
a , then {χ k} is a convex set. The solution of (P) is unique if

{ζk} ⊂ S +
a .

Proof. By using chain rule for W (F) = V (ξ(F)) we have ∇W (F) = 2F[∇V (ξ)]
= 2ζF, and

∇2W (F) = 2ζ I ⊗ I + 4h(ξ)F ⊗ F, (31)

where I is an identity tensor in R
3×3, h(ξ) = ∇2V (ξ) ≥ 0 due to the convexity

of V on Ea . Therefore, ∇2W (Fk) � 0 if ζk ∈ S +
a .

To prove χ k is a global minimizer of (P), we follow Gao and Strang’s work
in 1989 [11]. By the convexity of V (ξ) on its convex domain Ea , we have

V (ξ) − V (ξk) ≥ (ξ − ξk)ζk ∀ξ, ξk ∈ Ea, ζk = ∇V (ξk). (32)

For any given variation δχ , we let χ = χ k + δχ . Then we have [11]
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Λ(∇χ) = tr[(∇χ)T (∇χ)] = Λ(∇χ k) + Λt (∇χ k)(∇δχ) − Λc(∇δχ), (33)

where Λt (F)δF = 2tr[FT (δF)] and Λc(δχ) = −Λ(δχ). Clearly, Λ(F) = Λt (F)F
+ Λc(F). Then combining the inequality (32) and (33), we have

Π(χ) − Π(χk) ≥
∫
B

2ζk tr [(∇χk)
T (∇δχ)]dB −

∫
St

δχ · tdS +
∫
B

ζk tr [(∇χ)T (∇χ)]dB

=
∫
B

[2ζk(∇χk) − T] : (∇δχ)dB + Gap(δχ , ζk) ∀χ, δχ ∈ Xc (34)

for any given T ∈ Ta , where

Gap(χ , ζ ) =
∫
B

−Λc(∇χ)ζdB =
∫
B

ζ tr[(∇χ)T (∇χ)]dB (35)

is the complementary gap function introduced by Gao and Strang in [11]. If χ k is a
critical point of Π(χ), then we have

∫
B

[2(∇χ k)ζk − T] : (∇δχ)dB = 0 ∀δχ ∈ Xc, ∀T ∈ Ta

Thus, we have Π(χ) − Π(χ k) ≥ Gap(δχ , ζk) ≥ 0 ∀δχ ∈ Xc if ζk ∈ S +
a . This

shows that χ k is a global minimizer of (P).
To prove the local extremality, we replace Fk in (31) by Fk = 1

2ζ
−1
k T such that

G(ζk) = ∇2W (Fk) = 2ζkI ⊗ I + ζ−2
k h(ξk)T ⊗ T, (36)

where ξk = ∇V ∗(ζk). Clearly, for a given T ∈ Ta such that ζk ∈ S −
a , the Hessian

∇2W (Fk) could be either positive or negative definite. The total potential Π(χ k)

is locally convex if the Legendre condition ∇2W (∇χ k) � 0 holds, locally concave
if ∇2W (∇χ k) ≺ 0. Since χ k is a global minimizer when ζk ∈ S +

a , therefore, for
ζk ∈ S −

a , the stationary solution χ k is a local minimizer if ∇2W (∇χ k) � 0 and, by
the triality theory [5, 12], χ k is the biggest local maximizer if ∇2W (∇χ k) ≺ 0.

If {ζk} ⊂ S +
a , then all the solutions {χ k} are global minimizers and form a con-

vex set. Since Πd(ζ ) is strictly concave on the open convex set S +
a , the condition

{ζk} ⊂ S +
a implies the unique solution of (24). In this case, Problems (P)T has at

most one solution. �

Theorem 5 (TrialityTheory)For any givenT ∈ Ta �= ∅, let ζk be a critical point of
(Pd), the vectorχ k be defined by (28), andXo × So ⊂ Xc × S −

a a neighborhood2

of (χ k, ζk).
If ζk ∈ S +

a , then

2The neighborhood Xo of χk in the canonical duality theory means that χk is the only one critical
point of Π(χ) on Xo (see [5]).
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Π(χ k) = min
χ∈Xc

Π(χ) = max
ζ∈S +

a

Πd(ζ ) = Πd(ζk). (37)

If ζk ∈ S −
a and G(ζk) � 0, then

Π(χ k) = min
χ∈Xo

Π(χ) = min
ζ∈So

Πd(ζ ) = Πd(ζk). (38)

If ζk ∈ S −
a and G(ζk) ≺ 0, then

Π(χ k) = max
χ∈Xo

Π(χ) = max
ζ∈So

Πd(ζ ) = Πd(ζk). (39)

This theorem shows that for convex canonical function V , the triality theory
can be used to identify both global and local extremum solutions to the variational
problem (P) and the nonconvex minimum variational problem (P)T is canonically
equivalent to the following concave maximization problem over an open convex set
S +

a , i.e.,

(P�)T : max

{
Πd(ζ ) =

∫
B
Gd(ζ )dB | ζ ∈ S +

a

}
, (40)

which is much easier to solve than directly for obtaining global optimal solution
of (P).

3 Generalized Quasiconvexity, G-Ellipticity,
and Uniqueness

Ellipticity is a classical concept originally from linear partial differential systems,
where the deformation is a scalar-valued function χ : B → R and stored energy is
a quadratic function W (γ ) = 1

2γ
THγ of γ = ∇χ ∈ R

3. The linear operator

L[χ ] = −∇ · [H(∇χ)] = −[hi jχ, j ],i
is called elliptic if H = {hi j } is positive definite. In this case, the function G(γ ) =
W (γ ) − γ T τ is convex and its level set is an ellipse for any given τ ∈ R

3. This con-
cept has been extended to nonlinear analysis. The fully nonlinear partial differential
equation in (BV P) (6) is called elliptic if the following Legendre–Hadamard (LH)
condition holds

(a ⊗ a) : ∇2W (F) : (η ⊗ η) ≥ 0 ∀a, η ∈ R
3, ∀F ∈ Fa . (41)

The (BV P) is called strong elliptic if the inequality holds strictly. In this case,
(BV P) has at most one solution. In vector space, the LH condition is equivalent to
Legendre condition ∇2W (γ ) � 0 ∀γ ∈ R

n .
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Clearly, the LH condition is only a sufficient condition for local minimizer of the
variational problem (P). In order to identify ellipticity, onemust to check LH condi-
tion for all local solutions, which is impossible for general fully nonlinear problems.
Also, the traditional ellipticity definition depends only on the stored energy W (F)

regardless of the linear term inG(F) = W (F) − tr(FTT). This definition works only
for convex systems since the linear term tr(FTT) can’t change the convexity ofG(F).
But this is not true for nonconvex systems. To see this, let us consider the St. Venant–
Kirchhoff material

W (F) = 1

2
E : H : E, E = 1

2
[(F)T (F) − I], (42)

where I is a unit tensor in R
3×3. Clearly, this function is not even rank-one convex.

A special case of this model in Rn is the well-known double-well potential W (γ ) =
1
2 (

1
2 |γ |2 − 1)2. If we let ξ = Λ(γ ) = 1

2 |γ |2 − 1 be an objectivemeasure, we have the
canonical function V (ξ) = 1

2ξ
2. In this case, the canonical dual algebraic equation

(24) is a cubic equation (see [5]) 2ζ 2(ζ + 1) = τ 2, which has at most three real
solutions {ζk(x)} at each x ∈ B satisfying ζ1 ≥ 0 ≥ ζ2 ≥ ζ3. It was proved in [5]
(Theorem 3.4.4, page 133) that for a given force t(x), if τ 2(x) > 8/27 ∀x ∈ B ⊂ R,
then (BV P)T has only one solution on B. If τ 2(x) < 8/27 ∀x ∈ Bs ⊂ B, then
(BV P)T has three solutions {χk(x)} at each x ∈ Bs , i.e.,Π(χ) is nonconvex onBs .
It was shown by Gao and Ogden that these solutions are nonsmooth if τ(x) changes
its sign onBs [10].

Analytical solutions for general 3-D finite deformation problem (P) were first
proposed by Gao in 1998–1999 [3, 4]. It is proved recently [8] that for St Venant–
Kirchhoff material, the problem (P) could have 24 critical solutions at eachmaterial
point x ∈ B, but only one global minimizer. The solution is unique if the external
force is sufficiently large.

For a given function G : Fa → R, its level set and sub-level set of height α ∈ R

are defined, respectively, as the following

Lα(G) = {F ∈ Fa | G(F) = α}, L �
α (G) = {F ∈ Fa | G(F) ≤ α}, α ∈ R.

(43)
The geometrical explanation for ellipticity and Theorem 4 is illustrated by Fig. 1,
which shows that the nonconvex function G(γ ) = 1

2 (
1
2 |γ |2 − 1)2 − γ T τ depends

sensitively on the external force τ ∈ R
2. If |τ | is big enough, G(γ ) has only one

minimizer and its level set is an ellipse (Fig. 1b). Otherwise, G(γ ) has multiple local
minimizers and its level set is not an ellipse. For τ = 0, it is well-known Mexican
hat in theoretical physics (Fig. 1a). Figure1 shows that although G(γ ) has only one
global minimizer for certain given τ , the function is still nonconvex. Such a function
is called quasiconvex in the context of global optimization. In order to distinguish this
type of functions with Morry’s quasiconvexity in nonconvex analysis, a generalized
definition in a tensor space Fa ⊂ R

m×n could be convenient.
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Fig. 1 Graphs and level sets of G(x) for τ = 0 (left) and τ �= 0 (right)

Definition 1 (G-Quasiconvexity). A function G : Fa ⊂ R
m×n → R is called

G-quasiconvex if its domain Fa is convex and

G(θF + (1 − θ)T) ≤ max{G(F),G(T)} ∀F, T ∈ Fa, ∀θ ∈ [0, 1]. (44)

It is called strictly G-quasiconvex if the inequality holds strictly.

Moreover, we may need a definition of generalize ellipticity for nonconvex systems.

Definition 2 (G-Ellipticity). For a given functionG : Fa → R and α ∈ R, its level
setLα(G) is said to be a G-ellipse if it is a closed, simply connected set. For a given
t such that T ∈ Ta , the (BV P) is said to be G-elliptic if the total potential function
G(F) is G-quasiconvex on Fa . (BV P) is strongly G-elliptic if G(F) is strictly
G-quasiconvex.

Lemma 1 For a given function G : Fa ⊂ R
m×n → R,

G(F) is G-quasiconvex ⇔ L �
α (G) is convex ⇔ Lα(G) is a G-ellipse ∀α ∈ R .

G(F) is convex ⇒ is rank-one convex ⇒ G-quasiconvex ⇒ (BV P) is G-elliptic.

This statement shows an important fact in nonconvex systems, i.e., the total num-
ber of solutions to a nonlinear equation depends not only on the stored energy, but
also (mainly) on the external force field. The nonlinear partial differential equation
in (BV P) is elliptic only if it is G-elliptic. (BV P) has at most one solution if G(F)

is strictly G-quasiconvex onFa .

Remark 3 (Existence and Uniqueness) Suppose that the canonical function V :
Ea → R is convex, then ∇V ∗(ζ ) > 0 is a monotonic operator on E ∗

a . If for a given
t : St → R

3 such that T ∈ Ta �= ∅ and τ 2(x) = tr(TTT) �= 0 ∀x ∈ B, then the
nonconvex variational problem (P) has at least one nontrivial solution a.e. in B.
It has a unique nontrivial solution if there exists a constant τc such that τ 2(x) =
tr(TTT) ≥ τ 2

c ∀x ∈ B.
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In global optimization, the most simple quadratic integer programming problem

(P)i : min

{
Π(x) = 1

2
xTQx − xT t | x = {xi }n ∈ {0, 1}n ⊂ R

n

}

could have up to 2n local minimizers, which cannot be solved directly by tradi-
tional deterministic methods in polynomial time due to the indefinite matrix Q and
the integer constraint. Such a nonconvex discrete optimization problem is consid-
ered as NP-hard in computer science. However, by using canonical transformation
ξ = Λ(x) = {xi (xi − 1)} ∈ R

n , the canonical dual of this discrete problem is a con-
cavemaximization over a convex set in continuous space [12]. Itwas proved in [6] that
there exists a positive vector τ = {τi }n > 0 ∈ R

n , if {|ti | ≤ τi }n , then S +
a �= ∅ and

(P)i is notNP-hard. The decision variable is simply {xi } = {0 if ti < −τi , 1 if ti >

τi } (Theorem 8, [6]). Thus, the canonical duality theory can be used to identify NP-
hard problems [12].

4 Applications in Anti-plane Shear Deformation

Now let us consider a special case that the homogeneous elastic body B ⊂ R
3 is a

cylinder with generators parallel to the e3 axis and with cross section a sufficiently
nice regionΩ ⊂ R

2 in the e1 × e2 plane. The so-called anti-plane shear deformation
is defined by (see [13])

χ(x) = {x1, x2, x3 + u(x1, x2)} : Ω ⊂ R
2 → R

3, (45)

where (x1, x2, x3) are cylindrical coordinates in the reference configuration B
relative to a cylindrical basis {ei }, i = 1, 2, 3.OnΓχ ⊂ ∂Ω , the homogenous bound-
ary condition is given u(xα) = 0 ∀xα ∈ Γχ, α = 1, 2. On the remaining boundary
Γt = ∂Ω ∩ Γχ , the cylinder is subjected to the shear force

t(x) = t (x)e3 ∀x ∈ Γt ,

where t : Γt → R is a prescribed function. For this anti-plane shear deformation we
have

F = ∇χ =
⎛
⎝ 1 0 0

0 1 0
u,1 u,2 1

⎞
⎠ , C = FTF =

⎛
⎝1 + u2,1 u,1u,2 u,1

u,1u,2 1 + u2,2 u,2

u,1 u,2 1

⎞
⎠ , (46)

where u,α represents ∂u/∂xα for α = 1, 2. By the notation |∇u|2 = u2,1 + u2,2,
we have

I1(C) = I2(C) = 3 + |∇u|2, I3(C) ≡ 1, (47)
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Clearly, bothF and I1(C) depend only on the shear strain γ = ∇u = {u,α}, therefore,
the strain energy can be equivalently written in the forms of

W (F(γ )) = V (ξ(γ )) = Ŵ (γ ) (48)

where Ŵ (γ ) is a real-valued function.
The fact det F ≡ 1 shows that the anti-plane shear state (45) is an isochoric defor-

mation. Therefore, the kinetically admissible displacement spaceXc can be simply
replaced by a convex set

Uc = {u(x) ∈ W 1,1(Ω;R)| u(x) = 0 ∀x = {xα} ∈ Γχ }. (49)

Thus, in terms of ξ = Λ(γ ) = I1 − 3 = |γ |2 and W (F(γ )) = V (Λ(γ )), for any
given

τ ∈ Ta = {τ ∈ C1[Ω;R2]| ∇ · τ = 0 in Ω, n · τ = t on Γt }

Problem (P)T for the anti-plane shear deformation (45) has the following form

(P)s : min

{
Π(u) =

∫
Ω

G(∇u)dΩ | u ∈ Uc

}
, G(γ ) = V (Λ(γ )) − γ T τ

(50)
Under certain regularity conditions, the associatedmixed boundary value problem

is

(BV P)s :
{∇ · (2ζ∇u) = 0 in Ω,

n · (2ζ∇u) = t on Γt , u = 0 on Γχ
(51)

where n = {nα} ∈ R
2 is a unit vector norm to ∂Ω , and ζ = ∇V (ξ), ξ = |∇u|2.

If Γχ = ∂Ω , then (BV P)s is a Dirichlet boundary value problem, which has only
trivial solution due to zero input. For Neumann boundary value problem Γt = ∂Ω ,
the external force field must be such that

∫
Γt

t (x)dΓ = 0

for overall force equilibrium. In this case, if χ̄ is a solution to (BV P)s , thenχ = χ̄ +
c is also a solution for any vector c ∈ R

3 since the cylinder is not fixed. Therefore, the
mixedboundaryvalueproblem (BV P)s is necessary for anti-plane shear deformation
to have a unique solution.

By the fact that the only unknown u is a scalar-valued function, anti-plane
shear deformations are one of the simplest classes of deformations that solids can
undergo [13]. Indeed, if V (ξ) is a canonical function on Ea = {ξ ∈ L p(Ω)| ξ(x) ≥
0 ∀x ∈ Ω} and for any given τ ∈ Ta such that τ = |τ |, the canonical dual problem
has a very simple form
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(Pd)s : sta

{
Πd(ζ ) =

∫
Ω

[
−V ∗(ζ ) − 1

4
ζ−1τ 2

]
dΩ | ζ ∈ Sa

}
. (52)

Since Λ(u) = |∇u|2, the canonical dual algebraic equation (24) for this problem is

4ζ 2∇V ∗(ζ ) = τ 2(x), ∀x ∈ Ω. (53)

Corollary 1 For any given nontrivial shear force t (x) �= 0 on Γt such that τ ∈
Ta �= ∅, the canonical dual problem (Pd)s has at least one nontrivial solution ζk .
If ∇ × (ζ−1

k τ ) = 0, the scale-valued function

uk(x) = 1

2

∫ x

x0
ζ−1
k τ · dx (54)

along any path from x0 ∈ Γχ to x ∈ Ω is a critical point of Π(u) and Π(uk) =
Πd(ζk).

If ζk ∈ S +
a , then uk is a global minimizer of (P)s .

If ζk ∈ S −
a and G(ζk) � 0, then uk is a local minimizer of (P)s .

If ζk ∈ S −
a and G(ζk) ≺ 0, then uk is a local maximizer of (P)s .

Example. Applications of the canonical duality theory to general anti-plane shear
problems have been demonstrated for solving convex exponential and nonconvex
polynomial stored energies recently in [7]. In this paper, the following generalized
neo-Hookean model is considered

V (ξ) = c1(I1 − 3) + c2(I1 − 3) log(I1 − 3) (55)

where c1, c2 are positive material constants. Clearly, V (ξ) is convex in ξ = I1 − 3,
but

Ŵ (γ ) = V (I1(γ )) = c1|γ |2 + c2|γ |2 log |γ |2

is a double-well function of the shear strain γ = ∇u (see Fig. 2).

It is easy to check

ζ = ∇V (ξ) = c1 + c2(log ξ + 1) : Ea → E ∗
a = Lq(Ω)

is one-to-one and onto, where q is a dual number of p ≥ 1, i.e., 1/p + 1/q = 1. The
complementary energy can be obtained easily

V ∗(ζ ) = sta{ξζ − V (ξ)| ξ ∈ Ea} = c2 exp[c−1
2 (ζ − c1) − 1]

In this case, the canonical dual algebraic equation is

ζ 2 exp

[
ζ − c1
c2

− 1

]
= τ 2(x) ∀x ∈ Ω. (56)
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Fig. 2 Graphs of Ŵ (γ ) (a) and its derivative (b) (c1 = c2 = 1)

Let h2(ζ ) = ζ 2 exp[(ζ − c1)/c2 − 1] be the left hand side function in the canonical
dual algebraic equation (56). By solving h′(ζc) = 0 we known that at ζc = −2c2,
h(ζ ) has a local maximum

hmax(ζc) = η = 2c2
√
exp[−3 − c1/c2].

From the graphs of the canonical dual algebraic curve h(ζ ) given in Fig. 3 we
can see that the canonical dual algebraic equation (56) may have at most three real
solutions in the order of ζ1 ≥ 0 ≥ ζ2 ≥ ζ3 depending on τ = |τ (x)|, x ∈ Ω (see
Fig. 3b). The Eq. (56) has a unique solution if τ > η. In this case, the total strain
grandG(γ ) is strictly G-quasiconvex (see Fig. 4). Figure5 shows the graphs ofG(γ )

and its canonical dual Gd(ζ ) for τ < η. In this case, the function G(γ ) is nonconvex
and has three critical points. The triality theory holds for G(γ ) and its canonical dual
Gd(ζ )

G(γ1) = min
γ≥0

G(γ ) = max
ζ>0

Gd(ζ ) = Gd(ζ1).

G(γ2) = min
γ∈Go

G(γ ) = min
ζ>−2c2

Gd(ζ ) = Gd(ζ2).

G(γ3) = max
γ∈Go

G(γ ) = max
ζ<−2c2

Gd(ζ ) = Gd(ζ3),

where Go is a neighborhood of γi (i = 1, 2).

5 Conclusions

In summary, the following conclusions can be obtained.

1. The pure complementary energy principle and canonical duality-triality theory
developed in [5] are useful for solving general nonlinear boundary value problems
in nonlinear elasticity.
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Fig. 5 Graphs of G(γ ) and Gd (ζ ) for τ < η (c1 = c2 = 1)
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2. Both convexity of the total potential and ellipticity condition of the associated
fully nonlinear boundary value problem depend not only on the stored energy
function, but also sensitively on the external force field.

3. The Legendre–Hadamard condition is only a necessary ellipticity condition for
convex systems. The triality theory provides a sufficient condition to identify both
global and local extremum solutions for nonconvex problems.

These conclusions are naturally included in the canonical duality-triality theory
developed by the author and his coworkers during the last 25 years [5]. Extensive
applications have been given in multidisciplinary fields of biology, chaotic dynam-
ics, computational mechanics, information theory, phase transitions, post-buckling,
operations research, industrial and systems engineering, etc. (see recent review article
[12]).
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Analytic Solutions to 3-D Finite Deformation
Problems Governed by St Venant–Kirchhoff
Material

David Yang Gao and Eldar Hajilarov

Abstract This paper presents a detailed study on analytical solutions to a general
nonlinear boundary-value problem in finite deformation theory. Based on canonical
duality theory and the associated pure complementary energy principle in nonlinear
elasticity proposed by Gao in (Mech Res Commun 26:31–37, 1999, [6], Wiley Ency-
clopedia of Electrical and Electronics Engineering, 1999, [7], Meccanica 34:169–
198, 1999, [8]), we show that the general nonlinear partial differential equation for
deformation is actually equivalent to an algebraic (tensor) equation in stress space.
For St Venant–Kirchhoff materials, this coupled cubic algebraic equation can be
solved principally to obtain all possible solutions. Our results show that for any
given external source field such that the statically admissible first Piola–Kirchhoff
stress field has nonzero eigenvalues, the problem has a unique global minimal solu-
tion, which is corresponding to a positive-definite second Piola–Kirchhoff stress T,
and at most eight local solutions corresponding to negative-definite T. Additionally,
the problem could have 15 unstable solutions corresponding to indefinite T. This
paper demonstrates that the canonical duality theory and the pure complementary
energy principle play fundamental roles in nonconvex analysis and finite deformation
theory.

1 Nonconvex Variational Problem and Motivation

A large class of finite deformation problems in nonlinear elasticity can be formulated
on the basis of a variational principle (P) in which it is required to minimize certain
nonconvex potential energy. Typically, this takes the form
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(P) : min
χ∈Xa

{
Π(χ) =

∫
Ω

W (∇χ)dΩ +
∫

Ω

φ(χ)ρdΩ −
∫

Γt

χ · tdΓ
}

, (1)

where χ represents the deformation field (a bijection), W (F) is the strain energy per
unit reference volume,which is a nonlinear differentiable function of the deformation
gradient F = ∇χ , and ∇ is the gradient operator in a simply connected domain (the
reference configuration of the body) Ω ⊂ R

3 with boundary ∂Ω = Γ = Γt ∪ Γχ

such that Γt ∩ Γχ = ∅. Each material point in Ω is labeled by its position vector X
and the corresponding point in the deformed configuration is denoted by x (= χ(X)).
The body force f (per unitmass) is taken to be conservativewith potentialφ(x) so that
f = −gradφ, and ρ is the reference mass density. On the part Γt of the boundary the
surface traction t is prescribed to be of dead-load type, while onΓχ the deformationχ

is given. The notationXa identifies a kinematically admissible space of deformations
χ , defined by

Xa = {χ ∈ W 1,p(Ω;R3)
∣∣ ∇χ ∈ Fa, χ = χ0 on Γχ }, (2)

whereW 1,p is the Sobolev space, i.e. a function space in which both χ and its weak
derivative ∇χ have a finite L p(Ω) norm. Fa = {F ∈ L p(Ω;R3×3)| det F > 0}
denotes the admissible deformation gradient space with p > 1. Clearly, solutions
χ ∈ Xa of the problem (P) are not necessarily to be smooth.

The criticality condition δΠ(χ) = 0 leads to a mixed boundary-value problem
(BVP), namely

(BV P) :
{∇ · [∇FW (∇χ)] + ρf = 0 in Ω,

n · [∇FW (∇χ)] = t on Γt ,
(3)

where ∇FW (∇χ) = ∂W (F)/∂F (in components ∂W/∂ Fiα), n is the unit outward
normal to Γt and, in component form, we adopt the conventions∇ · τ = {∂τiα/∂ Xα}
and τ · n = {τiαnα}. Note that ∇ · τ is defined in the weak sense where ∇χ is dis-
continuous. In general, it is rarely possible to solve this nonlinear boundary-value
problem by use of direct methods. Indeed, the strain energy W (F) is a nonconvex
function of F, the problems (P) and (BV P) are not equivalent, and (BVP) may
possess multiple solutions. Identification of the global minimizer of the variational
problem (P) is a fundamentally difficult task in nonconvex analysis. From the point
of view of numerical analysis, any numerical discretization of the problem (P) leads
to a nonconvex minimization problem, and it is well known in global optimization
theory that most nonconvex minimization problems are NP-hard [11–13].

Duality principles play fundamental roles in sciences and engineering, especially
in continuum mechanics and variational analysis. For linear elasticity, since the
stored strain energy W is a convex function of the (infinitesimal) strain tensor, it
is well known that each potential variational (primal) problem is linked a unique
equivalent (dual) complementary variational problem via the conventional Legendre
transformation. This one-to-one duality relation is also known as the complemen-
tary variational principle, which has been well studied with extensive applications in
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both mathematical physics and engineering mechanics (see Arthurs, Nobel-Sewell,
Oden-Reddy, Tabarrok-Rimrott, etc.).

In finite deformation theory, if the stored-energy density W (F) is a strictly con-
vex function of the deformation gradient tensor F over the field Ω , then the first
Piola–Kirchhoff stress tensor can be uniquely determined by τ = ∇W (F) and the
complementary energy density W ∗ can be obtained explicitly by the Legendre trans-
formation:

W ∗(τ ) = {
F :τ − W (F)

∣∣ τ = ∇W (F)
}
, (4)

where F : τ is defined as tr(F · τT) and T signifies the transpose. In this case, the
complementary variational problem can be defined as

min
τ∈Ta

{
Π c(τ ) =

∫
Ω

W ∗(τ )dΩ −
∫

Γχ

χ0 · τ · ndΓ

}
, (5)

where Ta is the statically admissible space defined by

Ta = {
τ ∈ L q(Ω)

∣∣ ∇ · τ + ρf = 0 in Ω, τ · n = t on Γt
}
, (6)

where q is the conjugate number of p, i.e. it is given by 1/p + 1/q = 1. This com-
plementary variational problem was first studied by Levinson [25]. The well-known
Levinson principle states that if τ̄ is a solution of the complementary variational
problem (5), then the deformation field χ̄ defined through the inverse constitutive
law F(χ̄) = ∇W ∗(τ̄ ) is a solution of the potential variational problem (1) and the
complementarity condition

Π(χ̄) + Π c(τ̄ ) = 0

holds. This principle can be proved easily by using the traditional Lagrangian duality
theory (see [9–11]).

The Levinson principle is simply the counterpart in finite deformation theory of
the complementary variational principle in linear elasticity. In finite deformation
theory, the stored strain energy W (F) is in general nonconvex such that the stress-
deformation relation τ = ∇W (F) is not uniquely invertible [29] and the complemen-
tary energy functionW ∗ cannot be defined explicitly via theLegendre transformation.
Although by the Fenchel transformation

W �(τ ) = max
F

{F :τ − W (F)},

the Fenchel–Moreau type dual problem can be formulated in the form of

max
τ∈Ta

{
Π�(τ) =

∫
Γχ

χ0 · τ · ndΓ −
∫

Ω

W �(τ )dΩ

}
, (7)
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the nonconvexity of W leads only to the so-called weak duality theorem

min
χ∈Xa

Π(χ) ≥ max
τ∈Ta

Π�(τ )

due to the Fenchel–Young inequalityW (F) ≥ F :τ − W �(τ ). In nonconvex analysis,
the nonzero θ = minχ∈Xa Π(χ) − maxτ∈Ta Π�(τ ) > 0 is called the duality gap.
This duality gap shows that the well-developed Fenchel–Moreau duality theory can
be used to solve mainly convex problems.

In finite deformation theory, the well-known Hellinger–Reissner principle [21,
30] and the Fraeijs de Veubeke principle [36] hold for both convex and noncon-
vex problems. However, these principles are not considered as pure complementary
variational principles since the Hellinger–Reissner principle involves both the dis-
placement field and the second Piola–Kirchhoff stress tensor; while the Fraeijs de
Veubeke principle has both the rotation tensor and the first Piola–Kirchhoff stress as
its variational arguments. The existence of a pure complementary variational prin-
ciple in general finite deformation theory has been discussed by many researchers
over several decades (see, for example, [22–24, 26, 28, 29]). Moreover, since the
extremality condition in nonconvex variational analysis and global optimization is
fundamentally difficult to resolve, none of the classical complementary-dual vari-
ational principles in finite deformation theory can be used for reliable numerical
computations.

Canonical duality theory provides a potentially useful methodology for solving a
large class of nonconvex problems in complex systems. This theory consists mainly
of (1) a canonical dual transformation, which can be used to formulate perfect dual
problems in nonconvex systems; (2) a complementary-dual variational principle,
which allows a unified analytical solution form in terms of the canonical dual solu-
tions; (3) a triality theory, which provides sufficient criteria for identifying both
global and local extrema. The original idea of the canonical dual transformation was
introduced by Gao and Strang [19] in finite deformation systems. In order to recover
the duality gap in nonconvex variational problems, they discovered a so-called com-
plementary gap function, which leads to a complementary-dual variational principle
in finite deformation mechanics. They proved that if this gap function is positive on a
dual feasible space, the generalizedHellinger–Reissner energy is a saddle-functional.
It turns out that this gap function provides a sufficient condition for global optimal
solution in nonconvex variational problems. Seven years later, it was realized that the
negative gap function could be used to identify local extrema. Therefore, a triality
theory was first proposed in post-buckling problems of a large deformation beam
model [4], and a pure complementary energy principle was eventually obtained in
[6]. This principle can be used to obtain a general analytical solution for 3D large
deformation elasto-plasticity [8]. It was shown by Gao and Ogden (see [16, 17])
that for one-dimensional nonlinear elasticity problems, both global and local min-
imal solutions are usually nonsmooth and can’t be obtained by any Newton type
of numerical methods. For finite dimensional systems, the canonical duality theory
has been successfully applied for solving a large class of challenging problems in
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nonlinear elasticity [3], computational mechanics [1, 20, 34] and global optimiza-
tion with extensive applications in computational biology [7, 37], chaotic dynamical
systems [27, 32], discrete and network optimization [15, 18, 31, 33].

The purpose of this paper is to illustrate the application of the pure complementary
variational principle in combination with triality theory by solving a general non-
convex variational problem governed by St Venant–Kirchhoff material. The paper
is organized as follows. Section2 presents a brief review on the canonical duality
theory in nonlinear elasticity. Some fundamental issues in nonlinear elasticity are
addressed, including the reasons why the Legendre–Hadamard condition provides
only necessary condition for local minima, how the Gao–Strang gap function and
the triality theory can be used to identify both global and local extremal solutions. In
Sect. 3 we show that for the St Venant–Kirchhoff materials, the pure complementary
variational problem can be solved principally to obtain all possible solutions. Some
concluding remarks are contained in Sect. 4.

2 Canonical Duality Theory and Complementary
Variational Principle

It is known that the stored-energy function W : Fa → R must obey certain physi-
cal laws and requirements in continuum mechanics, such as the principle of material
frame-indifference [35], which lay amathematical foundation for the canonical dual-
ity theory. Let

SO(3) = {Q ∈ R
3×3| QT = Q−1, det Q = 1} (8)

be the special orthogonal group.

Definition 1 (Objectivity and Isotropy [9]).

(D1) Objective Set and Objective Function: A subset Fa ⊂ R
3×3 is said to be

objective if for every F ∈ Fa and every Q ∈ SO(3), QF ∈ Fa. A scalar-valued
function W : Fa → R is said to be objective if its domain is objective and

W (QF) = W (F) ∀F ∈ Fa, ∀Q ∈ SO(3). (9)

(D2) Isotropic Set and Isotropic Function: A subset Fa ⊂ R
3×3 is said to be

isotropic if for every F ∈ Fa and every Q ∈ SO(3), FQ ∈ Fa. A scalar-valued
function W : Fa → R is said to be isotropic if its domain is isotropic and

W (FQ) = W (F) ∀F ∈ Fa, ∀Q ∈ SO(3). (10)

The objectivity implies that the constitutive law of material is independent with
the observer (coordinate free). While the isotropy means that the material possesses
certain symmetry. Generally speaking, the deformation gradient F is a two-point
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tensor, which is not considered as a strain measure. The right Cauchy–Green tensor
C = FT F is a (Lagrange type) strain measure which is objective (rotation free), i.e.,

C(QF) = (QF)T (QF) = FT QT QF = C(F) ∀Q ∈ SO(3).

Dually, the left Cauchy–Green tensor B = FT F is an isotropic function of F.
In continuum mechanics, the objectivity is also known as the principle of frame-

indifference. According to P.G. Ciarlet, the stored-energy function of a hyper-elastic
material is objective if and only if there exists a function U (C) such that W (F) =
U (C(F)) (seeTheorem4.2-1 in [2]). This principle lays a foundation for the canonical
duality theory.

Indeed, the canonical dual transformation was developed from the concept of the
objectivity. The key step of this transformation is the introduction of a geometrically
admissible strain measure ξ = Λ(χ) : Xa → Ea ⊂ R

3×3 and the canonical function
U (ξ) : Ea → R such that the nonconvex stored-energy W (F) can be written in the
canonical form W (∇χ) = U (Λ(χ)). According to [9], a convex differentiable real-
valued function U (ξ) is said to be canonical on its domain Ea if the duality relation
ξ ∗ = ∇U (ξ) : Ea → E ∗

a is invertible such that the conjugate function U ∗(ξ ∗) of
U (ξ) can be defined uniquely by the Legendre transformation

U ∗(ξ ∗) = {ξ : ξ ∗ − U (ξ)| ξ ∗ = ∇U (ξ) ∀ξ ∈ Ea}. (11)

By the theory of convex analysis, it is easy to prove that the following canonical
duality relations hold on Ea × E ∗

a

ξ ∗ = ∇U (ξ) ⇔ ξ = ∇U ∗(ξ ∗) ⇔ U (ξ) + U ∗(ξ ∗) = ξ : ξ ∗ (12)

and the pair (ξ , ξ ∗) is called the canonical dual pair on Ea × E ∗
a .

Thus, on replacing W (∇χ) in the total potential energy Π(χ) by its canonical
form W (∇χ) = U (Λ(χ)), and we take the body force to be a constant, so that
φ(χ) = −f · χ , the minimal potential energy variational problem (1) can be written
in the following canonical form

(P) : min
χ∈Xa

{
Π(χ) =

∫
Ω

[U (Λ(χ)) − ρχ · f]dΩ −
∫

Γt

χ · tdΓ
}

. (13)

Furthermore, in terms of ζ = ξ∗ and by the Fenchel–Young equality

U (Λ(χ)) = Λ(χ) :ζ − U ∗(ζ ),

the so-called total complementary energy functional [19]Ξ : Xa × E ∗
a → R can be

written, in the present context, as

Ξ(χ , ζ ) =
∫

Ω

[
Λ(χ) :ζ − U ∗(ζ ) − ρχ · f

]
dΩ −

∫
Γt

χ · tdΓ. (14)
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For a given statically admissible field τ ∈ Ta , this total complementary functional
can be written in the following form

Ξτ (χ , ζ ) =
∫

Γχ

χ0 · τ · ndΓ +
∫

Ω

[
Λ(χ) :ζ − U ∗(ζ ) − (∇χ) : τ

]
dΩ. (15)

For a given ζ ∈ E ∗
a , the canonical dual functional Πd(ζ ) is then defined by

Πd(ζ ) = {
Ξ(χ , ζ )

∣∣ δχΞ(χ , ζ ) = 0
} = FΛ(ζ ) −

∫
Ω

U ∗(ζ )dΩ, (16)

where FΛ(ζ ) is defined by the so-called Λ-conjugate transformation [9, 13]

FΛ(ζ ) = sta

{∫
Ω

[Λ(χ) :ζ − ρχ · f]dΩ −
∫

Γt

χ · tdΓ
∣∣ χ ∈ Xa

}
, (17)

with sta indicating the stationary value at fixed ζ ∈ E ∗
a . In terms of τ ∈ Ta , we have

the following form

FΛ
τ (ζ ) =

∫
Γχ

χ0 · τ · ndΓ + sta

{∫
Ω

[Λ(χ) :ζ − (∇χ) : τ ]dΩ ∣∣ χ ∈ Xa

}
.

(18)
In finite deformation theory,

Πd
τ (ζ ) = FΛ

τ (ζ ) −
∫

Ω

U ∗(ζ )dΩ (19)

is also called the pure complementary energy functional, which was first proposed
in [6].

Theorem 1 (Complementary-Dual Variational Principle [8]) For a given stati-
cally admissible field τ ∈ Ta, the following statements are equivalent:

1. (χ̄ , ζ̄ ) is a critical point of Ξτ (χ , ζ );
2. χ̄ is a critical point of Π(χ);
3. ζ̄ is a critical point of Πd

τ (ζ ).

Moreover, we have

Π(χ̄) = Ξ(χ̄ , ζ̄ ) = Ξτ (χ̄ , ζ̄ ) = Πd
τ (ζ̄ ). (20)

This theorem shows that to find a critical solution to the nonconvex total potential
Π(χ) is equivalent to find a critical point of its canonical dual function Πd

τ (ζ ).
For a given τ ∈ Ta , different choice of the geometrical measure Λ(χ) will leads to
different, but equivalent, Πd

τ (ζ ) on a subset Sa ⊂ E ∗
a .

In finite deformation theory, the canonical duality relation is also known as the
Hill work conjugate and the canonical function U (ξ) is called strain energy-density.
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According to Hill, for a given hyper-elastic material, there exist a class of strain
measures ξ and the associated canonical functions U (ξ) such that the associated
stress can by defined uniquely by the canonical duality relation ξ ∗ = ∇U (ξ). There
are many canonical strain measures in finite elasticity and many of these strain
measures belong to the well-known Hill–Seth strain family

E(η) = 1

2η
[Cη − I],

where I is an identity tensor in R
3×3 and η is a real number.

Canonical duality theory and pure complementary energy principle for general
strainmeasures have been studied in [9]. In this paper, we consider only the Green–St
Venant strain tensor E(1), simply denoted as E. In this case, the geometrical operator

E = Λ(χ) = 1

2
[(∇χ)T (∇χ) − I] : Xa → Ea (21)

is a quadratic operator and its domain can be defined by

Ea = {E ∈ L p/2(Ω;R3×3)| E = ET , (2E + I) 
 0}. (22)

We assume that the associated strain energy density U (E) : Ea → R is convex
such that the conjugate stress ζ of E, denoted by T, can be defined uniquely by the
constitutive law

T = ∇U (E) : Ea → E ∗
a . (23)

This associated stress T is the well-known second Piola–Kirchhoff stress, which
is well-defined on E ∗

a = {T ∈ L p/(p−2)(Ω;R3×3)| T = TT }. In this case, the pure
complementary energy Πd

τ has the form of

Πd
τ (T) =

∫
Γχ

χ0 · τ · ndΓ −
∫

Ω

[
1

2
tr(τ · T−1 · τ + T) + U ∗(T)

]
dΩ, (24)

which is well-defined on the canonical dual space

Sa = {T ∈ E ∗
a | tr(τ · T−1 · τ ) ∈ L 1(Ω;R) ∀τ ∈ Ta}. (25)

Therefore, the canonical dual problem is to find the critical point T̄ ∈ Sa such that

(Pd) : Πd
τ (T̄) = sta{Πd

τ (T)| T ∈ Sa}. (26)

Theorem 2 (Analytical Solution Form [9]) For a given τ ∈ Ta, if T̄ is a critical
point of Πd

τ (T), then along any path from X0 ∈ Γχ to X ∈ Ω , the deformation defined
by
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χ̄ =
∫ X

X0

τ · T̄−1 · dX + χ0(X0) (27)

is a critical solution to (P). Moreover, if

∇ × (τ · T̄−1) = 0, (28)

then χ̄ is a closed form solution to the boundary-value problem (BVP) (3).

The proof of this theorem can be found in [5, 6, 8]. In fact, the criticality condition
δΠd

τ (T) = 0 leads to the following dual tensor equation:

T · [
I + 2(∇U ∗(T))

] · T = τT · τ , (29)

which is equivalent to

∇U ∗(T̄) = 1

2

(
(τ · T̄−1)T τ · T̄−1 − I

)
.

This is actually the constitutive law E = Λ(χ̄) = 1
2 [FT F − I] = ∇U ∗(T̄) subjected

to F = τ · T̄−1. Therefore, if the compatibility condition ∇ × F = 0, in index nota-
tion

∂ Fiα

∂ Xβ

= ∂ Fiβ

∂ Xα

,

holds, then F is the deformation gradient and χ̄ is a solution to (BVP).

Remark 1 (PDE ⇔ Algebraic Equation) Theorem 2 shows that by the pure com-
plementary energy principle, the nonlinear partial differential equation (BVP) is
equivalently converted to a canonical dual tensor equation (29), which can be solved
to obtain the stress field T̄ for certain materials. From the Eq. (29) we know that
T = 0 if τ = 0. Therefore, although T−1 appears in Πd

τ (T), this pure complemen-
tary energy is well-defined on Sa. The Eq. (27) presents an analytical solution form
to the boundary-value problem in terms of the canonical dual stress field T̄ and the
statically admissible τ ∈ Ta. Of course, this is purely formal and in general it is not
easy to obtain the solution for general practices unless the deformation compatibility
condition (28) holds.

It has been assumed here that the relation between T and E is invertible. This
certainly holds in a neighborhood of the (stress-free) reference configuration since
the canonical strain energy U (E) is convex in such a neighborhood. It is a reasonable
assumption to extend this to a sufficiently large domain that includes deformations of
practical interest. Finite element implementations of nonlinear elasticity are usually
based on the variables T andE and the associated tangent tensor ∂T/∂E = ∇2U (E),
which is assumed to be positive definite. It is always possible to select forms of the
strain-energy function W such that this is the case, although the possibility of its
failure for particular materials is not in general ruled out.
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In terms of the deformation χ ∈ Xa and the second Piola–Kirchhoff stress T ∈
E ∗

a , the total complementary functional Ξ(χ , T) can be written as

Ξτ (χ , T) =
∫

Ω

[
E(χ) :T − U ∗(T) − (∇χ) : τ

]
dΩ +

∫
Γχ

χ0 · τ · ndΓ (30)

which is actually the well-known Hellinger–Reissner energy if the first Piola–
Kirchhoff stress is replaced by external force field. From the nonlinear canonical
dual tensor equation (29) we know that for a given τ ∈ Ta , the pure complemen-
tary energy Πd

τ (T) may have multiple critical points. In order to identify the global
extremum, we need to introduce the following subspaces:

S +
a = {T ∈ Sa| T 
 0}, S −

a = {T ∈ Sa| T ≺ 0}. (31)

Theorem 3 Suppose for a given τ ∈ Ta, the pair (χ̄ , T̄) is an isolated critical point
of Ξτ (χ , T). If T̄ ∈ S +

a , then χ̄ is a global minimizer of Π(χ) on Xa if and only if
T̄ is a global maximizer of Πd

τ (T) on S +
a , i.e.,

Π(χ̄) = min
χ∈Xa

Π(χ) ⇔ max
T∈S +

a

Πd
τ (T) = Πd

τ (T̄). (32)

If T̄ ∈ S −
a , then χ̄ is a local maximizer of Π(χ) if and only if T̄ is a local

maximizer of Πd
τ (T), i.e., on a neighborhood Xo × So ⊂ Xa × S −

a ,

Π(χ̄) = max
χ∈Xo

Π(χ) ⇔ max
T∈So

Πd
τ (T) = Πd

τ (T̄). (33)

If T̄ ∈ S −
a and ∇2

FW (∇χ̄) 
 0, then χ̄ is a local minimizer of Π(χ).

Remark 2 (The Complementary Gap Function and Triality Theory)
Theorem3 shows that the extremality of the primal solution χ depends on its canon-
ical dual solution S. This result was first discovered by Gao and Strang in [19],
i.e. they proved that χ̄(S̄) is a global minimizer of Π(χ) if the complementary gap
function satisfies

Gap(χ , S̄) =
∫

Ω

1

2
[(∇χ)T (∇χ) + I] : S̄dΩ ≥ 0 ∀χ ∈ Xa (34)

Since Gap(χ , S̄) is quadratic in χ , this gap function is positive for any given χ ∈ Xa

if S̄ � 0. Replacing F = ∇χ by F = τ · S−1, this gap function can be written as the
so-called pure gap function

Gap(χ(S), S) =
∫

Ω

1

2
tr(τ · S−1 · τ + S)dΩ, (35)
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which is a main term in the pure complementary energy Πd
τ (S) in addition to U ∗(S).

Comparing Πd
τ (S) with Π�(τ ) given by (7), we can understand that this gap function

not only recovers the duality gap in the Fenchel–Moreau duality theory, but also
provides a global extremality condition for nonconvex variational problem (P).

To see this in detail, let us consider the canonical transformation W (F) =
U (E(F)). By chain rule we have

∂2W (F)

∂ Fi
α∂ F j

β

= δi j Sαβ +
3∑

θ,ν=1

Fi
θ Hθαβν F j

ν , (36)

where H = {Hθαβν} = ∇2U (E). By the convexity of the canonical function U (E),
we have H 
 0. Therefore, if S = {Sαβ} ∈ S +

a , the Hessian ∇2W (F) 
 0 and, by
Gao and Strang [19], the associated deformation field χ is a global minimizer of
Π(χ). The statement (32) shows that the nonconvex minimization problem (P) is
equivalent to a concave maximization dual problem over a convex space S +

a , i.e.,

max{Πd
τ (T)| T ∈ S +

a }, (37)

which is much easier than the nonconvex primal problem (P). The global optimality
condition S ∈ S +

a is a strong case of Gao and Strang’s positive gap function (34).
Subsequently, in a study of post-buckling analysis for a nonlinear beam theory, it

was found that if the dual solution T̄ is negative definite in the domain Ω , the solution
χ̄ could be either a local minimizer or a local maximizer of the total potential energy.
To see this, we substitutive F = τ · T−1 into (36) to obtain

∂2W (F)

∂ Fi
α∂ F j

β

= δi j Sαβ +
3∑

θ,ν,δ,λ=1

τ i
θ S−1

θδ Hδαβν S−1
νλ τ

j
λ (38)

which shows that even if T ≺ 0, the Hessian matrix ∇2W (F) could be either positive
or negative definite, depending on the eigenvalues of T ∈ S −

a . Thus, in addition to
the double-max duality (33), we have the so-called double-min duality

Π(χ̄) = min
χ∈Xo

Π(χ) ⇔ min
T∈So

Πd
τ (T) = Πd

τ (T̄), (39)

which holds under certain condition (see [12]). For this reason, a so-called triality
theory was proposed first in post-buckling analysis of a large deformed beam model
[4], and then in general nonconvex mechanics [8, 9]. This triality theory reveals
an important fact in nonconvex analysis, i.e. for a given statically admissible field
τ ∈ Ta, if the canonical dual equation (29) has multiple solutions {Sk} in a subset
Ωo ⊂ Ω , then the boundary-value problem (BVP) could have an infinite number
of solutions {χ k(x)} in Ω . The well-known Legendre–Hadamard (L-H) condition is
only a necessary condition for a local minimal solution, while the triality theory
can identify not only the global minimizers, but also both local minimizers and local
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maximizers. It is known that an elliptic equation is corresponding to a convex varia-
tional problem. If the boundary-value problem (3) has multiple solutions {χ k(x)} at
one material point x ∈ Ω , the total potential Π(χ) is not convex and the operator
A(χ) = ∇ · [∇FW (∇χ)] may not be elliptic at x ∈ Ω even if the L-H condition holds
at certain χ k(x).

The pure complementary energy principle and triality theory play a fundamental
role not only in nonconvex analysis, but also in computational science and global
optimization (see [12, 14, 15]).

3 Application to St Venant–Kirchhoff Material

For St. Venant–Kirchhoff material, the canonical energy function U (E) has the most
simple form:

U (E) = μtr(E2) + 1

2
λ(trE)2. (40)

The second Piola–Kirchhoff stress depends linearly on the Green–St Venant strain
via the Hooke’s law:

S = ∇U (E) = 2μE + λ(trE)I = H : E, (41)

where H is the Hooke tensor for St Venant–Kirchhoff material. The complementary
energy is

U ∗(S) = 1

4μ
tr(S2) − λ

4μ(3λ + 2μ)
(trS)2, (42)

and hence

E = ∇U ∗(T) = 1

2μ
T − λ

2μ(3λ + 2μ)
(trT)I ≡ H−1 : S. (43)

By the canonical dual tensor equation (29), we have

S2 + 2T(H−1 : T)T = T2 + 1

μ
T3 − λ

μ(3λ + 2μ)
(trT)T2 = τ T τ . (44)

The diagonalization of this tensor equation leads to the following coupled cubic
algebraic system:

S2
i + 1

μ
S3

i − λ

μ(3λ + 2μ)
(S1 + S2 + S3)S2

i = τ 2
i i = 1, 2, 3. (45)
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For convenience, we make the following substitutions in (45):

Si = μζi , τ 2
i = μ2σi , i = 1, 2, 3,

and k = λ
3λ+2μ < 1/3 (due to μ > 0). So, the system (45) can be written as follows

ζ 3
i + ζ 2

i − k(ζ1 + ζ2 + ζ3)ζ
2
i = σi , i = 1, 2, 3. (46)

3.1 Auxiliary Equation

In this section we will study solutions of the following equation:

G(ζ, q, σ ) = ζ 3 + (1 − kq)ζ 2 − σ = 0, (47)

where σ > 0, 0 < k < 1
3 , and q is an arbitrary real number. Also, since σ > 0, we

can assume that ζ �= 0.
Since the parameter q in this section is assumed to be independent on ζ , the

following results are similar to one-dimensional nonlinear elasticity problems studied
by Gao [9, 10], Gao and Ogden [16].

Lemma 3.1 If ζ1, ζ2, ζ3 are solutions of the equations G(ζ, q, σ1) = 0,
G(ζ, q, σ2) = 0, G(ζ, q, σ3) = 0 correspondingly, and ζ1 + ζ2 + ζ3 = q, then
ζ1, ζ2, ζ3 satisfy (46).

Proof. Obvious. ��
Lemma 3.2 Equation (47) has exactly one positive solution. It has negative solutions
iff

q ≤ 1

k
(1 − 3 3

√
σ

4
)

There is only one negative solution if and only if q = 1
k (1 − 3 3

√
σ
4 ).

Proof. To check that there is exactly one positive root one can apply the Descartes’
rule of signs. To prove the rest, let’s fix q, σ and notice that G(ζ, q, σ ) = 0 has
negative solutions iff it has at least two different solutions. This will happen iff the
values of the function at local minimum and maximum have different signs. The
extremums of G are at ζ0 = − 2

3 (1 − kq) and 0. Since the value of G at 0 is −σ < 0,
we find when G(ζ0, q, σ ) ≥ 0. Solving this inequality we get q ≤ 1

k (1 − 3 3
√

σ
4 ).

Corollary 3.1 The equation G(ζ, 0, σ ) = 0 has negative solution(s) iff

σ ≤ 4

27
.
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Proof. Apply Lemma 3.2 to q = 0. ��
Lemma 3.3 Let’s fix σ > 0 and assume that ζ0, q0 satisfy (47), and ζ0 �= 0, ζ0 �=
− 3

√
2σ . Then there exists a unique continuously differentiable function ζ(q), such

that ζ(q0) = ζ0, ζ(q) and q both satisfy (47) and

dζ

dq
= kζ 3

ζ 3 + 2σ
.

Moreover, there are three possibilities (“branches”) for ζ(q):

(a) If ζ0 ∈ (−∞,− 3
√
2σ), then the range of ζ(q) is (−∞,− 3

√
2σ), the domain is

(−∞, 1
k (1 − 3 3

√
σ
4 )), and ζ(q) is monotonically increasing.

(b) If ζ0 ∈ (− 3
√
2σ , 0), then the range of ζ(q) is (− 3

√
2σ , 0), the domain is (−∞, 1

k

(1 − 3 3
√

σ
4 ))), and ζ(q) is monotonically decreasing.

(c) If ζ0 ∈ (0,+∞), then the range of ζ(q) is (0,+∞), the domain is (−∞,+∞),
and ζ(q) is monotonically increasing.

Proof. Let’s fix σ and find q from (47)

q(ζ ) = ζ 3 + ζ 2 − σ

kζ 2
.

Since, dq
dζ

= ζ 3+2σ
kζ 3 andσ > 0 it is obvious thatq(ζ ) ismonotonically increasing in the

intervals ζ ∈ (−∞,− 3
√
2t) and ζ ∈ (0,+∞) and is monotonically decreasing in the

interval ζ ∈ (− 3
√
2t, 0). The corresponding intervals for q are (−∞, 1

k (1 − 3 3
√

σ
4 )),

(−∞,+∞), and (−∞, 1
k (1 − 3 3

√
σ
4 )). Also, one can easily check that

dζ

dq
= kζ 3

ζ 3 + 2σ
.

Thus, the lemma is proved. ��
Definition 3.1 The three branches of ζ(q, σ ) (σ is fixed) described in Lemma 3.3
will be denoted as follows:

(a) ζ 1(q, σ ) is a positive branch with the domain (−∞,+∞) and range (0,+∞);
(b) ζ 3(q, σ ) < ζ 2(q, σ ) are two negative branches with the domain (−∞, 1

k (1 −
3 3
√

σ
4 )) and ranges (−∞,− 3

√
2σ) and (− 3

√
2σ , 0) correspondingly.(Note that

Corollary 3.1 implies that 1
k (1 − 3 3

√
σ
4 ) ≤ 0)

Definition 3.2 Let’s introduce the following notations:

(a) ζ̄ i (q, σ ) = ζ i (q, σ ) − q
3 , i = 1, 2, 3;

(b) Fi, j,k(q, σ1, σ2, σ3) = ζ̄ i (q, σ1) + ζ̄ j (q, σ2) + ζ̄ k(q, σ3), i, j, k = 1, 2, 3.
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Lemma 3.4 The following statements are true:

(a) For i = 1, 2, 3

ζ̄ i (q, σ ) = − (1 − 3k)ζ i (q, σ )3 + ζ i (q, σ )2 − σ

3kζ i (q, σ )2

and
d ζ̄ i

dq
= − (1 − 3k)ζ i (q, σ )3 + 2σ

3(ζ i (q, σ )3 + 2σ)
.

(b) ζ 1(0, σ ) = ζ̄ 1(0, σ ) > 0, ζ 2(0, σ ) = ζ̄ 2(0, σ ) < 0, and ζ 3(0, σ ) = ζ̄ 3(0, σ ) <

0.
(c) For a fixed σ , ζ̄ 1(q, σ ) is monotonically decreasing in q and

limq→+∞ ζ̄ 1(q, σ ) = −∞.
(d) For a fixed σ ,

lim
q→−∞ ζ̄ 2(q, σ ) = +∞ and lim

q→−∞ ζ̄ 3(q, t) = +∞.

(e) For fixed σ1, σ2, σ3, each of Fi, j,k(q, σ1, σ2, σ3), i, j, k = 1, 2, 3, is continuous.
Moreover, F1,1,1(q, σ1, σ2, σ3) is monotonically decreasing in q.

Proof. To check (a), first substitute q(ζ ) = ζ 3+ζ 2−σ

kζ 2 into ζ̄ i (q, σ ) = ζ i (q, σ ) − q
3 ,

i = 1, 2, 3. Expression for d ζ̄ i

dq can be obtained either by direct differentiation of the

previously obtained expression for ζ i (q, σ ) or subtracting 1
3 from dζ

dq = kζ 3

ζ 3+2σ .
(b) is obvious.
To prove (c), recall, that k < 1

3 , and use formulas from (a). To prove (d), recall, that
k < 1

3 , and use the first formula from (a). (e) immediately follows from (a) and (c).
��

Lemma 3.5 Solutions, ζ 1(0, σ ), ζ 2(0, σ ), ζ 3(0, σ ), of the equation G(ζ, 0, σ ) =
ζ 3 + ζ 2 − σ = 0, 0 < σ ≤ 4

27 , enjoy the following properties:

(a) If σ = 4
27 the solutions are ζ 1(0, 4

27 ) = 1
3 , ζ 2(0, 4

27 ) = ζ 3(0, 4
27 ) = − 2

3
(b) If 0 < σ1 < σ2 ≤ 0, then

0 < ζ 1(0, σ1) < ζ 1(0, σ2) ≤ 1

3

and

−1 < ζ 3(0, σ1) < ζ 3(0, σ2) ≤ −2

3
≤ ζ 2(0, σ2) < ζ 2(0, σ1) < 0

(c) ζ 1(0, σ ) + ζ 2(0, σ ) < 0
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Proof. (a) can be checked directly.
To prove (b), one can either apply the implicit function theorem to H(ζ, σ ) =
G(ζ, 0, σ ) = 0. Or, less formally, draw the graph of y = ζ 3 + ζ 2 − 4

27 and observe
what happens to its roots when the graph is shifted upward until it becomes
y = ζ 3 + ζ 2.
(c) Obviously, ζ 1(0, σ ) + ζ 2(0, σ ) + ζ 3(0, σ ) = −1. So, ζ 1(0, σ ) + ζ 2(0, σ ) =
−1 − ζ 3(0, σ ) < 0, since ζ 3(0, σ ) > −1.

3.2 Solutions of the St. Venant–Kirchhoff Material

We are now ready to present our main results.

Theorem 4 For any given force field f : Ω → R
d and the surface traction t : Γt →

R
d such that the statically admissible stress τ ∈ Ta has nonzero eigenvalues almost

ever where in Ω , the canonical dual problem (Pd) has a unique positive critical
solution T ∈ S +

a .

Proof. We need to prove that for arbitrarily given σ1, σ2, σ3 > 0, the system of
equations (46) has a unique positive solution (ζ1, ζ2, ζ3), such that all ζi > 0, i =
1, 2, 3. From Lemma 3.4(b), it follows that

F1,1,1(0, σ1, σ2, σ3) > 0.

From Lemma 3.4(c), it follows that for some q1 > 0, large enough,

F1,1,1(q1, σ1, σ2, σ3) < 0.

Therefore, since F1,1,1 is continuous and monotonically decreasing in q (Lemma
3.4(e)), there exists a unique q0, 0 < q0 < q1, such that

F1,1,1(q0, σ1, σ2, σ3) = 0.

i.e.
ζ 1(q0, σ1) + ζ 1(q0, σ2) + ζ 1(q0, σ3) = q0.

So, from Lemma 3.1 it follows that ζ 1(q0, σ1), ζ 1(q0, σ2), ζ 1(q0, σ3) form a posi-
tive solution of (46), which are eigenvalues of the second Piola–Kirchhoff stress T.
Therefore, Problem (Pd) has a unique global maximizer T ∈ S +

a . ��
Theorem 5 For any given force field f : Ω → R

d and the surface traction t : Γt →
R

d such that the eigenvalues of the statically admissible stress tensor function τ ∈
Ta satisfy 0 < σ1, σ2, σ3 < 4

27 , the total complementary energy Πd
τ (T) has eight

negative solutions Tk ∈ S −
a , k = 1, . . . , 8.
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Proof. We need to prove that for arbitrarily given 0 < σ1, σ2, σ3 < 4
27 , the system

of equations (46) has 8 solutions (ζ1, ζ2, ζ3), such that all ζi < 0, i = 1, 2, 3. From
Corollary 3.1 it follows that each of the equations G(ζ, 0, σi ), has two negative
solutions, ζ 2(0, σi ) > ζ 3(0, σi ), i = 1, 2, 3. From Lemma 3.4(b), it follows that for
i, j, k = 2, 3

Fi, j,k(0, σ1, σ2, σ3) < 0.

From Lemma 3.4(d) it follows that there exists q1 < 0 such that

Fi, j,k(q1, σ1, σ2, σ3) > 0.

Therefore, since Fi, j,k is continuous in q (Lemma 3.4(e)), there exists q0, 0 > q0 >

q1, such that
Fi, j,k(q0, σ1, σ2, σ3) = 0,

i.e.
ζ i (q0, σ1) + ζ j (q0, σ2) + ζ k(q0, σ3) = q0.

So, from Lemma 3.1 it follows that ζ i (q0, σ1), ζ j (q0, σ2), ζ k(q0, σ3) form a negative
solution of (46). Since, each of i, j, k can be chosen independently from the set {2, 3},
we have total 8 different negative solutions. ��
Theorem 6 For any given force field f : Ω → R

d and the surface traction t : Γt →
R

d such that the eigenvalues of the statically admissible stress tensor function τ ∈ Ta

satisfy 0 < σ1, σ2, σ3 < 4
27 , the total complementary energy Πd

τ (T) has at least 15
mixed stationary points, i.e., some eigenvalues ζi , i = 1, 2, 3, of T are positive, some
are negative.

Proof. Eachof the equationsG(ζ, 0, σi ), has one positive and twonegative solutions:
ζ 1, ζ 2, ζ 3. Applying Lemma 3.5 it is easy to check that

(1) for i, j = 2, 3,

F1,i, j (0, σ1, σ2, σ3) < 0, Fi,1, j (0, σ1, σ2, σ3) < 0

(2) F2,3,1(0, σ1, σ2, σ3) < 0, F3,2,1(0, σ1, σ2, σ3) < 0, F3,3,1(0, σ1, σ2, σ3) < 0.
(3) F1,1,2(0, σ1, σ2, σ3) < 0, F1,1,3(0, σ1, σ2, σ3) < 0, F1,3,1(0, σ1, σ2, σ3) < 0,

F3,1,1(0, σ1, σ2, σ3) < 0.

For each of these 15 combinations, Fa,b,c, there exists q1 < 0 such that Fa,b,c

(q1, σ1, σ2, σ3) > 0.
Therefore, since Fa,b,c is continuous in q (Lemma 3.4(e)), there exists q0, 0 > q0 >

q1, such that
Fa,b,c(q0, l1, l2, l3) = 0
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i.e.,
ζ a(q0, σ1) + ζ b(q0, σ2) + ζ c(q0, σ3) = q0

So, from Lemma 3.1 it follows that ζ a(q0, σ1), ζ b(q0, σ2), ζ c(q0, σ3) form a mixed
solution of (46).
Obviously, these 15 combinations result in different mixed stationary points of
Πd

τ (T). ��

4 Conclusions

We have illustrated that by using the canonical duality theory, the nonconvex mini-
mal potential problem (P) is canonically dual to a concave maximization problem
in a convex stress space S +

a , which can be solved by well-developed numerical
methods. By the pure complementary energy principle, the general nonlinear par-
tial differential equation in nonlinear elasticity is actually equivalent to an algebraic
(tensor) equation, which can be solved for certain materials to obtain all possible
stress solutions. Both global and local extremal solutions can be identified by the
triality theory, while the Legendre–Hadamard condition is only necessary for local
minimizers. Our results shows that for St. Venant–Kirchhoff material, the nonlinear
boundary-value problem could have 24 solutions at each material point, but only one
global minimizer if the statically admissible stress τ �= 0. It is important to have a
detailed study on these solutions in the future.
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Remarks on Analytic Solutions
and Ellipticity in Anti-plane Shear
Problems of Nonlinear Elasticity

David Yang Gao

Abstract This paper revisits a well-studied anti-plane shear deformation problem
formulated by Knowles in 1976. It shows that a homogenous hyper-elasticity for
general anti-plane shear deformation must be governed by a generalized neo-
Hookean model. Based on minimum total potential principle, a well-determined
fully nonlinear system is obtained for isochoric deformation, which admits nontrivial
states of finite anti-plane shear without ellipticity constraint. By a pure complemen-
tary energy principle, a complete set of analytical solutions is obtained, both global
and local extremal solutions are identified by a triality theory. It is proved that the
Legendre condition (i.e., the strong ellipticity) does not necessary to guarantee a
unique solutions. The uniqueness depends not only on the stored energy, but also
on the external force. Knowles’ over-determined system is simply due to a pseudo-
Lagrange multiplier p(x1, x2) and two self-balanced equilibrium equations in the
plane. The constitutive condition in his theorems is naturally satisfied with b = λ/2.

1 Remarks on Nonconvex Variational Problem
and Challenges

Minimum total potential energy principle plays a fundamental role in continuum
mechanics, especially for hyper-elasticity. One important feature is that the equilib-
rium equations obtained (under certain regularity conditions) by this principle are
naturally compatible. Therefore, instead of the local method adopted by Knowles
[6, 7], the discussion of this paper begins from the minimum potential variational
problem ((P) for short):

(P) : min

{
Π(χ) =

∫
B
W (∇χ)dB −

∫
St

χ · tdS| χ ∈ Xc

}
, (1)
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where the unknown deformation χ(x) = {χi (x j )} ∈ Xa is a vector-valued mapping
from a given material particle x = {xi } ∈ B in the undeformed body to a position
vector χ ∈ ω in the deformed configuration inR

3. The body is fixed on the boundary
Sx ⊂ ∂B, while on the remaining boundary St = Sx ∩ ∂B, the body is subjected to
a given surface traction t(x). The admissible deformation space Xa in this paper is
assumed to be

Xa = {χ ∈ W 1,1(B; R
3)| χ(x) = 0 ∀x ∈ Sx }, (2)

whereW 1,1 is the standard notation for Sobolev space, i.e., a function space in which
both χ and its weak derivative ∇χ have a finite L1(B) norm. Clearly, a function
in W 1,1 is not necessarily to be smooth, or even continuous. For homogeneous
hyperelastic body, the strain energy W (F) is assumed to be C1 on its domainFa ⊂
R

3×3, in which certain necessary constitutive constraints are included, such as

det F > 0, W (F) ≥ 0 ∀F ∈ Fa, W (F) → ∞ as ‖F‖ → ∞. (3)

For incompressible materials, the condition det F = 1 should be included. Finally,
Xc = {χ ∈ Xa| ∇χ ∈ Fa} is the kinetically admissible space, which is nonconvex
due to nonlinear constraints such as det(∇χ) > 0. Also, the stored energy W (F)

is in general nonconvex in order to model real-world problems. Thus, the noncon-
vex problem (P) has usually multiple local optimal solutions. Let Xb ⊂ Xc be a
subspace with two additional conditions

Xb = {χ ∈ Xc| χ ∈ C2(B; R
3), W (F(χ)) ∈ C2(Fa; R)}, (4)

the criticality condition δΠ(χ; δχ) = 0 ∀δχ ∈ Xb leads to a nonlinear boundary
value problem

(BV P) :
{−∇ · σ (∇χ) = 0 inB,

N · σ (∇χ) = t on St , χ = 0 on Sx
(5)

where N ∈ R
3 is a unit vector normal to ∂B, and σ (F) is the first Piola–Kirchhoff

stress (force per unit undeformed area), defined by

σ = ∇W (F), or σi j = ∂W (F)

∂Fi j
, i, j = 1, 2, 3. (6)

Remark 1 (IsochoricDeformation, pseudo-LagrangeMultiplier)Strictly speak-
ing, there is an inequality constraint inXc, i.e., the admissible deformation condition
det(∇χ) > 0. According to the mathematical theory of variational inequality, the
problem (BVP) should be subjected to the following KKT conditions

p ≤ 0, det(∇χ) > 0, p det(∇χ) = 0, (7)



Anti-plane Shear Problems of Nonlinear Elasticity 91

where p is a Lagrangemultiplier and p ≤ 0 is called the condition of constraint qual-
ification. The equality p det(∇χ) = 0 is the well-known complementarity condition
in variational inequality theory, by which we must have p = 0 in order to guaran-
tee the inequality constraint det(∇χ) > 0. Therefore, this constraint is actually not
active to the problem (P). Such an inactive constraint is not a variational constraint.

For incompressible deformation, the inequality condition det(∇χ) > 0 in Xc

should be replaced by an equality constraint det(∇χ) = 1. In this case, (P) is a
constrained variational problem. The KKT conditions (7) should be replaced by (see
[8])

p �= 0, det F(χ) = 1, p(det F(χ) − 1) = 0 (8)

and wemust have p(x) �= 0 for a.e. x ∈ B in order to ensure det F(χ) − 1 = 0. The
associated (BVP) should be

(BV P)p :
{−∇ · σ (∇χ , p) = 0, det(∇χ) = 1 inB,

N · σ (∇χ , p) = t on St , χ = 0 on Sx ,
(9)

in which, σ (F, p) = ∇W (F) − pF−T , where F−T = (FT )−1. In this case, we have
two variables (χ , p) and two equations in B, and thus, the problem (BV P)p is a
well-defined system.

For isochoric (i.e., volume preserving) deformation, say the anti-plane shear prob-
lems, the condition det F = 1 is naturally satisfied all most every where (a.e.) in
B. In this case, the trivial condition det F = 1 is not a variational constraint of
(P) for incompressible material and the complementarity condition p(det F − 1) =
p(1 − 1) ≡ 0 cannot lead to p(x) �= 0 a.e. in B. The arbitrary parameter p(x)
can be called pseudo-Lagrange multiplier, which is not an unknown variable for
(BV P)p. Otherwise, the (BV P)p is an over-determined system. This fact in KKT
theory is important for understanding Knowles’ anti-plane shear problem. �

Physically speaking, the hydrostatic pressure p is not necessarily to be zero for
isochoric deformations of incompressible materials. There are many examples in the
literature, see the book by Ogden [9] as well as many papers by Rivlin on volume-
preserving deformations of isotropic materials (simple shear, torsion, flexure, etc.).1

2 Anti-plane Shear Deformation Problems

The so-called anti-plane shear deformation studied by Knowles’ [6] is defined by

χ(x) =
{
λ− 1

2 x1, λ− 1
2 x2, λx3 + u(x1, x2)

}
, (10)

1Personal communications with David Steigmann, Ray Ogden, and C. Horgan.
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where (x1, x2, x3) are cylindrical coordinates in the reference configuration B rela-
tive to a cylindrical basis {ei }, i = 1, 2, 3, the constant λ > 0 is a given pre-stretch,
and u : Ω ⊂ R

2 → R is the amount of shear in the planes normal to e3. OnΓχ ⊂ ∂Ω ,
the homogenous boundary condition is given u(xα) = 0 ∀xα ∈ Γχ, α = 1, 2. On
the remaining boundary Γt = ∂Ω ∩ Γχ , the cylinder is subjected to the shear force
t(x) = t (x)e3 ∀x ∈ Γt , where t : Γt → R is a prescribed function. For this anti-
plane shear deformation we have

F = ∇χ =
⎛
⎝λ− 1

2 0 0
0 λ− 1

2 0
u,1 u,2 λ

⎞
⎠ , C = FTF =

⎛
⎝λ−1 + u2,1 u,1u,2 λu,1

u,1u,2 λ−1 + u2,2 λu,2

λu,1 λu,2 λ2

⎞
⎠ , (11)

where u,α represents ∂u/∂xα for α = 1, 2. By the notations γ = ∇u = {u,1, u,2} ∈
R

2 and |γ |2 = γ 2
1 + γ 2

2 , the principal invariants of C are

I1(C) = λ1 + |γ |2, I2(C) = λ2 + λ−1|γ |2, I3(C) ≡ 1, (12)

where λ1 = λ2 + 2λ−1, λ2 = λ−2 + 2λ. Particularly,

I1(C) = I2(C) = 3 + |γ |2 if λ = 1. (13)

Lemma 1 For any given λ > 0, the homogenous hyper-elasticity for general anti-
plane shear deformation must be governed by a generalized neo-Hookean model,
i.e., there exists a real-valued function V (I1) such that W (F(γ )) = V (I1(γ )).

The proof is elementary, i.e., by the fact that I2 = λ−1 I1 + a, a = λ2 − λ−1λ1,
and I3 = 1, there must exist real-valued functions W̄ (I1, I2) and V (I1) such that

W (F) = W̄ (I1, I2) = W̄ (I1, λ
−1 I1 + a) = V (I1), ∀I1 ≥ λ1, λ > 0. (14)

The fact det F ≡ 1 shows that the anti-plane shear state (10) is an isochoric defor-
mation. The kinetically admissible spaceXc in problem (P) can be simply replaced
by a convex set

Uc = {u(x1, x2) ∈ W 1,1(Ω; R)| u(x) = 0 ∀x ∈ Γχ }. (15)

Thus, in term of d W (F(γ )) = V (I1(γ )), Problem (P) for the general anti-plane
shear deformation problem has the following form:

(P)s : min

{
Π(u) =

∫
Ω

V (I1(∇u))dΩ −
∫

Γt

utdΓ | u ∈ Uc

}
. (16)
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By the fact that the stored energy V (I1) is coercive, i.e. V (I1(γ )) → ∞ as |γ | → ∞,
this minimum variational problem is bounded below. Let Ub be a smooth subset of
Uc defined by

Ub = {u ∈ Uc| u ∈ C2(Ω; R), V (ξ) ∈ C2(Ea; R)}. (17)

Under certain regularity conditions for both Ω and ∂Ω , the associated (BVP) is

(BV P)s :
{∇ · (2ζ∇u) = 0 in Ω,

n · (2ζ∇u) = t on Γt , u = 0 on Γχ
(18)

where n = {nα} ∈ R
2 is a unit vector norm to ∂Ω , and ζ = ∇V (ξ), ξ = I1 = λ1 +

|∇u|2.
If Γχ = ∂Ω , then (BV P)s is a Dirichlet boundary value problem, which has only

trivial solution due to zero input. For Neumann boundary value problem Γt = ∂Ω ,
the external force field must be such that

∫
Γt

t (x)dΓ = 0 (19)

for overall force equilibrium. In this case, if ū is a solution to (BV P)s , then u =
ū + uc is also a solution for any constant uc since the cylinder is not fixed in x3
direction. By the fact that the only unknown u is a scalar-valued function, the (BV P)s
iswell-defined and the conditionΓt �= ∅ is necessary for anti-plane shear deformation
to have nontrivial solutions.

Although the anti-plane shear deformations are one of the simplest classes of
deformations that solids can undergo [5], to solve either the nonconvex variational
problem (P)s or the fully nonlinear partial differential equation in (BV P)s is still
difficult by direct methods. However, it shows in [3] that these two problems can
be solved easily using canonical duality theory. Note that F is an affine function of
γ = ∇u ∈ Ga ⊂ R

2, it is also mathematically equivalent to assume the existence of
a real-valued function Ŵ : Ga → R such that

W (F(γ )) = V (I1(γ )) = Ŵ (γ ) ∀γ ∈ Ga (20)

holds for general anti-plane shear deformation problems without any additional con-
stitutive constraints added in Ga . Instead of |γ |2 used in [3], this paper adopts I1 as
the canonical strain measure:

ξ = �(∇u) = |∇u|2 + λ1, � : Uc → Ea = {ξ ∈ Lq(Ω)| ξ(x) ≥ λ1 in Ω},
(21)

where Lq is the standard notation of Lebesgue integrable space with q ≥ 1. Clearly,
Ea is a convex set. Therefore, it is able to discuss the convexity of the stored energy
W (F(γ )) = V (ξ(γ )) on Ea . First, we let V : Ea → R be a canonical function, i.e.
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the duality relation

ζ = ∇V (ξ) : Ea → E ∗
a = {ζ ∈ Lq ′

(Ω)| ζ(x) ≥ −λ1 ∀x ∈ Ω}

is one-to-one and onto, where q ′ = −q/(1 − q) is a dual number of q. Thus, the
complementary energy V ∗ : E ∗

a → R can be uniquely defined by the Legendre trans-
formation

V ∗(ζ ) = sta{ξζ − V (ξ)| ξ ∈ Ea}, (22)

where sta{g(ξ)|ξ ∈ Ea} stands for finding stationary value of g on Ea . Let

Ta = {τ ∈ C1(Ω; R
2)| ∇ · τ = 0 in Ω, n · τ = t on Γt }. (23)

Thus, for a given t (x) on Γt such that τ ∈ Ta and τ 2 = |τ |2, the canonical dual
problem can be obtained easily on the canonical dual spaceSa = {ζ ∈ E ∗

a | ζ−1τ 2 ∈
L1(Ω)} [1]

(Pd)s : sta

{
Πd(ζ ) =

∫
Ω

[
λ1ζ − V ∗(ζ ) − 1

4
ζ−1τ 2

]
dΩ | ζ ∈ Sa

}
. (24)

Theorem 1 (Pure Complementary Energy Principle) For a given pre-stretch
λ > 0 and a nontrivial shear force t (x) on Γt such that τ ∈ Ta �= ∅, the pure com-
plementary energy Πd(ζ ) has at least one nontrivial critical solution ζk defined by
the following algebraic equation

4ζ 2[∇V ∗(ζ ) − λ1] = τ 2. (25)

The function defined by

uk(x) = 1

2

∫ x

x0
ζ−1
k τ · dx (26)

along any path from x0 ∈ Γχ to x ∈ Ω is a critical point of Π(u) and Π(uk) =
Πd(ζk).

The proof of this theorem is a special application of the general pure complemen-
tary energy principle proposed in [1]. This theorem shows that the fully nonlinear
PDE in (BV P)s is variationally equivalent to a canonical dual algebraic equation
(25), which can be solved completely to obtain all possible solutions {ζk}. Clearly,
ζk = 0 only if τ = 0. It is easy to verify that that each uk satisfies both equilibrium
equation and boundary conditions in (BV P)s .

In order to identify global and local optimal solutions, we need the following
convex subsets

S +
a = {ζ ∈ Sa| ζ(x) > 0 ∀x ∈ Ω}, S −

a = {ζ ∈ Sa| ζ(x) < 0 ∀x ∈ Ω}.
(27)
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Theorem 2 Suppose that V (ξ) is convex on Ea and for a given τ ∈ Ta such that
{ζk} is a solution set to (25), γ k = 1

2ζ
−1
k τ , and uk is defined by (26), we have the

following statements:

1. If ζk ∈ S +
a , then ∇2W (γ k) � 0 and uk is a global minimal solution to (P)s .

2. If ζk ∈ S −
a and ∇2W (γ k) � 0, then uk is a local minimal solution to (P)s .

3. If ζk ∈ S −
a and ∇2W (γ k) ≺ 0, then uk is a local maximal solution to (P)s .

If {ζk} ⊂ S +
a , then (P)s has a unique solution on Uc.

Proof. To prove uk is a global minimizer of (P)s , we follow the standard canonical
duality theory. By the convexity of V (ξ) on its convex domain Ea , we have

V (ξ) − V (ξk) ≥ (ξ − ξk)ζk ∀ξ, ξk ∈ Ea, ζk = ∇V (ξk). (28)

For any given variation δu, let u = uk + δu, ξ = �(∇u), ξk = �(∇uk). Then

Π(u) − Π(uk) ≥
∫

Ω

[2ζk(∇uk) − τ ]T (∇δu)dΩ + Gap(δu, ζk) ∀u, δu ∈ Uc (29)

for any given τ ∈ Ta , where

Gap(u, ζ ) =
∫

Ω

|∇u|2ζdΩ (30)

is the Gao–Strang complementary gap function [1]. If uk is a critical point of
Π(u), then we have 2ζk(∇uk) = τ Thus, we have Π(u) − Π(uk) ≥ Gap(δu, ζk) ≥
0 ∀δu ∈ Uc if ζk ∈ S +

a . This shows that uk is a global minimizer of (P)s .
Using chain rule for Ŵ (γ ) = V (ξ(γ )) we have ∇Ŵ (γ ) = 2γ [∇V (ξ)] = 2ζγ ,

and
∇2Ŵ (γ ) = 2ζ I + 4h(ξ)γ ⊗ γ , (31)

where I is an identity tensor in R
2×2, h(ξ) = ∇2V (ξ) ≥ 0 due to the convexity of

V on Ea . Therefore, ∇2W (γ k) � 0 if ζk ∈ S +
a . To prove the local extremality, we

replace γ k in (31) by γ k = 1
2ζ

−1
k τ such that

G(ζk) = ∇2Ŵ (τ k) = 2ζkI + ζ−2
k h(ξk)τ ⊗ τ , (32)

where ξk = ∇V ∗(ζk). Clearly, for a given τ ∈ Ta such that ζk ∈ S −
a , the Hessian

∇2Ŵ (γ k) could be either positive or negative definite. The total potential Π(uk)
is locally convex if the Legendre condition ∇2Ŵ (∇uk) � 0 holds, locally concave
if ∇2Ŵ (∇uk) ≺ 0. Since uk is a global minimizer when ζk ∈ S +

a , therefore, for
ζk ∈ S −

a , the stationary solution uk is a local minimizer if ∇2Ŵ (∇uk) � 0 and, by
the triality theory [1], uk is a biggest local maximizer if ∇2Ŵ (∇uk) ≺ 0.

If {ζk} ⊂ S +
a , then all the solutions {uk} are global minimizers and form a con-

vex set. Since Πd(ζ ) is strictly concave on the open convex set S +
a , the condition
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{ζk} ⊂ S +
a implies the unique solution of (25). In this case, Problem (BV P)s has

at most one solution. �
Remark 2 (Legendre Condition, Ellipticity, and Global Optimality) In terms of
Ŵ (γ ), the equilibrium equation in (BV P)s can be written as

L[u] = −∇ · (∇γ Ŵ (∇u)) = −(hαβuα),β = 0 in Ω

where H(γ ) = {hαβ} = ∇2Ŵ (γ ). In is known that the operator L[u] is elliptic if

H(γ ) = ∇2Ŵ (γ ) � 0 ∀γ (x) a.e. in Ω. (33)

This is the well-known Legendre condition. For nonlinear elasticity, the problem
(P)s could have multiple critical solutions {uk(x)} at each x ∈ Ωs ⊆ Ω . As long
as Ωs �= ∅, the boundary value problem (BV P)s should have infinitely many solu-
tions (see [4]). Thus, it is impossible to use Legendre condition to identify global
minimal solution among all these infinitely many local solutions. Also, the tradi-
tional ellipticity definition depends only on the stored energy Ŵ (F) regardless of
the external energy (i.e., the linear term) in Π(u). This definition works only for
convex systems since the linear term cannot change the convexity of the integrand
G(γ ) = Ŵ (γ ) − γ T τ in the total potential Π(u). But this is not true for nonconvex
systems.

To see this, let us consider the most simple double-well potential Ŵ (γ ) =
1
2 (|γ |2 − 1)2. If we let ξ = �(γ ) = |γ |2 − 1 be a canonical measure (correspond-
ingly λ1 = −1), we have the canonical function V (ξ) = 1

2ξ
2. In this case, the canon-

ical dual algebraic equation (25) is a cubic equation (see [1]) 4ζ 2(ζ + 1) = τ 2,
which has at most three real solutions {ζk(x)} at each x ∈ Ω satisfying ζ1 ≥ 0 ≥
ζ2 ≥ ζ3. It was proved in [1] (Theorem 3.4.4, page 133) that for a given force
t(x), if τ 2(x) > 2/27 ∀x ∈ Ω ⊂ R, then (BV P)s has only one solution on Ω .
If τ 2(x) < 2/27 ∀x ∈ Ωs ⊂ Ω , then (BV P)s has three solutions {uk(x)} at each
x ∈ Ωs , i.e., Π(u) is nonconvex on Ωs . It was shown by Gao and Ogden that these
solutions are nonsmooth if τ(x) changes its sign on Ωs [4].

Theorem 2 shows that the Legendre condition is only necessary but not sufficient
condition for global optimality.

The sufficient condition is simply

ζk ∈ S +
a ⇔ Gap =

∫
Ω

ζk |∇u|2dΩ ≥ 0 ∀u ∈ Uc, (34)

which was first proposed by Gao and Strang in 1989 (see [1]). Under this condition,
the nonconvex minimum variational problem (P)s is equivalent to a concave maxi-
mum dual problem over the convex setS +

a , which can be solved easily to obtain all
possible global optimal solutions (see [3]). �

For a given function G(γ ) : Ga → R, its level set and sub-level set of height
α ∈ R are defined respectively by
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Fig. 1 Graphs and level sets of G(γ ) for τ = 0 (left) and τ �= 0 (right)

Lα(G) = {γ ∈ Ga | G(γ ) = α}, L �
α (G) = {γ ∈ Ga | G(γ ) ≤ α}, α ∈ R.

(35)

The geometrical explanation for ellipticity and Theorem 2 is illustrated in Fig. 1,
which shows that the nonconvex functionG(γ ) = 1

2 (|γ |2 − 1)2 − γ T τ depends sen-
sitively on the external force τ ∈ R

2. If |τ | is bigger enough, G(γ ) has only one
minimizer and its level set is an ellipse (Fig. 1b). Otherwise, G(γ ) has multiple local
minimizers and its level set is not an ellipse. For τ = 0, it is well-known Mexican
hat in theoretical physics (Fig. 1a).

Figure1 shows that although G(γ ) has only one global minimizer for certain
given τ , the function is still nonconvex. Such a function is called quasiconvex in
the context of global optimization. In order to distinguish this type of functions with
Morry’s quasiconvexity in nonconvex analysis, we need generalized definitions of
quasiconvexity and ellipticity.

Definition 1 (G-Quasiconvexity, G-Ellipse, and G-Ellipticity) A function G :
Ga ⊂ R

n → R is called G-quasiconvex if its domain Ga is convex and

G(θγ + (1 − θ)υ) ≤ max{G(γ ),G(υ)} ∀γ , υ ∈ Ga, ∀θ ∈ [0, 1]. (36)

It is called strictly G-quasiconvex if the inequality holds strictly.
A level set Lα(G) is said to be a G-ellipse if it is a closed, simply connected set

∀α ∈ R.
For a given t (x) on Γt such that τ ∈ Ta �= ∅, the (BV P)s is said to be G-elliptic

if the total potential function G(γ ) is G-quasiconvex on Ga . (BV P)s is strongly
G-elliptic if G(γ ) is strictly G-quasiconvex.

Lemma 2 For a given function G : Ga ⊂ R
n → R,

G is G-quasiconvex ⇔ L �
α (G) is convex ⇔ Lα(G) is a G-elli pse ∀α ∈ R. (37)

G is convex ⇒ G-quasiconvex ⇒ (BV P)s is G-elli ptic. (38)

This statement shows an important fact in nonconvex systems, i.e. the total number
of solutions to a nonlinear equation depends not only on the stored energy, but also
(mainly) on the external force field. The nonlinear partial differential equation in
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(BV P)s is elliptic only if it is G-elliptic. (BV P)s has at most one solution if G(γ )

is strictly G-quasiconvex on Ga .

Theorem 3 (Uniqueness) Suppose that the canonical function V : Ea → R is con-
vex and for a given t (x) on Γt such that τ ∈ Ta �= ∅, then there exists a constant τc
such that if τ 2(x) = |τ |2 ≥ τ 2

c ∀x ∈ Ω , the total potential function G(γ ) is strictly
G-quasiconvex and (P)s has at most one solution.

This theorem can be proved easily by the fact that ∇V ∗(ζ ) ≥ λ1 and is monotone
on Ea .

3 Remarks on Knowles’ Over-Determined Problem

Now let us revisit Knowles’ work in 1976 [6]. Instead of the minimal potential
variational problem (P), Knowles started from the strong form of (P), i.e., div
σ = 0 in the boundary value problem (BV P)p given in (9) with general constitutive
law for incompressible materials

σ = ∇FW̄ (I1(F), I2(F)) − pF−T , (39)

where ∇FW̄ = ∂W̄/∂F. For the same anti-plane shear deformation problem (10), he
ended up with three equilibrium equations (i.e., Eqs. (2.19) and (2.20) in [6])2:

q,α + (
2W̄2u,αu,β

)
,β

− p,3u,α = 0, (40)

[
2(W̄1 + λ−1W̄2)u,β

]
,β

− λ−1 p,3 = 0, (41)

where W̄α = ∂W̄/∂ Iα = ζα, α, β = 1, 2 and q = λp − 2W̄1 − 2(λ2 + λ−1 +
|∇u|2)W̄2.

The first two equations in (40) are corresponding to the general equilibrium equa-
tion σi j, j = 0 in e1 and e2 directions; while the third one (41) is in e3 direction.
Knowles indicated (Eq. (2.22) in [6]) that the hydrostatic pressure p is linear in x3,
i.e.

p = cx3 + p̄(x1, x2), (42)

where c is a constant. Saccomandi emphasized recently that p is the Lagrange mul-
tiple associated with the incompressibility constraint, which must be in the form of
(42) and c �= 0 for general incompressible material [13].

Clearly, for a given strain energy W (F) = W̄ (I1, I2), the governing equations
obtained by Knowles constitute an over-determined system in general, i.e. two
unknowns (u, p) but three equations. In order to solve this over-determined problem,

2There is a mistake in [6], i.e., W̄1 in Knowles’ equation (2.19) should be W̄2.
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Knowles believed that the stored energy W̄ (I1, I2) should have some restrictions and
he proved the following theorem.

Theorem 4 (Knowles, 1976 [6]) If the stored energy W̄ (I1, I2) is such that the
ellipticity condition3

d[2R(W̄1 + λ−1W̄2)]
dR

> 0 ∀R ≥ 0, λ > 0 (43)

holds, then the associated incompressible elastic material admits nontrivial states of
anti-plane shear for a given pre-stretch λ if and only if W̄ (I1, I2) also satisfies the
following constitutive constraint (i.e., Eq. (3.22) in [6])

bW̄1 + (bλ−1 − 1)W̄2 = 0, (44)

for some constant b, for all values of I1, I2 such that I1 = λ1 + R2, I2 = λ2 +
λ−1R2, R = |γ |.

First, by Lemma 1 we know that W (F) = W̄ (I1, I2) = V (I1) hold for any given
anti-plane shear deformation. There is no need to have both I1, I2 as variables. There-
fore, the following trivial result shows immediately that Knowles’ condition (44) is
not a constitutive constraint.

Lemma 3 For any given stored energy W (F) = W̄ (I1, I2) such that I1 = λ1 +
|∇u|2, I2 = λ2 + λ−1|∇u|2, Knowles’ constitutive condition (44) is automatically
satisfied for b = 1

2λ.

The proof of this statement is elementary: by chain rule and I1 = λI2 + λ1 − λλ2,
then

W̄2 = ∂W̄

∂ I1

∂ I1
∂ I2

= λW̄1 ⇒ bW̄1 + (bλ−1 − 1)W̄2 = (2b − λ)W̄1 = 0 ∀b = 1

2
λ.

To check if the Lagrange multiplier p = p(x1, x2, x3) must be in Knowles’ for-
mula (42), we use mathematical theory of Lagrange duality. For any given real-
valued function φ(x) ∈ Lq(B), the Lagrange multiplier p for the equality constraint
φ(x) = 0 must be in the dual space Lq ′

(B) such that 1/q + 1/q ′ = 1. Since F
depends only on (x1, x2) ∈ Ω , the constraint φ(x) = det F(u) − 1 is defined on
Ω ⊂ B, its Lagrange multiplier p(x) must be defined on Ω . Indeed, by simple
calculation for the form (42)

∫
B

φ(x1, x2)p(x1, x2, x3)dB =
∫

Ω

φ(x1, x2)[
∫

p(x1, x2, x3)dx3]dΩ

one can easily find that the Lagrange multiplier is independent of x3. Thus, we must
have c ≡ 0 and p = p(x1, x2) for any anti-plane shear deformation. For this reason

3i.e., Eq. (3.5) in [6].
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and W̄2 = λW̄1, ζ = ∇V (ξ) = W̄1, the Eq. (41) (i.e., (2.20) in [6]) is identical to the
equation in (BV P)s :

[
2(W̄1 + λ−1W̄2)u,β

]
,β

= 0 ⇔ ∇ · [2ζ∇u] = 0 in Ω. (45)

Now we need to check the other two equilibrium equations in Knowles’ over-
determined system. Instead of the local analysis, we use the well-known virtual
work principle

∫
B
tr(σ · δF(χ))dB =

∫
St

t · δχ , ∀χ ∈ Xc, (46)

which holds for any given deformation problem regardless of constitutive laws. On
Xb ⊂ Xc, we have the following strong complementarity conditions :

(δχ) · (div σ ) = 0 inB, (δχ) · σ · N = (δχ) · t on St . (47)

The fact that the anti-plane shear deformation (10) has no displacements in e1 and e2
directions, i.e., δχα ≡ 0 ∀α = 1, 2 a.e. in Ω , the vector div σ is not necessarily to
be zero in these directions. This shows that the additional two equilibrium equations
(40), i.e. (2.19) in the paper [6], cannot be obtained from the virtual work principle.
By the fact that the boundary value problem (BV P)s is well-determined by Eq. (45),
these two extra equations are useless for the problem considered.

To understand the “function" of the hydrostatic pressure p(x) in Knowles’
over-determined problem, we use the KKT complementarity condition in (8), i.e.
p(det F − 1) = 0. Since the anti-plane shear state is an isochoric deformation, the
equality det F(u) ≡ 1 is trivially satisfied all most every where in Ω for any mate-
rials. For incompressible material, p(x) is a pseudo-Lagrange multiplier and can be
an arbitrarily given parameter. For compressible material, p(x) could be zero, but in
either case, the only function of this parameter is to balance the extra two Eq. (40),
which cannot be obtained by the virtual work principle. This shows that the governing
equations obtained by the minimum total potential principle are always compatible.

Finally, let us exam the ellipticity condition in Knowles’s theorem. The following
theorem is important in nonlinear analysis.

Theorem 5 The ellipticity condition (43) is neither necessary nor sufficient for the
nonlinear partial differential equation (45) to admit nontrivial states of anti-plane
shear. (BV P)s has at least one solution only if t (x) �= 0 on Γt such that Ta �= ∅.

For any given convex function W̄ (I1, I2) and the external force t (x) �= 0 on Γt ,
Eq. (45) is strongly G-elliptic if for every solution ζ1 of (25)

ζ1 = W̄1(I1, I2) > 0. (48)
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Proof. Let ξ = {I1, I2}. Using chain rule for Ŵ (γ ) = W̄ (ξ(γ ))

∇Ŵ (γ ) = ∇γ W̄ (ξ(γ )) = 2γ (W̄1 + λ−1W̄2),

thus, Knowles’ ellipticity condition (43) is actually a special case of the strong
Legendre condition ∇2Ŵ (γ ) � 0, which can only guarantee the convexity of
W (F) = Ŵ (γ ), i.e., under this condition, Problem (BV P)s has at most one solu-
tion. Clearly, (BV P)s has a trivial solution if t (x) = 0 on Γt . Therefore, Knowles’
ellipticity condition (43) is not sufficient to admit a nontrivial solution.

By the canonical duality theory we know that for nonconvex stored energy
W (F) = Ŵ (γ ), Problem (P)s can have multiple nontrivial solutions if t (x) �= 0
on Γt such that Ta �= ∅. Therefore, the condition (43) is also not necessary to admit
a nontrivial solution.

By simple calculation for (43), we have

2(W̄1 + λ−1W̄2) + 4R2(W̄11 + 2λ−1W̄12 + λ−2W̄22) > 0, (49)

which is a strong case for (31), where W̄αβ = ∂2W̄/∂ Iα∂ Iβ . If the canonical function
W̄ (I1, I2) is convex in ξ = {I1, I2}, we have

W̄11 + 2λ−1W̄12 + λ−2W̄22 ≥ 0 ∀{I1, I2} ∈ R
2, λ > 0. (50)

By the facts that ζ2 = W̄2 = λW̄1 = λζ1 and ζ1 = ∇V (I1) = W̄1, we know that the
condition (49) holds as long as

2(W̄1 + λ−1W̄2) = 4ζ1 > 0.

Thus, by Theorems 2 and 3we know that the functionG(γ ) is strictly G-quasiconvex
and (45) is strongly G-elliptic. In this case, (BV P)s has at most one solution. �

Combining Theorems 1, 2, 5 and Lemma 3 we know that Knowles’ constitutive
constraints (43) and (44) are neither necessary nor sufficient for the existence of
nontrivial states of anti-plane shear. Actually, this ellipticity condition even disallows
manypossible nontrivial local solutions in nonconvex problems. Indeed, itwas shown
in [3, 4] that for any given nonconvex stored energyW (F(γ )) = W̄ (I1(γ ), I2(γ )) =
Ŵ (γ ) and nontrivial external force t (x) �= 0 such that |t (x)| ≤ τc holds at certain
x ∈ Ω , the minimum potential variational problem (P)s can have multiple solutions
{uk} in Banach space Uc and can be obtained analytically by the canonical duality
theory. Both global and localminimum solutions could be nonsmooth if τ (x) changes
its sign in Ω . While Knowles’ over-determined system admits only a unique smooth
solution in C2 due to the additional ellipticity restriction on W̄ . Therefore, Knowles’
over-determined system is a very special case of the variational problem (P)s .
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4 Conclusions

In summary, the following conclusions can be obtained.

1. The pure complementary energy principle and canonical duality–triality theory
developed in [1] are powerful for solving general nonlinear boundary value prob-
lems in nonlinear elasticity.

2. Both convexity of the total potential and ellipticity condition of the associated
fully nonlinear boundary value problem depend not only on the stored energy
function, but also sensitively on the external force field.

3. The triality theory provides a sufficient condition to identify both global and local
extremum solutions for nonconvex problems.

4. General anti-plane shear deformation problems must be governed by the gener-
alized neo-Hookean model.

5. Unless the KKT theory is wrong, the incompressibility is not a variational con-
straint for any anti-plane shear deformation problem, the pseudo-Lagrange mul-
tiplier p depends only on (x1, x2), which is not a variable for the problem.

6. Unless the virtual work principle is wrong, there is only one equilibrium equation
for general anti-plane shear deformation problems. The two extra equations in
Knowles’ over-determined system are not required.

7. Unless the minimum potential variational principle is wrong, the constitutive
conditions required by Theorems in [6, 7] are neither necessary nor sufficient for
general homogeneous materials to admit nontrivial states of anti-plane shear.

The first three conclusions are naturally included in the canonical duality–triality
theory developed by the author and his coworkers during the last 25 years [1]. Exten-
sive applications have been given in multidisciplinary fields of biology, chaotic
dynamics, computational mechanics, information theory, phase transitions, post-
buckling, operations research, industrial and systems engineering, etc.

The last four conclusions are obtained recently when the author was involved in
discussions with colleagues on anti-plane shear deformation problems. As highly
cited papers [6, 7], Knowles’ over-determined system has been extensively applied
to many anti-plane shear deformation problems in literature, see recent papers [10–
12]. The main motivation for this paper and [2] is due to the recent challenges (see
[13]).
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Canonical Duality Method for Solving
Kantorovich Mass Transfer Problem

Xiaojun Lu and David Yang Gao

Abstract This paper addresses analytical solution to the Kantorovich mass transfer
problem. Through an ingenious approximation mechanism, the Kantorovich prob-
lem is first reformulated as a variational form, which is equivalent to a nonlinear
differential equation with Dirichlet boundary. The existence and uniqueness of the
solution can be demonstrated by applying the canonical duality theory. Then, using
the canonical dual transformation, a perfect dual maximization problem is obtained,
which leads to an analytical solution to the primal problem. Its global extremality
for both primal and dual problems can be identified by a triality theory. In addition,
numerical maximizers for the Kantorovich problem are provided under different cir-
cumstances. Finally, the theoretical results are verified by applications to Monge’s
problem. Although the problem is addressed in one-dimensional space, the theory
and method can be generalized to solve high-dimensional problems.

1 Introduction

The Monge–Kantorovich mass transfer model is widely used in modern economic
activities, medical science, andmechanical processes. In these respects, some typical
examples include the logistics of transport for industrial products, purification of
blood in the kidneys and livers, shape optimization, etc. Interesting readers can refer
to [1, 2, 9, 23, 24, 28, 29] for more details.

The original transfer problem, which was proposed by Monge [28], investigated
how to move one mass distribution to another one with the least amount of work.
In this paper, we consider the Monge–Kantorovich problem in the 1-D case. Let
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Ω = [a, b] and Ω∗ = [c, d], a, b, c, d ∈ R and denote U := Ω ∪ Ω∗ = [a, b] ∪
[c, d]. Here we focus on the closed case, and other bounded cases can be discussed
similarly. Moreover, f + and f − are two nonnegative density functions inΩ andΩ∗,
respectively, and satisfy the normalized balance condition

∫
Ω

f +dx =
∫

Ω∗
f −dx = 1.

Let c : Ω × Ω∗ → [0,+∞) be a cost function, which indicates the work required
to move a unit mass from the position x to a new position y. There are many types
of cost functions while dealing with different problems [2, 5, 9, 27]. In Monge’s
problem, the cost function is proportional to the distance |x − y|,

c(x, y) = |x − y|.

The Monge’s problem consists in finding an optimal mass transfer mapping s∗ :
Ω → Ω∗ to minimize the cost functional I (s):

I (s∗) = min
s∈N

{
I [s] :=

∫
Ω

|x − s(x)| f +(x)dx
}
, (1)

where s : Ω → Ω∗ belongs to the classN of measurable mappings driving f +(x)

to f −(y),
s# f + = f −,

which means, for ∀x ∈ Ω ,

f +(x) = f −(s(x))|det(J (s(x)))|,

where J (s(x)) is the Jacobian matrix of the mapping s.

In the 1940s, Kantorovich [23, 24] relaxed Monge’s transfer problem (1) and
proposed the task of finding a Kantorovich potential u∗ ∈ L solving

K [u∗] = max
w∈L

{
K [w] :=

∫
U

w f dz =
∫

U
w( f + − f −)dz

}
, (2)

where L is the class of functionals w : U → R satisfying

Lip[w] := sup
x �=y

|w(x) − w(y)|
|x − y| ≤ 1.

As a matter of fact, the Kantorovich’s problem (2) is not a perfect maximization dual
of Monge’s minimization problem (1). Following the procedure of [5, 9], one can
prove the dual criteria for optimality in the bounded case.
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Lemma 1.1. Let s∗ ∈ N and u∗ ∈ L . If the following identity holds,

u∗(x) − u∗(s∗(x)) = |x − s∗(x)|,

then

• s∗ is an optimal mass transfer mapping in Monge’s problem (1);
• u∗ is a Kantorovich potential maximizing Kantorovich’s problem (2);
• The minimum I [s∗] in (1) is equal to the maximum K [u∗] in (2);
• Every optimal mass transfer mapping s∗ and Kantorovich potential u∗ satisfy the

above identity.

Due to the implicitness of u∗, L.C. Evans, W. Gangbo, and J. Moser [6, 8, 9]
provided an ODE recipe to build s∗ by solving a flow problem involving Du. This
method is indeed useful but very complicated. In 2001, L.A. Caffarelli, M. Feldman,
R.J. McCann, N.S. Trudinger, and X.J. Wang showed a much simpler approach to
construct optimal mappings by decomposition of transfer sets and measure theory
[5, 30]. Once an analytical Kantorovich potential u∗ is found, by checking the above
identity, one can immediately judge whether it is possible to construct a suitable
optimal mapping s∗ by virtue of u∗. However, due to the nonuniform convexity of
the cost function c(x, y), it is difficult to find optimal mass allocation. In order to gain
some insight into this problem, many approximating mechanisms were introduced.
For example, L.A. Caffarelli, W. Gangbo, R.J. McCann and X.J. Wang [4, 13, 14,
30], etc. utilized an approximation of strictly convex cost functions

cε(x, y) = |x − y|1+ε ε > 0.

The existence and uniqueness of the optimal mapping s∗ε can be proved by convex
analysis. Then let ε tends to 0, and one can construct an optimal mapping s∗ using
transfer rays and transfer sets invoked by L.C. Evans andW. Gangbo [8]. In addition,
N.S. Trudinger and X.J. Wang used the approximation

cε(x, y) =
√

ε2 + |x − y|2

in the discussion of regularity [27, 30]. All the above-mentioned approximations con-
centrate upon the cost function c(x, y). In this paper, we are eager to explore whether
the approximation of Kantorovich’s problem can bring more useful information.

Let L0 be a subset of L ,

L0 :=
{
φ ∈ W 2,∞

0 (U ) ∩ C(U )

∣∣∣ |φx | ≤ 1, φ = 0 on Ω ∩ Ω∗
}
,

where W 2,∞
0 (U ) is a Sobolev space. Here, when Ω ∩ Ω∗ = ∅, C(U ) represents

C(Ω) and C(Ω∗). We restrict our discussion of Kantorovich’s problem (2) in L0,
namely,
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K [u] = max
w∈L0

{
K [w] :=

∫
U

w f dz =
∫

U
w( f + − f −)dz

}
. (3)

In the survey paper [10], L.C. Evans proposed a sequence of approximated dual prob-
lems of (3).Nowwe explain themechanism.We consider a sequence of approximated
primal problems

(P (k)) : min
wk∈L0

{
J (k)[wk] :=

∫
U

(
H (k)(wk,x ) − wk f

)
dx

}
, (4)

where wk,x is the derivative of wk with respect to x , H (k) : R → R
+ is defined as

H (k)(γ ) := 1

k
e

k
2 (γ 2−1),

and J (k) is called the potential energy functional. Notice that when |γ | ≤ 1, then
lim

k→∞ H (k)(γ ) = 0 uniformly. From [10], it is clear that

− lim
k→∞ min

wk∈L0

J (k)[wk] = max
w∈L0

K [w].

Consequently, once a sequence of functions {u∗
k}k satisfying J (k)[u∗

k ] = min
wk∈L0

J (k)[wk] globally is obtained, then it will help us find a Kantorovich potential
u = lim

k→∞ u∗
k which solves (3).

In this paper, we investigate analytic solutions to the Kantorovich potential u∗ of
problem (3) using canonical duality theory. This theorywas developed fromGao and
Strang’s original work on nonconvex/nonsmooth variational problems [21]. During
the last few years, considerable effort has been taken to illustrate these nonconvex
problems from the theoretical point of view [16, 17]. Interesting readers can refer to
[18–20, 22].

Before we state the main results, we introduce some useful notations.

• θk is the corresponding Gâteaux derivative of H (k) with respect to wk,x given by

θk(x) = e
k
2 (w2

k,x −1)wk,x .

• Φ(k) : L0 → L∞(U ) is a nonlinear geometric mapping given by

Φ(k)(wk) := k

2
(w2

k,x − 1).

For convenience’s sake, denote

ξk := Φ(k)(wk).
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It is evident that ξk belongs to the function space U given by

U :=
{
φ ∈ L∞(U )

∣∣∣φ ≤ 0
}
.

• Ψ (k) : U → L∞(U ) is a canonical energy defined as

Ψ (k)(ξk) := 1

k
eξk ,

which is a convex function with respect to ξk .
• ζk is the corresponding Gâteaux derivative of Ψ (k) with respect to ξk given by

ζk = 1

k
eξk ,

which is invertible with respect to ξk and belongs to the function space V (k),

V (k) :=
{
φ ∈ L∞(U )

∣∣∣0 ≤ φ ≤ 1

k

}
.

• λk is defined as
λk := kζk,

and belongs to the function space V ,

V :=
{
φ ∈ L∞(U )

∣∣∣0 ≤ φ ≤ 1
}
.

Now we are ready to introduce the main theorems.

Theorem 1.2. For positive density functions f + ∈ C(Ω), f − ∈ C(Ω∗), we can
always find a sequence of analytical functions {u∗

k ∈ L0}k minimizing the approxi-
mated problems (4) globally.

By canonical duality method, we are able to find an analytical Kantorovich poten-
tial for (3).

Theorem 1.3. For positive density functions f + ∈ C(Ω), f − ∈ C(Ω∗), we can
always find an analytical global maximizer u ∈ L0 for Kantorovich’s mass transfer
problem (3).

Remark 1.4. Generally speaking, there are plenty of approximating schemes, for
example, one can also let

H (k)(γ ) := 1

k
(γ 2 − 1)2.

Then by following the procedure in dealing with double-well potentials in [19, 21],
we could definitely find an analytical Kantorovich potential.
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Remark 1.5. Through applying the canonical duality method, we have devised a
systematic procedure in finding an analytical minimizer. In fact, for other types of
cost functions, for instance, c(x, y) = |x − y|p, p ∈ [1,∞), we can also use this
method to construct an analytical Kantorovich potential u∗. Compared with former
results [8, 9], we obtain an explicit representation of Kantorovich potential, which
helps us construct an optimal mapping s∗ according to Lemma 1.1. This question
will be discussed in detail in the application part.

The rest of the paper is organized as follows. In Sect. 2, first we apply the canonical
dual transformation to establish a sequence of perfect dual problems and a pure
complementary energy principle. Next we explain the canonical duality theory and
triality theory. In particular, the triality theory provides global extremum conditions
for the problem (4). Afterward, we construct a sequence of analytical functions
minimizing J (k) globally and a Kantorovich potential maximizing K [w] of (3). In
the final analysis, we use a product allocationmodel in 1-D to illustrate our theoretical
results.

2 Proof of the Main Results: Technique of Canonical
Duality Method

2.1 Proof of Lemma 1.1 in the Bounded Case:

Proof. Similar as [5], for any s ∈ N and w ∈ L0, we compute

I [s] = ∫
Ω

|x − s(x)| f +(x)dx

= ∫
U |x − s(x)| f +(x)dx

≥ ∫
U (w(x) − w(s(x))) f +(x)dx

= ∫
U w(x) f +(x)dx − ∫

U w(y) f −(y)dy

= K [w].

Taking into account the given identity, we complete the proof.

2.2 Proof of Theorem 1.2:

Here we apply the variational method to discuss problem (4). Now we show an
important lemma in this respect.
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Lemma 2.1. The Euler–Lagrange equation for (P (k)) takes the following form,

θk,x + f = (e
k
2 (u2

k,x −1)uk,x )x + f = 0, in U. (5)

Remark 2.2. The term e
k
2 (u2

k,x −1) is called the transport density. Clearly, like
p−Laplace operator, e

k
2 (u2

k,x −1) is a highly nonlinear and nonlocal function of
uk ∈ L0. With the hidden boundary value uk = 0 on ∂U, we are able to prove the
existence and uniqueness of the solution of (5). This important fact will be explained
later.

Proof. Indeed, the Gâteaux derivative of J (k) with respect to uk belongs to L1(U ).
For any given μ > 0 and any test function φ ∈ L0, by integrating by parts, we have

lim
μ→0+

J (k)[uk + μφ] − J (k)[uk]
μ

= lim
μ→0+

∫
U

{ 1
k e

k
2 ((uk+μφ)2x −1) − 1

k e
k
2 (u2

k,x −1)

μ
− φ f

}
dx

=
∫

U

{1
k
e

k
2 (u2

k,x −1) lim
μ→0+

e
k
2 (μ2φ2

x +2μuk,x φx ) − 1
k
2 (μ

2φ2
x + 2μuk,xφx )

·
k
2 (μ

2φ2
x + 2μuk,xφx )

μ
− φ f

}
dx

=
∫

U

{1
k
e

k
2 (u2

k,x −1)kuk,xφx − φ f
}

dx

= −
∫

U

{
(e

k
2 (u2

k,x −1)uk,x )xφ + φ f
}

dx .

Actually, since uk and φ are both in L0, then for any given μ < 0, when μ → 0−,
the above calculation still holds.

Now we are going to apply the canonical duality method invoked by David Y.
Gao [17]. By Legendre transformation, we define aGao–Strang total complementary
energy functional.

Definition 2.3. With the notations in Sect. 1, we define a Gao–Strang total comple-
mentary energy Ξ(k) in the form

Ξ(k)(uk, ζk) :=
∫

U

{
Φ(k)(uk)ζk − Ψ (k)

∗ (ζk) − f uk

}
dx, (6)

where the function Ψ
(k)∗ : V (k) → L∞(U ) is defined as

Ψ (k)
∗ (ζk) := ξkζk − Ψ (k)(ξk) = ζk(ln(kζk) − 1). (7)
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Next we introduce an important criticality criterium for the Gao–Strang total
complementary energy functional.

Definition 2.4. (ūk, ζ̄k) ∈ L0 × V (k) is called a critical pair of Ξ(k) if and only if

Duk Ξ
(k)(ūk, ζ̄k) = 0, (8)

and
Dζk Ξ

(k)(ūk, ζ̄k) = 0, (9)

where Duk , Dζk denote the partial Gâteaux derivatives of Ξ(k), respectively.

By variational method, we explore the criticality criterium (8) and (9). Indeed, on
the one hand, we have the following observation from (8).

Lemma 2.5. For a fixed ζk ∈ V (k), (8) leads to the equilibrium equation

(λk ūk,x )x + f = 0, in U. (10)

Remark 2.6. It is easy to check the equilibrium equation (10) is consistent with (5)
except that the transport density is replaced by λk = kζk . We will use this fact to
construct a sequence of analytical solutions later.

Proof. Indeed, the partial Gâteaux derivative of Ξ(k) with respect to uk belongs to
L1(U ). For ∀μ > 0 and any test function φ ∈ L0, by integrating by parts, we have

lim
μ→0+

Ξ(k)(ūk + μφ, ζk) − Ξ(k)(ūk, ζk)

μ

= lim
μ→0+

∫
U

Λ(k)(ūk + μφ) − Λ(k)(ūk)

μ
ζkdx −

∫
U

f φdx

= lim
μ→0+

∫
U

k(ūk,x + μφx )
2 − ū2

k,x )

2μ
ζkdx −

∫
U

f φdx

=
∫

U
kūk,xφxζkdx −

∫
U

f φdx

= −
∫

U

{
(kζk ūk,x )xφdx + f φ

}
dx .

Since uk and φ are both inL0, then for ∀μ < 0, whenμ → 0−, the above calculation
still holds.
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On the other hand, from (9), we have the following observation.

Lemma 2.7. For a fixed uk ∈ L0, (9) is in fact the constructive law

Φ(k)(uk) = Dζk Ψ
(k)
∗ (ζ̄k). (11)

Remark 2.8. It is worth noticing that (11) is consistent with the notations in Sect.1.

Proof. Indeed, the partial Gâteaux derivative of Ξ(k) with respect to ζk belongs to
L1(U ). For ∀μ > 0 and any test function φ ∈ L0, by integrating by parts, we have

lim
μ→0+

Ξ(k)(uk, ζ̄k + μφ) − Ξ(k)(uk, ζ̄k)

μ

= lim
μ→0+

∫
U

{
Φ(k)(uk)φ − Ψ

(k)∗ (ζ̄k + μφ) − Ψ
(k)∗ (ζ̄k)

μ

}
dx

=
∫

U

{
Φ(k)(uk) − Dζk Ψ

(k)
∗ (ζ̄k)

}
φdx .

Since uk and φ are both inL0, then for ∀μ < 0, whenμ → 0−, the above calculation
still holds.

Lemmas 2.5 and 2.7 indicate that ūk from the critical pair (ūk, ζ̄k) solves (5). Now
we introduce the canonical duality theory. For our purpose, we define the following
Gao–Strang pure complementary energy functional.

Definition 2.9. From Definition 2.3, we define a Gao–Strang pure complementary
energy J (k)

d in the form
J (k)

d [ζk] := Ξ(k)(ūk, ζk), (12)

where ūk solves (5).

For the sake of convenience, we give another representation of J (k)
d by the

following lemma.

Lemma 2.10. The pure complementary energy functional J (k)
d can be rewritten as

J (k)
d [ζk] = −1

2

∫
U

{ θ2
k

kζk
+ kζk + 2ζk(ln(kζk) − 1)

}
dx . (13)

Remark 2.11. ūk is included in this representation in an implicit manner, which
will simplify our further discussion considerably.
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Proof. With Definition 2.3, by integrating by parts, we have

Ξ(k)(ūk, ζk) =
∫

U

{(k

2
(ū2

k,x − 1
)
ζk − Ψ (k)

∗ (ζk) − f ūk

}
dx

=
∫

U

{
kζk ū2

k,x − f ūk

}
dx

− ∫
U

{
k
2 (ū

2
k,x − 1)ζk + kζk + ζk(ln(kζk) − 1)

}
dx

= −
∫

U

{
(kζk ūk,x )x + f

}
ūkdx

︸ ︷︷ ︸
(I )

− 1

2

∫
U

{
kζk ū2

k,x + kζk + 2ζk(ln(kζk) − 1)
}

dx .

︸ ︷︷ ︸
(I I )

(14)

Since ūk solves (5), then the first part (I ) disappears. Keeping in mind the definition
of θk , we reach the conclusion immediately.

With the above discussion, next we establish the dual variational problem of (4).

(P (k)
d ) : max

ζk∈V (k)

{
J (k)

d [ζk] = −1

2

∫
U

{ θ2
k

kζk
+ kζk + 2ζk(ln(kζk) − 1)

}
dx

}
. (15)

By variational calculus, we have the following lemma.

Lemma 2.12. The variation of J (k)
d with respect to ζk leads to the dual algebraic

equation(DAE), namely,
θ2

k = kζ̄ 2
k (2 ln(kζ̄k) + k), (16)

where ζ̄k is from the critical pair (ūk, ζ̄k).

Proof. Indeed, by calculating the Gâteaux derivative of J (k)
d with respect to ζk , we

can prove the lemma immediately.

Remark 2.13. Taking into account the notation of λk , we can rewrite (16) as

θ2
k = λ2

k ln(eλ
2
k
k ). (17)

From (17), we know that θ2
k is monotonously increasing with respect to λk > e− k

2 .

As a matter of fact, we have the following asymptotic expansion of θ2
k .
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Lemma 2.14. When k ≥ 3, θ2
k has the expansion of the form

θ2
k = (1 − 2

k
)λ2

k + 2

k
λ3

k + Rk(λk),

where the remainder term |Rk(λk)| ≤ 1
k uniformly for any λk ∈ [e− k

2 , 1]. In particu-
lar, for a fixed x ∈ U, if lim

k→∞ λk = λ and lim
k→∞ θk = θ in L∞, then we have the limit

version of (17),
θ2 = λ2. (18)

Remark 2.15. In the 1-D case, later on we will demonstrate how to find the limit θ

of the sequence {θk}k as k tends to infinity.

Proof. Since λk ∈ [e− k
2 , 1], we can rewrite (17) using Taylor’s expansion formula

for ln λk at the point 1,

θ2
k = λ2

k

(
1 + 2

k
(λk − 1) − 1

kη2
k

(λk − 1)2
)

= (1 − 2

k
)λ2

k + 2

k
λ3

k − 1

k

λ2
k

η2
k

(λk − 1)2,

where ηk ∈ (λk, 1). It is evident that

|1
k

λ2
k

η2
k

(λk − 1)2| ≤ |1
k

λ2
k

λ2
k

(λk − 1)2| ≤ 1

k
.

This concludes our proof.

By comparing (5) with (10), we deduce that an analytical solution of (5) can be
given as

ūk(x) =
∫ x

x0

θk(t)

λk(t)
dt + C, (19)

where x, x0 ∈ U . Together with (18), we see that

lim
k→∞ |ūk,x | = 1,

which is consistent with the conclusion in [9]. Summarizing the above discussion,
we have the following duality theorem.

Theorem 2.16 (Canonical Duality Theory). For positive density functions f + ∈
C(Ω), f − ∈ C(Ω∗), if θk is a solution of the Euler–Lagrange equation (5), which
is not identically equal to 0, then (17) has a unique positive root λ̄k due to the
monotonicity property. Furthermore, an analytical function given by

ūk(x) =
∫ x

x0

θk(t)

λ̄k(t)
dt + C (20)
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is a local minimizer of (4) and satisfies the following duality identity locally,

J (k)[ūk] = J (k)
d [ζ̄k], (21)

where (ūk, ζ̄k) is a critical pair for Ξ(k).

Proof. It suffices to prove the identity (21). Indeed, this identity is obtained by direct
variational calculus of J (k)[uk] and J (k)

d [ζk] in (4) and (15), respectively.

J (k)[ūk] = Ξ(k)(ūk, ζ̄k) = J (k)
d [ζ̄k]. (22)

Remark 2.17. Theorem 2.16 demonstrates that the maximization of the pure com-
plementary energy functional J (k)

d is perfectly dual to the minimization of the potential
energy functional J (k). In effect, the identity (22) indicates there is no duality gap
between them.

Up to now, we have constructed a critical pair (ūk, ζ̄k) satisfying (22) locally.
Next we verify that ūk and ζ̄k are exactly a global minimizer for J (k) and a global
maximizer for J (k)

d , respectively. In the following theorem, we apply the triality
theory to obtain the extremum conditions for the critical pair.

Theorem 2.18 (Triality Theory). For positive density functions f + ∈ C(Ω), f − ∈
C(Ω∗), we have, θk is the unique solution of the Euler–Lagrange equation (5) with
hidden Dirichlet boundary. Moreover, ζ̄k is a global maximizer of J (k)

d over V (k),
and the corresponding ūk in the form of (20) is a global minimizer of J (k) over L0,
namely,

J (k)(u∗
k) = J (k)(ūk) = min

uk∈L0

J (k)(uk) = max
ζk∈V (k)

J (k)
d (ζk) = J (k)

d (ζ̄k). (23)

Proof. We divide our proof into three parts. In the first and second parts, we discuss
the uniqueness of θk . Extremum conditions will be illustrated in the third part.

First Part:

Without loss of generality, we consider the disjoint case Ω = [a, b] and Ω∗ =
[c, d], b < c. InΩ , we have a general solution for the nonlinear differential equation
(5) in the form of

θk(x) = −F(x) + Ck, F(x) :=
∫ x

a
f +(x)dx, x ∈ [a, b].

Since f + > 0, then F ∈ C[a, b] is a strictly increasing function with respect to
x ∈ [a, b] and consequently is invertible. Let F−1 be its inverse function, which is
also a strictly increasing function, then

F−1 : [0, 1] → [a, b].
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From Remark 2.13, we see that there exists a unique piecewise continuous function
λk(x) > e− k

2 except for the point x = F−1(Ck). By paying attention to the fact that
ūk(a) = 0, we represent the analytical solution ūk in the following form:

ūk(x) =
∫ x

a

−F(x) + Ck

λk(x)
dx, x ∈ [a, b].

Since

lim
x→F−1(Ck )−

−F(x) + Ck

λk(x)
= 0, lim

x→F−1(Ck )+

−F(x) + Ck

λk(x)
= 0,

thus ūk is continuous at the point x = F−1(Ck). As a result, ūk ∈ C[a, b]. Recall
that

ūk(b) =
∫ F−1(Ck )

a

−F(x) + Ck

λk(x)
dx +

∫ b

F−1(Ck )

−F(x) + Ck

λk(x)
dx = 0,

and we can determine the constant Ck ∈ (0, 1) uniquely. Indeed, let

M(t) :=
∫ F−1(t)

a

−F(x) + t

λk(x, t)
dx +

∫ b

F−1(t)

−F(x) + t

λk(x, t)
dx,

where λk(x, t) is from (17). It is evident that λk depends on Ck . As a matter of fact,
M is strictly increasing with respect to t ∈ (0, 1), which leads to

Ck = M−1(0).

Indeed, for t1 < t2, t1, t2 ∈ (0, 1), by keeping in mind the identity (17), we have

M(t1) =
∫ F−1(t1)

a

−F(x) + t1
λk(x, t1)

dx +
∫ b

F−1(t1)

−F(x) + t1
λk(x, t1)

dx

=
∫ F−1(t1)

a

−F(x) + t1
λk(x, t1)

dx +
∫ F−1(t2)

F−1(t1)

−F(x) + t1
λk(x, t1)

dx +
∫ b

F−1(t2)

−F(x) + t1
λk(x, t1)

dx

<

∫ F−1(t1)

a

−F(x) + t2
λk(x, t2)

dx +
∫ F−1(t2)

F−1(t1)

−F(x) + t2
λk(x, t2)

dx +
∫ b

F−1(t2)

−F(x) + t2
λk(x, t2)

dx

= M(t2).

More information concerned with Ck will be explained in the proof of
Theorem 1.3.
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Second Part:

Applying the similar procedure, we see that

θk(x) = G(x) − Dk, G(x) :=
∫ x

c
f −(x)dx, x ∈ [c, d],

where the constant Dk ∈ (0, 1). Since f − > 0, then G ∈ C[c, d] is a strictly increas-
ing function with respect to x ∈ [c, d] and consequently is invertible. Let G−1 be its
inverse function, which is also a strictly increasing function, then

G−1 : [0, 1] → [c, d].

We can represent the analytical solution ūk in the following form:

ūk(x) =
∫ x

c

G(x) − Dk

λk(x)
dx, x ∈ [c, d].

Since

lim
x→G−1(Dk )−

G(x) − Dk

λk(x)
= 0, lim

x→G−1(Dk )+

G(x) − Dk

λk(x)
= 0,

thus ūk is continuous at the point x = G−1(Dk). As a result, ūk ∈ C[c, d]. Recall
that

ūk(d) =
∫ G−1(Dk )

c

G(x) − Dk

λk(x)
dx +

∫ d

G−1(Dk )

G(x) − Dk

λk(x)
dx = 0,

and we can determine the constant Dk ∈ (0, 1) uniquely. Indeed, let

N (t) :=
∫ G−1(t)

c

G(x) − t

λk(x, t)
dx +

∫ d

G−1(t)

G(x) − t

λk(x, t)
dx,

where λk(x, t) is from (17). As a matter of fact, N is strictly decreasing with respect
to t ∈ (0, 1), which leads to

Dk = N−1(0).

Indeed, for t1 < t2, t1, t2 ∈ (0, 1), by keeping in mind the identity (17), we have
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N (t1) =
∫ G−1(t1)

c

G(x) − t1
λk(x, t1)

dx +
∫ d

G−1(t1)

G(x) − t1
λk(x, t1)

dx

=
∫ G−1(t1)

c

G(x) − t1
λk(x, t1)

dx +
∫ G−1(t2)

G−1(t1)

G(x) − t1
λk(x, t1)

dx +
∫ d

G−1(t2)

G(x) − t1
λk(x, t1)

dx

>

∫ G−1(t1)

c

G(x) − t2
λk(x, t2)

dx +
∫ G−1(t2)

G−1(t1)

G(x) − t2
λk(x, t2)

dx +
∫ d

G−1(t2)

G(x) − t2
λk(x, t2)

dx

= N (t2).

Furthermore, the other cases, such as b = c and b > c, can also be discussed simi-
larly due to the fact that ūk = 0 on Ω ∩ Ω∗. Therefore, θk is uniquely determined in
U and the analytic solution ūk ∈ C(U ).

Third Part:

In order to prove the extremum of the critical pair, we recall the second variational
formula for both J (k) and J (k)

d .
On the one hand, for any test function φ ∈ L0 satisfying φx �= 0 a.e. in U , the

second variational form δ2φ J (k) with respect to φ is equal to

∫
U

d2

dt2

{
H (k)((ūk + tφ)x )

}∣∣∣
t=0

dx =
∫

U
e

k
2 (ū2

k,x −1)
{

k(ūk,xφx )
2 + φ2

x

}
dx . (24)

On the other hand, for any test function ψ ∈ V (k) satisfying ψ �= 0 a.e. in U , the
second variational form δ2ψ J (k)

d with respect to ψ is equal to

−1

2

∫
U

d2

dt2

{ θ2
k

k(ζk + tψ)
+ 2(ζk + tψ)

(
ln(k(ζk + tψ)) − 1

)}∣∣∣
t=0

dx

= −
∫

U

{θ2
k ψ2

kζ 3
k

+ ψ2

ζk

}
dx .

From (24) and (25), we know immediately that

δ2φ J (k)(ūk) > 0, δ2ψ J (k)
d (ζ̄k) < 0. (25)

Then Theorem 2.16 and the uniqueness of θk discussed in the first and second parts
complete our proof.

Consequently, we reach the conclusion of Theorem 1.2.
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2.3 Proof of Theorem 1.3:

Proof. Without loss of generality, we still consider the disjoint case, b < c. First we
show an important lemma which describes the asymptotic behavior of Ck and Dk

when k tends to infinity.

Lemma 2.19. When b < c, the sequences of {Ck}k and {Dk}k are given in the proof
of Theorem 2.18, then we have

lim
k→∞ Ck = F(

a + b

2
), (26)

lim
k→∞ Dk = G(

c + d

2
). (27)

Proof. Recall the identity

ūk(b) =
∫ F−1(Ck )

a

−F(x) + Ck

λk(x)
dx +

∫ b

F−1(Ck )

−F(x) + Ck

λk(x)
dx = 0. (28)

Since

lim
k→∞

−F(x) + Ck

λk(x)
= 1, x ∈ [a, F−1(Ck)),

lim
k→∞

−F(x) + Ck

λk(x)
= −1, x ∈ (F−1(Ck), b],

then for∀ε > 0, there exists an N ∈ N
+, such that for∀k > N , the following inequal-

ities hold:

(1 − ε)(F−1(Ck) − a) ≤
∫ F−1(Ck )

a

−F(x) + Ck

λk(x)
dx ≤ (1 + ε)(F−1(Ck) − a),

(29)

(−1 − ε)(b − F−1(Ck)) ≤
∫ b

F−1(Ck )

−F(x) + Ck

λk(x)
dx ≤ (−1 + ε)(b − F−1(Ck)).

(30)
Combining (29)–(31) together, we have

a + b

2
− b − a

2
ε ≤ F−1(Ck) ≤ a + b

2
+ b − a

2
ε. (31)

Then (27) follows immediately. It is obvious that we can prove (28) in a similar
manner.
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As a result, we define the limit of θk in L∞ as

θ(x) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

lim
k→∞(−F(x) + Ck) = Fab(x), Fab(x) = −F(x) + F(

a + b

2
), x ∈ [a, b],

lim
k→∞(G(x) − Dk) = Gcd (x), Gcd (x) = G(x) − G(

c + d

2
), x ∈ [c, d].

Next, according to (18), we define the limit of λk in L∞ as

λ(x) :=
⎧⎨
⎩

|Fab(x)|, x ∈ [a, b],

|Gcd(x)|, x ∈ [c, d].

Finally, we calculate the limit of ūk inL0 as follows:

u(x) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫ x

a

Fab(x)

|Fab(x)|dx = x − a, x ∈ [a, a+b
2 ],

∫ a+b
2

a

Fab(x)

|Fab(x))|dx +
∫ x

a+b
2

Fab(x)

|Fab(x)|dx = −x + b, x ∈ ( a+b
2 , b],

∫ x

c

Gcd(x)

|Gcd(x)|dx = −x + c, x ∈ [c, c+d
2 ],

∫ c+d
2

c

Gcd(x)

|Gcd(x)|dx +
∫ x

c+d
2

Gcd(x)

|Gcd(x)|dx = x − d, x ∈ ( c+d
2 , d].

(32)

This solution is illustrated in Fig. 1. Several other cases can be proved similarly,
and the corresponding Kantorovich potentials are depicted in Figs. 1, 2, 3 and 4. As
a result, we have constructed a global maximizer for Kantorovich’s mass transfer
problem (3) in 1-D.

2.4 Application to Monge’s Problem

During the past few decades, Monge’s and Kantorovich’s problems have been the
subject of active inquiry, since it covers the domains of optimization, probability
theory, partial differential equations, allocation mechanism in economics and mem-
brane filtration in biology, etc. In this application part, we apply the main theorems
to solve a product allocation model in 1-D.

Wewant to transport some products from [a, b] to [c, d]. Assume that the products
are distributed uniformly in [a, b], that means, the density function f + satisfies
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x

Kantorovich potential u

a db c

1/2(b−a)

1/2(c−d)

(a)
x

u

Kantorovich potential u

bd

0

0

u

c a

1/2(b−a)

1/2(c−d)

(b)

Fig. 1 The unique continuous Kantorovich potential of Problem (3) while Ω and Ω∗ are disjoint
in 1-D

f +(x) = 1

b − a
, x ∈ [a, b].

Figure1: When f − > 0 in [c, d], according to Theorem 1.3, one can check that
the unique Kantorovich potential does not satisfy the dual criteria for optimality.
Therefore, in this case, the Kantorovich problem (3) is not a perfect dual problem of
Monge’s problem (1). We know, the optimal mapping should be s∗(x) = c, in which
case, the density f − is a δ-function in the form of

f − =
{∞ if x = c,
0 if x ∈ (c, d],

satisfying ∫ d

c
f −(x)dx = 1.

Figure2: When f − > 0 in [c, d], according to Theorem 1.3, one can check that
the unique Kantorovich potential satisfies the dual criteria for optimality only for
x ∈ [ a+b

2 , b], y ∈ [c, c+d
2 ]. Therefore, in this case, the Kantorovich problem (3) is

not a perfect dual problem of Monge’s problem (1). We know, the optimal mapping
should be s∗(x) = c.

Figure3: When f − > 0 in [c, d], according to Theorem 1.3, one can check that
the unique Kantorovich potential satisfies the dual criteria for optimality only when
we choose

s(x) =
⎧⎨
⎩

c if x ∈ [ a+c
2 , c] and y = c,

x if x, y ∈ (c, b),

y if x = b and y ∈ [b, b+d
2 ].

Therefore, in this case, the Kantorovich problem (3) is not a perfect dual problem
of Monge’s problem (1). We know, the optimal mapping should be
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x

u

Kantorovich potential u
1/2(b−a)

1/2(c−d)
b=c da

0

(a)

x

u

Kantorovich potential u

b

0

c

1/2(b−a)

1/2(c−d)
a=d

(b)

Fig. 2 The unique continuous Kantorovich potential of Problem (3) whileΩ andΩ∗ have a unique
common point in 1-D

x

u

Kantorovich potential u

0

a d

1/2(c−a)

bc
1/2(b−d)

(a)
x

u

Kantorovich potential u
1/2(b−d)

1/2(c−a)

0

c a d b

(b)

Fig. 3 The unique continuous Kantorovich potential of Problem (3) whileΩ ∩ Ω∗ have more than
one common point and Ω � Ω∗ or Ω∗ � Ω in 1-D

s∗(x) =
{

c if x ∈ [a, c],
x if x ∈ (c, b].

Figure4a, c, e: When f − > 0 in [c, d], according to Theorem 1.3, one can check
that the unique Kantorovich potential satisfies the dual criteria for optimality only
when we choose

s(x) =
⎧⎨
⎩

c if x ∈ [ a+c
2 , c] and y = c,

x if x, y ∈ (c, d],
d if x ∈ (d, b+d

2 ] and y = d.

Therefore, in this case, the Kantorovich problem (3) is not a perfect dual problem
of Monge’s problem (1). We know, the optimal mapping should be

s∗(x) =
⎧⎨
⎩

c if x ∈ [a, c],
x if x ∈ (c, d],
d if x ∈ (d, b].
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x

u

Kantorovich potential u

d=ba c

1/2(c−a)

0

(a) a< c < d = b, b−a ≥ d − c
x

u

Kantorovich potential u

c
1/2(c−a)

a d=b

0

(b) c < a< d = b, b−a ≤ d − c

x

u

Kantorovich potential u

a
0

bdc

1/2(c−a)

1/2(b−d)

(c) a< c < d < b, b−a ≥ d − c
x

u

Kantorovich potential u
0

c a bd
1/2(c−a)

1/2(b−d)

(d) c < a< b < d, b−a ≤ d − c

x

u

Kantorovich potential u

c=a
0

d b

1/2(b−d)

(e) c = a< d < b, , b−a ≥ d − c
x

u

Kantorovich potential u

c=a db

0

1/2(b−d)

(f) c = a< b < d, , b−a ≤ d − c

Fig. 4 The unique continuous Kantorovich potential of Problem (3) while Ω ⊆ Ω∗ or Ω∗ ⊆ Ω

in 1-D

Figure4b, d, f: When f − > 0 in [a, b], according to Theorem 1.3, one can check
that the unique Kantorovich potential does satisfy the dual criteria for optimality
when we choose s∗(x) = x, x ∈ [a, b]. Therefore, the Kantorovich problem (3) in
this case is a perfect dual problem of Monge’s problem (1).
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Triality Theory for General Unconstrained
Global Optimization Problems

David Yang Gao and Changzhi Wu

Abstract Triality theory is proved for a general unconstrained global optimization
problem. The method adopted is simple but mathematically rigorous. Results show
that if the primal problem and its canonical dual have the same dimension, the
triality theory holds strongly in the tri-duality form as it was originally proposed.
Otherwise, both the canonical min-max duality and the double-max duality still hold
strongly, but the double-min duality holds weakly in a super-symmetrical form as it
was expected. Additionally, a complementary weak saddle min-max duality theorem
is discovered. Therefore, an open problem on this statement left in 2003 is solved
completely. This theory can be used to identify not only the global minimum, but also
the largest local minimum, maximum, and saddle points. Application is illustrated.
Some fundamental concepts in optimization and remaining challenging problems in
canonical duality theory are discussed.

1 Introduction

The general global optimization problem to be solved is proposed in the following
form:

(P) : ext

{
Π(x) = W (x) + 1

2
〈x, Ax〉 − 〈x, f 〉 | x ∈ R

n

}
, (1)

whereW (x) is a nonconvex function, A ∈ R
n×n is a given symmetricmatrix, f ∈ R

n

is a given (source) vector, 〈∗, ∗〉 is an inner product in R
n , and the notation ext{∗}

stands for finding global extrema of the function given in {∗}, including both global
minimum and the largest local minimum and maximum. In order to have this general
problem making sense in reality, the nonconvex function W (x) should obey certain
fundamental rules in systems theory. In this paper, we shall need the following
assumptions for the nonconvex function W (x).
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(A1) The nonconvex function W (x) is twice continuously differentiable.

(A2) There exits a geometrical operator

Λ(x) =
{
1

2
xT Bkx + bTk x

}
: R

n → R
m (2)

and a strictly convex function V : Rm → R such that

W (x) = V (Λ(x)), (3)

where Bk ∈ R
n×n and bk ∈ R

n, k = 1, · · · ,m.
(A3). The critical points of problem (P) are non-singular, i.e., if ∇Π(x̄) = 0, then

det(∇2Π(x̄)) �= 0.

Based on Assumption (A2), the general problem (1) can be reformulated in the
following canonical form:

(P) : ext

{
Π(x) = V (Λ(x)) + 1

2
〈x, Ax〉 − 〈x, f 〉 | x ∈ R

n

}
. (4)

This problem arises extensively inmany fields of engineering and sciences, including
Euclidean distance geometry [5, 20], computational biology [6, 29, 45], numerical
methods for solving a large class of nonconvex variational problems in mathematical
physics [13, 27, 35], and much more.

Actually, the assumption (A2) is the so-called canonical transformation intro-
duced in [10]. The idea of this transformation was from Gao and Strang’s original
work [22] on nonconvex variational problems in large deformation theory, where
the geometrical operator Λ(χ) = 1

2 (∇χ)T (∇χ) is a (pure) quadratic measure of the
deformation gradient ε = ∇χ , which is the so-called right Cauchy–Green deforma-
tion tensor, andW (∇χ) is a stored strain energy. In continuum physics, a real-valued
function is called stored energy whichmust obey certain physical (constitutive) laws.

Objectivity is a basic concept in science, which is often attributed with the prop-
erty of scientific measurements that can be measured independently of the observer.
General description of the objectivity can be easily found on internet and in many
mathematical physics textbooks (see [28, 33]).Mathematical definitions of the objec-
tive set and objective function are given in the book [10] (Chap.6, p. xxx).

Let
Q = {Q ∈ R

m×m | QT = Q−1, det Q = 1}

be a proper orthogonal rotation group.

Definition 1 (Objectivity and Isotropy). A subset Ya ⊂ R
m is said to be objective

if Q y ∈ Ya ∀ y ∈ Ya and ∀Q ∈ Q. A real-valued function T : Ya → R is said to
be objective if its domain is objective and
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T (Q y) = T ( y) ∀ y ∈ Ya and ∀Q ∈ Q. (5)

A subset Ya ⊂ R
m is said to be isotropic if yQT ∈ Ya ∀ y ∈ Ya and ∀Q ∈ Q.

A real-valued function T : Ya → R is said to be isotropic if its domain is isotropic
and

T ( yQT ) = T ( y) ∀ y ∈ Ya and ∀Q ∈ Q. (6)

Geometrically speaking, the objectivity means that the function T ( y) does not
depend on rotation, but on certain measure (norm) of its variable y. Therefore,
the most simple objective function is the l2-norm T ( y) = ‖ y‖ since ‖Q y‖2 =
yT QT Q y = yT y = ‖ y‖2 ∀Q ∈ Q. While the isotropy implies that the function
T ( y) possesses a certain symmetry. By the fact that (xQT )(xQT )T = xxT �
0 ∀Q ∈ Q, the concept of isotropy plays important role in Semi-Definite Program-
ming (SDP) and integer programming [14, 19].

Using finite element discretization for the deformation field u(x), the nonconvex
variational problems in infinite-dimensional space can be reduced to the canonical
global optimization problem (P) (see [27, 35]). It is known in continuum physics
that the stored energy W is usually a nonconvex function of the linear measure ∇u
(which is not a strain measure), but V (e) is convex in term of the objective measure
e = Λ(u). Therefore, by this quadratic objective operator Λ(u), a complementary
gap function was discovered by Gao and Strang in nonconvex variational analysis
and the complementary variational principle was recovered in fully nonlinear equi-
librium problems of mathematical physics.1 They also proved that the nonnegative
gap function can be used to identify global minimizer of the nonconvex problem.
Seven years later, it was discovered that the negative gap function can be used to
identify the largest local minimum and maximum. Therefore, the triality theory was
first proposed in nonconvex mechanics [7, 8], and then generalized to global opti-
mization [11]. This triality theory is composed of a canonical min-max duality and
two pairs of double-min, double-max dualities, which reveals an intrinsic duality
pattern in complex systems and has been used successfully for solving a wide class
of challenging problems in nonconvex analysis and global optimization [10]. How-
ever, it was realized in 2003 [12, 13] that the double-min duality holds conditionally
under “certain additional conditions”. Recently, this problem is partly solved for a
class of fourth-order polynomial optimization problems [24, 37].

The objectivity lays a foundation for mathematical physics and systems theory.
Generally speaking, if the function W (x) is convex, there exists a (geometrically)
linear operator D : Rn → Ya ⊂ R

m and a convex objective function T : Ya → R

such thatW (x) = T (D y). Then the problem (P) is called geometrically linear (see

1In continuum physics, complementary variational principle means perfect duality since any duality
gap will violate certain physical laws. The existence of a complementary variational principle was a
well-known debate existing for several decades in large deformation theory (see [31]). This problem
was partially solved by Gao and Strang’s work, and solved completely in 1999 [9].



130 D.Y. Gao and C. Wu

definition given in [10, 11]). Actually, the most popular Lagrangian in its original
form is defined by2 (see [30])

Π(x) = T (Dx) −U (x), (7)

where the convex objective function T ( y) is a kinetic energy, U (x) is a poten-
tial energy of the system, which could be either linear or convex on a subset
Xa ⊂ R

n such thatΠ(x) iswell-definedon the so-called kinetically admissible space
Xk = {x ∈ Xa| Dx ∈ Ya} [10]. For Newtonian mechanics, T ( y) is a quadratic
function, the objectivity is implied. While for Einsteins special relativity theory,
the objective function T ( y) is strictly convex (see Chap.2, [10]). In either case, the
duality relation (constitutive law) y∗ = ∇T ( y) is an one-to-one (canonical) map-
ping from Ya to its dual space Y ∗

a induced by a bilinear form 〈∗; ∗〉. Therefore,
the so-called complementary energy T ∗( y∗) can be uniquely defined on Y ∗

a by the
classical Legendre transformation

T ∗( y∗) = sta{〈 y; y∗〉 − T ( y)| y ∈ Ya}

such that the original Lagrangian Π(x) is equivalent to its mixed form

L(x, y∗) = 〈Dx; y∗〉 − T ∗( y∗) −U (x) : Xa × Y ∗
a → R, (8)

which is the standard form in mathematical optimization.
If U (x) = 〈x, f 〉 is linear, the Lagrangian form Π(x) is convex on Xk and its

mixed form L(x, y∗) is a saddle function on Xa × Y ∗
a . Therefore, the traditional

saddle Lagrangian duality theory links the convex primal problem min{Π(x)| x ∈
Xk} to a unique dual problem

max
{
Π∗( y∗) = −T ∗( y∗)| y∗ ∈ Y ∗

s

}
, (9)

where Y ∗
s = { y∗ ∈ Y ∗

a | D∗ y∗ = f ∈ X ∗
a ⊂ R

n} is the so-called statically admis-
sible space, D∗ : Y ∗

a → X ∗ is an adjoint operator of D defined by 〈Dx; y∗〉 =
〈x, D∗ y∗〉. The objectivity of this dual problem (both the target function T ∗ and the
feasible setY ∗

a )
3 is guaranteed by the objectivity of T ( y). By introducing a Lagrange

multiplier x, which must be a solution to the primal problem (see Lagrange multi-
plier’s law in Sect. 1.5 [10]), to relax the equilibrium constraint D∗ y∗ = f in Y ∗

s ,
the Lagrangian is exactly the mixed form L(x, y∗) and the one-to-one Lagrangian
saddle min-max duality

2The Lagrangian form was first introduced by W. Hamilton in classical mechanics and denoted by
L = T −U , which is the standard notation extensively used from dynamical systems to quantum
field theory (see [30]).
3The equilibrium equation D∗ y∗ = f inNewtonian systems is an invariant under theGalilean trans-
formation, which is the combination of Newton’s three laws, see Chap.2, [10]); while for Einsteins
special relativity theory, this abstract equation is an invariant under the Lorentz transformation.
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min
x∈Xk

Π(x) = min
x∈Xa

max
y∗∈Y ∗

a

L(x, y∗) = max
y∗∈Y ∗

a

min
x∈Xa

L(x, y∗) = max
y∗∈Y ∗

s

Π∗( y∗)

is called the mono-duality in canonical systems theory [10], which has been studied
extensively in mathematical physics and convex analysis [2, 38].

If the function U : Xa → R is convex, the Lagrangian form Π(x) (7) is the so-
called d.c. (difference of convex) function. Since themixed Lagrangian form L(x, y∗)
is no longer a saddle function, the well-known Hamiltonian

H(x, y∗) = 〈Dx; y∗〉 − L(x, y∗) = T ∗( y∗) +U (x)

was introduced,which is convex and has been extensively used in dynamical systems.
Actually, although the Lagrangian is not a saddle function in convex Hamiltonian
systems, it is a so-called super-critical function [10], and if the total potentialU (x) is
strictly convex onXa ⊂ R

n such that its Legendre conjugateU ∗(x∗) can be uniquely
defined onX ∗

a , then the canonical dual action of Π(x) can still be defined by

Π∗( y∗) = max{L(x, y∗)| x ∈ Xa} = U ∗(D∗ y∗) − T ∗( y∗)

on Y ∗
s = { y∗ ∈ Y ∗

a | D∗ y∗ ∈ X ∗
a }, which is also a d.c. function. Therefore, instead

of the mono-duality in static systems, convex Hamiltonian systems are controlled by
the so-called bi-duality theory.
Bi-Duality Theorem [10]: If (x̄, ȳ∗) is a critical point of the Lagrangian L(x, y∗),
then x̄ is a critical point of Π(x), ȳ∗ is a critical point of Π∗( y∗) and Π(x̄) =
L(x̄, ȳ∗) = Π∗( ȳ∗).Moreover, if n = m, we have

Π(x̄) = max
x∈Xk

Π(x) ⇔ max
y∗∈Y ∗

s

Π∗( y∗) = Π∗( ȳ∗) (10)

Π(x̄) = min
x∈Xk

Π(x) ⇔ min
y∗∈Y ∗

s

Π∗( y∗) = Π∗( ȳ∗). (11)

This bi-duality is actually a special case of the triality theory in geometrically linear
systems, which was originally presented in Chap.2 [10] for one-dimensional dynam-
ical systems with a simple proof. This bi-duality reveals a stable periodical property
in convex Hamiltonian systems.

The concepts of triality and tri-duality were originally proposed in nonconvex
mechanics [8], where W (x) is a nonconvex function (strain energy). By the fact
that the linear operator D : Rn → R

m cannot change the convexity of the objective
function, if the functionW (x) is nonconvex andW (x) = T (Dx), the function T ( y)
is still nonconvex and its Legendre conjugate T ∗( y∗) can not be uniquely defined
[36]. Although the Fenchel conjugate

T �( y∗) = sup{〈 y; y∗〉 − T ( y)| y ∈ Ya}
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can be uniquely defined, the function

Ł(x, y∗) = 〈Dx; y∗〉 − T �( y∗) −U (x) (12)

is not the traditional Lagrangian form and the associate saddle min-max duality
theory will produce the so-called duality gap in nonconvex optimization.

Actually, in terms of U (x) = 〈x, f 〉 − 1
2 〈x, Ax〉, the total complementary func-

tion Ξ(x, ς) defined by (20) can be written as

Ξ(x, ς) = 〈Λ(x); ς〉 − V ∗(ς) −U (x). (13)

Comparing thisΞ(x, ς)with either Ł(x, y∗) or themixed Lagrangian form L(x, y∗)
we can see that the fundamental difference between the canonical duality theory and
othermethods is the canonical transformationW (x) = V (Λ(x)) instead of the linear
transformation W (x) = T (Dx) used in many other duality theories, including the
Fenchel–Moreau–Rockafellar duality. In real applications, if the quadratic function
U (x) is nonconvex, the mixed Lagrangian form L(x, y∗) is nonconvex in x since
D is linear. However, the total complementary function Ξ(∗, ς) : X ⊂ R

n → R is
always convex for ς ∈ S +

a and concave for ς ∈ S −
a due to the geometrically non-

linear operator Λ(x) and its canonical dual variable ς . Therefore, Ξ(x, ς) was also
called the nonlinear Lagrangian in [10] and the extended Lagrangian in [12]. If the
geometrical operatorΛ(x) is quadratic and objective, the so-calledΛ-transformation
[12]

UΛ(ς) = sta{〈Λ(x); ς〉 −U (x)| x ∈ X } (14)

is actually the pure complementary gap functionwhich is obtained from the comple-
mentary gap function Gap(x, ς) = 1

2 〈x,G(ς)x〉 using the analytical solution form
x = [G(ς)]−1F(ς).

The canonical duality theory was originally developed from this concept [10],
which is the reason why this theory can be applied not only for modeling and analysis
of complex systems, but also for solving a large class of nonconvex/nonsmooth/
discrete problems in both mathematical physics and global optimization. In this
paper, we shall need only the followingweak assumptions for the nonconvex function
W (x).

(A1) The nonconvex function W (x) is twice continuously differentiable.

(A2) There exits a geometrical operator

Λ(x) =
{
1

2
xT Bkx + bTk x

}
: R

n → R
m (15)

and a strictly convex function V : Rm → R such that

W (x) = V (Λ(x)), (16)
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where Bk ∈ R
n×n and bk ∈ R

n, k = 1, · · · ,m.

(A3) The critical points of problem (P) are non-singular, i.e., if ∇Π(x̄) = 0, then
det(∇2Π(x̄)) �= 0.

Actually, the assumption (A2) is the so-called canonical transformation intro-
duced in [10]. The idea of this transformation was from Gao and Strang’s orig-
inal work [22] on nonconvex variational problems in large deformation theory,
where the geometrical operator Λ(u) = 1

2 (∇u)T (∇u) is a Cauchy–Riemann met-
ric tensor field, which is an objective measure of the deformation gradient ε = ∇u,
and W (∇u) = V (Λ(u)) is a stored strain energy. Using finite element discretiza-
tion for the deformation field u(x), the nonconvex variational problems in infinite-
dimensional space can be reduced to the canonical global optimization problem (P)

(see [27, 35]). It is known in continuum physics that the stored energyW is usually a
nonconvex function of the linearmeasure∇u (which is not a strainmeasure), butV (e)
is convex in term of the objective measure e = Λ(u). Therefore, by this quadratic
objective operator Λ(u), a complementary gap function was discovered by Gao and
Strang in nonconvex variational analysis and the complementary variational princi-
ple was recovered in fully nonlinear equilibrium problems of mathematical physics.4

They also proved that the nonnegative gap function can be used to identify global
minimizer of the nonconvex problem. Seven years later, it was discovered that the
negative gap function can be used to identify the largest local minimum and maxi-
mum. Therefore, the triality theory was first proposed in nonconvex mechanics [7,
8], and then generalized to global optimization [11]. This triality theory is composed
of a canonical min-max duality and two pairs of double-min, double-max dualities,
which reveals an intrinsic duality pattern in complex systems and has been used suc-
cessfully for solving a wide class of challenging problems in nonconvex analysis and
global optimization [10]. However, it was realized in 2003 [12, 13] that the double-
min duality holds conditionally under “certain additional conditions”. Recently, this
problem is partly solved for a class of fourth-order polynomial optimization problems
[24, 37].

The aim of this paper is to prove the triality theory for the general nonconvex
global optimization problem (P). In the following sections, we first provide a brief
review on the canonical duality theory and the associated triality theory. We will
show that by the canonical transformation, the nonconvex primal problem (P) can
be reformulated as a canonical dual problemwithout duality gap. Section3 presents a
strong triality theory for the case that the primal problem and its canonical dual have
the same dimension, i.e., n = m.We then show in Sect. 4 that this theory holdsweakly
for the case n �= m. The “certain additional conditions” for the double-min duality are

4In continuum physics, complementary variational principle means perfect duality since any duality
gap will violate certain physical laws. The existence of a complementary variational principle was a
well-known debate existing for several decades in large deformation theory (see [31]). This problem
was partially solved by Gao and Strang’s work, and solved completely in 1999 [9].
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provided. Application is illustrated in Sect. 5. The original definition of Lagrangian,
Lagrangian duality and its difference with the canonical duality are discussed in
Sect. 6. The paper is ended with some conclusion remarks and challenging problems.

2 Canonical Duality, Triality, and Open Problem

Based on the canonical transformation, i.e., Assumption (A2), the general problem
(1) can be reformulated in the following canonical form:

(P) : ext

{
Π(x) = V (Λ(x)) + 1

2
〈x, Ax〉 − 〈x, f 〉 | x ∈ R

n

}
. (17)

This problem arises extensively inmany fields of engineering and sciences, including
Euclidean distance geometry [5, 20], computational biology [6, 29, 45], numerical
methods for solving a large class of nonconvex variational problems in mathematical
physics [13, 27, 35], and much more. Let

Va = {ξ ∈ R
m | ξ = Λ(x) ∀x ∈ R

n},

V ∗
a = {ς ∈ R

m | ς = ∇V (ξ) ∀ξ ∈ Va}.

By (A1) and (A2) we know that V : Va → R is also a twice continuously differ-
entiable. Therefore, its Legendre conjugate V ∗ : V ∗

a → R can be uniquely defined
as

V ∗(ς) = sta {〈ξ ; ς〉 − V (ξ) | ξ ∈ Va} , (18)

where 〈∗; ∗〉 is an inner product in R
m and sta{ } stands for finding stationary value

of the expression given in { }. It is easy to verify that the canonical duality relations

ς = ∇V (ξ) ⇔ ξ = ∇V ∗(ς) ⇔ V (ξ) + V ∗(ς) = 〈ξ ; ς〉 (19)

hold on Va × V ∗
a .

Substituting V (Λ(x)) = 〈Λ(x); ς〉 − V ∗(ς), the primal function Π(x) can be
reformulated as the total complementary function [10]

Ξ(x, ς) = 1

2
〈x,G(ς)x〉 − V ∗(ς) − 〈x, F(ς)〉, (20)

where

G(ς) = A +
m∑

k=1

ςk B
k, F(ς) = f −

m∑
k=1

ςkbk .
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For a fixed ς , the criticality condition ∇xΞ(x, ς) = 0 leads to the following canon-
ical equilibrium equation

G(ς)x = F(ς), (21)

which can be solved analytically to obtain5 x = [G(ς)]−1F(ς) for all ς in the
canonical dual feasible spaceSa defined by

Sa = {ς ∈ V ∗
a | F(ς) ∈ Col (G (ς))},

whereCol (G (ς)) is a space spanned by the columns ofG (ς). Therefore, substituting
this solution into the total complementary function Ξ , the canonical dual problem
can be formulated as

(Pd) : ext

{
Πd(ς) = −1

2
〈[G(ς)]−1F(ς), F(ς)〉 − V ∗(ς) | ς ∈ Sa

}
. (22)

The following theorem was originally presented in general nonconvex systems [10].

Theorem 1 (Analytical Solution and Complementary-dual principle).
Problem (Pd ) is canonically dual to (P) in the sense that if ς̄ is a critical point of
(Pd), then

x = [G(ς)]−1F(ς) (23)

is a critical point of (P), the pair (x̄, ς̄) is a critical point of Ξ(x, ς), and

Π(x̄) = Ξ(x̄, ς̄) = Πd(ς̄). (24)

This theorem shows that there is no duality gap between the primal problem (P)
and its canonical dual (Pd ). Actually, in Ξ(x, ς) the first term

Gap(x, ς) = 1

2
〈x,G(ς)x〉 (25)

is the complementary gap function, first introduced by Gao and Strang in 1989
[22]. They proved that if this gap function is positive, the critical point ς̄ is a global
maximizer ofΠd and the associated x̄(ς̄) is a globalminimizer of the primal problem
(P). By introducing the following notations

S +
a = {ς ∈ Sa | G (ς) � 0} , (26)

S −
a = {ς ∈ Sa | G (ς) ≺ 0} , (27)

5In this paper G−1 should be understood as a generalized inverse if detG = 0 [11].
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where G (ς) � 0 means that G (ς) is positive semi-definite and G (ς) ≺ 0 means
thatG (ς) is negative definite, the Gao and Strang canonical min-max duality theory
can be stated as

Π(x̄) = min
x∈Rn

Π(x) = max
ς∈S +

a

Πd(ς) = Πd(ς̄). (28)

This general result has been used extensively in nonconvex analysis and mechanics
[10, 44]. In 1996, it was discovered by Gao that if the gap function is negative in a
neighborhood Xo × So ⊂ R

n × S −
a of (x̄, ς̄), then either the double-max duality

relation
Π(x̄) = max

x∈Xo

Π(x) = max
ς∈So

Πd(ς) = Πd(ς̄) (29)

holds or the double-min duality relation

Π(x̄) = min
x∈Xo

Π(x) = min
ς∈So

Πd(ς) = Πd(ς̄). (30)

Therefore, the triality theorem was formed by these three pairs of dualities and has
been used extensively in nonconvex mechanics [10, 17] and global optimization
[3, 21, 34]. However, it was realized in 2003 [12, 13] that if the dimensions of the
primal problem and its canonical dual are different, the double-min duality (30) needs
“certain additional conditions”. For the sake of mathematical rigor, the double-min
duality was not included in the triality theory and these additional constraints were
left as an open problem (see Remark1 in [12], also Theorem3 and its Remark in a
review article by Gao [13]). By the facts that the double-max duality (29) is always
true and the double-min duality plays a key role in real-life applications, it was
still included in the triality theory in the either-or form in many applications for the
purposes of perfection in esthesis and some other reasons in reality. In the following
sections, we will show that the triality theorem holds strongly for the problems it was
originally proposed. Also we will explain the reasons why the “certain additional
conditions” in the double-min duality were ignored.

3 Strong Triality Theory

In the case n = m, the triality theorem holds strongly in the following form.

Theorem 2 (Tri-duality Theorem). Suppose that ς̄ is a critical point of the canon-
ical problem (Pd) and x̄ = [G (ς̄)]−1 F(ς̄).

If ς̄ ∈ S +
a , then ς̄ is a global maximizer of Problem (Pd) inS +

a if and only if x̄
is a global minimizer of Problem (P), i.e., the following canonical min-max duality
statement holds:
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Π(x̄) = min
x∈Rn

Π (x) ⇐⇒ max
ς∈S +

a

Πd (ς) = Πd(ς̄). (31)

If ς̄ ∈ S −
a , then there exists a neighborhood Xo × So ⊂ R

n × S −
a of (x̄, ς̄)

such that we have either the double-min duality statement

Π(x̄) = min
x∈Xo

Π (x) ⇐⇒ min
ς∈So

Πd (ς) = Πd (ς̄) , (32)

or the double-max duality statement

Π(x̄) = max
x∈Xo

Π (x) ⇐⇒ max
ς∈So

Πd (ς) = Πd (ς̄) . (33)

Proof. If (x̄, ς̄) is a critical point of the total complementary functionΞ(x, ς), then
by Theorem1, we have x̄ = [G (ς̄)]−1 F(ς̄), and

∇2Πd(ς̄) = −(∇Λ(x̄))T [G(ς̄)]−1∇Λ(x̄) − ∇2V ∗(ς̄), (34)

∇2Π(x̄) = G(ς̄) + ∇Λ(x̄)∇2V (Λ(x̄))(∇Λ(x̄))T . (35)

By the assumption (A2) we know that V (ξ) is strictly convex, then,

∇2(V (Λ(x̄))) = (∇2V ∗(ς̄))−1 � 0, (36)

where ξ̄ = Λ(x̄). Substituting (36) into (35), we obtain

∇2Π(x̄) = G(ς̄) + ∇Λ(x̄)(∇2V ∗(ς̄))−1(∇Λ(x̄))T . (37)

• Proof of the canonical min-max duality statement (31) (this proof is a finite-
dimensional version of Gao and Strangs original proof of Theorem2 in nonconvex
analysis [22]).

Suppose that ς̄ ∈ S +
a is a critical point. Since Πd(ς) is concave onS +

a , the critical
point ς̄ ∈ S +

a must be a global maximizer of Πd(ς) on S +
a .

On the other hand, if ς̄ ∈ S +
a , the gap function Gap(x, ς̄) = 1

2 〈x,G(ς̄)x〉 is
convex in x ∈ R

n . By the convexity of V : Va → R, we have [22]

Π(x) − Π(x̄) ≥ 〈∇V (Λ(x̄));Λ(x) − Λ(x̄)〉 + 1

2
〈x, Ax〉 − 1

2
〈x̄, Ax̄〉 − 〈x − x̄, f 〉

= Gap(x, ς̄) − Gap(x̄, ς̄) − 〈x − x̄, F(ς̄)〉
≥ 〈x − x̄,G(ς̄)x̄ − F(ς̄)〉 = 0 ∀x ∈ R

n .

Thus, x̄ = [G(ς̄)]−1F(ς̄) is a global minimizer of problem (P). Furthermore, ς̄ is
also a global maximizer of Problem (Pd) in S +

a and the statement (31) holds by
Theorem1.
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• Proof of the double-min duality statement (32).

Suppose that ς̄ ∈ S −
a and ς̄ is a local minimizer of problem (Pd ). Then, we have

∇2Πd(ς̄) � 0 and

−(∇Λ(x̄))T [G(ς̄)]−1∇Λ(x̄) � ∇2V ∗(ς̄) � 0.

Thus, ∇Λ(x̄) is invertible, which leads to

− G(ς̄) � ∇Λ(x̄)(∇2V ∗(ς̄))−1(∇Λ(x̄))T . (38)

Therefore, we have

∇2Π(x̄) = G(ς̄) + ∇Λ(x̄)(∇2V ∗(ς̄))−1(∇Λ(x̄))T � 0. (39)

By the assumption (A3), x̄ = [G(ς̄)]−1F(ς̄) is also a local minimizer of problem
(P). The reversed statement can be proved in the similar way. Thus, (32) holds.

• Proof of the double-max duality statement (33).

Suppose that ς̄ ∈ S −
a and ς̄ is a localmaximizer of problem (Pd ). Then,∇2Πd(ς̄) �

0. By Theorem1, x̄ = [G(ς̄)]−1F(ς̄) is a critical point of problem (P). Due to the
assumption (A3), ∇2Π(x̄) is invertible. By the well-known Sherman–Morrison–
Woodbury identity [4], ∇2Πd(ς̄) is also invertible. Furthermore,

(∇2Π(x̄))−1 = G(ς̄)−1 + G(ς̄)−1∇Λ(x̄)(∇2Πd(ς̄))−1(∇Λ(x̄))T G(ς̄)−1 ≺ 0.

Thus, x̄ = [G(ς̄)]−1F(ς̄) is also a local maximizer of problem (P). Similarly, we
can prove the reversed statement. Therefore, the triality theorem holds strongly for
the case n = m. ��
Remark 1. The tri-duality theorem provides global extremum criteria for three types
solutions of the nonconvex problem (P): a global minimizer x̄(ς̄) if ς̄ ∈ S +

a and
a pair of the largest-valued local extrema, i.e., x̄(ς̄) is a global maximizer (resp.
minimizer) if ς̄ ∈ S −

a is a local maximizer (reps. minimizer). This pair of largest
local extrema plays a critical role in nonconvex mechanics and phase transitions.

Remark 2. The tri-duality theorem can also be used to identify saddle points of
the primal problem, i.e., ς̄ ∈ S −

a is a saddle point of Π(ς) if and only if x̄ =
[G(ς̄)]−1F(ς̄) is a saddle point of Π(x). By the facts that the saddle points are not
stable and do not exist physically, these points are excluded from the triality theory.

The triality theory was first discovered in post-buckling analysis of a large
deformed elastic beam model proposed by Gao in 1996 [7, 8], where the primal
functional is a double-well potential of a two-dimensional displacement field, and
its canonical dual is the so-called pure complementary energy defined on a two-
dimensional stress field. Therefore, the triality theory was first proposed in its strong
form, i.e., the tri-duality theorem.
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4 Triality Theory for General Case

We now consider the general case m �= n. Suppose that x̄ and ς̄ are the critical
points of problem (P) and (Pd ), respectively, where x̄ = [G(ς̄)]−1F(ς̄) and G(ς̄)

is invertible. In this case, we also can show that

∇2Π(x̄) = G(ς̄) + ∇Λ(x̄)(∇2V ∗(ς̄))−1(∇Λ(x̄))T , (40)

and
∇2Πd(ς̄) = −(∇Λ(x̄))T [G(ς̄)]−1∇Λ(x̄) − ∇2V ∗(ς̄). (41)

Suppose that m < n. By the Sherman–Morison–Woodbury Theorem in [4] and
the assumption (A3), we have

[∇2Π(x̄)]−1 = [G(ς̄)]−1 + [G(ς̄)]−1∇Λ(x̄)(∇2Πd(ς̄))−1(∇Λ(x̄))T [G(ς̄)]−1.

(42)
This shows that∇2Πd(ς̄) is invertible. Similarly, we can show that∇2Πd(ς̄) is also
invertible if m > n.

Lemma 1. Suppose that m < n, the critical point ς̄ ∈ S −
a is a local minimizer

of problem (Pd ). Then, ∇2Π(x̄) has m positive eigenvalues and n − m negative
eigenvalues, i.e., there exists two matrices P	 ∈ R

n×m and P� ∈ R
n×(n−m) such that

PT
	 ∇2Π(x̄)P	 � 0 and PT

� ∇2Π(x̄)P� ≺ 0. (43)

Proof. Since ∇2V ∗(ς̄) � 0, there exists a invertible matrix R ∈ R
m×m such that

∇2V ∗(ς̄) = RT R. Thus, we have

− (∇Λ(x̄)R−1)T [G(ς̄)]−1∇Λ(x̄)R−1 − Im×m � 0. (44)

Note that G(ς̄) ≺ 0 and ∇Λ(x̄)R−1(∇Λ(x̄)R−1))T � 0. There exists a matrix T
such that

T TG(ς̄)T = Diag(−λ1, · · · ,−λn), (45)

and
T T∇Λ(x̄)R−1(∇Λ(x̄)R−1))T T = Diag(a1, · · · , am, 0, · · · , 0), (46)

where λk > 0, k = 1, · · · , n, and ak > 0, k = 1, · · · ,m. According to the decom-
position theory of singular matrices, we know that there exist orthogonal matrices
U ∈ R

n×n and E ∈ R
m×m such that
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T T∇Λ(x̄)R−1 = U

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

√
a1

. . . √
am

0 · · · 0
· · ·

0 · · · 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

E . (47)

In light of (46), we know that U = In×n . Then, we have

(R−1)T∇2Πd(ς̄)R−1 = −(∇Λ(x̄)R−1)T [G(ς̄)]−1∇Λ(x̄)R−1 − Im×m

= −(T T∇Λ(x̄)R−1)T [T TG(ς̄)T ]−1T∇Λ(x̄)R−1 − Im×m

= ETDiag

(
a1
λ1

− 1, · · · ,
am
λm

− 1

)
E � 0.

Thus, ak > λk, k = 1, · · · ,m. It is easy to verify that

T T∇2Π(x̄)T = Diag(a1 − λ1, · · · , am − λm,−λm+1, · · · ,−λn). (48)

This shows that∇2Π(x̄) hasm positive eigenvalues and n − m negative eigenvalues.
Therefore, the matrix P	 can be obtained by collecting all the eigenvectors corre-
sponding to the positive eigenvalues and P� can be obtained by collecting all the
eigenvectors corresponding to the negative eigenvalues. ��

In a similar way, we can prove the following lemma.

Lemma 2. Suppose that m > n and the critical point x̄ = [G (ς̄)]−1 F(ς̄) is a local
minimizer of Problem (P), where ς̄ ∈ S −

a . Then, ∇2Πd(ς̄) has n positive eigen-
values and m − n negative eigenvalues, i.e., there exists two matrices Q	 ∈ R

m×n

and Q� ∈ R
m×(m−n) such that

QT
	 ∇2Πd(ς̄)Q	 � 0 and QT

� ∇2Πd(ς̄)Q� ≺ 0. (49)

Let the m column vectors of P	 be p	
1, · · · , p	

m and the n column vectors of Q	

be q	
1, · · · , q	

n , respectively. Clearly, p	
1, · · · , p	

m and q	
1, · · · , q	

n are two sets of
linearly independent vectors, respectively. By introducing two subspaces

X	 = {x ∈ R
n | x = x̄ + θ1 p

	
1 + · · · + θm p	

m, θi ∈ R, i = 1, · · · ,m}, (50)

S	 = {ς ∈ R
m | ς = ς̄ + ϑ1q

	
1 + · · · + ϑnq	

n, ϑi ∈ R, i = 1, · · · , n}, (51)

the triality theory holds for general case in the following refined form.

Theorem 3. (Triality Theorem).
Suppose that ς̄ is a critical point of problem (Pd ) and x̄ = [G(ς̄)]−1F(ς̄).
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If ς̄ ∈ S +
a , then the canonical min-max duality holds in the strong form of

Π(x̄) = min
x∈Rn

Π (x) ⇔ max
ς∈S +

a

Πd (ς) = Πd(ς̄). (52)

If ς̄ ∈ S −
a , then there exists a neighborhood Xo × So ⊂ R

n × S −
a of (x̄, ς̄)

such that the double-max duality holds in the strong form of

Π(x̄) = max
x∈Xo

Π (x) ⇔ max
ς∈So

Πd (ς) = Πd (ς̄) . (53)

However, the double-min duality statement holds conditionally in the following sym-
metrical forms.

1. If m < n and ς̄ ∈ S −
a is a localminimizer ofΠd(ς), then x̄ = [G(ς̄)]−1F(ς̄) is a

saddle point ofΠ(x) and the double-min duality holds weakly onXo ∩ X	 × So,
i.e.,

Π(x̄) = min
x∈Xo∩X	

Π (x) = min
ς∈So

Πd (ς) = Πd(ς̄). (54)

2. If m > n and x̄ = [G(ς̄)]−1F(ς̄) is a local minimizer ofΠ(x), then ς̄ is a saddle
point of Πd(ς) and the double-min duality holds weakly onXo × So ∩ S	, i.e.,

Π(x̄) = min
x∈Xo

Π (x) = min
ς∈So∩S	

Πd (ς) = Πd(ς̄). (55)

Proof. The proof of min-max duality statement (52) and the double-max duality
statement (53) are the same to the proof of (31) and (33). We only need to prove (54)
and (55).

Suppose that m < n and ς̄ ∈ S −
a is not only a local minimizer, but also a critical

point of problem (Pd ). By Lemma1 we know that ∇2Π(x̄) has both positive and
negative eigenvalues. Thus, x̄ = [G(ς̄)]−1F(ς̄) is a saddle point of problem (P).
We let

ϕ(t1, · · · , tm) = Π(x̄ + t1 p
	
1 + · · · + tm p	

m), (56)

where p	
1, · · · , p	

m are the column vectors of P	 defined in Lemma1. By direct
verification, we have

∇ϕ(0, · · · , 0) = (∇Π(x̄))T P	 = 0 (57)

and
∇2ϕ(0, · · · , 0) = PT

	 ∇2Π(x̄)P	 � 0. (58)

Thus, (0, · · · , 0) is a local minimizer of ϕ(t1, · · · , tm). Hence, the Eq. (54) holds.
The statement (55) can be proved in the similar way. ��
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Remark 3. (NP-hard Problems and Perturbation). The canonical min-max duality
(52) shows that the nonconvex minimization problem is equivalent to a concave
maximization dual problem over a closed convex setS +

a . If Πd(ς) has at least one
critical point in S +

a , the global minimizer of Π(x) can be easily obtained by the
canonical duality theory. However, if Πd(ς) has no critical points in S +

a , to find
global minimizer for nonconvex function Π(x) could be very difficult. If the vector
f = 0 ∈ R

n , the problem (P) is homogenous. Moreover, if bk = 0 ∈ R
n ∀k =

1, · · · ,m, then the geometrical operator Λ(x) is a pure quadratic measure (i.e., an
objective measure in certain space). In this case, the vector F(ς) = 0, the setS +

a is
empty, and the canonical dual functionΠd(ς) = −V ∗(ς) is concave, which has only
a unique maximizer ς̄ . By the double-max duality we know that the corresponding
primal solution x̄ = 0 is a localmaximizer if ς̄ ∈ S −

a . From thepoint viewof systems
theory, the pure quadratic operator Λ(x) means that the system possesses certain
symmetry. If there is no input ( f = 0), the primal functionΠ(x) could havemultiple
global minimizers. It was indicated in [14] that a nonconvex minimization problem
could be NP-hard if its canonical dual has no KKT (or critical) point inS +

a . In order
to solve this type problems, several perturbationmethods have been suggested in [19,
34, 43]. It is shown very recently that by the canonical duality theory, a class of NP-
hard box/integer constrained programming problems are equivalent to unconstrained
canonical dual problems in continuous space, which can be solved via deterministic
methods [23].

Dual toX	 and S	, we can let

X� = {x ∈ R
n | x = x̄ + θ1 p

�
1 + · · · + θn−m p�

n−m, θi ∈ R, i = 1, · · · , n − m},
S� = {ς ∈ R

m | ς = ς̄ + ϑ1q
�
1 + · · · + ϑm−nq

�
m−n, ϑi ∈ R, i = 1, · · · ,m − n},

where { p�

i } and {q�

i } are column vectors of P� and Q�, respectively. Then, com-
plementary to the weak double-min duality statements (54) and (55), we have the
following weak saddle min-max duality theorem.

Theorem 4. (Weak Saddle Duality Theorem).
Suppose that ς̄ ∈ S −

a is a critical point of problem (Pd ), the vector x̄ =
[G(ς̄)]−1F(ς̄), and Xo × So ⊂ R

n × S −
a is a neighborhood of (x̄, ς̄).

1. If m < n and ς̄ ∈ S −
a is a local minimizer of Πd(ς), then x̄ = [G(ς̄)]−1F(ς̄)

is a saddle point of Π(x) and the saddle max-min duality holds weakly onXo ∩
X� × So, i.e.,

Π(x̄) = max
x∈Xo∩X�

Π (x) = min
ς∈So

Πd (ς) = Πd(ς̄). (59)

2. If m > n and x̄ = [G(ς̄)]−1F(ς̄) is a local minimizer ofΠ(x), then ς̄ is a saddle
point of Πd(ς) and the saddle min-max duality holds weakly onXo × So ∩ S�,
i.e.,

Π(x̄) = min
x∈Xo

Π (x) = max
ς∈So∩S�

Πd (ς) = Πd(ς̄). (60)
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Remark 4. Theorem3 shows that both the canonical min-max and double-max dual-
ity statements hold strongly for general cases; the double-min duality holds strongly
for n = m but weakly for n �= m in a symmetrical form. The “certain additional con-
ditions” are simply the intersection Xo

⋂
X	 for n > m and So

⋂
S	 for n < m.

Therefore, the open problem on the double-min duality left in 2003 [12, 13] is now
solved! While from Theorem4 we know that if G(ς̄) ≺ 0 and n ≥ m, the solution
x̄(ς̄) could be a saddle point. Mathematically speaking, nonstable critical points
do not produce any computational difficulties in numerical optimization. Also, in
real-life problems the saddle point is not considered as a phase state and does not
physically exist. These are the part of reasons why the saddle point inS −

a is ignored
by the triality theory.

The triality theory has been challenged recently by a large number of counterex-
amples in a series of more than seven papers (see [39, 41] and references cited
therein). It was written in [39] that “Because our counterexamples are very simple,
using quadratic functions defined on whole Hilbert (even finite dimensional) spaces,
it is difficult to reinforce the hypotheses of the above mentioned results in order to
keep the same conclusions and not obtain trivialities.” It turns out that in addition
to many conceptual mistakes (see Sect. 6), most of these counterexamples simply
discuss the saddle points in S −

a for the case n �= m. In fact, these counterexamples
address the same type of open problem for the double-min duality left unaddressed
in [12, 13].6 Indeed, by Theorem3 we know that the double-min duality holds con-
ditionally when n �= m. Based on Theorems2 and 3, we know that the saddle points
could exist inS −

a even if n = m; While by Theorem4 one can easily construct many
other V-Z type counterexamples which are physically useless.

5 Application

Let us consider the following quadratic-log optimization problem:

(P) : ext

{
Π(x) = 1

2
xT Ax −

m∑
k=1

log(
1

2
xT Bkx + dk) − xT f | x ∈ R

n

}
,

(61)
where A is a positive definite matrix, Bk, k = 1, · · · ,m are positive semi-definite
matrices and dk > 0, k = 1, · · · ,m. In this case, its canonical dual problem can be
expressed as

(Pd ) : ext

⎧⎨
⎩Πd (ς) = −1

2
f T G(ς)−1 f +

m∑
k=1

(dkςk + 1 + log(−ςk)) | ς ∈ Sa

⎫⎬
⎭ ,

(62)
where Sa = {

ς = {ςi } ∈ R
m | − 1

dk ≤ ςk < 0, k = 1, · · · ,m
}
.

6It is interesting to note that the references [12, 13] never been cited in any one of this set of papers.
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Let n = 2, m = 1, and

A =
(
1
2

)
, B1 =

(
5
4

)
, f =

(
0.5
0.1

)
and d1 = 1.

In this case, we have Sa = {ς ∈ R | − 1 ≤ ς < 0} and

Πd(ς) = −1

2

(
0.52

1 + 5ς
+ 0.12

2 + 4ς
+ ς + 1 + log(−ς)

)
.
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2

Fig. 1 Grapy of Πd (ς)

Fig. 2 Contours of Π(x): a global minimizer of Π(x) and b local maximizer of Π(x)
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From Fig. 1 we can see that Πd(ς) has one critical point ς̄1 = −0.13696432 in
S +

a = (−0.2, 0) and two critical points ς̄2 = −0.54470504 and ς̄3 = −0.95209751
in S −

a = (−1,−0.5). Thus, by the triality theorem we know that x̄1 = (A +
ς̄1B1)−1 f = [1.58640312, 0.06886375]T is the global minimizer to the problem
(P). Since ς̄2 ∈ S −

a is a local minimizer, ς̄3 ∈ S −
a is a local maximizer to the

problem (Pd ), andm = 1 < n = 2, byTheorem3weknow that x̄2 = (A + ς̄2B1)−1

f = [−0.2901031,−0.5592211]T is a saddle point of Π(x), while x̄3 = (A +
ς̄3B1)−1 f = [−0.13296148,−0.0552978]T is a local maximizer to the problem
(P) (see Fig. 2). More applications can be found in [25].

6 Some Fundamental Concepts in Canonical Systems

Global optimization problem in mathematics is usually formulated in the following
general form:

min{ f (x)| x ∈ X ⊂ R
n},

where the real-valued function f (x) is simply assumed to be nonconvex (orLipschitz,
differentiable, etc.) on its feasible space X ∈ R

n , in which certain constraints are
given. It is known that this problem could have a large number of local extrema and
to identify global optima is a main challenging task in global optimization. If there
is no detailed information available for the given function f (x), it is difficult (may
be impossible) to have a general theory and method for solving this general problem
effectively. Also, to find the largest local extrema is fundamentally important inmany
real-life applications.7

Mathematics and physics (mechanics) have been complementary partners since
Newton’s time. It is known that the calculus of variation and mathematical optimiza-
tion were originally developed from Euler–Lagrange mechanics. Also, the modern
mathematical theory of convex analysis was started from J.J. Moreau’s pioneering
work in contact mechanics [32]. However, as V.I. Arnold pointed out [1]: “In themid-
dle of the twentieth century it was attempted to divide physics and mathematics. The
consequences turned out to be catastrophic.” For example, in mathematical physics,
the objectivity is directly related to some fundamental concepts and principles, such
as geometrical nonlinearity, constitutive laws, and work-conjugate principle, etc.
A function(al) can be called objective or free energy only if certain intrinsic con-
straints (physical laws) are satisfied (see [17]). Unfortunately, the objective function
in mathematical optimization has been misused with other concepts such as cost
function, energy function, and energy functional,8 which leads to some conceptual
mistakes. This section will discuss some important issues in classical Lagrangian
mechanics/duality, mathematical optimization, and general systems theory.

7It should be emphasized here that to find the largest localmaximumof f (x) is not simply equivalent
to solve the problem min{− f (x)| x ∈ X }.
8See the web page at http://en.wikipedia.org/wiki/Mathematical_optimization.

http://en.wikipedia.org/wiki/Mathematical_optimization
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6.1 Canonical Systems

According to E. Tonti [40], in virtually every physical system there exists at least
three types of variables:

(1) the configuration variable x ∈ X , which describes the state or output of
the system, such as the Lagrangian generalized coordinates (or displacements) in
analytical mechanics [30], decision variable in game theory, etc.

(2) the source variable x∗ = f ∈ X ∗, which represents the input of the system,
such as the external force in mechanics and charge density in theory of electrical
field, etc.

(3) a pair of internal (or intermediate) variables (ε, ε∗) ∈ E × E ∗, which describes
certain interior (constitutive) properties of the system, such as strain and stress in
elasticity, velocity and momentum in dynamics, etc.

By the facts that the constitutive laws should be objective (coordinates-free) and
physical variables appear always in one-to-one pairs (i.e., the Hill work-conjugacy
principle in continuummechanics [10]), it is reasonable to assume that for a given nat-
ural system, there exists a certain objective measure ε = Λ̄(x) : Xa ⊂ X → Ea ⊂
E and a stored energy W̄ : Ea → R such that the constitutive duality relation ε∗ =
∇W̄ (ε) : Ea → E ∗

a ⊂ E ∗ is canonical (i.e., one-to-one onEa × E ∗
a ). Such a system is

the so-called canonical system and is denoted as Sa = {〈Xa,X ∗
a 〉, 〈Ea;E ∗

a 〉; Λ̄,C}
(see Chap.4, [10]), whereC = ∇W̄ : Ea → E ∗

a represents the constitutive mapping,
〈∗, ∗〉 and 〈∗; ∗〉 denote the bilinear forms on X × X ∗ and E × E ∗, respectively.
The system is called geometrically nonlinear (resp. linear) if the geometrical oper-
ator Λ̄ is nonlinear (resp. linear); the system is called physically (or constitutively)
nonlinear (resp. linear) if the constitutive operator C is nonlinear (resp. linear); the
system is called fully nonlinear (resp. linear) if it is both geometrically and physically
nonlinear (resp. linear).

The most simple geometrically linear system is controlled by the quadratic
function Π(x) = 1

2 〈x, Ax〉 − 〈x, f 〉, where A ∈ R
n×n is a symmetrical matrix.9

If A is positive (semi) definite, by Cholesky decomposition we know that there
exists a matrix D : Rn → R

m such that A = DT D. Therefore, we have 1
2 〈x, Ax〉 =

1
2 〈Dx; Dx〉 = T (Dx) and T ( y) is an objective function of y = Dx ∈ R

m . By the
fact that any symmetrical matrix can be written in difference of two positive definite
matrices, it turns out that any given quadratic function can be written in the so-called
d.c. (difference of convex functions) form.

6.2 Geometrically Linear Systems and Lagrangian Duality

In fact, for geometrically linear static systems, both the input and the configuration
variables are time independent. In this case, the convex objective function T ( y) is

9The skew symmetric matrix As = 1
2 (A − AT ) does not store energy since xT Asx ≡ 0.
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the so-called internal (or stored) energy and U (x) is the external potential, which
should be linearU (x) = 〈x, f 〉 such that its derivative∇U (x) = f is a given source
of the system. Therefore, the Lagrangian form Π(x) represents the total potential of
the system, which is convex onXk and its mixed form L(x, y∗) is a saddle function
on Xa × Y ∗

a . Therefore, the traditional saddle Lagrangian duality theory links the
convex primal problem min{Π(x)| x ∈ Xk} to a unique dual problem

max
{
Π∗( y∗) = −T ∗( y∗)| y∗ ∈ Y ∗

s

}
, (63)

where Y ∗
s = { y∗ ∈ Y ∗

a | D∗ y∗ = f ∈ X ∗
a ⊂ R

n} is the so-called statically admis-
sible space. The objectivity of this dual problem is guaranteed by the objectivity of
T ( y). By introducing a Lagrangemultiplier x, whichmust be a solution to the primal
problem (see Lagrange multiplier’s law in Sect. 1.5 [10]), to relax the equilibrium
constraint D∗ y∗ = f in Y ∗

s , the Lagrangian is exactly the mixed form L(x, y∗) and
the one-to-one Lagrangian saddle min-max duality

min
x∈Xk

Π(x) = min
x∈Xa

max
y∗∈Y ∗

a

L(x, y∗) = max
y∗∈Y ∗

a

min
x∈Xa

L(x, y∗) = max
y∗∈Y ∗

s

Π∗( y∗)

is called the mono-duality in canonical systems theory [10]. In mathematical eco-
nomics, where the objective function T (Dx) is corresponding to the revenue,
denoted by R(x), and the potential U (x) is the cost function, denoted by C(x),
then Π(x) = R(x) − C(x) is the so-called total profit. For geometrically linear sta-
tic problems, the cost function C(x) is usually linear, while the revenue R(x) is a
concave objective function of certain measure (norm) of x in order to have maximum
total profit Π(x).

In geometrically linear dynamical systems, the convex function T ( y) is the
kinetic energy and U (x) represents the total potential of the system. In this case,
the Lagrangian form Π(x) = T (Dx) −U (x) is the so-called total action, which is
a d.c. (difference of convex) function. Since the mixed Lagrangian form L(x, y∗) is
no longer a saddle function, the well-known Hamiltonian

H(x, y∗) = 〈Dx; y∗〉 − L(x, y∗) = T ∗( y∗) +U (x)

was introduced,which is convex and has been extensively used in dynamical systems.
The criticality condition leads to the well-known canonical Hamiltonian equations

Dx = ∇ y∗ H(x, y∗), D∗ y∗ = ∇xH(x, y∗). (64)

Actually, although the Lagrangian is not a saddle function in convex Hamiltonian
systems, it is a so-called super-critical function [10], and if the total potentialU (x) is
strictly convex onXa ⊂ R

n such that its Legendre conjugateU ∗(x∗) can be uniquely
defined onX ∗

a , then the canonical dual action of Π(x) can still be defined by

Π∗( y∗) = max{L(x, y∗)| x ∈ Xa} = U ∗(D∗ y∗) − T ∗( y∗)
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on Y ∗
s = { y∗ ∈ Y ∗

a | D∗ y∗ ∈ X ∗
a }, which is also a d.c. function. Therefore, instead

of mono-duality in static systems, the convex Hamiltonian system is controlled by
the so-called bi-duality theory.

Theorem 5. (Bi-Duality Theorem). If (x̄, ȳ∗) is a critical point of the Lagrangian
L(x, y∗), then x̄ is a critical point of Π(x), ȳ∗ is a critical point of Π∗( y∗) and
Π(x̄) = L(x̄, ȳ∗) = Π∗( ȳ∗). Moreover, if n = m, we have either

Π(x̄) = max
x∈Xk

Π(x) ⇔ max
y∗∈Y ∗

s

Π∗( y∗) = Π∗( ȳ∗) (65)

or
Π(x̄) = min

x∈Xk

Π(x) ⇔ min
y∗∈Y ∗

s

Π∗( y∗) = Π∗( ȳ∗). (66)

This bi-duality is actually a special case of the triality theory in geometrically
linear systems, which was originally presented in Chap.2 [10] for one-dimensional
dynamical systems with a simple proof. This bi-duality reveals a stable periodical
property in convex Hamiltonian systems.

6.3 Geometrically Nonlinear Systems and Canonical Duality

Problems in geometrically nonlinear systems are usually nonconvex. Due to the fact
that the geometrically linear operator D : Rn → R

m cannot change the convexity of
the objective function, ifW (x) is nonconvex andW (x) = T (Dx), the function T ( y)
is still nonconvex and its Legendre conjugate T ∗( y∗) cannot be uniquely defined [36].
It turns out that traditional Lagrangian duality theory cannot be applied directly in
this case. Although the Fenchel conjugate T �( y∗) = sup{〈 y; y∗〉 − T ( y)| y ∈ Ya}
can be uniquely defined, the function

Ł(x, y∗) = 〈Dx; y∗〉 − T �( y∗) −U (x) (67)

is not the traditional Lagrangian form and the associate saddle min-max duality
theory will produce the so-called duality gap in nonconvex optimization.

Actually, in terms of U (x) = 〈x, f 〉 − 1
2 〈x, Ax〉, the total complementary func-

tion Ξ(x, ς) defined by (20) can be written as

Ξ(x, ς) = 〈Λ(x); ς〉 − V ∗(ς) −U (x). (68)

Comparing thisΞ(x, ς)with either Ł(x, y∗) or themixed Lagrangian form L(x, y∗)
we can see that the fundamental difference between the canonical duality theory and
othermethods is the canonical transformationW (x) = V (Λ(x)) instead of the linear
transformation W (x) = T (Dx) used in many other duality theories, including the
Fenchel–Moreau–Rockafellar duality. In real applications, if the quadratic function
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U (x) is nonconvex, the mixed Lagrangian form L(x, y∗) is nonconvex in x since
D is linear. However, the total complementary function Ξ(∗, ς) : X ⊂ R

n → R is
always convex for ς ∈ S +

a and concave for ς ∈ S −
a due to the geometrically non-

linear operator Λ(x) and its canonical dual variable ς . Therefore, Ξ(x, ς) was also
called the nonlinear Lagrangian in [10] and the extended Lagrangian in [12]. If the
geometrical operatorΛ(x) is quadratic and objective, the so-calledΛ-transformation
[12]

UΛ(ς) = sta{〈Λ(x); ς〉 −U (x)| x ∈ X } (69)

is actually the pure complementary gap functionwhich is obtained from the comple-
mentary gap function Gap(x, ς) = 1

2 〈x,G(ς)x〉 using the analytical solution form
x = [G(ς)]−1F(ς).

The geometrical nonlinearity in continuum physics means large deformation (far
from equilibrium states), which usually leads to bifurcation in static systems [35]
and chaos in dynamical systems [13]. Therefore, geometrically nonlinear systems
are usually nonconvex. This is the reason why the geometrical nonlinearity was
emphasized in the title of Gao and Strang’s original work [22], although the system
they studied is fully nonlinear and governed by a nonconvex/nonsmooth total (super)
potential functional

Π(u) = W̄ (Λ̄(u)) + F̄(u), (70)

where W̄ (e) is called the stored energy, which is a canonical function(al) such that
the constitutive law e∗ = ∂W̄ (e) is invertible on its effective domain; while F̄(u) is
an external energy, which must be linear on the statically admissible space such that
its Gâteaux derivative ∂ F̄(u) = −ū∗ leads to the external force (source) field (under
the sign convention). The geometrically nonlinear operator e = Λ̄(u) in Gao and
Strang’s work should be an objective measure in order to satisfy certain well-known
deformation laws (see Chap.6, [10]). Therefore, the complementary gap function
Gap(u, e∗) was naturally introduced. This objective function lays a foundation for
the triality theory.

Oppositely, in a recent paper entitled “Some remarks concerning Gao–Strang’s
complementary gap function” by Voisei and Zalinescu [41], they choose quadratic
functions as the external energy F̄(u) (see Examples 2, 4 and 5 in [41]), and piecewise
linear function (see Example 1 in [41]) as the stored energy, they concluded “About
the (complementary) gap function one can conclude that it is useless at least in the
current context”. Clearly, the piecewise linear function is not objective and cannot
store energy; while for those quadratic functions F̄(u) they listed, the dual variable
u∗ = ∂ F̄(u) depends on the configuration u. Such force field is called follower force.
In this case, the system is not conservative and traditional variational methods do
not apply. Unfortunately, similar counterexamples and conclusions are repeatedly
presented in many other papers (see [39, 42] and references cited therein).

Actually, in order to study nonconvex variational problems in dissipative systems
subjected to follower force field, a so-called rate variational method and the associ-
ated dual extremum principle were proposed in 1990 [18]. Also, Gao and Strang’s
work has been extended to general nonconvex dynamical systems to allow F̄(u) as
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a quadratic function, but notations were changed (see [12, 13]). In fact, if we let
Λ̄(x) = {Λ(x), 1

2 〈x, Ax〉} and W̄ (Λ̄(x)) = V (Λ(x)) + 1
2 〈x, Ax〉, the general non-

convex problem (P) studied in this paper is simply a finite-dimensional version of
the Gao and Strang’s general work in large deformation theory. This method has
been repeatedly used in many Gao’s papers (see [17, 44]). Particularly, if Λ̄(u) is a
Cauchy–Riemann strain measure, then

Ξ(u, e∗) = 〈Λ̄(u); e∗〉 − W̄ ∗(e∗) + F̄(u) (71)

is the well-known Hellinger–Reissner complementary energy in finite deforma-
tion theory.10 Furthermore, if the complementary energy W̄ ∗(e∗) is replaced by
〈e; e∗〉 − W̄ (e), the total complementary energy Ξ(u, e∗) can be written in the so-
called pseudo-Lagrangian (it was denoted as L p(u, e∗, e) in [22])

Ξhw(u, e∗, e) = W̄ (e) + 〈Λ̄(u) − e; e∗〉 + F̄(u), (72)

and we have
Ξ(u, e∗) = sta{Ξhw(u, e∗, e)| e ∈ Ea}.

In large deformation mechanics, Ξhw(u, e∗, e) is called the Hu-Washizu generalized
potential energy, proposed independently by Hai-Chang Hu in 1954 and K. Washizu
in 1955. The associated variational statement is the well-known Hu-Washizu prin-
ciple, which has important applications in computational mechanics of thin-walled
structures, where the geometrical equation e = Λ̄(u) is usually proposed by certain
geometrical hypothesis [16, 21].

It has been emphasized in many papers that the key step in the canonical duality
theory is to choose a geometrically reasonable measure ξ = Λ(x). It was shown in
[26] that for a given nonconvex variational problem, the choice of Λ(x) may not
be unique and different geometrically admissible operators could lead to different
canonical dual problems. But all these canonical dual problems must be equivalent
in the sense that they have the same set of solutions. Also for complex systems,
two types of sequential canonical transformations were proposed (see Chap.4, [10]).
By the fact that the objectivity and canonical duality are fundamental to all natural
systems, for any given real problem, as long as the geometrical operator Λ(x) can
be chosen correctly such that the nonconvex objective function(al) can be recast
by adopting a canonical form W (x) = V (Λ(x)), the canonical duality theory can
be used to establish elegant theoretical results and to develop efficient algorithms

10The Hellinger–Reissner energy was first proposed by Hellinger in 1914. After the external energy
F̄(u) and the boundary conditions in the statically admissible spaceUk = {u ∈ Ua |e = Λ̄(u) ∈ Ea}
werefixedbyReissner in 1953, the associatedvariational statement has beenknownas theHellinger–
Reissner principle. However, the extremality condition of this principle was an open problem, and
also the existence of pure complementary variational principles has been a well-known debate
existing for over several decades in large deformation mechanics (see [31]). This open problem was
partially solved by Gao and Strang’s work and completely solve by the triality theory. While the
pure complementary energy principle was formulated by Gao in 1999 [9].
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for robust computations. The triality theory reveals an intrinsic duality pattern in
nonconvex systems and should play important roles not only for solving a large class
of challenging problems in nonconvex analysis and global optimization, but also for
understanding, modeling, and simulation of complex systems.

7 Conclusion Remarks

Motivated by an open problemon the double-min duality in the triality theory thatwas
left unaddressed since 2003, we have presented a mathematically rigorous proof for
this theory based on the elementary linear algebra. Our results show that the triality
theory holds strongly in the tri-duality form if the primal and its dual problems
have the same dimension. Otherwise, both the canonical min-max and double-max
duality statements hold strongly, but double-min duality statement holds weakly in a
super-symmetric form.Additionally, a weak saddle duality theory is proposed, which
shows that when the complementary gap function Gap(x, ς) is negative, either the
primal problem (P) (only if m < n) or its canonical dual (Pd) (only if m > n)
could have saddle critical solutions. Therefore, this 7-year-old open problem is now
solved completely and the triality theory is presented in an elegant form as expected.

Themethod adopted in this paper can be generalized for more general constrained
global optimization problems.As it ismentioned inRemark3 that the primal problem
(P) could be NP-hard if its canonical dual has no critical point in S +

a . Also, the
extremality conditions for those critical points (x̄, ς̄) are still unknown if the Hessian
matrix G(ς̄) of the gap function is indefinite. Although a general theorem on the
existence and uniqueness of the canonical dual solution in S +

a was proposed in
[15], and some perturbation methods were discussed in [19], detailed quantitative
study on these topics is fundamentally important and critical for understanding and
solving NP-hard problems.
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Canonical Duality Theory for Solving
Non-monotone Variational Inequality
Problems

Guoshan Liu, David Yang Gao and Shouyang Wang

Abstract This paper presents a canonical dual approach for solving a class of non-
monotone variational inequality problems. It shows that by using the canonical dual
transformation, these challenging problems can be reformulated as a canonical dual
problem, which is equivalent to the primal problems in the sense that they have the
same set of KKT points. Existence theorem for global optimal solutions is obtained.
Based on the canonical duality theory, this dual problem can be solved via well-
developed convex programming methods. Applications are illustrated with several
examples.

1 Problems and Motivation

We are interesting in solving the following non-monotone variational inequality
problem:

(VI) : 〈F(x̄), x − x̄〉 ≥ 0, ∀x ∈ K , (1)

where the notation 〈∗, ∗〉 denotes for inner product, F : Rn → R
n is a non-monotone

operator, defined by

F(x) = Qx − f + ∇W (x), (2)
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in which Q ∈ R
n×n is a symmetric matrix, f ∈ R

n is a given vector, and W (x) :
R

n → R is a nonconvex differentiable function. The feasible set K in this paper is
defined by

K = {
x ∈ R

n| φ(x) ≤ 0
}
,

where φ(x) : R
n → R

q is assumed to be a vector value convex function. In this
paper, we assume that ri(K ) is nonempty, i.e., there exists at least one x̄ such that
φ(x̄) < 0.

The first problem involving a variational inequality is the well known Signorini
problem, proposed by A. Signorini in 1959 as a frictionless contact problem in linear
elastic mechanics and solved by G. Fichera in 1963 (cf. [4]). Mathematical theory of
variational inequality was first studied by G. Stampacchia in 1964 [21]. It is known
that the Signorini problem is actually equivalent to a variational problem subjected to
inequality constraint. By the fact that the total potential energy for linear elasticity is
convex, it turns out that extensive mathematical research has been focused mainly on
monotone variational inequality problems (see [1, 2, 5, 9, 12, 14, 15, 19]). However,
variational problems in large deformation mechanics are usually nonconvex [6, 11,
22]. For example, the total potential energy of the Gao nonlinear beam model [16,
17] is given by

J (w) =
∫ [

1

2
a(w,xx )

2 + 1

2

(
1

2
(w,x )

2 − λ

)2

− w f

]

dx, (3)

where a > 0 is amaterial constant, f (x) is a given distributive load, and the unknown
functionw(x) is the deformation of the beam. Clearly, J (w) is nonconvex if the beam
is subjected to a compressive load λ > 0. If the beam is supported by an obstacle
ψ(x), the associated variational inequality problem was formulated in [7, 8]

〈δ J (w), v − w〉 ≥ 0 ∀v ∈ Va,

where Va is a convex set with the inequality constraint v(x) ≥ ψ(x), and δ J (w) is
the Gâteaux derivative of J (w) given by

δ J (w) = aw,xxxx − 3

2
(w,x )

2w,xx + λw,xx − f

which is a non-monotone differential operator. In finite element analysis, if the dis-
placementw(x) is numerically discretized by afinite vector x ∈ R

n , the total potential
functional J (w) can be written in a nonconvex function in R

n (see [20])

P(x) = W (x) + 1

2
〈x, Qx〉 − 〈x, f〉

where W (x) is the so-called double-well potential
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W (x) =
p∑

k=1

1

2
αk

(
1

2
〈x, Bkx〉 + 〈x, bk〉 − dk

)2

,

in which αk, dk > 0 are given constants, bk ∈ R
n , and Bk ∈ R

n×n is given symmetric
matrix for each k ∈ {1, . . . , p}. This double-well function appears extensively in
computational physics, including Landau-Ginzburg equation in phase transitions
[13], vonKarmenplate [22], nonlinear Schödinger equation, andmuchmore [10, 11].
Due to the nonconvexity of W (x), the operator F(x) is non-monotone. Traditional
direct methods for solving such problems are very difficult.

Duality theory in convex analysis has been well studied in [3]. Application to
monotone variational inequality problems was first proposed by Mosco [18]. How-
ever, in nonconvex variational problems and non-monotone variational inequalities,
these well-developed duality theory and methods usually lead to a so-called duality
gap. In order to close this gap, a potentially useful canonical duality theory has been
developed in [10].

In this paper, we will demonstrate the application of this method by solving the
non-monotone variational inequality problem (VI). In the next section, the canonical
dual of the problem is presented, which is equivalent to the primal problem in the
sense that they have the same set of KKT points. The extremality conditions for these
KKT points are discussed in Sect. 3. In Sect. 4, we discuss the properties of the dual
problem and give a sufficient condition for the existence of solution. Applications
are illustrated in Sect. 5. Some conclusions are given in the final section.

2 Optimization Problem and Its Canonical Dual

It is known that the variational inequality problem (VI) is related to the following
optimization problem:

(OP) : min
x∈Rn

{
P(x) = W (x) + 1

2
〈x, Qx〉 − 〈x, f〉

}
(4)

s.t. φ(x) ≤ 0.

By introducing Lagrange multipliers λ ∈ R
q
+ to relax the inequality constraint

φ(x) ≤ 0, the classical Lagrangian associated with this constrained optimization
problem is

L(x, λ) = P(x) + λ�φ(x).

Thus, the criticality condition ∇xL(x, λ) = 0 leads to the equilibrium equation
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∇W (x) + Qx − f +
q∑

s=1

λs∇φs(x) = 0.

By the KKT theory, the Lagrange multipliers have to satisfies the following comple-
mentarity conditions

λ�φ(x) = 0, φ(x) ≤ 0, λ ≥ 0.

We call the point which satisfies the above two conditions the KKT stationary point
of the problem (OP) and (VI). Because we have already assumed that ri(K ) is
nonempty, then the basic constraints qualification must hold for the problem (VI)
and (OP), and the following result is obvious.

Lemma 1. If x̄ solves (VI), then it is a K KT stationary point of (OP) or (VI).

Due to the nonconvexity of the object function P(x), to solve problem (VI) is
very difficult. For a given λ ≥ 0, the Lagrangian dual function can be defined by

P∗(λ) = inf
x∈Rn

L(x, λ).

In the case that P(x) is convex, we have the well-known saddle duality theorem

P(x̄) = inf
x
sup
λ≥0

L(x, λ) = sup
λ≥0

inf
x
L(x, λ) = P∗(λ̄).

However, if P(x) is nonconvex, we have the so-called weak duality

θ = inf
x
sup
λ≥0

L(x, λ) − sup
λ≥0

inf
x
L(x, λ) ≥ 0.

Very often, this duality gap θ = ∞.
Following the standard procedure of the canonical dual transformation,we assume

that there exists a geometrical operator

ξ = Λ(x) = {ε(x), φ(x)} : Rn → Ea ⊂ R
p × R

q

and a canonical function V̄ (ξ) : Ea → R ∪ {∞} such that the nonconvex optimiza-
tion problem (OP) can be written in the canonical form:

min
x

Π(x) = V̄ (Λ(x)) −U (x), (5)

where U (x) = − 1
2 〈x, Qx〉 + 〈x, f〉, and V̄ (ξ) is defined by

V̄ (ξ(x)) = V (ε(x)) + Ψ (φ(x)), (6)

in which, V (ε(x)) = W (x) and
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Ψ (φ) =
{
0 if φ ≤ 0
+∞ otherwise.

We assume that V is convex in this paper, and let ∂ denote the sub-gradients set
of a convex function such the same as in [3]. Then, we can express the stationary
condition for (VI) or (OP) as

0 ∈ ∂Π(x). (7)

For any given ς ∈ R
p+q , the Fenchel sup-conjugate function V̄ 
 of the convex func-

tion V̄ is given as

V̄ 
(ς) = sup
ξ∈Ea

{〈ξ , ς〉 − V̄ (ξ)} = V 
(σ ) + Ψ 
(λ),

where

Ψ 
(λ) = sup
φ≤0

{〈φ, λ〉 − Ψ (φ)} =
{
0 if λ ≥ 0
+∞ otherwise.

We let

Sa = dom(V̄ 
) = {ς ∈ R
p+q | V̄ 
(ς) < +∞}.

By the definition introduced in [10], the pair (ξ , ς) is called an extended canonical
duality pair on Ea × Sa if the following duality relations hold on Ea × Sa

ς ∈ ∂ V̄ (ξ) ⇔ ξ ∈ ∂ V̄ 
(ς) ⇔ 〈ξ , ς〉 = V̄ (ξ) + V̄ 
(ς). (8)

Thus, for this canonical duality pair,W (x) + Ψ (φ(x)) can be replaced by V̄ (Λ(x)) =
〈Λ(x), ς〉 − V̄ 
(ς), the so-called total complementary function Ξ(x, ς) can be
defined by

Ξ(x, ς) = 〈Λ(x), ς〉 − V̄ 
(ς) −U (x).

For a given ς ∈ Sa , the canonical dual function can be obtained as

Pd(ς) = stax{Ξ(x, ς) : x ∈ R
n} = UΛ(ς) − V̄ 
(ς),

where UΛ(ς) is called the Λ-conjugate of U , defined by

UΛ(ς) = stax{〈Λ(x), ς〉 −U (x) : x ∈ R
n},

and the notation stax {...} stands for solving the stationary point problem given in {...}
with respect to x . LetSc denotes the feasible space such that UΛ is well-defined on
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Sc, then the canonical dual problem (Pd) is eventually proposed as the following

(Pd) : max{Pd(ς) : ς ∈ Sc}. (9)

In many applications, the geometrical operator Λ is usually a vector-valued
quadratic function:

Λ(x) = (ε(x), φ(x))

=
{
1
2 〈x, Bkx〉 + 〈x, bk〉 − dk ,

1
2 〈x,Csx〉 + 〈x, cs〉 − es

}
,

where bk ∈ R
n and Bk ∈ R

n×n is a given symmetric matrix for each k ∈ {1,
2, · · · , p}; cs ∈ R

n for each s ∈ {1, 2, · · · , q}, Cs ∈ R
n×n is a given positive defi-

nite matrix for each s ∈ {1, 2, · · · , q}; d ∈ R
p and e ∈ R

q . In this case, the canonical
dual function has an explicit form

Pd(ς) = −1

2
〈G†(ς)τ (ς), τ (ς)〉 − 〈d, σ 〉 − 〈e, λ〉 − V̄ 
(ς),

where ς = (σ, λ) and

G(ς) = Q +
p∑

k=1

Bkσk +
q∑

s=1

Csλs, τ (ς) = f −
p∑

k=1

bkσk −
q∑

s=1

csλs .

The notationG† stands for the Moore–Penrose inverse ofG. We use ColG to denote
the column space of G, then the dual feasible space Sc can be defined by

Sc = {ς = {σ , λ) ∈ Sa| τ (ς) ∈ ColG(ς)}.

Now, consider the derivative of Pd , we first have

UΛ(ς) = −1

2
〈G†(ς)τ (ς), τ (ς)〉 − 〈d, σ 〉 − 〈e, λ〉.

It follows that

∇σkU
Λ = 1

2
〈G†(ς)τ (ς), BkG

†(ς)τ (ς)〉 + 〈bk ,G†(ς)τ (ς)〉 − dk , k = 1, 2, · · · , p

(10)
and

∇λsU
Λ = 1

2
〈G†(ς)τ (ς),CsG†(ς)τ (ς)〉 + 〈cs ,G†(ς)τ (ς)〉 − es , s = 1, 2, · · · , q.

(11)
Therefore, the dual problem associated with (VI) can be given as

(DV I ) : 〈∇ P̄d(ς), ς − ς̄〉 ≥ 0, ∀ς ∈ R
p × R

q
+,
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where

P̄d(ς) = 1

2
〈G†(ς)τ (ς), τ (ς)〉 + 〈d, σ 〉 + 〈e, λ〉 + V 
(σ ).

The stationary conditions for both (Pd) and (DV I ) is given as:

0 ∈ ∂ P̄d(ς). (12)

Similar to Lemma 1, we have the following result.

Lemma 2. If ς̄ solves (DV I ), then it is a stationary point of (Pd) or (DV I ).

In fact, for any stationary point x̄ of (VI), there is a ς̄ ∈ ∂ V̄ (ξ̄) with ξ̄ = Λ(x̄)
such that

G(ς̄)x̄ − τ (ς̄) = 0. (13)

On the other hand, if we can solve the dual problem (DV I ) for ς̄ , then the solution
x̄ to the primal problem (VI) should be obtained via the above relation (13).

Theorem 1. If ς̄ is a solution of (DV I ), then x̄ = G†(ς̄)τ (ς̄) is a KKT point of the
problem (VI). Moreover, if x̄ is a solution of (VI) with G(ς̄) is invertible, then ς̄ is
a KKT point of (DV I ).

Proof. First, assume that ς̄ ∈ R
p × R

q
+ is a solution of (DV I ), it is obvious that

ς̄ ∈ Sc ∩ dom(V̄ 
) and we have that

0 ∈ ∂Pd(ς̄) = ∇UΛ(ς̄) − ∂ V̄ 
(ς̄). (14)

Let

x̄ = G†(ς̄)τ (ς̄),

then by (10) and (11), we have

∇UΛ(ς̄) = Λ(x̄).

By (14), we have ξ̄ = Λ(x̄) ∈ ∂ V̄ 
(ς̄). which is equivalent to ς̄ ∈ ∂ V̄ (ξ̄). It follows
that

∂Π(x̄) = ∂ξ V̄ (ξ̄)∇Λ(x̄) + Qx̄ − f
� ς̄∇Λ(x̄) + Qx̄ − f
= G(ς̄)x̄ − τ (ς̄) = 0.

This shows that x̄ is a KKT of (VI).
Now, we assume that x̄ is a solution of (VI) with G(ς̄) is invertible. By (13), we

have x̄ = G†(ς̄)τ (ς̄). Therefore, ς̄ is a KKT point of (DV I ). �
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Remark 1. In fact, for a stationary point x̄ of (VI), the associated stationary point ς̄
may not be unique if the linear independence constraint qualification (LICQ) does not
hold at x̄ for (VI). This situation is different from the canonical dual for unconstrained
optimization problems.

3 Global and Local Extremalities

Because the feasible solution setK is convex andwe assume that the basic constraint
qualification always holds at any feasible point, then any local minimizer of (OP) is a
solution of (VI). In fact, we can give some sufficient conditions for a stationary point
of (OP) to be a local minimizer or a global minimizer. In this section, we assume
that V is twice differentiable. In order to state the results of this section, we need to
give a new notation. For any given x̄ ∈ R

n , letB(x̄) be a p × n matrix, whose k−th
row is given as Bk(x̄) = x̄�Bk , k = 1, 2, · · · p.
Theorem 2. Suppose that ς̄ is a solution of (DV I ) and x̄ = G†(ς̄)τ (ς̄). If the
matrixB�(x̄)∇2

εεV (ε̄)B(x̄) + G(ς̄) is positive definite, then x̄ is a local minimizer
of the problem (OP).

Proof. Consider the Lagrangian function of the problem (OP):

L(x, λ) = W (x) + 1
2x

�Qx − f�x + λ�φ(x),

we know that
∇xL(x̄, λ̄) = G(ς̄)x̄ − τ (ς̄) = 0.

We also have that

∇2
xxL(x̄, λ̄) = B�(x̄)∇2

εεV (ε̄)B(x̄) + G(ς̄).

By assumption of the theorem, ∇2
xxL(x̄, λ̄) is positive definite. Then, the vector x̄ is

a local minimizer of the problem (OP). �
Corollary 1. Suppose that ς̄ is a solution of (DV I ) and x̄ = G†(ς̄)τ (ς̄). If G(ς̄)

is positive definite, then x̄ is a local minimizer of the problem (OP).

Proof. Because V is convex, we haveB�(x̄)∇2
εεV (ε̄)B(x̄) is positive semi-definite

for any given x̄. By the assumption of this proposition, we know thatG(ς̄) is positive
definite, thenwemust have that∇2

xxL(x̄, λ̄) is positive definite, hencewecan conclude
that x̄ is a local minimizer of (OP) by Theorem2. �

In fact, the above Corollary can be enhanced and we give a sufficient condition
for a global minimizer of (OP).

Theorem 3. Suppose that ς̄ is a solution of (DV I ) and x̄ = G†(ς̄)τ (ς̄). IfG(ς̄) is
positive semi-definite, then x̄ is a global minimizer of the problem (OP).
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Proof. If x̄ is a stationary point of (OP), then we have that

G(ς̄)x̄ − τ (ς̄) = 0.

Now, consider the function Λ(x), we have

εk(x) − εk(x̄) = 〈x − x̄, Bk x̄ + bk + 1

2
Bk(x − x̄)〉, k = 1, 2, · · · , p

and

φs(x) − φs(x̄) = 〈x − x̄, Cs x̄ + cs + 1

2
Cs(x − x̄)〉, s = 1, 2, · · · , q.

We also have that

U (x) −U (x̄) = 〈x − x̄, Qx̄ − f + 1

2
Q(x − x̄)〉.

Then, we have

Π(x) − Π(x̄) ≥ 〈σ̄ , ε(x) − ε(x̄)〉 + 〈λ̄, φ(x) − φ(x̄)〉 +U (x) −U (x̄)
= 〈x − x̄, G(ς̄)x̄ − τ (ς̄)〉 + 1

2 〈x − x̄, G(ς̄)(x − x̄)〉
= 1

2 〈x − x̄, G(ς̄)(x − x̄)〉
≥ 0

for any x ∈ R
n . Now, we have proved that x̄ is a global minimizer of (OP) and the

proof of the theorem is finished. �

4 Existence of the Solution

In order to discuss the existence of solution to the problem, we need the following
sets:

S +
c = {ς̄ ∈ R

p × R
q
+| γG(ς̄) > 0},

S̄c = {ς̄ ∈ R
p × R

q
+| γG(ς̄) = 0},

where γG(ς̄) is the smallest eigenvalue of the matrix G(ς̄) for any given ς̄ ∈ Sc.
We also need to define a n × (p + q) matrix Ē (x̄) for any given x̄ with its k−th
column is given as Ēk(x̄) = Bk x̄ + bk , k = 1, 2, · · · p and (p + s)−th column as
Ēp+s(x̄) = Cs x̄ + cs , s = 1, 2, · · · q. The notation ‖ · ‖ can be any norm of a vector
in this paper. Then we have the following result.

Theorem 4. The canonical dual function Pd is concave inS +
c .
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Proof. Because V̄ is convex, we need only to prove that UΛ is concave in order to
show that Pd is concave. We have

∂UΛ

∂σk
= 1

2
〈G†(ς)τ (ς), BkG†(ς)τ (ς)〉 + 〈bk,G†(ς)τ (ς)〉 − dk, k = 1, 2, · · · , p

and

∂UΛ

∂λs
= 1

2
〈G†(ς)τ (ς),CsG†(ς)τ (ς)〉 + 〈cs,G†(ς)τ (ς)〉 − es, s = 1, 2, · · · , q.

Let x = G†(ς)τ (ς) for any ς ∈ S +
c , we have

∂2UΛ

∂ς∂ς
= −Ē �(x)G†(ς)Ē (x).

Hence, the Hessian matrix ∂2UΛ/∂ς∂ς is negative semi-definite andUΛ is concave,
then Pd is concave inS +

c . �

We denote TG(ς) = {ξ ∈ R
n| G(ς)ξ = γG(ς)ξ ∀ς ∈ S +

c ∪ S̄ +
c }.

Theorem 5. Assume that dom(V 
) is closed, dom(V 
) ∩ S +
c �= φ and

lim‖ς‖→∞
V 
(ς)

‖ς‖ = +∞.

If 〈τ (ς), ξ 〉 �= 0 for any ξ ∈ TG(ς) and any ς ∈ S̄ +
c , then there must be a ς̄ ∈ S +

c
such that x̄ = G†(ς)τ (ς) is a global minimizer of the problem (OP).

Proof. In order to simply the proof, we assume that dom(V 
) = R
p+q . For any

δ > 0, we denote a set

Ω(δ) =
{
ς ∈ Sc| ‖ς‖ ≤ δ, γ (G(ς)) ≥ 1

δ

}
.

Let
Γ (δ) = sup

ς∈S +
c \Ω(δ)

Pd(ς),

for any δ > 0. We will show that

lim
δ→+∞ Γ (δ) = −∞.

By contradiction, assume that this conclusion is not true, then there is a sequence
{ς i }i=1,2,··· , ⊆ S +

c with ς i ∈ S +
c \ Ω(i) and Pd(ς i ) ≥ Γ (i) − 1

i for any i = 1,
2, · · · , such that
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lim
i→+∞ Pd(ς i ) = M, (15)

where M ∈ R. If {ς i }i=1,2,··· is unbounded, then there isK1 ⊆ {1, 2, · · · , } such that

lim
i→+∞, i∈K1

‖ς i‖ = ∞.

Then, we have that

1

2
〈G†(ς i )τ (ς i ), τ (ς i )〉 ≥ 0, ∀i ∈ K1

and
lim

i→+∞, i∈K1

〈d, σi 〉 + 〈e, λi 〉 + V̄ 
(ς i ) = +∞.

It follows that
lim

i→+∞, i∈K1

Pd(ς i ) = −∞,

which contradicts (15).
Now, assume that {ς i }i=1,2,··· is bounded. Let ξi ∈ TG(ς i ) with ‖ξi‖ = 1 for

i = 1, 2, · · · . Then there must be a K2 ⊆ {1, 2, · · · } such that

lim
i→+∞, i∈K2

γG(ς i ) = 0

lim
i→+∞, i∈K2

ς i = ς̄

lim
i→+∞, i∈K2

ξi = ξ̄ .

Now, we have that
ξ̄ ∈ TG(ς̄), ς̄ ∈ S̄c, ‖ξ̄‖ = 1.

Let
τ ξ (ς i ) = 〈τ (ς i ), ξi 〉ξi , τ c

ξ (ς i ) = τ (ς i ) − 〈τ (ς i ), ξi 〉ξi ,

for i = 1, 2, · · · . Because

ξi ∈ TG(ς i ), i = 1, 2, · · · ,

we have
〈τ ξ (ς i ), G(ς i )τ

c
ξ (ς i )〉 = 0, i ∈ K2.

Therefore,
〈τ ξ (ς i ), G†(ς i )τ

c
ξ (ς i )〉 = 0, i ∈ K2.

Now, we have
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UΛ(ς i ) = − 1
2 〈G†(ς i )τ (ς i ), τ (ς i )〉 − 〈d, σi 〉 − 〈e, λi 〉

= − 1
2 〈τ ξ (ς i ),G

†(ς i )τ ξ (ς i )〉 − 1
2 〈τ cξ (ς i ),G

†(ς i )τ
c
ξ (ς i )〉 − 〈d, σi 〉 − 〈e, λi 〉

≤ − 1
2γG(ς i )

〈τ (ς i ), ξi 〉2 − 〈d, σi 〉 − 〈e, λi 〉,

for i ∈ K2. Then, we have

lim
i→+∞, i∈K2

UΛ(ς i ) = −∞.

Therefore,
lim

i→+∞, i∈K2

Pd(ς i ) = −∞,

which contradicts (15). Now, we have proved that

lim
δ→+∞ Γ (δ) = −∞.

Choose a ς̄ ∈ S +
c , there must be a δ̄ > 0 such that

Γ (δ̄) ≤ Pd(ς̄).

Because Ω(δ̄) is compact, then there is a ς̃ ∈ Ω(δ̄) such that

Pd(ς̃) = max
ς∈Ω(δ̄)

Pd(ς).

It follows that
Pd(ς̃) = max

ς∈S +
c

Pd(ς).

Then, ς̃ is stationary point of (DV I ) with G(ς̃) is positive definite. By Theorem3,
x̄ = G†(ς)τ (ς) is a global minimizer of the problem (OP). �

In fact, the condition lim
ς→∞ V 
(ς)/‖ς‖ = +∞ can be weaken in some cases.

Theorem 6. In case bk = 0, k = 1, 2, · · · , p and cs = 0, s = 1, 2, · · · , q, assume
that dom(V 
) is closed, dom(V 
) ∩ S +

c �= φ and lim‖ς‖→∞ V 
(ς) = +∞. If 〈τ (ς), ξ 〉
�= 0 for any ξ ∈ TG(ς) and any ς ∈ S̄ +

c , then there must be a vector ς̄ ∈ S +
c such

that x̄ = G†(ς)τ (ς) is a global minimizer of the problem (OP).

Proof. It is similar with the Theorem5. �



Non-monotone Variational Inequality Problems 167

5 Some Examples

We now present some examples to show how to apply the canonical dual theory for
solving real problems. Consider the problem (VI) with

F(x) = (
1

2
(x21 + x22) − μ)

(
x1
x2

)
+

(
2x1 + x2
x1 + 2x2

)
−

(
2
2

)

and

K =
{
x|1
2
(x21 + x22) ≤ e

}
.

The primal optimization problem (OP) of (VI) is given as follows:

min
x

P(x) = 1
2 ( 12 (x21 + x22) − μ)2 + (x21 + x2x2 + x22) − (2x1 + 2x2)

s.t. 1
2 (x21 + x22) ≤ e.

For the dual problem, we have that

G†(ς) = 1
2

(
1, 1
1, −1

) (
1

3+(σ+λ)
, 0

0, 1
1+(σ+λ)

) (
1, 1
1, −1

)
.

It follows that

∇UΛ(ς) = 1
2 (2, 2)

(
1, 1
1, −1

)(
1

(3+(σ+λ))2
, 0

0, 1
(1+(σ+λ))2

)(
1, 1
1, −1

) (
2
2

)

= 8
(3+(σ+λ))2

−
(

μ

e

)
.

Then the critical condition of the dual problem becomes

4
(3+(σ+λ))2

− σ = μ
4

(3+(σ+λ))2
− e ∈ ∂Ψ 
(λ).

We consider three cases with various values of μ and e.

Example 1 First, we let μ = 2 and e = 2, then we can find that x̄ = (1, 1) is a sta-
tionary point of the problem. At this point, we have ξ̄ = (−1,−1) and ς̄ = (−1, 0).
Note that

G(ς̄) =
(
1, 1
1, 1

)

is singular, by Theorem 3.2, we can conclude that (1, 1) is a solution of (VI) because
G(ς̄) is semi-positive. This result can also be verified graphically in Fig. 1.
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Fig. 1 Contours and graph of P(x) in Example 1

Example 2. We now let μ = 2 and e = 1/2. In this case we have

∇P(x) = ( 12 (x
2
1 + x22) − 2)

(
x1
x2

)
+

(
2x1 + x2
x1 + 2x2

)
−

(
2
2

)

=
( 1

2 (x
2
1 + x22)x1 + x2 − 2

1
2 (x

2
1 + x22)x2 + x1 − 2

)

≤
( |x1| + |x2| − 2

|x2| + |x1| − 2

)

<

(
0
0

)
,

for any x with 1
2 (x

2
1 + x22) ≤ 1

2 , and the stationary point of the problem is x̄ =
(

√
2
2 ,

√
2
2 ) with ς̄ = (− 3

2 , 2
√
2 − 3

2 ), which satisfies the following critical condition
of the dual problem

4

(3 + (σ + λ))2
− σ − 2 = 0

4

(3 + (σ + λ))2
− 1

2
= 0.

By the fact that

G(ς̄) =
(
2
√
2 − 1, 1
1, 2

√
2 − 1

)

is positive definite, we know that x = (
√
2
2 ,

√
2
2 ) is a solution of (VI) (Fig. 2).

Example 3. Finally, we let μ = 4/9 and e = 2. In this case, the critical condition
of the dual problem becomes



Non-monotone Variational Inequality Problems 169

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

−1

−0.5

0

0.5

1

−1

−0.5

0

0.5

1

−2

0

2

4

6

8

Fig. 2 Contours and graph for Example 2
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Fig. 3 Contours and graph of Example 3

4

(3 + (σ + λ))2
− σ = 4

9
4

(3 + (σ + λ))2
− 2 ∈ ∂Ψ 
(λ).

It is easily find that ς̄ = (0, 0) is a solution of the dual problem with x̄ = ( 23 ,
2
3 ) a

stationary point of the primal problem. Since

G(ς̄) =
(
2, 1
1, 2

)

is positive definite, this solution x̄ = ( 23 ,
2
3 ) is a solutionof the primal problem (Fig. 3).
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6 Conclusions

In this paper, we have proposed the canonical duality theory for solving a class of
non-monotone variational inequalities problems. A sufficient condition for a global
minimizer of the associated optimization problem (OP) is presented. By the fact
that the canonical dual problem is equivalent to a convex minimization problem on
a convex dual feasible setS +

c with only simple non-negative constraints, which can
be solved easily via well-developedmethods. Existence of the solution of (VI) is also
discussed. Examples given in the paper show the various cases that the solution may
either exist on the boundary of the feasible space, or a point where G(ς̄) is singular.
These facts can help us to understand the difficulties of the primal problem and to
develop some effective methods for solving the canonical dual problem in the future.
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Canonical Dual Approach for Contact
Mechanics Problems with Friction

Vittorio Latorre, Simone Sagratella and David Yang Gao

Abstract This paper presents an application of Canonical duality theory to the
solution of contact problems with Coulomb friction. The contact problem is for-
mulated as a quasi-variational inequality which solution is found by solving its
Karush–Kuhn–Tucker system of equations. The complementarity conditions are
reformulated by using the Fischer–Burmeister complementarity function, obtaining
a non-convex global optimization problem. Then canonical duality theory is applied
to reformulate the non-convex global optimization problem and define its optimality
conditions, finding a solution of the original quasi-variational inequality. We also
propose a methodology for finding the solutions of the new formulation, and report
the results on well-known instances from literature.

1 Introduction

Contact mechanics provides many challenging problems in both engineering and
mathematics. The problem generally consists in analyzing the forces created when
an elastic body comes in contact with a rigid obstacle and search for an equilibrium
of such forces. In the moment the two bodies come in contact there are not only
normal forces that prevent interpenetration between the two bodies, but also friction
forces that prevent the elastic body to slide on the rigid obstacle.

One of the most popular application of this class of problems is the automate
planning of tasks carried out by robots. Contact problems arise in such applications
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when a robotic arm has to come in contact with objects in its surrounding. In such
cases it is necessary to find an equilibrium in the strength of the robotic arm so that
the friction is sufficient to have a solid grip on the object without damaging it [1].

Early research focused on the frictionless contact between two or more bodies [2,
3], where a quadratic programming optimization problem or a variational inequality
(like in [4]) is solved. However, in most cases, this formulation does not completely
reflect the physical reality. For this reason, contact problems with Coulomb fric-
tion are studied and solved. Generally several mathematical programming methods
are used for solving such problems(for more information refer to [5] and citations
therein), and one of the most popular formulations for contact problems are Quasi-
Variational Inequalities as reported in [6]. In the same book, the authors use a non-
smooth newton method in order to compute a solution, finding satisfying results only
for small values of the friction.

Quasi-variational inequalities (QVIs) are a powerful modeling tool capable of
describing complex equilibrium situations that can appear in different fields such as
generalized Nash games, mechanics, economics, statistics and so on (see e.g. [7–
10]). For what regards QVIs there are a few works devoted to the numerical solution
of finite-dimensional QVIs (see e.g. [10–16]), in particular in the recent paper [17]
a solution method for QVIs based on solving their Karush–Kuhn–Tucker (KKT)
conditions is proposed.

In this work we propose a novel Canonical Duality approach for solving the QVI
associated with the contact problem with Coulomb friction by presenting a deeper
insight on said application of the theory already presented in [18]. In particular we
show that the QVI associated with the problem belongs to a particular class of QVIs
called Affine Quasi-Variational Inequalities (AQVI). We search for a solution of
the AQVI by determining a point that satisfies its KKT conditions. In order to find
such point we reformulate the KKT conditions of the AQVI by using the Fisher–
Burmeister complementarity function, obtaining a non-convex global optimization
problem [19, 20]. By using Canonical Duality Theory it is possible to reformulate the
obtained non-convex optimization problem and to find the conditions for a critical
point to be a global solution.

The principal aim of this paper is to show the potentiality of canonical duality
theory for this class of mechanics problems and propose a newmethodology to solve
them.

Canonical duality theory, developed from non-convex analysis and global opti-
mization [21, 22], is a potentially powerfulmethodology,whichhas been successfully
used for solving a large class of challenging problems in biology, engineering, sci-
ences [23–25], and recently in network communications [26–28], radial basis neural
networks [29] and constrained optimization [30]. In this paper we use a canonical
dual transformation methodology in order to formulate the Total Complementarity
Function of the original problem which stationary points do not have any duality
gap in respect to the corresponding solutions of the primal problem. With the propri-
eties of the total complementarity function it is also possible to find the optimality
conditions of the original problem.
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The paper is organized as follows: In Sect. 2 we present the problem frommechan-
ics and then report its formulation as a quasi-variational inequality. In Sect. 3 we use
the dual canonical transformation to reformulate the global optimization problem
as a total complementarity function and analyze its proprieties. Finally in Sect. 4
we report an optimization procedure based on the results obtained in the previous
sections and numerical results on some instances of the contact friction problem.

We use the following notation: (a, b) ∈ R
na+nb indicates the column vector com-

prised by vectors a ∈ R
na and b ∈ R

nb ; Rn+ ⊂ R
n denotes the set of nonnegative

numbers; Rn++ ⊂ R
n is the set of positive numbers; sta{f (x) : x ∈ X } denotes the

set of stationary points of function f in X ; given a matrix Q ∈ R
a×b we indicate

with Qi∗ its i-th row and with Q∗i its i-th column; diag(a) denotes the (square) diag-
onal matrix whose diagonal entries are the elements of the vector a; ◦ denotes the
Hadamard (component-wise) product operator; 0n indicates the origin in R

n. The
double dots product e : σ indicates trace(eTσ) and is a standard notation in solid
mechanics where e ∈ R

n and σ ∈ R
n×n.

2 Problem Formulation

Generally in contact problems, the Coulomb friction between the body and obsta-
cle should be considered in order to have the most realistic representation of the
mathematical modeling. A simple way to define this problem is to restrict the nor-
mal displacement of the boundary points of the elastic body by means of unilateral
contact constraints.

Let us consider an elastic body which occupies a smooth, bounded simply-
connected domain Ω ⊂ R

3 with boundary Γ = Γg ∪ Γu ∪ Γc, where

1. Γg: associated the Neumann boundary condition. The force that moves the object
is applied on this surface;

2. Γu: associated to the homogeneous Dirichlet boundary conditions. This part of
the body is considered fixed;

3. Γc: associated with the unilateral boundary conditions. This is the part of the
object in contact with the rigid obstacle.

The displacement of the elastic body Ω is a field function u : Ω → R
3 that belongs

to the following set of kinetically admissible space:

K =
{
v ∈ U (Ω)|

3∑
i=1

vini ≤ 0 on Γc

}
, (1)

where ni for i = 1, 2, 3 denotes the outer normal to ∂Ω and U (Ω) is a Sobolev
space defined on Ω such as v = 0 on Γu. The function u solves a contact problem
with given friction if it is the solution of the following variational inequality:
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Find u such that:
a(u, v − u) + ∫

Γc
γ (|vt| − |ut|)dΓc ≥ ∫

Γg
F(v − u)dΓg ∀v ∈ K,

(2)

where the bilinear form a(·, ·) is defined as

a(u, v) =
∫

Ω

e(u) : H : e(v)dξ,

where e(w) is the infinitesimal strain tensor and H is a bounded, symmetric and
elliptic mapping that expresses Hooke’s law. The function F represent the external
force on Γg and γ is a given friction function on Γc such that γ ≥ 0.

In order to solve problem (2) it is possible to use a finite element method bymeans
of a discretization parameter h and obtain:

Find u such that: 〈Cu, v − u〉 − 〈f , v − u〉 ∀v ∈ K, (3)

where C is the stiffness matrix of the r nodes considered on the contact surface Γc, f
is the right-hand side vector associated with the external force F and u and v ∈ R

N ,
where N is the number of variables of the problem that is composed by the normal
and tangent components of the nodes on the contact surface Γc, that is N = 2r.

It is possible to show that the solution of problem (2) satisfies the following contact
conditions with given friction:

un ≤ 0, Tn ≤ 0, unTn = 0 on Γc

|Tt| ≤ γ, (γ − |Tt|)ut = 0, utTt ≤ 0 on Γc,
(4)

where un and ut indicate the tangent and the normal components of vector u, T
indicates the boundary stress vector on Γc with normal component Tn and tangent
component Tt . The first relation in (4) indicates the standard unilateral contact con-
ditions, and the second relation indicates that if the tangent component of the stress
vector is lower than γ , then there is no displacement and once its value reaches γ

the object begins to slide on the obstacle.
For Coulomb friction, the function γ depends linearly on the normal force, i.e.,

γ = Φ|Tn|, where Φ is the coefficient of friction characterizing the physical prop-
erties of the surfaces in contact.

The solution of problem (3) can be found by solving a difficult fixed-point problem
which convergence has not been proven [6]. Moreover the solution of this problem
yields the displacements, while a practitioner is generally interested to find the stress
on the nodes of the contact surface. Computing the contact stress from the displace-
ment is also considered a difficult task.

To avoid these issues, it is possible to use the reciprocal variational formulation of
problem (3) with variables μj, j = 1, . . . ,N . We assume that for j = 1, 2, . . . ,N/2
the components corresponding to the odd number 2j − 1 are associated with the
tangential components of the nodes on the contact surface and the even components
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are associatedwith the normal components of the nodes on the contact surface. Given
a stress vector τ ∈ R

N , the following condition must be satisfied:

τ ∈ K̃(τ ) = {μ ∈ R
N | μ2j ≤ 0, |μ2j−1| ≤ Φ|τ2j|, j = 1, . . . ,N/2}. (5)

It is easy to notice that conditions (5) represent the conditions reported in (4) and if
we assume that the even components of μ are lower bounded by a value l, the bound
constraints (5) can be rewritten in the following way:

K̃(τ ) = {μ ∈ R
N | Aμ + Bτ − c ≤ 0}

with A,B ∈ R
m×N , c ∈ R

m, m = 2N and

(A)ij =

⎧⎪⎨
⎪⎩
1 if i odd, j = (i + 1)/2

−1 if i even, j = (i)/2

0 otherwise

,

(B)ij =
{

−Φ if 
(i + 1)/2� odd, j = 
(i + 1)/2� + 1

0 otherwise
,

ci =
{
l if mod(i, 4) = 0

0 otherwise
,

The stress vector is the solution of the following quasi-variational inequality:

Find u such that 〈Dτ, μ − τ 〉 + 〈e, μ − τ 〉 ≥ 0 ∀μ ∈ K̃(τ ), (6)

where D = C−1 and e = −C−1f .
Problem (6) is an Affine Quasi-Variational Inequality AQVI(A,B, c,D, e) which

equilibrium point can be found by satisfying its KKT conditions. We say that a point
τ ∈ R

N satisfies the KKT conditions if multipliers λ ∈ R
m exist such that

Dτ + e + ATλ = 0N , 0m ≤ λ ⊥ Aτ + Bτ − c ≤ 0m. (7)

It is quite easy to show the following result, whose proof we omit.

Theorem 1. If a point τ , together with a suitable vector λ ∈ R
m of multipliers,

satisfies the KKT system (7), then τ is a solution of the AQVI (A,B, c,D, e). Vice
versa, if τ is a solution of the AQVI (A,B, c,D, e) then multipliers λ ∈ R

m exist such
that the pair (τ, λ) satisfies the KKT conditions (7).

Generally it is difficult to deal with the complementarity conditions in (7). Such
conditions can be replaced by using complementarity functions. A complementarity
function is a function θ : R2 → R such that θ(a, b) = 0 if and only if a ≥ 0, b ≥ 0,
and ab = 0. One of the most prominent complementarity functions is the Fischer–
Burmeister function:
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θFB(a, b) =
√
a2 + b2 − (a + b).

We can then consider the following problem equivalent to the solution of system (7):

(P) : min
x,λ

P(x, λ) = 1
2

∥∥∥∥Dτ + e + ATλ

[θi(λ, g(τ ))]mi=1

∥∥∥∥
2

=
1

2

m∑
i=1

θFB(λi,−gi(τ ))2 + 1

2
(τ, λ)TM(τ, λ) − f T(τ, λ) =

W (τ, λ) + 1

2
(τ, λ)TM(τ, λ) − f T(τ, λ)

(8)
where for all i = 1, . . . ,m:

gi(τ ) = Ai∗τ + Bi∗τ − ci,

and

M =
(
DT

A

) (
D AT

)
, f = −

(
DT

A

)
e.

It is easy to see that problem P is non-convex, furthermore, since only the global
minima of problem (8) correspond to a stress vector solutions, it is very hard to solve.
In fact it is well known that not all critical points of P are solutions of the AQVI
[19, 20].

3 Canonical Dual Transformation and Proprieties

The first step of a canonical dual transformation for problem (8) is the introduction
of operator ξ = Λ(τ, λ) : R

N+m → E0 ≡ R
m, which is defined as

ξi = Λi(τ, λi) =
√

λ2
i + gi(τ )2 − λi + gi(τ ), i = 1, . . . ,m, (9)

note that each ξi is convex since it is defined as a composition of a convex function
and a linear function. Furthermore we introduce a convex function V0 : E0 → R

(associated with ξ ), i.e., defined as

V0(ξ) = 1

2

m∑
i=1

ξ 2
i . (10)

It is easy to see that
W (τ, λ) = V0(Λ(x, λ)) = V0(ξ). (11)
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Furthermore, we introduce a dual variable

σ = ∇V0(ξ) = ξ, (12)

which is defined on the rangeS0 ≡ R
m of ∇V0(·). Since the (duality) mapping (12)

is invertible, i.e., ξ can be expressed as a function of σ , then the function V0(ξ) is
said to be a canonical function on E0, see [21].

In order to define the total complementarity function in both primal and dual
variables (τ, λ, σ )we use a Legendre transformation [21]. Specifically the Legendre
conjugate V ∗

0 (σ ) : S0 → R is defined in the following way

V ∗
0 (σ ) = sta

{
ξTσ − V0(ξ) : ξ ∈ E0

}
,

which is equal to the function ξTσ − V0(ξ) in which ξ is fixed to a stationary point.
Since ξTσ − V0(ξ) is a quadratic strictly concave function in ξ , then it is easy to see
that its (unique) stationary point is ξ̄ = σ , and then

V ∗
0 (σ ) = ξ̄Tσ − V0(ξ̄ ) = σ Tσ − V0(ξ̄ (σ ))

(10)= 1

2

n∑
i=1

σ 2
i , (13)

moreover we obtain that
V0(ξ) = ξTσ − V ∗

0 (σ ). (14)

Since
W (τ, λ)

(11)= V0(ξ)
(14)= ξTσ − V ∗

0 (σ )

we obtain the total complementarity function:

Ξ0(τ, λ, σ ) =
m∑
i=1

[
σi

(√
λ2
i + gi(τ )2 − λi + gi(τ )

)
− 1

2
σ 2
i

]
+

1

2
(τ, λ)TM(τ, λ) − f T(τ, λ),

(15)

where

f̄ (σ ) = f +
(−(AT + BT)σ

σ

)
. (16)

It is easy to see that the total complementarity function Ξ0 is strictly concave in σ

for all (τ, λ). Moreover Ξ0 is convex in (τ, λ) (although non-smooth but only semi-

smooth) for all σ ∈ R
m+, since M � 0 and each function

√
λ2
i + gi(τ )2 is convex in

(x, λ).
Function (15) has some interesting properties that can be exploited to find a

global solution of problem P . In the following we report these properties omitting
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their proofs. The interested reader can refer to [18] for a detailed discussion on
such properties. The first propriety shows the relations between the critical point of
problem (8) and (15).

Theorem 2. (Complementarity dual principle) Let (τ̄ , λ̄, σ̄ ) be a critical point for
Ξ0, then (τ̄ , λ̄) is critical point for P(τ̄ , λ̄) and

P(τ̄ , λ̄) = Ξ0(τ̄ , λ̄, σ̄ ) (17)

Theorem 2 proves that every critical point of Ξ0 has a corresponding critical point in
P(τ̄ , λ̄), furthermore they have the same value of the objective function. From now
on we will indicate with:

S +
a = R

n × R
m × R

m
+.

The next theorem characterizes the critical points ofΞ0 in a subset of the dual space:

Theorem 3. Let a point (τ̄ , λ̄, σ̄ ) ∈ S +
a be critical for Ξ0 then it is a saddle point

for Ξ0.

Theorem 4. Suppose that (τ ∗, λ∗) exists such that P(τ ∗, λ∗) = − 1
2e

Te, that is
(τ ∗, λ∗) is a global minimum of the primal problem, then

1. (τ ∗, λ∗, 0m) is a critical point for Ξ0 and Ξ0(τ
∗, λ∗, 0m) = − 1

2e
Te;

2. all points (τ, λ, σ ) ∈ R
n × R

m × {
R

m+ \ {0m}} are not critical for Ξ0.

From Theorem 4 the critical points of Ξ0 corresponding to the solutions of the
Coulomb friction problem are located inS +

a . The property that the stationary points
must all have ‖σ ∗‖ = 0 means that the point (τ ∗, λ∗) satisfies the KKT complemen-
tarity conditions as σ ∗

i = θFB(λ
∗
i , gi(τ

∗)), for i = 1, . . . ,m.

4 Results

In this section two instances of the contact problem with friction are solved. The two
instances are taken from Problem 11.1 in [6] and are called CPCF31 and CPCF41.
In the case the Coulomb friction Φ = 10 the two instances correspond to problems
OutKZ31and OutKZ41 of QVILIB [31], a collection of test problems from diverse
sources that gives a uniform basis on which algorithms for the solution of QVIs can
be tested and compared. The two problems have the same rigid obstacle and elastic
body, but the segmentation of the obstacle is different. In CPCF31 the obstacle is
divided into 30 segments, while in CPCF41 the obstacle is divided in 40 segments.

The approach we use in order to find a solution of (6) is based on the results of
Theorem 4. In particular we search a solution of the following problem:

(S P) : min
(τ,λ)

max
σ∈S a+

Ξ0(τ, λ, σ ). (18)
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Since the total complementarity function is non-smooth because of the term due
to the Fisher–Burmeister, we apply a simple smoothing procedure and obtain the
following smoothed total complementarity function:

Ξε(τ, λ, σ ) =
m∑
i=1

[
σi

(√
λ2
i + gi(τ )2 + ε2 − λi + gi(τ )

)
− 1

2
σ 2
i

]
+

1

2
(τ, λ)TM(τ, λ) − f T(τ, λ),

.

Ξε(τ, λ, σ ) still retains its properties of convexity in respect to (τ, λ) for all σ ∈ R
m+

and concavity in respect to σ for all (τ, λ), but differently from Ξ0 it is continuously
differentiable in (τ, λ).

If we define the following operator:

Hε(τ, λ, σ ) =
(∇τ,λΞε(τ, , λ, σ )

−∇σΞε(τ, λ, σ )

)
, (19)

It is easy to see that any point (τ ∗, λ∗, σ ∗) such that Hε(τ
∗, λ∗, σ ∗) = 0n+2m inS +

a
is an approximate solution of (6) for small values of ε. Furthermore this operator has
some favorable properties, as it is a monotone operator on S +

a that is a convex set.
The Jacobian of operator Hε is bisymmetric and has the following structure:

JHε(τ, λ, σ ) =
(

∇2
(τ,λ),(τ,λ)Ξ̂ε(τ, λ, σ ) ∇2

(τ,λ),σ Ξ̂ε(τ, λ, σ )

−∇2
(τ,λ),σ Ξ̂ε(τ, λ, σ )T Im

)
. (20)

In the following we describe an heuristic based on the presented theory.

Algorithm 1: Canonical Duality VI approach for AQVI
(S.0): Choose (x0, λ0, σ 0) ∈ R

n × R
m × R

m, δ0 > 0, {εk} → 0, γ ∈ (0, 1),
and set k = 0.

(S.1): If (xk, λk, σ k) is an approximate solution of the AQVI: STOP.

(S.2): Find a solution (x∗, λ∗, σ ∗) of the VI(Hεk ,S
+
a,δk ), where

S +
a,δk = {(x, λ, σ ) ∈ R

n × R
m × R

m : σi ≥ −δk, i = 1, . . . ,m},

using an iterative method starting from (xk, λk, 0m).

(S.3): Set (xk+1, λk+1, σ k+1) = (x∗, λ∗, σ ∗), δk+1 = γ δk , k ← k + 1, and go to
(S.1).
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All the computations in this paper are done using Matlab 7.6.0 on a Ubuntu
12.04 64 bits PC with Intel Core i3 CPU M 370 at 2.40GHz × 4 and 3.7 GiB
of RAM. In our implementation, in order to compute a solution of the VI at step
(S.2), we used a C version of the PATH solver with aMatlab interface downloaded
from http://pages.cs.wisc.edu/~ferris/path/ and whose detailed
description can be found in [32]. We set PATH convergence tolerance equal to 1e-3.
The stopping criterion at step (S.1) is based on the following equation reformula-
tion of the KKT conditions of the AQVI

Y(x, λ) =
(

Dx + e + ATλ

φFB(λi,−gi(x))mi=1

)
.

Then the main termination criterion is ‖Y(xk, λk)‖∞ ≤ 1e − 4. In the case the algo-
rithm stops to a value that does not satisfy the termination criterion it is labelled as
failure. Starting points are takenwith τ 0,λ0 andσ 0 with all zero entries. The sequence
{εk} is defined by ε0 = 1e − 4 and εk+1 = 10−(k+1)εk , and we set δ0 = 0.1, γ = 0.1.

In order to have an exhaustive analysis on the problem, we run several tests on
the considered problems varying the coefficient of friction Φ from 1e−3 to 1e5. The
coefficient of friction is important because it is the parameter that determines the
difficulty of the problem. As a matter of facts in several works [33, 34] the existence
of a solution for contact problems with Coulomb friction has been proved only for
small values of the friction coefficient. Furthermore the convergence of the algorithm
proposed in [17] has been proved, when applied to this kind of problems, only for
small value of the friction. In other words the analyzed examples with the value of
the Coulomb friction Φ ≥ 10 can be considered difficult friction contact problem
instances. In Table1 we list

• the value of the friction Φ;
• the number of iterations, which is equal to the number of VIs solved;
• the number of crash, major and minor iterations of the PATH solver;
• the number of evaluations of H;
• the number of evaluations of JH;
• elapsed CPU time in seconds;
• the value of the KKT violation measure ‖Y(x, λ)‖∞ at termination.

From Table1 it is possible to see that the method based on canonical duality reaches
a good approximation of the stress vector solution in 16 instances on 18. The only
instances in which the algorithm fails are those of CPCF41 with really big values
of the coefficient of friction. The solution is reached in less than a second in all the
proposed instances, and it is possible to notice that the running time substantially
increases when the value of the coefficient exceeds 10, showing that the instances
with big values of the friction coefficient are indeed difficult to solve.
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Table 1 Numerical results of Algorithm 1 for the contact problems

Problem Φ Iter (crash, maj,
min)

H JH Time ‖Y‖∞

CPCF31 1e-3 2 (2, 4, 4) 8 8 0.1376 5.11300e-07

CPCF31 1e-2 2 (2, 4, 4) 8 8 0.1338 5.03590e-07

CPCF31 1e-1 1 (1, 5, 5) 7 7 0.1116 4.19531e-07

CPCF31 1e0 2 (2, 7, 7) 11 11 0.1689 1.10312e-05

CPCF31 1e1 1 (1, 5, 5) 7 7 0.1262 6.81677e-07

CPCF31 1e2 2 (2, 10, 10) 32 14 0.2547 3.54464e-07

CPCF31 1e3 2 (2, 7, 7) 35 11 0.2235 1.50271e-05

CPCF31 1e4 1 (0, 13, 310) 44 14 0.3597 3.19657e-08

CPCF31 1e5 2 (1, 20, 26) 96 23 0.4406 4.48908e-06

CPCF41 1e-3 1 (1, 6, 6) 8 8 0.2001 1.14243e-05

CPCF41 1e-2 1 (1, 6, 6) 8 8 0.1705 1.30477e-06

CPCF41 1e-1 1 (1, 6, 6) 8 8 0.1788 1.09641e-06

CPCF41 1e0 1 (1, 8, 8) 10 10 0.2215 4.32535e-05

CPCF41 1e1 1 (1, 6, 6) 8 8 0.2136 4.78402e-05

CPCF41 1e2 2 (2, 11, 11) 20 15 0.4600 2.01671e-07

CPCF41 1e3 2 (2, 14, 15) 28 18 0.5676 9.80390e-05

CPCF41 1e4 Failure

CPCF41 1e5 Failure

5 Conclusions

In this paper we presented a canonical duality approach to the solution of contact
problem in mechanics with Coulomb friction. We formulated the contact friction
problem as a quasi-variational inequality and then exploited the Fisher–Burmeister
complementarity function in order to obtain a global optimization problem. Such
global optimization problem is non-convex, but with canonical duality theory it
is possible to define the optimality conditions of the problem and create a simple
strategy that converges to a stress vector solution of the contact problem. We also
presented results on some instances of such problemsvarying the values of the friction
coefficient on a vast range, obtaining encouraging results.

In our future research we will improve both the theory and the algorithms in order
to extend such approach to other problems in mechanics and improve the methods
used to find a solution.
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Canonical Duality Theory for Solving
Nonconvex/Discrete Constrained Global
Optimization Problems

Ning Ruan and David Yang Gao

Abstract This paper presents a canonical duality theory for solving general non-
convex/discrete constrained minimization problems. By using the canonical dual
transformation, these challenging problems can be reformulated as a unified canoni-
cal dual problem (i.e., with zero duality gap) in continuous space,which can be solved
easily to obtain global optimal solution. Some basic concepts and general theory in
canonical systems are reviewed. Applications to Boolean least squares problems are
illustrated.

1 Introduction

We start with the following general nonlinear programming problem:

(P) : min {P(x) : x ∈ Xk}, (1)

where P(x) is a given differentiable nonconvex function, the feasible spaceXk ⊂ R
n

is defined as

Xk = {x ∈ R
n| g(x) ≤ 0 ∈ R

m},

where g(x) : Rn → R
m is a given vector-valued differentiable (not necessarily con-

vex) function.
The problem (P) involves minimizing a nonconvex function over a nonconvex

feasible space [23]. By introducing a Lagrangian multiplier vector σ ∈ R
m+ = {σ ∈

R
m | σ ≥ 0} to relax the inequality constraints in Xk , the classical Lagrangian L :

R
n × R

m+ → R is given by
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L(x, σ ) = P(x) + σ T g(x). (2)

If P(x) and g(x) are convex functions, the Lagrangian is a saddle function, i.e.,
L(x, σ ) is convex in the primal variables x, concave (linear) in the dual variables
(i.e., Lagrange multipliers) σ , and the Lagrangian dual problem can be defined by
the Fenchel–Moreau–Rockafellar transformation

P∗(σ ) = inf
x∈Rn

L(x, σ ). (3)

Under certain constraint qualifications that ensure the existence of a Karush–Kuhn–
Tucker (KKT) solution, we have the following strong min–max duality relation [7]:

inf
x∈Xk

P(x) = sup
σ∈Rm+

P∗(σ ). (4)

In this case, the problem can be solved by any well-developed convex programming
technique.

However, due to the assumed nonconvexity of Problem (P), the Lagrangian
L(x, σ ) is no longer a saddle function and the Fenchel–Young inequality leads to the
following weak duality relation:

inf
x∈Xk

P(x) ≥ sup
σ∈Rm+

P∗(σ ). (5)

The slack in the inequality (5) is called the duality gap in global optimization.
In order to close the duality gap inherent in the classical Lagrange duality theory, a

canonical duality theory has been developed, first in nonconvex mechanics [19] and
analysis [9], then in global optimization [10, 18]. This new theory is composedmainly
of a potentially useful canonical dual transformation and an associated triality theory,
whose components comprise a saddle min–max duality and two pairs of double-min,
double-max dualities. The canonical dual transformation can be used to formulate
perfect dual problems without the duality gap, while the triality theory can be used
to identify both global and local extrema [16, 18, 19]. This theory has been used for
solving quadratic minimization problems with nonconvex constraints [21].Recently,
after an open problem on the double-min duality left in 2003 [11, 12]has been
solved completely [5, 20], the canonical duality–triality is recognized as a powerful
methodological theory in nonconvex analysis and global optimization, by several
review experts, with successful applications for solving a large class of challenging
problems in nonlinear dynamical systems [28], sensor localization problems [29],
and finite element method for post-buckling analysis in nonconvex mechanics [4,
31].

The purpose of the present paper is to illustrate application of the canonical duality
theory for solving the foregoing general minimization problem with nonconvex con-
straints. In the next section, some preliminary definitions are presented. In the Sect. 3,
we will show how to use the canonical dual transformation to convert the nonconvex
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problem into a canonical dual problem. Certain particular cases are illustrated in
Sect. 4. Finally, in Sect. 5 the concluding remark is presented.

2 Canonical System and Definitions

Canonical system was introduced in Gao’s book [9], which provides a unified mod-
eling for a large class of mathematical problems from real-world applications. This
section presents some basic concepts and definitions needed for this paper. The orig-
inal and detailed terminologies were given in [32] and the celebrated textbook by
Gil Strang [33] for linear systems, and in [9] for nonlinear systems.

Let X , X ∗ and E , E ∗ be two pairs of real linear spaces, finite- or infinite-
dimensional, in duality by the bilinear forms 〈x, x∗〉 : X × X ∗ → R and 〈ξ ; ξ ∗〉 :
E × E ∗ → R, respectively. By introducing a so-called geometric operator Λ :
X → Ea ⊂ E and a balance operator Υ : E ∗

a ⊂ E ∗ → X ∗, we have the so-called
primal system Sp := {X ,E ;Λ} and the dual system Sd := {X ∗,E ∗;Υ }. The dual-
ity relation between Ea and E ∗

a is linked by a constitutive (or physical) mapping
C : Ea → E ∗

a . Thus, the composition of Sp and Sd integrants a first-order system
S = {〈X ,X ∗〉, 〈E ;E ∗〉;Λ,C, Υ } (see Sect. 4.3.2, [9]).
Definition 1. The system S is called a canonical system if the constitutive mapping
C is invertible; The system S is called physically nonlinear (reps. linear) if C is
nonlinear (resp. linear); The system S is called geometrically nonlinear (reps. linear)
if Λ is nonlinear (resp. linear). The system S is called fully nonlinear (resp. linear)
if it is both physically and geometrically nonlinear (resp. linear).

As indicated in [9] (Sect. 4.3.2) that the geometrical operator describes “topo-
logical property” of the system such that ξ can be used to measure the internal
response of the system. The canonical duality relation ξ ∗ = C(ξ) reveals the inter-
nal physical (constitutive) behavior of the system. If Λ is an m × n matrix, then S

is a finite-dimensional algebraic system. Optimization in such systems is known as
mathematical programming. If Λ is a continuous (partial) differential operator, then
S is an infinite-dimensional (partial) differential system, and optimization problems
fall into the calculus of variations. For geometrically linear systems, the balance
operator Υ = Λ∗ is the adjoint operator of Λ, defined by 〈Λx; ξ ∗〉 = 〈x,Λ∗ξ ∗〉.
However, for geometrically nonlinear systems, the balance operator Υ depends on
a (generalized) Gâteau derivative Λt (x) of the operator Λ(x), due to the so-called
virtual work principle [9], i.e. for any virtual variation δx ∈ X , we have

〈δΛ(x); ξ ∗〉 = 〈Λt (x)δx; ξ ∗〉 = 〈δx,Λ∗
t (x)ξ

∗〉 = 〈δx, x∗〉.

Thus, the governing equations of a canonical system are

http://dx.doi.org/10.1007/978-3-319-58017-3_4
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Fig. 1 Diagrammatic representation for canonical systems

(a) Geometrical equation: ξ = Λ(x)
(b) Constitutive equation: ξ ∗ = C(ξ)

(c) Balance equation: x∗ = Λ∗
t (x)ξ

∗.

A diagrammatic representation of the canonical system is shown in Fig. 1.
For conservative systems, there exists a Gâteau differentiable function V : Va →

R such that the constitutive relation ξ ∗ = C(ξ) = δV (ξ) : Va → V ∗
a is invertible,

where δV (ξ) represents the Gâteau derivative of V at ξ . In mathematical program-
ming, δV (ξ) is simply the gradient of V , denoted as ∇V . The Legendre conjugate
V ∗(ξ ∗) : V ∗

a → R of V is defined by the Legendre transformation

V ∗(ξ ∗) = sta{〈ξ ; ξ ∗〉 − V (ξ) : ξ ∈ Va}.

The notation sta{f(x) : x ∈ Xa} denotes for finding stationary points of f(x) sub-
jected to x ∈ Xa .

Definition 2. Areal-valued functionV : Ea ⊂ E → R is called a canonical function
on Va if its Legendre conjugate V ∗(ξ ∗) can be uniquely defined on E ∗

a ⊂ E ∗ such
that the following canonical duality relations hold on Ea × E ∗

a :

ξ ∗ = δV (ξ) ⇔ ξ = δV ∗(ξ ∗) ⇔ 〈ξ ; ξ ∗〉 = V (ξ) + V ∗(ξ ∗). (6)

The canonical duality lays a foundation for canonical dual transformation. For a
given source (input) f = x∗ ∈ X ∗

a and necessary geometrical constraints (such as
boundary–initial conditions, etc.) in Xa ⊂ X , the primal problem associated with
the canonical system can be formulated by the following canonical form:

(P) : min{P(x) = V (Λ(x)) − F(x)| x ∈ Xa}, (7)

where F(x) = 〈x, f〉 is the external energy [19] and the feasible set Xk = {x ∈
Xa| Λ(x) ∈ Ea} is the so-called kinetically admissible space [9]. The criticality
condition δP(x) = 0 leads to a general equilibrium equation

A(x) = Λ∗
t (x)C(Λ(x)) = f . (8)
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Clearly, this equilibrium equation has a solution only if the input f is in the range of
the equilibrium mapping A : Xa → X ∗

a ⊂ X ∗.
For dissipative systems, although the nonlinear operator A(x)may be not a poten-

tial operator, by the least squaresmethodmin{‖A(x) − f‖2}, the equilibriumproblem
A(x) = f can still be written in the canonical form (P)withΛ(x) = A(x) (see [30]).
Therefore, the canonical form (P) provides a unifiedmodeling for general nonlinear
systems.

Remark 1. The geometrical nonlinearity is a well-known concept in mechanics,
which means large (or finite) deformation (see Sect. 6.3 [9]). The physical nonlinear-
ity is governed by constitutive laws of the system, which could cover many natural
phenomena, such as hyperelasticity, plasticity, hysteresis, locking effects, etc. (see
Sect. 3.1, [9]). By Definition 1, the physical nonlinearity in a canonical system must
bemonotone, i.e., the stored energyV (ξ) is a convex function. Therefore, the geomet-
rical nonlinearity is amain challenge in canonical systems, which leads to bifurcation
in static systems, chaotic phenomena in dynamical systems, and the NP-hard prob-
lems in global optimization. This is the reason why the “geometrical nonlinearity”
was emphasized in the title ofGao and Strang’s paper [19], wherein, the stored energy
V (ξ) is an objective function, which must be nonlinear (at least quadratic), while
the external energy F(x) must be linear such that its Gâteauderivative is the external
force. Objectivity is also a fundamental concept in continuum physics and nonlinear
analysis (see Definition6.1.2 [9, 15]).

The canonical systems and duality theory have been well studied in mathematical
physics [32, 33] and convex analysis [7] for geometrically linear systems, where,
the equilibrium operator A = Λ∗C(Λ) is symmetrical. For geometrically nonlinear
systems, the duality theory was first studied by Gao and Strang [19]. By using the
Fenchel–Young equality V (ξ) = 〈ξ ; ξ ∗〉 − V ∗(ξ ∗) to replace V (Λ(x)) in P(x), the
Gao–Strang total complementary function Ξ : Xa × E ∗

a → R can be formulated as
[19]

Ξ(x, ξ ∗) = 〈Λ(x); ξ ∗〉 − V ∗(ξ ∗) − F(x). (9)

By this total complementary function, the canonical dual function can be obtained by

Pd(ξ ∗) = sta{Ξ(x, ξ ∗)| x ∈ Xa} = FΛ(ξ ∗) − V ∗(ξ ∗), (10)

where FΛ(ξ ∗) is the Λ-transformation of F(ξ) defined by

FΛ(ξ ∗) = sta{〈Λ(x); ξ ∗〉 − F(x)| ξ ∈ Xa}.

If Λ(x) is a quadratic operator and let G(ξ ∗) = ∇2
xΞ(x, ξ ∗) be the Hessian of Ξ ,

then the canonical dual function Pd can be explicitly formulated as

Pd(ξ ∗) = −1

2
fTG(ξ ∗)−1f − V ∗(ξ ∗) (11)

http://dx.doi.org/10.1007/978-3-319-58017-3_6
http://dx.doi.org/10.1007/978-3-319-58017-3_3
http://dx.doi.org/10.1007/978-3-319-58017-3_6
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which iswell-defined onSa = {ξ ∗ ∈ E ∗
a | detG(ξ ∗) 
= 0}. In order to identify global

and local extremality conditions of Pd(ξ ∗), we need the following two subsets:

S +
a = {ξ ∗ ∈ Sa| G(ξ ∗) � 0}, S −

a = {ξ ∗ ∈ Sa| G(ξ ∗) ≺ 0}. (12)

Then the canonical duality–triality theory can be presented as [9]:

Theorem 1 (Complementary-Dual Principle)
The problem (Pd) is canonically dual to (P) in the sense that if ξ̄

∗ ∈ Sa is a
stationary point of Pd(ξ ∗), then

x̄ = G(ξ̄
∗
)−1f (13)

is a stationary point of P(x) on Xc and P(x̄) = Pd(ξ̄
∗
).

Theorem 2 (Triality Theory)
Suppose that ξ̄

∗ ∈ Sa is a stationary point of Pd(ξ ∗) and x̄ = G(ξ̄
∗
)−1f .

If ξ̄
∗ ∈ S +

a , then it is a global maximizer of Pd(ξ ∗) on S +
a if and only if x̄ is a

global minimizer of P(x) on Xc, i.e.,

P(x̄) = min
x∈Xc

P(x) ⇔ max
ξ∗∈S +

a

Pd(ξ ∗) = Pd(ξ̄
∗
). (14)

If ξ̄
∗ ∈ S −

a , then on the neighborhood Xo × So of (x̄, ξ̄
∗
), we have either

P(x̄) = max
x∈Xo

P(x) ⇔ max
ξ∗∈So

Pd(ξ ∗) = Pd(ξ̄
∗
), (15)

or (only if dimXc = dimSa)

P(x̄) = min
x∈Xo

P(x) ⇔ min
ξ∗∈So

Pd(ξ ∗) = Pd(ξ̄
∗
). (16)

The Complementary-Duality Principle was originally proposed in geometrically
nonlinear mechanics, which solved a 50-year old open problem in finite deformation
theory and is known as the Gao principle (see [25]). The triality theory was first
discovered in post-bifurcation of a large deformed beam in 1996 [8]. The condi-
tion dimXk = dimSa for the double-min duality (16) was an open problem first
discovered in 2003 [11], which was solved recently for general global optimization
problems in canonical systems [20]. The canonical duality–triality theory has been
used successfully for solving a large class of challenging problems in global opti-
mization and nonconvex analysis, including the recent complete set of solutions to
3-dimensional nonlinear partial differential equations in finite deformation theory
[15].
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3 Canonical Dual Problem and Strong Duality

Since both P(x) and g(x) are nonconvex functions, we need to put this problem in
the framework of the canonical systems [9]. We assume that there exists Gâteaux
differentiable operators Λi , i = 0, 1, · · · ,m, such that

ξ0 = Λ0(x),

ξi = Λi (x), i = 1, · · · ,m,

and the canonical function Vi , i = 0, · · · ,m such that

P(x) = V0(Λ0(x)), g(x) = {Vi (Λi (x))}. (17)

Then, the Lagrangian (2) can be written in the canonical form:

L(x,λ) = V0(ξ0(x)) +
m∑

i=1

λi Vi (ξi (x)), (18)

where, λ ∈ Sλ = {λ ∈ R
m | λi ≥ 0, i = 1, · · · ,m} is the Lagrange multiplier, and

ξ = [ξ0, ξ1, · · · , ξm]T .
Define

σ0 = ∇V0(ξ0),

σi = ∇Vi (ξi ), i = 1, · · · ,m

and σ = [σ1, · · · , σm]T , ξ ∗ = [σ0, σ ]T . Then Legendre conjugate can be uniquely
defined by

V ∗
0 (σ0) = sta{ξ0σ0 − V0(ξ0) : ξ0 ∈ R},
V ∗
i (σi ) = sta{ξiσi − Vi (ξi ) : ξi ∈ R}, i = 1, · · · ,m.

LetSσ be the feasible domain of V ∗
0 (σ0) and V ∗

i (σi ), and V∗ = [V ∗
1 , · · · , V ∗

m]T ,
Λ(x) = [Λ1(x), . . . , Λm(x)]T . By the canonical dual transformation, the total com-
plementary function can be written as

Ξ(x,λ, ξ ∗) = Λ0(x)σ0 − V ∗
0 (σ0) + λT (Λ(x) ◦ σ − V∗(σ )), (19)

where the symbol ◦ denotes the Hadamard product of two vectors, i.e.,

s ◦ t = [s1t1, . . . , smtm]T .

Thus the canonical dual function can be obtained by
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Pd(λ, ξ ∗) = UΛ(λ, ξ ∗) − V ∗
0 (σ0) − λTV∗(σ ),

where UΛ(λ, ξ ∗) is defined by

UΛ(λ, ξ ∗) = sta{Λ0(x)σ0 + λT (Λ(x) ◦ σ ) : x ∈ R
n}. (20)

Let Sa ⊂ Sλ × Sσ be the canonical dual feasible space such that UΛ(λ, ξ ∗) is
well-defined, the dual problem of (P) can be proposed as the following:

(Pd) : max{Pd(λ, ξ ∗) : (λ, ξ ∗) ∈ Sa}. (21)

Theorem 3 Suppose that the point (x̄, λ̄, ξ̄
∗
) is a KKT point for the total comple-

mentary function (19), then x̄ is a KKT point of the primal problem (P), the vector
(λ̄, ξ̄

∗
) is a KKT point of the dual problem (Pd), and

P(x̄) = Ξ(x̄, λ̄, ξ̄
∗
) = Pd(λ̄, ξ̄

∗
)

Proof. If (x̄, λ̄, ξ̄
∗
) is a KKT point of Ξ , then we have the following first-order

optimality conditions [2]

Ξx(x̄, λ̄, ξ̄
∗
) = ∇Λ0(x̄)σ̄0 + λ̄

T
(∇Λ(x̄) ◦ σ̄ ), (22)

Ξσ0(x̄, λ̄, ξ̄
∗
) = Λ0(x̄) − ∇V ∗

0 (σ̄0) = 0, (23)

Ξσ (x̄, λ̄, ξ̄
∗
) = λ̄ ◦ (Λ(x̄) − ∇V∗(σ̄ )) = 0 (24)

and the KKT conditions:

λ̄ ≥ 0, Λ(x̄) ◦ σ̄ − V∗(σ̄ ) ≤ 0, λ̄
T
(Λ(x̄) ◦ σ̄ − V∗(σ̄ )) = 0 (25)

By the canonical duality, Eqs. (23) and (24) are equivalent to

σ̄0 = ∇V0(Λ0(x̄)), σ̄ = ∇V(Λ(x̄)). (26)

Substituting condition (26) in (22) and (25), using the chain rule of derivation on f0,
and gi , i = 1, · · · ,m, we obtain

∇P(x̄) + λT∇g(x̄) = 0,

λ̄ ≥ 0, g(x̄) ≤ 0, λ̄
T
g(x̄) = 0. (27)

This shows that x̄ is a KKT point of problem (1). Furthermore, by the complementary
condition λ̄

T
(Λ(x̄) ◦ σ̄ − V∗(σ̄ )) = 0 we obtain P(x̄) = Ξ(x̄, λ̄, ξ̄

∗
).

Dually, the Eq. (22) leads to the stationarity condition (20):
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UΛ(λ̄, ξ̄
∗
) = Λ0(x̄)σ̄0 + λ̄

T
(Λ(x̄) ◦ σ̄ )

Combining with conditions (23), (24), and (25), it prove that (λ̄, ξ̄
∗
) is a KKT

point of dual problem (21) and Ξ(x̄, λ̄, ξ̄
∗
) = Pd(λ̄, ξ̄

∗
). �

In order to identify global optimal solutions to the original problem (1), we let

S +
a = {(λ, ξ ∗) ∈ Sa| G(λ, ξ ∗) = ∇2

xΞx(x̄,λ, ξ ∗) � 0, λi > 0}.

Theorem 4 Suppose that canonical functions Vi (ξi ), i = 0, 1, · · · ,m, are convex
and S +

a is convex. If (x̄, λ̄, ξ̄
∗
) is a KKT point of Ξ(x,λ, ξ ∗) and (λ̄, ξ̄

∗
) ∈ S +

a ,
then (λ̄, ξ̄

∗
) is a global maximizer of Pd(λ, ξ ∗) onS +

a , and x̄ is a global minimizer
of P(x) onXk , that is,

P(x̄) = min
x∈Xk

P(x) = max
(λ,ξ∗)∈S +

a

Pd(λ, ξ ∗) = Pd(λ̄, ξ̄
∗
).

Proof. Since functions Vi (ξm), i = 0, 1, · · · ,m are convex, their Legendre conju-
gates are also convex. Due to the positivity of λ, the total complementary function
Ξ(x,λ, ξ ∗) is concave in the dual variables ξ ∗ = (σ0, σ ), and these variables are
decoupled. We have

max
(σ0,σ )

Ξ(x,λ, ξ ∗) = max
σ0

max
σ

Ξ(x,λ, ξ ∗).

Therefore, for any given x, the Fenchel duality leads to

max
(λ,ξ∗)∈S +

a

Ξ(x,λ, ξ ∗) = max
λ∈Rm+

L(x,λ) =
{
P(x) if x ∈ Xa,

+∞ otherwise.

SinceΞ(x,λ, ξ ∗) is linear inλ, if ξ∗ ∈ S +
a , then the total complementary function

is convex in x and concave in ξ ∗, therefore, by the saddle min-max duality, we have

min
x∈Xk

P(x) = min
x∈Rn

max
(λ,ξ∗)∈S +

a

Ξ(x,λ, ξ ∗) = max
(λ,ξ∗)∈S +

a

min
x∈Rn

Ξ(x,λ, ξ ∗)

= max
(λ,ξ∗)∈S +

a

Pd(λ, ξ ∗).

This proves the theorem. �

Applications to some challenging problems will be given in the next section.
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4 Boolean Least Squares Problems

The canonical duality theory can be applied to solve the following Boolean least
squares problem :

(Pb) : min
x∈Xi p

{
Pb(x) = −1

2
‖Ax − f‖2 : Bx = b

}
. (28)

where
Xi p = {x ∈ R

n | − 1 ≤ x ≤ 1, x ∈ {−1, 1}n},

and A ∈ R
p×n, B ∈ R

m×n are two given matrices; f ∈ R
p and b ∈ R

m are given
vectors. We assume that m < n and rank B = m so that the problem (Pb) is not
overconstrained. This problem arises from a large number of applications in com-
munication systems such as the channel decoding, multiuser detection, resource
allocation in wireless systems, etc. [6, 13].

In the case that there is no equilibrium constraint, the primal problem (Pb) is a
so-called lattice-decoding-type problem:

(Pbo) : min
x∈Xi p

{
Pbo(x) = −1

2
‖Ax − f‖2

}
. (29)

Due to the nonconvex target function and integer constraints, traditional direct meth-
ods for solving either (Pb) or (Pbo) are fundamentally difficult. Indeed, integer
programming problems are considered to be NP-hard in global optimization and
computer science.

The key step for solving integer programming problems is to reformulate the
problems in the canonical form. By the fact that the integer constraints are governed
by the “physical behavior" of the system, which must be written in the constitutive
duality form. Therefore, by introducing a canonical measure ξ = Λ(x) = x ◦ x :
R

n → E = R
n+ and a convex, lower semi-continuous function

V (ξ) =
{
0 if ξ = 1 ∈ R

n,

+∞ otherwise,

the integer constrained problem (Pbo) can be equivalently written in the canonical
form

(Pbo) : min

{
V (Λ(x)) − 1

2
‖Ax − f‖2 : x ∈ R

n

}
. (30)

Since the canonical function V (ξ) is not differentiable, the canonical duality relations
(6) should be replaced by the generalized sub-differential forms [13]

σ ∈ ∂V (ξ) ⇔ ξ ∈ ∂V ∗(σ ) ⇔ ξ Tσ = V (ξ) + V ∗(σ ), (31)
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where V ∗(σ ) is the Fenchel conjugate of V (ξ) defined by

V ∗(σ ) = sup
ξ∈E

{ξ Tσ − V (ξ)} =
{
1Tσ if σ 
= 0 ∈ R

n,

0 otherwise.
(32)

By theory of convex analysis, the generalized canonical duality relations (31) are
equivalent to

ξ = 1, σ 
= 0, σ T (ξ − 1) = 0. (33)

Clearly, forσ 
= 0, the complementarity conditionσ T (ξ − 1) = 0 leads to the integer
condition x ◦ x = 1. Thus, replacing V (Λ(x)) in (30) byΛ(x)Tσ − V ∗(σ ), the total
complementary function Ξ(x, σ ) of the problem (Pbo) can be obtained as

Ξ(x, σ ) = Λ(x)Tσ − V ∗(σ ) − 1

2
‖Ax − f‖2

= 1

2
xTGa(σ )x − σ T 1 + xT AT f − 1

2
‖f‖2 ∀σ ∈ R

n
+ (34)

where
Ga(σ ) = ∇2

xΞ(x, σ ) = −AT A + 2Diag (σ ). (35)

By the fact thatΞ is a quadratic function of x, the stationarity condition∇xΞ(x, σ ) =
0 leads to Ga(σ )x = −AT f . Then, on the dual feasible space

Sb = {σ ∈ R
n| σ 
= 0, detGa(σ ) 
= 0}, (36)

the canonical dual function of Pbo(x) can be formulated as

Pd
bo(σ ) = −1

2
fT A[Ga(σ )]−1AT f −

n∑

i=1

σi − 1

2
‖f‖2. (37)

Theorem 5 If σ̄ ∈ Sb is a KKT point the canonical dual function Pd
bo(σ ), then

x̄ = −[Ga(σ̄ )]−1AT f is a KKT point of the Boolean least squares problem (Pbo). If

σ̄ ∈ S +
b = {σ ∈ Sb| σ > 0, Ga(σ ) � 0}, (38)

then x̄ is a global minimizer of Pbo(x) on Xi p and

Pbo(x̄) = min
x∈Xi p

Pbo(x) = max
σ∈S +

b

Pd
bo(σ ) = Pd

bo(σ̄ ). (39)

This theorem shows that the integer programming problem (Pbo) is equivalent to
a maximizing concave dual problem in a convex continuous spaceS +

b . If Pd
bo(σ ) has

a stationary point in S +
b , the global optimal solution to the integer primal problem
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can be easily obtained by solving its canonical dual problem. Detailed study on the
canonical duality theory for solving general integer programming problems are given
in [13, 17].

Now let us consider the Boolean least squares problem (Pb). The equality con-
straint in (Pb) can be easily relaxed by letting

x = xb + NBxo, (40)

where xb ∈ R
n is a particular solution of Bx = b, i.e., Bxb = b, the matrix NB ∈

R
n×r (r = n − m) is the null space of B, i.e., BNBxo = 0 ∈ R

m ∀xo ∈ R
r . Thus,

substituting x = xb + NBxo in Ξ(x, σ ), the canonical dual of the Boolean least
squares problem can be formulated as [13]

(Pd
b ) : max

σ∈S +
b

{
Pd
b (σ ) = 1

2
xTb Ga(σ )xb − 1

2
‖f‖2 + xTb A

T f −
n∑

i=1

σi − Gb(σ )

}
,

(41)
where

Gb(σ ) = 1

2
(AT f + Ga(σ )xb)T NB[NT

BGa(σ )NB]−1NT
B (AT f + Ga(σ )xb).

Similarly to Theorem 4, we can obtain the following theorem.

Theorem 6 ([13]) The primal problem (Pb) is canonically dual to (Pd
b ) in the

sense that if σ̄ is a KKT point of (Pd
b ) and σ̄ > 0, then the vector

x̄ = xb − NB[NT
BGa(σ̄ )NB]−1NT

B (AT f + Ga(σ̄ )xb) (42)

is a KKT point of (Pb) and
Pb(x̄) = Pd

b (σ̄ ). (43)

Moreover, ifGa(σ̄ ) is positive definite, then σ̄ is a global maximizer of (Pd
b ) onS +

b
and x̄ is a global minimizer of (Pb) on Xi p, i.e.,

Pb(x̄) = min
x∈Xi p

Pb(x) = max
σ∈S +

b

Pd
b (σ ) = Pd

b (σ̄ ). (44)

Example 1
We now consider the following 2-dimensional problem:

min Pbo(x1, x2) = −1

2
‖Ax − f‖2, (45)

s.t. x2i ≤ 1, i = 1, 2, (46)

where A = {ai j } is an arbitrarily given 2 × 2matrix. Ifwe choose a11 = −1.0, a12 =
0, a21 = −1, a22 = −2, and f = (3, 2)T , the dual function
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Fig. 2 Graph of the least square function Pbo and its contour

Pd
bo(σ ) = −1

2
fT A[Ga(σ )]−1AT f −

2∑

i=1

σi − 1

2
‖f‖2

has four stationary points:

σ 1 = (4.5 , 5.0), σ 2 = (2.5 ,−1), σ 3 = (−2.5 , 3), σ 4 = (−0.5 , 1).

The corresponding primal solutions xk = −[Ga(σ k)]−1AT f (k = 1, 2, 3, 4) are

x1 = (1, 1), x2 = (1,−1), x3 = (−1, 1), x4 = (−1,−1).

It is easy to check that we have only one stationary point σ 1 ∈ S +
b . By Theorem 5,

we know that x1 is a global minimizer (see Fig. 2). It is easy to verify that Pbo(xk) =
Pd
bo(σ k) k = 1, 2, 3, 4 and

Pbo(x1) = −20.5 < Pbo(x2) = −8.5 < Pbo(x3) = −6.5 < Pbo(x4) = −2.5.

We note that if the inequality constraints in (46) are replaced by x2i = 1, i = 1, 2,
then the problem (45) is a Boolean least squares problem. Since all the four dual
solutions σ k 
= 0 (k = 1, 2, 3, 4), it turns out that the primal solutions xk are all
integer vectors.
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5 Conclusions and Open Problems

We have presented applications of the canonical duality theory to several nonconvex
constrained optimization problems. Our results show that by using the canonical
dual transformation, these global optimization problems with nonconvex and integer
constraints can be reformulated uniformly as a concave maximization dual problem
in continuous space, which can be solved easily if the canonical dual has a stationary
point in its convex domain S +

a . In this case, the global minimizer to the primal
problems is unique. On the other hand, if the primal problem has a unique global
minimizer, it does not ensure its canonical dual has a stationary point in S +

a . The
existence conditions were discussed in [14]. If the canonical dual has no stationary
point in S +

a , the primal problem could be really NP-hard, which is equivalent to a
nonconvex minimal stationary point problem [14]

min sta{Pd(λ, ξ ∗) : (λ, ξ ∗) ∈ Sa}. (47)

To solve this nonconvex canonical dual problem is still a challenging task. Generally
speaking, if the primal problem has multiple global minimizers, its canonical dual
could have multiple stationary points on the boundary of the open set S +

a . In this
case, the canonical dual problem can be solved efficiently by perturbation methods
[28, 29, 34].

Interested readers are suggested to use the idea andmethod presented in this article
to solve many other difficult problems in global optimization [24, 27], nonconvex
mechanics [1, 3], network communication [6], and scientific computations [22].
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On D.C. Optimization Problems

Zhong Jin and David Yang Gao

Abstract A canonical d.c. (difference of canonical and convex functions)
programming problem is proposed, which can be used to model general global opti-
mization problems in complex systems. It shows that by using canonical duality
theory, a large class of nonconvex minimization problems can be equivalently con-
verted to a unified concave maximization problem over a convex domain, which can
be solved easily under certain conditions. Additionally, a detailed proof for triality
theory is provided, which can be used to identify local extremal solutions. Applica-
tions are illustrated and open problems are presented.

1 Mathematical Modeling and Objectivity

It is known that in Euclidean space every continuous global optimization problem
on a compact set can be reformulated as a d.c. optimization problem, i.e., a non-
convex problem which can be described in terms of d.c. functions (difference of
convex functions) and d.c. sets (difference of convex sets) [19]. By the fact that any
constraint set can be equivalently relaxed by a nonsmooth indicator function, gen-
eral nonconvex optimization problems can be written in the following standard d.c.
programming form

min{f (x) = g(x) − h(x) | ∀x ∈ X }, (1)
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whereX = R
n, g(x), h(x) are convex proper lower-semicontinuous functions onRn,

and the d.c. function f (x) to be optimized is usually called the “objective function”
in mathematical optimization. A more general model is that g(x) can be an arbitrary
function [19]. Clearly, this d.c. programming problem is artificial. Although it can
be used to “model” a very wide range of mathematical problems [15] and has been
studied extensively during the last thirty years (cf. [16, 18]), it comes at a price:
it is impossible to have elegant theory and powerful algorithms for solving this
problemwithout detailed structures on these arbitrarily given functions. As the result,
even some very simple d.c. programming problems are considered as NP-hard. This
dilemma is mainly due to the existing gap between mathematical optimization and
mathematical physics.

The real-world applications show a simple fact, i.e., the functions g(x) and h(x)
in the standard d.c. programming problem (1) cannot be arbitrarily given, they must
obey certain fundamental laws in physics in order to model real-world systems. In
Lagrange mechanics and continuum physics, a real-valued functionW : X → R is
said to be objective if and only if (see [6], Chap. 6)

W (x) = W (Rx) ∀x ∈ X , ∀R ∈ R, (2)

where R is a special rotation group such that R−1 = RT , det R = 1, ∀R ∈ R.
Based on the original concept of objectivity, a general multi-scale mathematical
model was proposed by Gao in [6]:

(P) : inf{Π(x) = W (Dx) − F(x) | ∀x ∈ X }, (3)

where D : X → Y is a linear operator;W : Y → R ∪ {+∞} is an objective func-
tion on its effective domain Ya ⊂ Y , in which, certain physical constraints (such
as constitutive laws, etc.) are given; correspondingly, F : X → R ∪ {−∞} is a so-
called subjective function, which must be linear on its effective domain Xa ⊂ X ,
wherein, certain “geometrical constraints” (such as boundary/initial conditions, etc.)
are given. By Riesz representation theorem, the subjective function can be written
as F(x) = 〈x, x̄∗〉, where x̄∗ ∈ X ∗ is a given input (or source), the bilinear form
〈x, x∗〉 : X × X ∗ → R putsX andX ∗ in duality. Therefore, the extremality con-
dition 0 ∈ ∂Π(x) leads to the equilibrium equation [6]

0 ∈ D∗∂W (Dx) − ∂F(x) ⇔ D∗y∗ − x∗ = 0 ∀x∗ ∈ ∂F(x), y∗ ∈ ∂W (y). (4)

In this model, the objective duality relation y∗ ∈ ∂W (y) is governed by the consti-
tutive law, which depends on mathematical modeling of the system; the subjective
duality relation x∗ ∈ ∂F(x) leads to the input x̄∗ of the system,which depends only on
each given problem. Thus, the problem (P) can be used to model general real-world
applications.

Canonical duality-triality is a breakthrough theory which can be used not only
for modeling complex systems within a unified framework, but also for solving
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real-world problems with a unified methodology. This theory was developed origi-
nally fromGao and Strang’s work in nonconvexmechanics [11] and has been applied
successfully for solving a large class of challenging problems in both nonconvex
analysis/mechanics and global optimization, such as phase transitions in solids [12],
post-buckling of large deformed beam [17], nonconvex polynomial minimization
problems with box and integer constraints [8, 10, 13], Boolean and multiple integer
programming [3, 20], fractional programming [4], mixed integer programming [14],
polynomial optimization [9], high-order polynomial with log-sum-exp problem [1].

The goal of this paper is to apply the canonical duality theory for solving the chal-
lenging d.c. programming problem (1). The rest of this paper is arranged as follows.
Based on the concept of objectivity, a canonical d.c. optimization problem and its
canonical dual are formulated in the next section. Analytical solutions and triality
theory for a general d.c. minimization problem with sum of nonconvex polynomial
and exponential functions are discussed in Sects. 3 and 4. Four special examples are
illustrated in Sect. 5. Some conclusions and future work are given in Sect. 6.

2 Canonical D.C. Problem and Its Canonical Dual

It is known that the linear operatorD : X → Y can’t change the nonconvexW (Dx)
to a convex function. According to the definition of the objectivity, a nonconvex
functionW : Y → R is objective if andonly if there exists a functionV : Y × Y →
R such that W (y) = V (yTy). Based on this fact, a canonical transformation was
proposed by Gao in 2000 [7].

Definition 1 (Canonical Transformation and Canonical Measure).
For a given nonconvex function g : X → R ∪ {∞}, if there exists a nonlinear map-
ping Λ : X → E and a convex, l.s.c function V : E → R ∪ {∞} such that

g(x) = V (Λ(x)), (5)

then, the nonlinear transformation (5) is called the canonical transformation and
ξ = Λ(x) is called a canonical measure.

The canonical measure ξ = Λ(x) is also called the geometrically admissible mea-
sure in the canonical duality theory [7], which is not necessarily to be objective. But
the most simple canonical measure inRn is the quadratic function ξ = xTx, which is
clearly objective. Therefore, the canonical function can be viewed as a generalized
objective function.

According to the canonical duality theory, the subjective function F(x) = 〈x, x̄∗〉
is necessary for any given real-world system in order to have non-trivial solutions
(states or outputs). Since the function g(x) in the standard d.c. programming (1)
could be nonconvex, it is reasonable to assume the convex function h(x) in (1) is a
quadratic function
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Q(x) = 1

2
〈x,Cx〉 + 〈x, f 〉, (6)

where C : X → X ∗ is a given symmetrical positive definite operator (or matrix)
and f ∈ X ∗ is a given input. Thus, a canonical d.c. (CDC for short) minimization
problem can be proposed as the following

(CDC) : min {Π(x) = V (Λ(x)) − Q(x)| x ∈ X } (7)

Since the canonical measure ξ = Λ(x) ∈ E is nonlinear and V (ξ) is convex on
E , the composition V (Λ(x)) has a higher order nonlinearity than Q(x). Therefore,
the coercivity for the target function Π(x) should naturally satisfied, i.e.,

lim‖x‖→∞{Π(x) = V (Λ(x)) − Q(x)} = ∞ (8)

which is a necessary condition for the existence of the global minimal solution to
(CDC). Clearly, this generalized d.c. minimization problem can be used to model a
reasonably large class of real-world systems.

By the fact that V (ξ) is convex, l.s.c. on E , its conjugate can be uniquely defined
by the Fenchel transformation

V ∗(ξ ∗) = sup{〈ξ ; ξ ∗〉 − V (ξ)| ξ ∈ E }. (9)

The bilinear form 〈ξ ; ξ ∗〉 puts E and E ∗ in duality. According to convex analysis (cf.
[2]), V ∗ : E ∗ → R ∪ {+∞} is also convex, l.s.c. on its domain E ∗ and the following
generalized canonical duality relations [7] hold on E × E ∗

ξ ∗ ∈ ∂V (ξ) ⇔ ξ ∈ ∂V ∗(ξ ∗) ⇔ V (ξ) + V ∗(ξ ∗) = 〈ξ ; ξ ∗〉. (10)

Replacing V (Λ(x)) in the target function Π(x) by the Fenchel-Young equality
V (ξ) = 〈ξ ; ξ ∗〉 − V ∗(ξ ∗), Gao and Strang’s total complementary function (see [7])
Ξ : X → E ∗ → R ∪ {−∞} for this (CDC) can be obtained as

Ξ(x, ξ ∗) = 〈Λ(x); ξ ∗〉 − V ∗(ξ ∗) − Q(x). (11)

By this total complementary function, the canonical dual of Π(x) can be obtained as

Πd(ξ ∗) = inf{Ξ(x, ξ ∗)| x ∈ X } = QΛ(ξ ∗) − V ∗(ξ ∗), (12)

where QΛ : E ∗ → R ∪ {−∞} is the so-called Λ-conjugate of Q(x) defined by
(see [7])

QΛ(ξ ∗) = inf{〈Λ(x); ξ ∗〉 − Q(x) | x ∈ X }. (13)
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If thisΛ-conjugate has a non-empty effective domain, the following canonical duality

inf
x∈X

Π(x) = sup
ξ∗∈E ∗

Πd(ξ ∗) (14)

holds under certain conditions, which will be illustrated in the next section.

3 Application and Analytical Solution

Let us consider a special application in Rn such that

g(x) =
p∑

i=1

exp

(
1

2
xTAix − αi

)
+

r∑

j=1

1

2

(
1

2
xTBjx − βj

)2

, (15)

where {Ai}pi=1 ∈ R
n×n are symmetricmatrices and {Bj}rj=1 ∈ R

n×n are symmetric pos-
itive definite matrices, αi and βj are real numbers. Clearly, g : Rn → R is nonconvex
and highly nonlinear. This type of nonconvex function covers many real applications.

The canonical measure in this application can be given as

ξ =
(

θ

η

)
= Λ(x) =

({
1
2x

TAix
}p
i=1{

1
2x

TBjx
}r
j=1

)
: R

n → Ea ⊆ R
m

where m = p + r. Therefore, a canonical function can be defined on Ea:

V (ξ) = V1(θ) + V2(η)

where

V1(θ) =
p∑

i=1

exp (θi − αi) ,

V2(η) =
r∑

j=1

1

2
(ηj − βj)

2.

Here θi and ηj denote the ith component of θ and the jth component of η, respec-
tively. Since V1(θ) and V2(η) are convex, V (ξ) is a convex function. By Legendre
transformation, we have the following equation

V (ξ) + V ∗(ζ ) = ξTζ, (16)
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where

ζ =
(

τ

σ

)
=

(∇V1(θ)

∇V2(η)

)
=

({ exp (θi − αi)}pi=1{
ηj − βj

}r
j=1

)
: Ea → E ∗

a ⊂ R
m

and V ∗(ζ ) is the conjugate function of V (ξ), defined as

V ∗(ζ ) = V ∗
1 (τ ) + V ∗

2 (σ ) (17)

with

V ∗
1 (τ ) =

p∑

i=1

(αi + ln(τi) − 1) τi,

V ∗
2 (σ ) = 1

2
σ Tσ + βTσ,

where β = {βj}.
Since the canonical measure in this application is a quadratic operator, the total

complementary function � : Rn × E ∗
a → R has the following form

�(x, ζ ) = 1

2
xTG(ζ )x − f T x − V ∗

1 (τ ) − V ∗
2 (σ ), (18)

where

G(ζ ) =
p∑

i=1

τiAi +
r∑

j=1

σjBj − C.

Notice that for any given ζ , the total complementary function �(x, ζ ) is a quadratic
function of x and its stationary points are the solutions of the following equation

∇x�(x, ζ ) = G(ζ )x − f = 0. (19)

If det(G(ζ )) �= 0 for a given ζ , then (19) can be solved analytically to have a unique
solution x = G(ζ )−1f . Let

Sa = {
ζ ∈ E ∗

a | det(G(ζ )) �= 0
}
. (20)

Thus, on Sa the canonical dual function �d(ζ ) can then be written explicitly as

�d(ζ ) = −1

2
f TG(ζ )−1f − V ∗

1 (τ ) − V ∗
2 (σ ). (21)

Clearly, both �d(ζ ) and its domainSa are nonconvex. The canonical dual problem
is to find all stationary points of �d(ζ ) on its domain, i.e.,
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(Pd) : sta
{
�d(ζ ) | ζ ∈ Sa

}
. (22)

Theorem 1 (Analytic Solution and Complementary-Dual Principle).
Problem (Pd) is canonical dual to the problem (P) in the sense that if ζ̄ ∈ Sa is a
stationary point of �d(ζ ), then

x̄ = G(ζ̄ )−1f (23)

is a stationary point of �(x), the pair (x̄, ζ̄ ) is a stationary point of �(x, ζ ), and we
have

�(x̄) = �(x̄, ζ̄ ) = �d(ζ̄ ). (24)

The proof of this theorem is analogous with that in [6]. Theorem1 shows that
there is no duality gap between the primal problem (P) and the canonical dual
problem (Pd).

4 Triality Theory

In this section we will study the global optimality conditions for the critical solutions
of the primal and dual problems. In order to identify both global and local extrema
of both two problems, we let

S +
a = { ζ ∈ Sa | G(ζ ) � 0} ,

S −
a = { ζ ∈ Sa | G(ζ ) ≺ 0} .

where G � 0 means that G is a positive definite matrix and where G ≺ 0 means that
G is a negative definite matrix. It is easy to prove that bothS +

a andS −
a are convex

sets and

QΛ(ζ ) = inf{〈Λ(x); ζ 〉 − Q(x)| x ∈ R
n} =

{− 1
2 f

TG(ζ )−1f if ζ ∈ S +
a

−∞ otherwise
(25)

This shows that S +
a is an effective domain of QΛ(ζ ).

For convenience, we first give the first and second derivatives of functions �(x)
and �d(ζ ):

∇�(x) = Gx − f , (26)

∇2�(x) = G + Z0HZ
T
0 , (27)

∇�d(ζ ) =
({

1
2 f

TG−1AiG−1f − αi − ln(τi)
}p
i=1{

1
2 f

TG−1BjG−1f − σj − βj
}r
j=1

)
, (28)

∇2�d(ζ ) = −ZTG−1Z − H−1, (29)

where Z0,Z ∈ R
n×m and H ∈ R

m×m are defined as
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Z0 = [
A1x, . . . ,Apx,B1x, . . . ,Brx

]
,

Z = [
A1G−1f , . . . ,ApG−1f ,B1G−1f , . . . ,BrG−1f

]
,

H =
[
diag(τ ) 0

0 En

]
,

where En is a n × n identity matrix. By the fact that τ > 0, the matrixH−1 is positive
definite.

Next we can get the lemma as follows whose proof is trivial.

Lemma 1. If M1,M2, . . . ,MN ∈ R
n×n are symmetric positive semi-definite matri-

ces, then M = M1 + M2 + . . . + MN is also a positive semi-definite matrix.

Lemma 2. If λG is an arbitrary eigenvalue of G, it follows that

λG ≥
p∑

i=1

τiλ
Ai
min +

r∑

j=1

σjλ̄
Bj − λC

max,

in which λ
Ai
min is the smallest eigenvalue of Ai, λCi

max is the largest eigenvalue of Ci,
and

λ̄Bj =
{

λ
Bj

min, σj > 0

λ
Bj
max, σj ≤ 0,

(30)

where λ
Bj

min and λ
Bj
max are the smallest eigenvalue and the largest eigenvalue of Bj

respectively.

Proof. Firstly, we need prove τi(Ai − λ
Ai
minEn), λC

maxEn − C and σj(Bj − λ̄BjEn) are
all symmetric positive semi-definite matrices.

(a) As λ
Ai
min is the smallest eigenvalue of Ai, then Ai − λ

Ai
minEn is symmetric positive

semi-definite, so τi(Ai − λ
Ai
minEn) is symmetric positive semi-definite with τi =

exp (θi − αi) > 0.
(b) As λC

max is the largest eigenvalue of C, then λC
maxEn − C is a symmetric positive

semi-definite matrix.
(c)(c.1) As λ

Bj

min is the smallest eigenvalue of Bj, then Bj − λ
Bj

minEn is symmet-

ric positive semi-definite, so when σj > 0 it holds that σj(Bj − λ
Bj

minEn) is
symmetric positive semi-definite.

(c.2) As λ
Bj
max is the largest eigenvalue of Bj, then Bj − λ

Bj
maxEn is symmetric

negative semi-definite, so when σj ≤ 0 it holds that σj(Bj − λ
Bj
maxEn) is

symmetric positive semi-definite.
From (c.1) and (c.2), we know σj(Bj − λ̄BjEn) is always symmetric positive
semi-definite.

Then by (a), (b), (c) and Lemma1, we have

p∑

i=1

τi(Ai − λ
Ai
minEn) +

r∑

j=1

σj(Bj − λ̄BjEn) + λC
maxEn − C
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is a positive semi-definite matrix, which is equivalent to

G −
⎛

⎝
p∑

i=1

τiλ
Ai
min +

r∑

j=1

σjλ̄
BjEn − λC

max

⎞

⎠En

is a positive semi-definite matrix, which implies that for every eigenvalue of G, it is
greater than or equal to

∑p
i=1 τiλ

Ai
min + ∑r

j=1 σjλ̄
Bj − λC

max. ��
Basedon the above lemma, the following assumption is given for the establishment

of solution method.

Assumption 1 There is a critical point ζ = (τ, σ ) of�d(ζ ), satisfyingΔ > 0where

Δ =
p∑

i=1

τiλ
Ai
min +

r∑

j=1

σjλ̄
Bj − λC

max.

Lemma 3. If ζ̄ is a stationary point ofΠd(ζ ) satisfying Assumption1, then ζ̄ ∈ S +
a .

Proof. From Lemma3, we know if λG is an arbitrary eigenvalue of G, it holds that
λG ≥ Δ. If ζ̄ is a critical point satisfying Assumption1, then Δ > 0, so for every
eigenvalue of G, we have λG ≥ Δ > 0, then G is a positive definite matrix, i.e.,
ζ̄ ∈ S +

a . ��
The following lemma is needed here. Its proof is omitted, which is similar to that

of Lemma6 in [5].

Lemma 4. Suppose that P ∈ R
n×n, U ∈ R

m×m and W ∈ R
n×m are given symmetric

matrices with

P =
[
P11 P12

P21 P22

]
≺ 0, U =

[
U11 0
0 U22

]
� 0, and W =

[
W11 0
0 0

]
,

where P11, U11 and W11 are r × r-dimensional matrices, and W11 is nonsingular.
Then,

− WTP−1W − U−1 � 0 ⇔ P + WUWT � 0. (31)

Now, we give the main result of this paper, triality theorem, which illustrates the
relationships between the primal and canonical dual problems on global and local
solutions under Assumption1.

Theorem 2. (Triality Theorem) Suppose that ζ̄ is a critical point of �d(ζ ), and
x̄ = G(ζ̄ )−1f .

1. Min–max duality: If ζ̄ is the critical point satisfying Assumption1, then the canon-
ical min–max duality holds in the form of

�(x̄) = min
x∈Rn

�(x) = max
ζ∈S +

a

�d(ζ ) = �d(ζ̄ ). (32)
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2. Double-max duality: If ζ̄ ∈ S −
a , the double-max duality holds in the form that if

x̄ is a local maximizer of �(x) or ζ̄ is a local maximizer of �d(ζ ), we have

�(x̄) = max
x∈X0

�(x) = max
ζ∈S0

�d(ζ ) = �d(ζ̄ ) (33)

where x̄ ∈ X0 ⊂ R
n and ζ̄ ∈ S0 ⊂ S −

a .
3. Double-min duality: If ζ̄ ∈ S −

a , then the double-min duality holds in the form
that when m = n, if x̄ is a local minimizer of �(x) or ζ̄ is a local minimizer of
�d(ζ ), we have

�(x̄) = min
x∈X0

�(x) = min
ζ∈S0

�d(ζ ) = �d(ζ̄ ) (34)

where x̄ ∈ X0 ⊂ R
n and ζ̄ ∈ S0 ⊂ S −

a .

Proof. 1. Because ζ̄ is a critical point satisfyingAssumption1, byLemma4 it holds
ζ̄ ∈ S +

a , i.e., G(ζ̄ ) � 0. As G(ζ̄ ) � 0 and H � 0, by (29) we know the Hessian
of the dual function is negative definitive, i.e., ∇2�d(ζ ) ≺ 0, which implies that
�d(ζ ) is strictly concave over S +

a . Hence, we get

�d(ζ̄ ) = max
ζ∈S +

a

�d(ζ ).

By the convexity of V (ξ), we have V (ξ) − V (ξ̄ ) ≥ (ξ − ξ̄ )T∇V (ξ̄ ) = (ξ −
ξ̄ )T ζ̄ (see [11]), so

V (Λ(x)) − V (Λ(x̄)) ≥ (Λ(x) − Λ(x̄))T ζ̄ ,

which implies

�(x) − �(x̄) ≥ (Λ(x) − Λ(x̄))T ζ̄ − 1

2
xTCx + 1

2
x̄TCx̄ + f T (x − x̄)

= 1

2
xTG(ζ̄ )x − 1

2
x̄TG(ζ̄ )x̄ − (x − x̄)TG(ζ̄ )x̄, (35)

Because G(ζ̄ ) � 0, the convexity of 1
2x

TG(ζ̄ )x with respect to x in Rn leads to

1

2
xTG(ζ̄ )x − 1

2
x̄TG(ζ̄ )x̄ ≥ (x − x̄)TG(ζ̄ )x̄

Then by (35),�(x) ≥ �(x̄) for any x ∈ R
n, whichwith Theorem1 and (4) shows

that the Eq. (32) is true.
2. If ζ̄ is a local maximizer of �d(ζ ) over S −

a , it is true that ∇2�d(ζ̄ ) =
−ZTG−1Z − H−1 � 0 and there exists a neighborhoodS0 ⊂ S −

a such that for
all ζ ∈ S0, ∇2�d(ζ ) � 0. Since the map x = G−1f is continuous over Sa, the
image of the map over S0 is a neighborhood of x̄, which is denoted by X0.
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Now we prove that for any x ∈ X0, ∇2�(x) � 0, which plus the fact that x̄ is
a critical point of �(x) implies x̄ is a maximizer of �(x) over X0. By singular
value decomposition, there exist orthogonal matrices J ∈ R

n×n, K ∈ R
m×m and

R ∈ R
n×m with

Rij =
{

δi, i = j and i = 1, . . . , r,
0, otherwise,

(36)

where δi > 0 for i = 1, . . . , r and r = rank(F), such that ZH
1
2 = JRK , then

Z = JRKH− 1
2 . (37)

For any x ∈ X0, let ζ be a point satisfying x = G−1f . Therefore, ∇2�d(ζ ) =
−ZTG−1Z − H−1 � 0, then it holds that

− H− 1
2KTRTJTG−1JRKH− 1

2 − H−1 � 0. (38)

Multiplying above inequality by KH
1
2 from the left and H

1
2KT from the right, it

can be obtained that
− RTJTG−1JR − Em � 0, (39)

which, by Lemma4, is further equivalent to

JTGJ + RRT � 0, (40)

then it follows that

− G � JRRTJT = JRKH− 1
2HH− 1

2KTRTJT = ZHZT . (41)

Thus, ∇2�(x) = G + ZHZT � 0, then x̄ is a maximizer of �(x) over X0.
Similarly, we can prove that if x̄ is a maximizer of �(x) over X0, then ζ̄ is a
maximizer of �d(ζ ) over S0. By the Theorem1, the Eq. (33) is proved.

3. Now we prove the double-min duality. Suppose that ζ̄ is a local minimizer of
�d(ζ ) in S −

a , then there exists a neighborhood S0 ⊂ S −
a of ζ̄ such that for

any ζ ∈ S0, ∇2�d(ζ ) � 0. LetX0 denote the image of the map x = G−1f over
S0, which is a neighborhood of x̄. For any x ∈ X0, let ζ be a point that satisfies
x = G−1f . It follows from∇2�d(ζ ) = −ZTG−1Z − H−1 � 0 that−ZTG−1Z �
H−1 � 0, which implies the matrix F is invertible. Then it is true that

− G−1 � (ZT )−1H−1Z−1, (42)

which is further equivalent to

− G � ZHZT . (43)
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Fig. 1 The min–max duality in Example1: a contour plot of function �d(τ, σ ) near (τ̄1, σ̄1);
b contour plot of function �(x, y); c graph of function �(x, y) near (x̄1, ȳ1)

Thus, ∇2�(x) = G + ZHZT � 0 and x is a local minimizer of �(x). The con-
verse can be proved similarly. By Theorem1, the Eq. (34) is then true.

The theorem is proved. ��

5 Examples

In this section, let p = r = 1. From the definition of (CDC) problem, A1 is a symmet-
ric matrix, B1 and C1 are two positive definite matrices. According to different cases
of A1, following five motivating examples are provided to illustrate the proposed
canonical duality method in our paper. By examining the critical points of the dual
function, we will show how the dualities in the triality theory are verified by these
examples.

Example 1

We consider the case that A1 is positive definite. Let α1 = β1 = 1 and

A1 =
[
2 0
0 3

]
, B1 =

[
1 0
0 1.5

]
, C1 =

[
0.5 0
0 2

]
, and f =

[
1
2

]
,

then the primal problem:

min
(x,y)∈R2

�(x, y) = exp
(
x2 + 1.5y2 − 1

) + 0.5
(
0.5x2 + 0.75y2 − 1

)2 − 0.25x2

−y2 − x − 2y.

The corresponding canonical dual function is

�d(τ, σ ) = −0.5

(
1

2τ + σ − 0.5
+ 4

3τ + 1.5σ − 2

)
− τ ln(τ ) − 0.5σ 2 − σ.

so there is no duality gap, then (x̄1, ȳ1) is the global solution of the primal problem,
which demonstrates the min–max duality(see Fig. 1).
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Example 2

We consider the case that A1 is negative definite. Let α1 = −4, β2 = 0.5 and

A1 =
[−1 0
0 −1.5

]
, B1 =

[
2 0
0 1

]
, C1 =

[
2 0
0 3

]
, and f =

[
5
2

]
,

then the primal problem:

min
(x,y)∈R2

�(x, y) = (−0.5x2 − 0.75y2 + 4
) + 0.5

(
x2 + 0.5y2 − 0.5

)2 − x2

−1.5y2 − 5x − 2y.

The corresponding canonical dual function is

�d(τ, σ ) = −0.5

(
25

−τ + 2σ − 2
+ 4

−1.5τ + σ − 3

)
− τ ln(τ ) + 5τ − 0.5σ 2 − 0.5σ.

In this problem, λ
A1
min = −1.5, λ

B1
min = 1, λB1

max = 2, and λC1
max = 3. It is noticed that

(τ̄1, σ̄1) = (0.145563, 3.95352) is a critical point of the dual function �d(τ, σ )(see
Fig. 2a). As σ̄1 > 0, we have λ̄B1 = λ

B1
min and

Δ = τ̄1λ
A1
min + σ̄1λ

B1
min − λC1

max = 0.7352 > 0,

so Assumption1 is satisfied, then (τ̄1, σ̄1) is inS +
a . By Theorem1, we get (x̄1, ȳ1) =

(0.867833, 2.72044). Moreover, we have

�(x̄1, ȳ1) = �d(τ̄1, σ̄1) = −13.6736,

so there is no duality gap, then (x̄1, ȳ1) is the global solution of the primal problem,
which demonstrates the min–max duality(see Fig. 2).

For showing the double-max duality of Example2, we find a local maximum
point of �d(τ, σ ) in S −

a : (τ̄2, σ̄2) = (54.3685,−0.492123). By Theorem1, we get
(x̄2, ȳ2) = (−0.0871798,−0.023517). Moreover, we have

�(x̄2, ȳ2) = �d(τ̄2, σ̄2) = 54.9641,

and (x̄2, ȳ2) is also a localmaximumpoint of�(x, y), which demonstrates the double-
max duality(see Fig. 3).
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Fig. 2 The min–max duality in Example2: a contour plot of function �d(τ, σ ) near (τ̄1, σ̄1);
b contour plot of function �(x, y); c graph of function �(x, y) near (x̄1, ȳ1)

Fig. 3 The double-max duality in Example2: a contour plot of function �d(τ, σ ) near (τ̄2, σ̄2);
b contour plot of function �(x, y) near (x̄2, ȳ2); c graph of function �(x, y) near (x̄2, ȳ2)

Example 3

We consider the case that A1 is indefinite. Let α1 = β1 = 1 and

A1 =
[
1 0
0 −2

]
, B1 =

[
1 0
0 1

]
, C1 =

[
1.5 0
0 1

]
, and f =

[
1
1

]
,

then the primal problem:

min
(x,y)∈R2

�(x, y) = exp
(
0.5x2 − y2 − 1

) + 0.5
(
0.5x2 + 0.5y2 − 1

)2

−0.75x2 − 0.5y2 − x − y.

The corresponding canonical dual function is

�d(τ, σ ) = −0.5

(
1

τ + σ − 0.5
+ 1

−2τ + σ − 1

)
− τ ln(τ ) − 0.5σ 2 − σ.

In this problem, λ
A1
min = −2, λ

B1
min = λB1

max = 1, and λC1
max = 1.5. It is noticed that

(τ̄1, σ̄1) = (0.143473, 1.91093) is a critical point of the dual function �d(τ, σ )(see
Fig. 4a). As σ̄1 > 0, we have λ̄B1 = λ

B1
min and

Δ = τ̄1λ
A1
min + σ̄1λ

B1
min − λC1

max = 0.1240 > 0,
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Fig. 4 The min–max duality in Example3: a contour plot of function �d(τ, σ ) near (τ̄1, σ̄1);
b contour plot of function �(x, y); c graph of function �(x, y) near (x̄1, ȳ1)

Fig. 5 The double-max duality in Example3: a contour plot of function �d(τ, σ ) near (τ̄2, σ̄2);
b contour plot of function �(x, y) near (x̄2, ȳ2); c graph of function �(x, y) near (x̄2, ȳ2)

so Assumption1 is satisfied, then (τ̄1, σ̄1) is inS +
a . By Theorem1, we get (x̄1, ȳ1) =

(1.80375, 1.60261). Moreover, we have

�(x̄1, ȳ1) = �d(τ̄1, σ̄1) = −5.16136,

so there is no duality gap, then (x̄1, ȳ1) is the global solution of the primal problem,
which demonstrates the min–max duality(see Fig. 4).

For showing the double-max duality of Example3, we find a local maximum
point of�d(τ, σ ) inS −

a : (τ̄2, σ̄2) = (0.358833,−0.785507). By Theorem1, we get
(x̄2, ȳ2) = (−0.519029,−0.399493). Moreover, we have

�(x̄2, ȳ2) = �d(τ̄2, σ̄2) = 1.30402,

and (x̄2, ȳ2) is also a localmaximumpoint of�(x, y), which demonstrates the double-
max duality(see Fig. 5).

Example 4

We also consider the case that A1 is indefinite. Let α1 = 1, β1 = 2 and

A1 =
[−3 0
0 1

]
, B1 =

[
1 0
0 1

]
, C1 =

[
4 0
0 4.4

]
, and f =

[
1
1

]
,

then the primal problem:
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min
(x,y)∈R2

�(x, y) = exp
(−1.5x2 + 0.5y2 − 1

) + 0.5
(
0.5x2 + 0.5y2 − 2

)2

−2x2 − 2.2y2 − x − y.

The corresponding canonical dual function is

�d(τ, σ ) = −0.5

(
1

−3τ + σ − 4
+ 1

τ + σ − 4.4

)
− τ ln(τ ) − 0.5σ 2 − 2σ.

In this problem, λ
A1
min = −3, λ

B1
min = λB1

max = 1, and λC1
max = 4.4. It is noticed that

(τ̄1, σ̄1) = (0.0612941, 4.67004) is a critical point of the dual function�d(τ, σ )(see
Fig. 6a). As σ̄1 > 0, we have λ̄B1 = λ

B1
min and

Δ = τ̄1λ
A1
min + σ̄1λ

B1
min − λC1

max = 0.0862 > 0,

so Assumption1 is satisfied, then (τ̄1, σ̄1) is inS +
a . By Theorem1, we get (x̄1, ȳ1) =

(2.05695, 3.01812). Moreover, we have

�(x̄1, ȳ1) = �d(τ̄1, σ̄1) = −22.6111,

so there is no duality gap, then (x̄1, ȳ1) is the global solution of the primal problem,
which demonstrates the min–max duality(see Fig. 6).

For showing the double-max duality of Example4, we find a local maximum
point of �d(τ, σ ) in S −

a : (τ̄2, σ̄2) = (0.361948,−1.97615). By Theorem1, we get
(x̄2, ȳ2) = (−0.141603,−0.166273). Moreover, we have

�(x̄2, ȳ2) = �d(τ̄2, σ̄2) = 2.52149,

and (x̄2, ȳ2) is also a localmaximumpoint of�(x, y), which demonstrates the double-
max duality(see Fig. 7).

For showing the double-min duality of Example4, we find a local minimum
point of �d(τ, σ ) in S −

a : (τ̄3, σ̄3) = (0.149286, 3.90584). By Theorem1, we get
(x̄3, ȳ3) = (−1.84496,−2.89962). Moreover, we have

�(x̄3, ȳ3) = �d(τ̄3, σ̄3) = −12.7833,

and (x̄3, ȳ3) is also a a local minimum point of �(x, y), which demonstrates the
double-min duality(see Fig. 8).

From above double-min duality in Example4, we can find our proposed canonical
dual method can avoids a local minimum point (x̄3, ȳ3) of the primal problem. In fact,
by the canonical dual method, the global solution is obtained, so any local minimum
point is avoided. For instance, the point (1.29672,−2.09209) is a local minimum
point of the primal problem in Example2 (see Fig. 9a), and the minimum value is -
3.98411, but our proposed canonical dual method obtains the global minimum value
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Fig. 6 The min–max duality in Example4: a contour plot of function �d(τ, σ ) near (τ̄1, σ̄1);
b contour plot of function �(x, y); c graph of function �(x, y) near (x̄1, ȳ1)

Fig. 7 The double-max duality in Example4: a contour plot of function �d(τ, σ ) near (τ̄2, σ̄2);
b contour plot of function �(x, y) near (x̄2, ȳ2); c graph of function �(x, y) near (x̄2, ȳ2)

Fig. 8 The double-min duality in Example4: a contour plot of function �d(τ, σ ) near (τ̄3, σ̄3); b
contour plot of function �(x, y) near (x̄3, ȳ3); c graph of function �(x, y) near (x̄3, ȳ3)

Fig. 9 graph of the primal problem near a local minimum point: a in Example2; b in Example3

-13.6736; the point (1.88536,−1.10196) is a local minimum point of the primal
problem in Example3 (see Fig. 9b), and the minimum value is −2.45219, but our
proposed canonical dual method obtains the global minimum value −22.6111.
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6 Conclusions

Based on the original definition of objectivity in continuum physics, a canonical d.c.
optimization problem is proposed, which can be used to model general nonconvex
optimization problems in complex systems. Detailed application is provided by solv-
ing a challenging problem in R

n. By the canonical duality theory, this nonconvex
problem is able to reformulated as a concave maximization dual problem in con-
vex domain. A detailed proof for the triality theory is provided under a reasonable
assumption. This theory can be used to identify both global and local extrema, and
to develop a powerful algorithm for solving this general d.c. optimization problem.
Several examples are given to illustrate detailed situations. All these examples sup-
port the Assumption1. However, we should emphasize that this assumption is only
a sufficient condition for the existence of a canonical dual solution in S +

a . How
to relax this assumption and to obtain a necessary condition for S +

a �= ∅ are open
questions and deserve detailed study.
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Canonical Primal–Dual Method for Solving
Nonconvex Minimization Problems

Changzhi Wu and David Yang Gao

Abstract A new primal–dual algorithm is presented for solving a class of nonconvex
minimization problems. This algorithm is based on canonical duality theory such
that the original nonconvex minimization problem is first reformulated as a convex–
concave saddle point optimization problem, which is then solved by a quadratically
perturbed primal–dual method. Numerical examples are illustrated. Comparing with
the existing results, the proposed algorithm can achieve better performance.

1 Problems and Motivations

The nonconvex minimization problem to be studied is proposed as the following:

(Po) : min

{
P (x) = W (x) + 1

2
〈x,Ax〉 − 〈x, f 〉 | x ∈ Xa

}
, (1)

where x = {xi } ∈ R
n is a decision vector, A = {Ai j

} ∈ R
n×n is a given real sym-

metrical matrix, f = { fi } ∈ R
n is a given vector, 〈∗, ∗〉 denotes a bilinear form in

R
n × R

n; the feasible space Xa is an open convex subset of Rn such that on which
the nonconvex function W : Xa → R is well-defined.

Due to the nonconvexity, Problem (Po) may admit many local minima and local
maxima [4]. It is not an easy task to identify or numerically compute its global
minimizer. Therefore, many numerical methods have been developed in literature,
including the extended Gauss-Newton method (see [22]), the proximal method (see
[21]), as well as the popular semi-definite programming (SDP) relaxation (see [18]).
Generally speaking, Gauss–Newton type methods are local-based such that only
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local optimal solutions can be expected. To find global optimal solution often relies
on the branch-and-bound [2] as well as the moment matrix-based SDP relaxation
[20, 36]. However, these methods are computationally expensive which can be used
for solving mainly small or medium size problems. The main goal of this paper is to
develop an efficient algorithm for solving the nonconvex problem (Po).

Generally speaking, a powerful algorithm should based on a precise theory.
Canonical duality theory is a newly developed, powerful methodological theory that
has been used successfully for solving a large class of global optimization problems in
both continuous and discrete systems [4, 6, 8]. The main feature of this theory is that,
which depends on the objective function W (x), the nonconvex/nonsmooth/discrete
primal problems can be transformed into a unified concave maximization problem
over a convex continuous space, which can be solved easily using well-developed
convex optimization techniques (see review articles [6, 8] for details). This powerful
theory was developed from Gao and Strang’s original work [7] where the noncon-
vex function W (x) is the so-called stored energy, which is required, by the concept
(see [24], p. 8), to be an objective function. In mathematical physics, a real-valued
function W (x) is said to be objective if W (Qx) = W (x) for all rotation matrix Q
such that Q−1 = QT and detQ = 1 (see Chap. 6 in [4]), i.e., an objective function
W (x) should be an invariant under certain coordinate transformations. In continuum
mechanics, the objectivity is also referred as the frame-indifference (see [1, 24]).
Therefore, instead of the decision variables directly, an objective function usually
depends on certain measure (norm) of x, say, the Euclidean norm ‖x‖ as we have
‖Qx‖2 = xTQTQx = ‖x‖2. In this paper, we shall need only the following weak
assumptions for the nonconvex function W (x) in (Po).

Assumption 1

(A1). There exits a geometrical operator Λ(x) : Xa → Va ⊂ R
m and a strictly

convex differentiable function V : Va ⊂ R
m → R such that

W (x) = V (Λ(x)) ∀x ∈ Xa . (2)

(A2). The geometrical operator Λ(x) is a vector-valued quadratic mapping in the
form of

Λ(x) =
{

1

2
〈x,A1x〉 − 〈x, b1〉, · · · ,

1

2
〈x,Amx〉 − 〈x, bm〉

}
, (3)

where Ai , i = 1, · · · ,m, are symmetrical matrices with appropriate dimensions
and bi , i = 1, · · · ,m, are given vectors such that the range Va is a closed convex
set in R

m .

Actually, Assumption (A1) is the so-called canonical transformation. Particularly,
if Ai 
 0, bi = 0 ∀i = 1, · · · ,m, then Λ(x) is an objective (Cauchy–Riemann
type) measure (see [4]). Based on this assumption, the proposed nonconvex problem
(Po) can be reformulated in the following canonical form:
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(P) : min

{
P (x) = V (Λ(x)) + 1

2
〈x,Ax〉 − 〈x, f 〉 : x ∈ Xa

}
. (4)

The canonical primal problem (P) arises naturally from a wide range of applica-
tions in engineering and sciences. For instance, the canonical function V (ξ) is simply
a quadratic function of ξ = Λ(x) in the least squares methods for solving systems
of quadratic equations Λ(x) = d ∈ R

m (see [32]), chaotic dynamical systems [31],
wireless sensor network localization [11], general Euclidean distance geometry [26],
and computational biology [38]. In computational physics and networks optimiza-
tion, the position variable x is usually a matrix (second-order tensor) and the geo-
metrical operator ξ = Λ(x) is a positive semi-definite (discredited Cauchy–Riemann
measure) tensor (see [11]), the convex function V (ξ) is then an objective function,
which is the instance studied by Gao and Strang [4, 7]. Particularly, if W (x) is a
quadratic function, the canonical dual problem is equivalent to a SDP problem (see
[11]). By the facts that the geometrical operator defined in Assumption (A2) is a
general quadratic mapping, the nonconvex function W (x) studied in this paper is not
necessary to be “objective”, which certainly has extensive applications in complex
systems.

The rest of this paper is divided into six sections. The canonical dual problem is
formulated in the next section, where some existing difficulties are addressed. The
associated canonical min-max duality theory is discussed in Sect. 3. A proximal point
method is proposed in Sect. 4 to solve this canonical min-max problem. Section 5
presents some numerical experiments. Applications to sensor network optimization
are illustrated in Sect. 6. The paper is ended by some concluding remarks.

2 Canonical Duality Theory

By Assumption (A1), the canonical function V (·) is strictly convex and differen-
tiable on Va , therefore, the canonical dual mapping ς = ∇V (ξ) : Va → V ∗

a ⊂ R
m

is one-to-one onto the convex set V ∗
a ⊂ R

m such that the following canonical duality
relations hold on Va × V ∗

a

ς = ∇V (ξ) ⇔ ξ = ∇V ∗(ς) ⇔ V (ξ) + V ∗(ς) = 〈ξ ; ς〉, (5)

where 〈∗; ∗〉 is a bilinear form on R
m × R

m , and V ∗(ς) is the Legendre conjugate
of V (ξ) defined by

V ∗(ς) = max {〈ξ ; ς〉 − V (ξ) | ξ ∈ Va} . (6)

By convex analysis, we have

V (Λ(x)) = max
{〈Λ(x); ς〉 − V ∗(ς) | ς ∈ V ∗

a

}
. (7)
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Substituting (7) into (4), Problem (P) can be equivalently written as

min
x

max
ς

{
�(x, ς) | (x, ς) ∈ Xa × V ∗

a

}
, (8)

where � : Xa × V ∗
a → R is the total complementary function defined by

�(x, ς) = 〈Λ(x); ς〉 − V ∗(ς) + 1

2
〈x,Ax〉 − 〈x, f 〉

= 1

2
〈x,G(ς)x〉 − V ∗(ς) − 〈x, τ (ς)〉, (9)

in which

G(ς) = A +
m∑

k=1

ςkAk, (10)

and

τ (ς) = f +
m∑

k=1

ςkbk . (11)

For a given ς ∈ V ∗
a , the stationary condition ∇x�(x, ς) = 0 leads to the following

canonical equilibrium equation

G(ς)x = τ (ς). (12)

Let
Sa = {ς ∈ V ∗

a | ∃ x ∈ Xa, such that G(ς)x = τ (ς)
}

be the dual feasible space, in which, the canonical dual function is defined by

Pd(ς) = sta {�(x, ς) | x ∈ Xa} = −1

2
〈G†(ς)τ (ς), τ (ς)〉 − V ∗(ς), (13)

where sta { f (x)|x ∈ Xa} stands for finding stationary points of f (x) on Xa , and G†

represents the generalized inverse of G. Particularly, let

S +
a = {ς ∈ V ∗

a | G(ς) 
 0
}
, (14)

where G(ς) 
 0 means that the matrix G(ς) is positive semi-definite. Clearly, S +
a

is a convex set of Sa and the total complementary function �(x, ς) is convex–
concave on Xa × S +

a , by which, the canonical dual problem can be proposed as the
following:

(Pd) : max{Pd(ς) | ς ∈ S +
a }. (15)

The following result is due to the canonical duality theory.
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Theorem 1 (Gao [6]). Problem (Pd) is canonically dual to (P) in the sense that
if ς̄ is a stationary solution to (Pd), then the vector

x̄ = G†(ς̄)τ (ς̄) (16)

is a stationary point to (P) and P(x̄) = Pd(ς̄).

Moreover, if ς̄ ∈ S +
a , then x̄ is a global minimizer of (P) if and only if ς̄ is a

global maximizer of (Pd), i.e.,

P(x̄) = min
x∈Xa

P(x) ⇔ max
ς∈S +

a

Pd(ς) = Pd(ς̄). (17)

This theorem shows that if the canonical dual problem (Pd) has a stationary
solution on S +

a , then the nonconvex primal problem (P) is equivalent to a concave
maximization dual problem (Pd) without duality gap. If we further assume that
Xa = R

n and the optimal solution ς̄ to Problem (Pd ) is an interior point of S +
a ,

i.e., G(ς̄) � 0, then the optimal solution x̄ of Problem (P) can be obtained uniquely
by x̄ = G−1(ς̄)τ (ς) (see [10]).

However, our experiences show that for a class of “difficult” global optimization
problems, the canonical dual problem has no stationary solution in S +

a such that
G(ς̄) � 0. In this paper, we propose a computational scheme to solve the case in
which the solution is located on the boundary of S +

a . To continue, we need an
additional mild assumption:

(A3) There exists an optimal solution x̄ of Problem (P) such that G(ς̄) 
 0,
where ς̄ = ∇V (ξ)|ξ=Λ(x̄).

In fact, Assumption (A3) is easily satisfied by many real-world problems. To see
this, let us first examine the following examples.

Example 1. Suppose thatXa is a bounded convex polytope subset of Rn. SinceXa

contains only linear constraints, both Va and Sa are also close and bounded. Let
χ be the smallest eigenvalue of

∑m
k=1 ςkAk , where ς = [ς1, . . . , ςm]T ∈ Sa. Since

Sa is bounded, χ > −∞. Let χ̄ be the smallest eigenvalue of A. If χ̄ + χ ≥ 0, then
Assumption (A3) is satisfied.1

This example shows that if the quadratic function 1
2 〈x,Ax〉 is sufficiently convex,

the nonconvexity of V (Λ(x)) becomes insignificant. Thus, the combination of them
is still convex. However, this is a special case in nonconvex systems. The following
example has a wide applications in network optimization.

1In fact, Problem (P) is convex under the condition χ̄ + χ ≥ 0. The proof of this result is similar
to that of Proposition 1 given in [16].
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Example 2. Euclidean distance optimization problem:

min

⎧⎨
⎩
∑
i, j

(
‖xi − x j‖2 − d2

i, j

)2 +
∑
k

(
‖xk − ak‖2 − d2

k

)2 | xi ∈ R
d ∀i = 1, . . . , n

⎫⎬
⎭ ,

(18)

where xi is the location vector in Euclidean space Rd , di j and dk are given distance
values, the vectors {ak} are pre-fixed locations. Problem (18) has many applications,
such as wireless sensor network localization and molecular design, etc. For this
nonconvex problem, we can choose Λ(x) to be the collection of all Λi j (x) = ‖xi −
x j‖2 and Λk(x) = ‖xk − ak‖2. In this case, V (ξ) =∑i, j (ξi j − d2

i j )
2 +∑k(ξk −

d2
k )

2. If (18) has the optimal function value of 0, then ξi j = d2
i j and ξk = d2

k , where
ξ = Λ(x̄) and x̄ is an optimal solution of problem (18). It is easy to check that the
dual variable ς̄ = 0. Thus, det G(ς̄) = 0. Therefore, Assumption (A3) holds.

This example shows that Assumption (A3) is satisfied in the least squares method
for solving a large class of nonlinear systems [31, 32]. It is known that for the
conventional SDP relaxation methods, the solution of problem (18) can be exactly
recovered if and only if the SDP solution of Problem (18) is a relative interior and the
optimal function value of problem (18) is 0 [29]. If the problem (18) has more than
one solution, the conventional SDP relaxation does not produce any solution. The
goal of this paper is to overcome this difficulty by proposing a canonical primal–dual
iterative scheme.

3 Saddle Point Problem

Based on Assumption (A1–A3), the primal problem (P) is relaxed to the following
canonical saddle point problem:

(Sp) : min
x

max
ς

{
�(x, ς) = 1

2
〈x,G(ς)x〉 − V ∗(ς) − 〈x, τ (ς)〉 | (x, ς) ∈ Xa × S+

a

}
.

(19)

Suppose that (x̄, ς̄) is a saddle point of Problem (Sp). If det(G(ς̄)) �= 0, we call
Problem (Sp) is non-degenerate. Otherwise, we call it degenerate.

3.1 Non-degenerate Problem (S p)

Theorem 2. Suppose that Problem (Sp) is non-degenerate. Then, x̄ is a unique
solution of Problem (P) if and only if (x̄, ς̄ ) is a solution of Problem (Sp).
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Proof. Suppose that (x̄, ς̄ ) is the solution of Problem (Sp). Since Problem (Sp)
is non-degenerate, G(ς̄) � 0, i.e., ς̄ ∈ intS +

a . Thus, ∇ς�(x̄, ς̄) = ς̄ − Λ(x̄) = 0.
For any x ∈ Xa , we have

min
x∈Xa

P(x) = min
x∈Xa

max
ς∈V ∗

a

�(x, ς) = min
x∈Xa

max
ς∈S +

a

�(x, ς) = �(x̄, ς̄) = P(x̄).

Thus, x̄ is the optimal solution of Problem (P).
On the other hand, we suppose that x̄ is the optimal solution of Problem (P). Let

ς̄ = ∇V (Λ(x̄)). Then,

P(x̄) = �(x̄, ς̄) = max
ς∈Rm

�(x̄, ς).

Since V (·) is strictly convex, we have

�(x̄, ς) ≤ �(x̄, ς̄) ∀ ς ∈ V ∗
a ⊂ R

m . (20)

The equality holds in (20) if and only if ς = ς̄ since �(x̄, ς) is strictly concave
in terms of ς . Suppose that (x1, ς1) is also a saddle point of Problem (Sp). By a
similar induction as above, we can show that x1 is an optimal solution of Problem
(P). Furthermore, P(x1) = �(x1, ς1). Since x1 ∈ Xa , we have

P(x1) = �(x1, ς1) ≤ �(x̄, ς1) ≤ �(x̄, ς̄) = P(x̄).

The first equality holds only when x1 = x̄ since G(ς1) � 0. The second inequality
becomes equality if and only if ς1 = ς̄ since V (·) is strictly convex. By the fact that
x̄ is an optimal solution of Problem (P) and x1 ∈ Xa , P(x1) = P(x̄), x1 = x̄ and
ς1 = ς̄ . Thus, (x̄, ς̄ ) is the solution of Problem (Sp). We complete the proof. �

If Xa = R
n , the saddle point Problem (Sp) can be further recast as a convex

semi-definite programming problem.

Proposition 1. Suppose that Problem (Sp) is non-degenerate andXa = R
n. Let ς̄

be the solution of the following convex SDP problem:

(SDP) : min
{
V ∗(ς) + g

}
s.t.

[
G(ς) τ (ς)

τ T (ς) 2g

]

 0. (21)

Then, the SDP problem defined by (21) has a unique solution (ḡ, ς̄ ) such thatG(ς̄) �
0. Furthermore, x̄ = G−1(ς̄)τ (ς̄) is the unique solution of Problem (P).

Proof. By Schur complement lemma [15], the SDP problem (21) has a unique solution
(ḡ, ς̄ ) such that G(ς̄) � 0 if and only if the following convex minimization problem

min

{
V ∗(ς) + 1

2
〈G−1(ς)τ (ς), τ (ς)〉| G(ς) 
 0

}
(22)
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has a unique solution ς̄ such that G(ς̄) � 0. Since Xa = R
n , the convex minimiza-

tion problem (22) is equivalent to Problem (Sp) by Theorem 3.1 in [10]. �

Remark 1. Theorem 2 is actually a special case of the general result obtained by
Gao and Strang in finite deformation theory [7]. Indeed, if we let W̄ (x) = W (x) +
1
2 〈x,Ax〉 and Λ̄(x) = {Λ(x), 1

2 〈x,Ax〉}, then, the Gao–Strang complementary gap
function is simply defined as

G(x, ς) = 1

2
〈x,G(ς)x〉.

Clearly, this gap function is strictly positive for any nonzero x ∈ Xa if and only if
G(ς) � 0. Then by Theorem 2 in [7] we know that the primal problem has a unique
solution if the problem (Sp) is non-degenerate. By Theorem 2 and Proposition 1
we know that the nonconvex problem (P) can be solved easily either by solving a
sequence of strict convex–concave saddle point problems, or via solving a convex
semi-definite programming problem if Problem (Sp) is non-degenerate. By the fact
that g = 1

2 〈G−1(ς)τ (ς), τ (ς)〉 is actually the pure complementary gap function (see
Eq. (19) in [6]), the convex SDP problem (21) is indeed a special case of the canonical
dual problem (Pd) defined by (15). Moreover, the canonical duality theory can also
be used to find the biggest local extrema of the nonconvex problem (P) (see [10]).

3.2 Degenerate Problem (S p) and Linear Perturbation

If Problem (Sp) is degenerate, i.e.,G(ς̄) 
 0 and det(G(ς̄)) = 0 or ς̄ ∈ ∂S +
a , it has

multiple saddle points. The following theorem reveals the relations between Problem
(P) and Problem (Sp).

Theorem 3. Suppose that Problem (Sp) is degenerate.

1) If x̄ is a solution of Problem (P) and ς̄ = ∇V (Λ(x̄)), then (x̄, ς̄ ) is a saddle
point of Problem (Sp).

2) If (x̄, ς̄ ) is a saddle point of Problem (Sp), then x̄ is a solution of Problem (P).
3) If (x1, ς1) and (x2, ς2) are two saddle points of Problem (Sp), then ς1 = ς2.

Proof. 1). Since x̄ is a solution of Problem (P) and ς̄ = ∇V (Λ(x̄)) ∈ S +
a (by

Assumption (A3)),
�(x̄, ς) ≤ �(x̄, ς̄), ∀ς ∈ S +

a .

Furthermore,
〈∇P(x̄), x − x̄〉 ≥ 0, ∀x ∈ Xa . (23)

Substituting ∇P(x̄) = G(ς̄)x̄ − τ (ς̄) = ∇x�(x̄, ς̄) into (23), we obtain

〈∇x�(x̄, ς̄), x − x̄〉 ≥ 0, ∀ x ∈ Xa .
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Thus,
min
x∈Xa

�(x, ς̄) = �(x̄, ς̄).

Therefore,

�(x̄, ς) ≤ �(x̄, ς̄) ≤ �(x, ς̄), ∀ (x, ς) ∈ Xa × S +
a .

This implies that (x̄, ς̄ ) is a saddle point of Problem (Sp).
2). Suppose that (x̄, ς̄ ) is a saddle point of Problem (Sp) and ∇ς�(x̄, ς̄) = 0.

Then,
P(x̄) = �(x̄, ς̄) ≤ �(x, ς̄), ∀ (x, ς) ∈ Xa × S +

a .

On the other hand,

�(x, ς̄) = 〈Λ(x); ς̄〉 − V ∗(ς̄) −U (x) ≤ V (Λ(x)) −U (x) = P(x).

Combining the above two inequalities, x̄ is a solution Problem (P).
3). This result follows directly from the strict convexity of both V (·) and V ∗(·).

The proof is completed. �
Theorem 3 shows that the nonconvex minimization Problem (P) is equivalent to

the canonical saddle min-max Problem (Sp). What we should emphasize is that the
solutions set of Problem (P) is in general nonconvex, while the set of saddle points
of Problem (Sp) is convex. For example, let us consider the following optimization
problem:

min

{
1

2

(
(x1 + x2)

2 − 1
)2 + 1

2

(
(x1 − x2)

2 − 1
)2 | (x1, x2) ∈ R

2

}
. (24)

Let ξ = Λ(x) = [(x1 + x2)
2 − 1, (x1 − x2)

2 − 1]T . Then,

G(ς) =
[

ς1 + ς2 ς1 − ς2

ς1 − ς2 ς1 + ς2

]
,

V ∗(ς) = 1
2ςTς . Thus, G(ς) 
 0 ⇔ ς1 ≥ 0 and ς2 ≥ 0. Clearly, (x̄, ς̄ ) is a saddle

point of Problem (Sp) if and only if (x̄, ς̄ ) is the solution of the following variational
inequality:

G(ς̄)x̄ = 0, (25)

〈∇V ∗(ς̄) − Λ(x̄); ς − ς̄〉 ≥ 0, ∀ς ≥ 0. (26)

It is easy to verify that the optimization problem (24) has four solutions (1, 0), (0, 1),
(−1, 0) and (0,−1). Clearly, its solution set is nonconvex. On the other hand, by the
statement 3) in Theorem 3, we have ς̄ = 0. Thus, (x̄, ς̄) is a saddle point of Problem
(Sp) if and only if ς̄ = 0 and x̄ satisfies
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(x1 + x2)
2 ≤ 1,

(x1 − x2)
2 ≤ 1.

Denote Ω = convhull{(1, 0), (0, 1), (−1, 0), (0,−1)}, where convhull means con-
vex hull. Therefore, the saddle point set of Problem (Sp) is Ω × 0 which is a convex
set. This example also shows that the solutions of Problem (P) are the vertex points
of the saddle points set of Problem (Sp).

Now we turn our attention to the saddle point problem (Sp). For some simple
optimization problems, we can simply use linear perturbation method to solve it. To
illustrate it, let us consider a simple optimization problem given as below:

(P1) : min
x

P1(x) = 1

2

(
1

2
xTA1x − b1

)2

+ 1

2

(
1

2
xTA2x − b2

)2

− 〈x, f 〉.
(27)

Proposition 2. Suppose that there exists (ς1, ς2) such that ς1A1 + ς2A2 � 0. If the
saddle point (x̄, ς̄) of the associated Problem (Sp1) is on the boundary ofS

+
a , then

for any given ε > 0, there exists a Δ f ∈ R
n such that ‖Δ f ‖ ≤ ε and the perturbed

saddle point Problem (Sp1)

(Sp1) : min
x

max
ς

{
1

2
〈x,G(ς)x〉 − 1

2
ςTς − 〈x, f + Δ f 〉 : (x, ς) ∈ R

n × S +
a

}

has a unique saddle point (x̄ p, ς̄ p) such that G(ς̄ p) � 0. Furthermore, x̄ p is the
unique solution of

(P
ptb
1 ) : min

x
P1(x) = 1

2

(
1

2
xTA1x − b1

)2
+ 1

2

(
1

2
xTA2x − b2

)2
− 〈x, f + Δ f 〉,

where G(ς) = ς1A1 + ς2A2.

Proof. Since x ∈ R
n , Problem (Sp1) is equivalent to the following optimization

problem:

max
ς

−V ∗(ς) − 1

2
( f + Δ f )T (ς)G−1(ς)( f + Δ f )

s.t. G(ς) 
 0. (28)

By the assumption that there exists (ς1, ς2) such that ς1A1 + ς2A2 � 0, A1 and A2

are simultaneously diagonalizable via congruence. More specifically, there exists an
invertible matrix C such that

CTA1C = diag(a1
1, · · · , a1

n),

CTA2C = diag(a2
1, · · · , a2

n).
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Under this condition, it is easy to show that for any given ε > 0, there exists a
Δ f ∈ R

n such that ‖Δ f ‖ ≤ ε and

lim
ς→∂S +

a

1

2
( f + Δ f )T (ς)G−1(ς)( f + Δ f ) = +∞.

Thus, the solution of the optimization problem (28) cannot be located in the boundary
of S +

a for this Δ f . The results follow readily. We complete the proof. �
From Proposition 1 we know that if the solution x̄ of Problem (P1) satisfies

G(ς̄) � 0, then it can be obtained by simply solving the concave maximization dual
problem (Pd). Otherwise, Proposition 2 shows that this solution can be obtained
under a small perturbation. Thus, the nonconvex optimization problem (P1) can be
completely solved by either the convex SDP or the canonical duality. However, for
general optimization problems, the linear perturbation method may not produce an
interior saddle point of Problem (Sp). To overcome this difficulty, we shall introduce
a nonlinear perturbation method in the next section.

4 Quadratic Perturbation Method

We now focus on solving the degenerated Problem (Sp). Clearly, Problem (Sp)
is strictly concave with respect to ς . However, if Problem (Sp) is degenerate, i.e.,
ς̄ ∈ ∂S +

a , then Problem (Sp) is convex but not strictly in terms of x. In this case,
Problem (Sp) has multiple solutions. To stabilize such kind of optimization prob-
lems, nonlinear perturbation methods can be used (see [9]). Thus, using the quadratic
perturbation method to Problem (Sp), a regularized saddle point problem can be pro-
posed as

min
x

max
ς∈S +

a

�ρk (x, ς) = �(x, ς) + ρk

2
‖x − xk‖2, (29)

where both xk and ρk , k = 1, 2, · · · , are given. In practical computation, the canon-
ical dual feasible space S +

a can also be relaxed as

S +
μk

= {ς ∈ V ∗
a ⊂ R

m | G(ς) + μk I 
 0},

where μk < ρk . Note that

�ρk (x, ς) = 1

2
〈x, (G(ς) + ρk I )x〉 − V ∗(ς) − 〈x, ρkxk + τ (ς)〉 + ρk

2
〈xk, xk〉.

Thus, �ρk (x, ς) is strictly convex–concave in R
n × S +

μk
and

min
x

max
ς∈S +

μk

�ρk (x, ς) = max
ς∈S +

μk

min
x

�ρk (x, ς).
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For each given ς ∈ S +
μk

, denote

x(ς) = arg min
x

�ρk (x, ς).

Then, x(ς) = (G(ς) + ρk I )−1(ρkxk + τ (ς)). Substituting this x(ς) into �ρk (x, ς),
we obtain the perturbed canonical dual function

Pd
ρk

(ς) = −1

2
〈(G(ς) + ρk I )

−1(ρkxk + τ (ς)), ρkxk + τ (ς)〉 − V ∗(ς) + ρk

2
〈xk , xk〉.

Now our canonical primal–dual algorithm can be proposed as follows.

Algorithm 1

Step 1 Initialization x0, ρ0, N and the error tolerance ε. Set k = 0.
Step 2 Set ς k+1 = arg maxς∈S +

μk
Pd

ρk
(ς) and xk+1 = (G(ς k+1) + ρk I )−1(ρkxk +

τ (ς k+1)).
Step 3 If ‖ς k+1 − ς k‖ ≤ ε, stop. Otherwise, set k = k + 1 and go to Step 2.

Theorem 4. Suppose that

1) ρ̄ ≥ ρk > 0, σk =∑k
i=1 ρi → +∞, ρk ↓ 0, μk ↓ 0 and 0 < μk < ρk;

2) For any given x, lim‖ς k‖→∞ �(x, ς k) = −∞;
3) The sequence {xk} is a bounded;

Then, there exists a (x̄, ς̄) ∈ R
n × S +

a such that {xk, ς k} → (x̄, ς̄). Furthermore,
(x̄, ς̄) is a saddle point of Problem (Sp).

Proof. Note that 0 < μk < ρk , the perturbed total complementary function �ρk (x, ς)

is strictly convex–concave with respect to (x, ς) in R
n × S +

μk
. Since (xk, ς k) is

generated by Algorithm 1, we have

(xk , ςk) = arg min
x

max
ς∈S +

μk

�ρk (x, ς) = arg min
x

max
ς∈S +

μk

{
�(x, ς) + ρk−1

2
‖x − xk−1‖2

}
.

(30)
That is

�ρk (xk, ς) ≤ �ρk (xk, ς k) ≤ �ρk (x, ς k), ∀(x, ς) ∈ R
n × S +

μk
.

By the fact that μk ↓ 0 and S +
μk

= {ς ∈ V ∗
a | G(ς) + μk I 
 0}, we have S +

μk
⊇

S +
μk+1

and
⋂

k S
+
μk

= S +
a .

To continue, we suppose that (x̄, ς̄) is a saddle point of Problem (Sp), i.e.,

�(x̄, ς) ≤ �(x̄, ς̄) ≤ �(x, ς̄), ∀(x, ς) ∈ R
n × S +

a .

Now we adopt the following steps to prove our results.
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1) The sequence {xk} is convergent, i.e., there exists a x̄ such that xk → x̄. From
(30), we have

�ρk−1 (xk , ςk) = �(xk , ςk) + ρk−1

2
‖xk − xk−1‖2 ≤ �ρk−1 (xk−1, ςk) = �(xk−1, ςk).

(31)
Clearly,

�(xk−1, ς k) + ρk−2

2
‖xk−1 − xk−2‖2 = �ρk−2(xk−1, ς k). (32)

Since ς k ∈ S +
μk

⊂ S +
μk−1

and (xk−1, ς k−1) is the saddle point of �ρk−1(x, ς) in
R

n × S +
μk−1

, we obtain

�ρk−2(xk−1, ς k) ≤ �ρk−2(xk−1, ς k−1) = �(xk−1, ς k−1) + ρk−2

2
‖xk−1 − xk−2‖2.

(33)
Combining (32) and (33), we obtain

�(xk−1, ς k) ≤ �(xk−1, ς k−1).

Thus,
�(xk, ς k) + ρk−1

2
‖xk − xk−1‖2 ≤ �(xk−1, ς k−1). (34)

Repeating the above process, we get

�(xk, ς k) +
k−1∑
i=1

ρi−1

2
‖xi − xi−1‖2 ≤ �(x1, ς1). (35)

On the other hand,

�ρk−1(xk, ς k) = �(xk, ς k) + ρk−1

2
‖xk − xk−1‖2

≥ �ρk−1(xk, ς̄) = �(xk, ς̄) + ρk−1

2
‖xk − xk−1‖2

≥ �(x̄, ς̄) + ρk−1

2
‖xk − xk−1‖2. (36)

Substituting (36) into (35) gives rise to

�(x̄, ς̄) +
k−2∑
i=1

ρi−1

2
‖xi − xi−1‖2 ≤ �(x1, ς1), ∀ k ∈ N.

Since {xk} is a bounded sequence, σk → +∞ and ρk ↓ 0, the sequence xk is
convergent, i.e., there exists a x̄ such that xk → x̄.
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2) The sequence {ς k} is convergent. We first show that ς k is a bounded sequence.
In a similar argument to the inequality (34), we can show that

�(xk+1, ς k+1) ≥ �(xk+1, ς̄) ≥ �(x̄, ς̄).

On the other hand,

�ρk (xk+1, ς k+1) = �(xk+1, ς k+1) + ρk

2
‖xk+1 − xk‖2

≤ �ρk (x̄, ς k+1) = �(x̄, ς k+1) + ρk

2
‖x̄ − xk‖2.

Summing the above inequalities together yields that

�(x̄, ς̄) − ρ̄

2
‖x̄ − xk‖2 ≤ �(x̄, ς̄) − ρk

2
‖x̄ − xk‖2

≤ �(xk+1, ς̄) − ρk

2
‖x̄ − xk‖2 ≤ �(x̄, ς k+1).

By Assumption (2) and xk → x̄, we know that ς k is a bounded sequence.
Now we suppose that there are two subsequences {ς1

k} and {ς2
k} of {ς k} such that

{ς1
k} → ς1 and {ς2

k} → ς2. Denote {x1
k} and {x2

k} are two subsequences of {xk}
associated with {ς1

k} and {ς2
k}. Clearly, ς1, ς2 ∈ S +

a . Note that

�(x1
k+1, ς

2) + ρ1
k

2
‖x1

k+1 − x1
k‖2 = �ρ1

k
(x1

k+1, ς
2)

≤ �ρ1
k
(x1

k+1, ς
1
k+1) = �(x1

k+1, ς
1
k+1) + ρ1

k

2
‖x1

k+1 − x1
k‖2. (37)

Thus,
�(x1

k+1, ς
2) ≤ �(x1

k+1, ς
1
k+1).

Taking limit on both sides of the above inequality yields to

�(x̄, ς2) ≤ �(x̄, ς1).

In a similar way, we can show that

�(x̄, ς1) ≤ �(x̄, ς2).

Therefore,
�(x̄, ς1) = �(x̄, ς2)

which implies that ς1 = ς2. Hence, {ς k} is a convergent sequence.
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3) We show that if {xk, ς k} → (x̄, ς̄), then (x̄, ς̄) is a saddle point of Problem (Sp).
In a similar argument to 2), it is easy to show that for any ς ∈ S +

a , we have

�(x̄, ς) ≤ �(x̄, ς̄).

So we only need to show that for any x,

�(x̄, ς̄) ≤ �(x, ς̄). (38)

Indeed, by the fact that

�ρk (xk+1, ς k+1) ≤ �ρk (x, ς k+1), ∀x.

Passing limit to the above inequality yields to the inequality (38). We complete
the proof. �
In Theorem 4, there are three assumptions. Assumption (1) is on the selection of

the parameters and Assumption (2) is always satisfied for strictly convex functions.
Assumption (3) is important to ensure the convergence of Algorithm 1. In fact, from
our numerical experiments, we found that xk might become unbound for certain
cases. Therefore, a modified algorithm for solving Problem (P) is suggested as the
following.

Algorithm 2

Step 1 Adopt Algorithm1 to solve Problem (Sp). Denote the obtained solution as
(x̄, ς̄).

Step 2 If ‖Λ(x̄) − ∇V ∗(ς̄)‖ ≤ ε, output x̄ is a global minimizer of Problem (P),
where ε is the tolerance. Otherwise, a gradient-based optimization method
is used to refine Problem (P) with initial condition x̄.

Remark 2. Since Problem (Sp) is a convex–concave saddle point problem, many
exact and inexact proximal point methods can be adapted [12, 14, 30]. In fact, solving
Problem (Sp) is an easy task since it is essentially a convex optimization problem.
However, to obtain a solution of Problem (P) from the solution set of Problem
(Sp) is a difficult task since the identification of degenerate indices in the nonlinear
complementarity problem is hard [37]. Unlike the classical proximal point methods,
our proposed Algorithm 1 is based on a sequence of exterior point approximation.
In this case, the gradient operator [∇x�(x, ς),−∇ς�(x, ς)] in R

n × S +
a is not a

monotone operator, but [∇x�(x, ς) + μk I,−∇ς�(x, ς)] is monotone in R
n × S +

a .
By the fact that

⋂
k S

+
μk

= S +
a , our algorithm generates a convergent sequence and

its clustering point is a saddle point of Problem (Sp) under certain conditions. Since
[∇x�(x, ς),−∇ς�(x, ς)] in R

n × S +
a is not monotone for each subproblem, it is

natural to approximate an optimal solution of Problem (P) under the perturbation
of the regularized term 1

2ρk‖x − xk‖2. This illustrates why our perturbed (exterior
penalty-type) algorithm usually produces an optimal solution of Problem (P), while
the existing proximal point methods based on the interior point algorithm do not.
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Remark 3. In our proof of Theorem 4, we require that ρk → 0. For classical proximal
point methods, this condition was not required. In fact, this condition is adopted for
simple proof that of clustering point (x̄, ς̄) of the sequence {xk, ς k} being a saddle
point of Problem (P). Our simulations show that ρk → 0 can be relaxed. Indeed, in
our test simulations, we found that the convergence for the case of ρk being chosen
as a proper constant parameter is faster than that one of ρk → 0.

5 Numerical Experiments

This section presents some numerical results by proposed canonical primal–dual
method. In our simulations, the involved SDP is solved by YALMIP [23] and
SeDuMi [34].

Example 5.1. Let us first consider the optimization problem (24). Taking ρk = 1
k

and μk = 0.1ρk , the initial condition is randomly generated. Table 1 reports the
results obtained by our method.

From Table 1, we can see that all the four solutions (0, 1), (1, 0), (0,−1), and
(−1, 0) can be detected by our algorithm with different (randomly generated) initial
conditions. The corresponding G(ς̄) ≈ 0, as we shown in Proposition 2, can also be
solved by perturbation method under any given tolerance. However, the following
optimization problem

min
x

P(x) = 1

2

m∑
i=1

(xTAix − di )
2 (39)

cannot be solved by perturbation method in general, where Ai , i = 1, · · · ,m, are
randomly generated semi-definite matrix and di , i = 1, · · · ,m, are chosen such that
the optimal function value of P(x) is 0. In fact, G(ς̄) = 0 since the optimal cost
function value of the optimization problem (39) is 0. Suppose that m is not too small

Table 1 Numerical results for optimization problem (24)

Initial condition x̄ ς̄ P(x̄) = 1
2 ‖ς̄ − Λ(x̄)‖2

(
0.81472369

0.90579194

) (
−1.12001364 × 10−14

1.00004756

) (
−3.48372378

−3.48372376

)
× 10−9 0.93735607 × 10−8

(
0.60684258

0.48598247

) (
1.00004756

5.39453096 × 10−14

) (
−3.48358490

−3.48358548

)
× 10−9 0.93735508 × 10−8

(
−0.61543234

−0.79193703

) (
0.56709252 × 10−14

−1.00004840

) (
−3.48379359

−3.48379378

)
× 10−9 0.93735627 × 10−8

(
−0.92181297

−0.73820724

) (
−1.00004756

0.12834042 × 10−13

) (
−3.48370090

−3.48370051

)
× 10−9 0.93735602 × 10−8
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Table 2 Numerical results for optimization problem (39) after 50 iterations

(n,m)
P(x̄) with ρk = 1/k

and μk = 0.1ρk

P(x̄) with ρk = 0.1

and μk = 0.1ρk

(20, 25) 4.67244827 × 10−6 4.44146192 × 10−8

(30, 35) 2.10227829 × 10−5 0.80404292 × 10−5

(40, 50) 0.00154861 2.34887665 × 10−5

(50, 60) 0.00951209 0.00032821

(for examplem ≥ 20), for any given small perturbation Δ f , the corresponding saddle
point problem (Sp) has no solution (x̄, ς̄ ) such that G(ς̄) � 0 by our numerical
experiences. Thus, the linear perturbation method cannot be applied. Now we use
our proposed algorithm to solve (39) with different ρk and μk . In about 80% cases,
our method can capture a solution of Problem (P). The corresponding numerical
results are reported in Table 2.

During our numerical computation, we observe that for very few steps (for exam-
ple, less than 20 iterations), the numerical solution by our method is very close to
one solution of Problem (P). In fact, for all the cases in Table 2, if we set ε = 10−4,
then all the obtained results are satisfied with maxi |x̄∗

i − xtruei | ≤ ε, i = 1, · · · , n,
where xtrue = [xtrue1 , · · · , xtruen ]T is one of exact optimal solutions of Problem (P).
However, it suffers from slow convergence. Table 2 shows it clearly for the last two
cases. If a gradient-based optimization method is applied, then the optimal function
value is P(x̄) ≈ 10−8 for all cases in Table 2.

It is obvious that Problem (39) has at least two solutions because of its symmetry,
i.e., if x̄ is its solution, so is −x̄. Thus, classical SDP-based relaxation methods in
[18, 33, 36] cannot produce an exact solution. However, our method can produce
one at the expense of iterative computation of a sequence of SDPs in most cases.

6 Applications to Sensor Networks

In this section, we apply our proposed method for sensor network localization prob-
lems.

Consider N sensors and M anchors, both located in the d-dimensional Euclidean
space R

d , where d is 2 or 3. Let the locations of M anchor points be given as a1,
a2, · · · , aM ∈ R

d . The locations of N sensor points x1, x2, · · · , xN ∈ R
d are to be

determined. Let Nx be a subset of {(i, j) : 1 ≤ i < j ≤ N } in which the distance
between the i th and the j th sensor point is given as di j and Na be a subset of
{(i, k) : 1 ≤ i ≤ N , 1 ≤ k ≤ M} in which the distance between the i th sensor point
and the kth anchor point is given as eik . Then, a sensor network localization problem
is to find vector xi ∈ R

d for all i = 1, 2, · · · , N , such that

‖xi − x j‖2 = d2
i j , ∀(i, j) ∈ Nx , (40)

‖xi − ak‖2 = e2
ik, ∀(i, k) ∈ Na . (41)
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When the given distances di j , (i, j) ∈ Nx , and eik, (i, k) ∈ Na, contain noise, the
equalities (40) and (41) may become infeasible. Thus, instead of solving (40) and
(41), we formulate it as a nonconvex optimization as given below:

min
x1,··· ,xN

∑
(i, j)∈Nx

(‖xi − x j‖2 − d2
i j )

2 +
∑

(i,k)∈Na

(‖xi − ak‖2 − e2
ik)

2. (42)

Denote x = [xT1 , · · · , xTN ]T ∈ R
dN . Then, (42) can be rewritten as

min
x

⎧⎨
⎩P(x) =

∑
i j∈Nx

(xTAi jx − d2
i j )

2 +
∑

ik∈Na

(xTBi ix − 2 f Tikx − (e2
ik − f Tik f ik))

2

⎫⎬
⎭ ,

(43)

where Ai j = (Ei − E j )(Ei − E j )
T , Bi i = EiET

i ,

Ei =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0d×d

· · ·
0d×d

Id×d ← i
0d×d

· · ·
0d×d

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

and f ik =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0d
· · ·
0d

ak ← i
0d
· · ·
0d

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

As in [17, 33], the root mean square distance

RMSD =
(

1

N

N∑
i=1

‖x̂i − x∗
i ‖2

2

)

is adopted to measure the accuracy of the locations of the sensor i , i = 1, · · · , N ,
where x̂i and x∗

i are the estimated position and true positions, respectively, i =
1, · · · , N . The software package SFSDP [17] is applied for generating test problems
and comparison. During our simulation, all of sensors are placed in [0, 1]×[0, 1]
randomly and four anchors are fixed at (0.125, 0.125), (0.125, 0.875),(0.875, 0.125),
and (0.875, 0.875), respectively.

For the conventional SDP relaxation methods, the computed sensor locations
match its true locations if and only if the corresponding sensor network is uniquely
localizable [33, 36]. Thus, if the localized sensor network has multiple solutions, the
conventional SDP relaxation methods [17, 33] fail to produce a good solution of the
optimization problem defined by (43). Let us consider the following network with
multiple solutions:

Example 6.1 Consider a sensor network containing six sensors and four anchors
depicted in Fig. 1. From Fig. 1, we can see that the sensors x∗

2 , x∗
3 , and x∗

5 have two
positions.
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Fig. 1 Network topology of
six sensors and four anchors
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More specifically, x2 can be either (0.0791, 0.0091) or (0.0091, 0.1709), x3, x5 can
be either the pair of [(0.7342, 0.8470), (0.8506, 0.7257)] or the pair of [(1.0158,

0.9030), (0.8994, 1.0243)]. Let x∗, x̌ , and x̂ be the true sensor locations, sensor
locations computed by the SDP method ([18]), and sensor locations computed by
Algorithm 1, respectively. The results are depicted in Fig. 2a, c. The true sensor
locations (denoted by circles) and the computed locations (denoted by stars) are
connected by solid lines. From the two figures, we can clearly see that our method
produce better estimations than the SDP relaxation method in [18]. However, we
need to solve a sequence of SDPs, but in [18], only one SDP is involved (Table 3).
To achieve a higher accuracy, we apply the gradient-based optimization method in
SFSDP to refine the solutions obtained by our method and that obtained by SDP
method in [18]. After refinement, RMSD obtained by SFSDP is 4.91 × 10−5 and
2.07 × 10−8 is obtained by our method. The refined results are depicted in Fig. 2b, d.
From Fig. 2b, we observe that there are still big errors for the sensor 3 and sensor 5
obtained by the refinement of SDP method in [18]. Figure 2d shows that our method
produces one of the exact solutions of the optimization problem defined by (43).
Thus, our method achieves better performance no matter before or after refinement.

In practical circumstances, the exact distances di j and eik are unavailable because
of the presence of noise during the measurement. To model such a case, we perturb
the distances as

d̂i j = max{(1 + ξi j ), 0.1}di j ((i, j) ∈ Nx ), (44)

êik = max{(1 + ξik), 0.1}eik ((i, k) ∈ Na), (45)

where ξi j , ξik are random variables and chosen from the standard normal distribution
N (0, σ ), where σ is the noisy parameter. By substituting (44) and (45) into (43), the
corresponding optimization problem involved in noisy distance is obtained.

Example 6.2 Consider a sensor network localization problem with 20 sensors and
4 anchors. Let the radio range be 0.3 and the noisy parameter be 0.001, respectively.
A sensor network generated randomly by these parameters is depicted in Fig. 3.

From Fig. 3, we can verify that for this sensor network, it has a unique solution.
We apply Algorithm 2 and the SDP method in [18] in conjunction with a gradient-

based refinement method to solve it. The computed results are listed in Table 4. The
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(a) Results by SFSDP
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(b) Results by SFSDP plus the refinement
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(c) Results by Algorithm 1
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(d) Results by Algorithm 5

Fig. 2 Computed locations information of six sensors and four anchors

Table 3 Numerical results for six sensors and four anchors

True solutions Solutions by
SDP in [18]

Solutions by
Algorithm 1

x∗
1 (0.5818, 0.0968) x̌1 (0.5818, 0.0961) x̂1 (0.5818, 0.0967)

x∗
2 (0.0791, 0.0091)

(0.0091, 0.1709)

x̌2 (0.0775, 0.0100) x̂2 (0.0056, 0.1599)

x∗
3 (0.7342, 0.8470)

(1.0158, 0.9030)

x̌3 (0.7334, 0.8985) x̂3 (1.0167, 0.8980)

x∗
4 (0.1936, 0.6169) x̌4 (0.1946, 0.6170) x̂4 (0.1937, 0.6169)

x∗
5 (0.8506, 0.7257)

(0.8994, 1.0243)

x̌5 (0.7995, 0.7439) x̂5 (0.9047, 1.0234)

x∗
6 (0.4301, 0.2720) x̌6 (0.4300, 0.2713) x̂6 (0.4299, 0.2718)

RMSD computed by SFSDP in conjunction with a gradient-based refinement method
is 9.95×10−2 while that computed by our method is 4.1041 × 10−7. The computed
results by Algorithm 2 and by SDP in conjunction with a gradient-based refinement
method in [18] are depicted in Fig. 4. From Fig. 4 and the values of RMSD, we know
that our method achieves better performance than that by SFSDP in conjunction with
a gradient-based refinement method. This is because if the distances are inexact, the
SDP-based methods in [18] are not ensured to produce a good solution. However, our
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Fig. 3 Network topology of
20 sensors and 4 anchors
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Table 4 Numerical results for 20 sensors and 4 anchors

True solutions Solutions by SDP
+ refinement in
[18]

Solutions by
Algorithm 2

x∗
1 (0.5818, 0.0968) x̌1 (0.6203, 0.2107) x̂1 (0.5815, 0.0963)

x∗
2 (0.0791, 0.0091) x̌2 (0.1379, 0.0015) x̂2 (0.0795, 0.0091)

x∗
3 (0.7342, 0.8470) x̌3 (0.7369, 0.8030) x̂3 (0.7343, 0.8475)

x∗
4 (0.1936, 0.6169) x̌4 (0.2384, 0.6406) x̂4 (0.1939, 0.6168)

x∗
5 (0.8506, 0.7257) x̌5 (0.8610, 0.7040) x̂5 (0.8503, 0.7258)

x∗
6 (0.4301, 0.2720) x̌6 (0.4319, 0.2943) x̂6 (0.4301, 0.2719)

x∗
7 (0.9846, 0.5671) x̌7 (0.7621, 0.5022) x̂7 (0.9833, 0.5670)

x∗
8 (0.3429, 0.3741) x̌8 (0.3399, 0.3793) x̂8 (0.3430, 0.3739)

x∗
9 (0.2070, 0.6663) x̌9 (0.2612, 0.6874) x̂9 (0.2067, 0.6662)

x∗
10 (0.6176, 0.5756) x̌10 (0.6612, 0.5025) x̂10 (0.6172, 0.5762)

x∗
11 (0.1644, 0.2955) x̌11 (0.1643, 0.3085) x̂11 (0.1643, 0.2956)

x∗
12 (0.6533, 0.2237) x̌12 (0.6984, 0.3363) x̂12 (0.6530, 0.2229)

x∗
13 (0.6673, 0.8736) x̌13 (0.6683, 0.8336) x̂13 (0.6676, 0.8746)

x∗
14 (0.2161, 0.6226) x̌14 (0.2607, 0.6429) x̂14 (0.2165, 0.6226)

x∗
15 (0.7701, 0.3595) x̌15 (0.6232, 0.2186) x̂15 (0.7691, 0.3595)

x∗
16 (0.1894, 0.1458) x̌16 (0.1637, 0.1663) x̂16 (0.1893, 0.1460)

x∗
17 (0.8786, 0.8741) x̌17 (0.8746, 0.8626) x̂17 (0.8789, 0.8743)

x∗
18 (0.4776, 0.6487) x̌18 (0.5169, 0.5805) x̂18 (0.4777, 0.6502)

x∗
19 (0.2370, 0.5215) x̌19 (0.2477, 0.5368) x̂19 (0.2378, 0.5215)

x∗
20 (0.2197, 0.0249) x̌20 (0.0236, 0.0836) x̂20 (0.2202, 0.0253)

method is based on the global solution of the optimization problem defined by (43).
Thus, the inexact measurements do not deteriorate the performance of our method.

Example 6.3 Consider a sensor network localization problem with 50 sensors, 4
anchors, and noisy perturbation being 0.001. The corresponding connections between
sensors and sensors and sensors and anchors are depicted in Fig. 5.
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(a) Results by SFSDP plus the refinement
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Fig. 4 Computed locations information of 20 sensors and 4 anchors
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Fig. 5 Network topology of 50 sensors and 4 anchors
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(b) Results by Algorithm 2

Fig. 6 Computed locations information of 50 sensors and 4 anchors

The computed results by Algorithm 2 and by SFSDP in conjunction with a
gradient-based refinement method are depicted in Fig. 6. The RMSD computed by
SFSDP in conjunction with a gradient-based refinement method is 1.07 × 10−1,
while that by our method is 1.9956 × 10−5. Both Fig. 6 and the values of RMSD
show that our method achieves better performance.
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7 Conclusion

This paper presented an effective method and algorithms for solving a class of non-
convex optimization problems. Using the canonical duality theory, the original non-
convex optimization problem is first relaxed to a convex–concave saddle point opti-
mization problem. Depending on the singularity of the matrix G, this relaxed saddle
point problem is classified in two cases: degenerate or non-degenerate. For the non-
degenerate case, the solution of the primal problem can be recovered exactly through
solving a convex SDP problem. Otherwise, a quadratic perturbed primal–dual scheme
is proposed to solve the corresponding degenerate saddle point problem. We proved
that, under certain conditions, the sequence generated by our proposed scheme con-
verges to a solution of the corresponding saddle point problem. If this saddle point
satisfies the condition of ‖Λ(x̄) − ∇V ∗(ς̄)‖ ≤ ε within a given error tolerance, then
the solution of the primal problem is also recovered exactly. Otherwise, x̄ is taken
as a starting point and a gradient-based optimization method is applied to refine
the primal solution. Numerical simulations show that our method can achieve better
performance than the conventional SDP-based relaxation methods.
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Unified Interior Point Methodology
for Canonical Duality in Global
Optimization

Vittorio Latorre

Abstract We propose an interior point method to solve instances of the nonconvex
optimization problems reformulated with canonical duality theory. To this aim we
propose an interior point potential reduction algorithm based on the solution of the
primal–dual total complementarity function. We establish the global convergence
result for the algorithm under mild assumptions. Our methodology is quite general
and canbe applied to several problemswhich dual has been formulatedwith canonical
duality theory and shows the possibility of devising efficient interior points methods
for nonconvex duality.

1 Introduction

We want to introduce a framework to solve the following saddle point problem:

min
x∈Rn

max
σ∈Rm

Ξ(x, σ ) = 1

2
xT G(σ )x − F(σ )T x − V ∗(σ ), s.t. G(σ ) � 0, (1)

where � indicates that G is positive semidefinite, G(σ ) is a n × n symmetric matrix
such that the map G(σ ) : Rm → R

n×n is positive semidefinite convex, that is,

G(tσ1 + (1 − t)σ2) � tG(σ1) + (1 − t)G(σ2), ∀σ1, σ2 ∈ R
m,∀t ∈ (0, 1).

V ∗(σ ) is a convex and two times continuously differentiable function in σ . it is easy
to notice that Problem (1) is convex in x for every σ such that G(σ ) � 0 and it is
concave for every σ .

Such problem arises from the reformulation of nonconvex optimization prob-
lems in Canonical Duality Theory. Canonical duality is a methodology to formulate
the dual of nonconvex optimization problems without any duality gap between the
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stationary points of the primal problem and the stationary points of the dual problem.
The interest in canonical duality is not only due to the absence of duality gap, but also
for the possibility to define global optimality conditions for many of such nonconvex
optimization problems. In the recent years, canonical duality theory has been applied
in biology, engineering, sciences [6, 16], and recently in network communications
[7, 15], radial basis neural networks [10] and constrained optimization [9].

In spite of its theoretical prowess and range of applications, there are few results
regarding the numerical solution of problems formulated with canonical duality the-
ory. In [16] several mid-sized instances of the maximum cut problem are solved, to
a maximum of 500 variables, with good performances in terms of speed; however,
no convergence result is given. A convergence result is given in [17]; however, the
assumptions on the convergence are rather strong. In a more recent work on the
application of canonical duality theory to Quasi-Variational Inequalities [11], the
authors reformulate problem (1) as a monotone Variational Inequality (VI) and are
able to solve high-dimensional problems with several thousand of variables, without
giving any convergence result, but suggesting that the methodology could have some
interesting proprieties.

In this paper we partially resume the approach presented in [11]. We consider the
Karush–Kunt–Tucker conditions of the monotone variational inequality associated
with (1), reformulate the problem as a system of constrained equations and then
prove the convergence of a potential reduction interior point method to the desired
solution under mild assumptions.

The approach we consider is a potential reduction algorithm based on the damped
Newton method reported in [3, 13]. The framework of this algorithm rests on six
main assumptions on the operator, the feasible set, and the potential reduction merit
function. The convergence result easily follows once it is proved that the proposed
methodology satisfies these assumptions. The same framework has been applied to
Generalized Nash Equilibrium Problems [1] and more recently to Quasi-Variational
Inequalities [2], providing in both cases new important benchmarks to solve these
problems.

The paper is organized as follows. In the next section we briefly show how prob-
lem (1) is obtained from general nonconvex optimization problem. In Sect. 3 we
reformulate problem (1) as a system of equations, while in Sect. 4 we briefly report
the key assumptions of the framework introduced in [13] and present the interior
point method together with its convergence proprieties and the boundedness of the
generated sequence. In Sect. 5 we report the conclusions.

Notation. For a given subset of S of Rn we let int S, cl S, and bd S denote,
respectively, the interior, the closure, and the boundary of S; Given a set A we
indicate with |A | the number of elements in A . If the mapping H : Rn → R

n is
differentiable in a point x in its domain, the Jacobian matrix of H at x is denoted
J H(x).

The set of real matrices with n rows and m columns is defined as Rn×m ; the set of
n − dimensional squared and symmetric matrices is denoted asS n; given a matrix
A, we denote with ai j its element on the i th row and j th column. The inner product
defined on the set Rn×n of squared matrices is given by
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X • Y = tr(X T Y ), (X; Y ) ∈ R
n×n,

where “tr” denotes the trace of a matrix. This inner product induces the Frobenius
norm for matrices given by

‖X‖F =
√

tr(X T X), X ∈ R
n×n .

Given a mapping F(x, Y ) : Rn × S n → R
n × S n defined as

F(x, Y ) =
(

g(x, Y )

h(x, Y )

)
,

with g(x, Y ) : Rn × S n → R
n and h(x, Y ) : Rn × S n → S n , a vector x̄ ∈ R

n and
a matrix Ȳ ∈ S n , with a small abuse of notation we define the product between the
mapping and the elements of Rn × S n as:

F(x, Y ) • (x̄, Ȳ ) = g(x, Y )T x̄ + h(x, Y ) • Ȳ .

The subsets ofS n consisting of the positive semidefinite and positive definite matri-
ces are denoted by S n+ and S n++, respectively. For two matrices A and B in S n ,
we write A � B if A − B ∈ S n+; similarly, A � B means A − B ∈ S n++; further-
more we define 	 and ≺ such that A 	 B if −A � −B and A ≺ B if −A � −B.
R

n+ ⊂ R
n denotes the set of nonnegative numbers in R

n; Rn++ ⊂ R
n denotes the set

of positive numbers in R
n; sta{ f (x) : x ∈ X } denotes the set of stationary points

of function f in X ; diag(a) denotes the (square) diagonal matrix whose diagonal
entries are the elements of the vector a; vect{A} denotes the vector ∈ R

n2
such that

the first n elements are the elements in the first column of A, the elements from n + 1
to 2n are the elements in the second column of A and so on till the last n elements
that correspond to the elements in the nth column of A; ◦ denotes the Hadamard
(component-wise) product operator; and 0n denotes the origin in R

n , likewise 0n×m

denotes the origin in R
n×m . If no index is indicated, the dimension of 0 is deduced

from the context; 1n denotes the vectors of all ones in R
n; In denotes the identity

matrix in Rn×n .

2 Problem Description

Canonical duality theory is applied to the following general nonconvex problem:

(P) : min
x∈Rn

{
Π(x) = W (x) + 1

2
xT Ax − cT x

}
,
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where W (x) is a nonconvex term in the objective function, A ∈ S n and c ∈ R
n . The

canonical dual transformation can be applied if the following assumption is satisfied:

Assumption 1 There exists a nonlinear operator

ξ = Λ(x) : Rn → Ea ⊆ R
m

function of x, such that the nonconvex functional W (x) can be rewritten as

W (x) = V (Λ(x)) = V (ξ) : Ea → R, (2)

where V is a convex and differentiable function in ξ .

If Assumption 1 is satisfied, the primal problem can be rewritten in the following
form:

min
x∈Rn

{
Π(x) = V (Λ(x)) + 1

2
xT Ax − cT x

}
.

As V (ξ) is convex and differentiable, it is possible to apply the Legendre transfor-
mation, and write the total complementarily function in the primal variable x and
dual variable σ ∈ Sa ⊆ R

m :

Ξ(x, σ ) = Λ(x)T σ − V ∗(σ ) + 1

2
xT Ax − cT x,

where V ∗(σ ) is the Fenchel conjugate of V (ξ ).
In many real-world applications, the geometrically nonlinear operator Λ(x) is

usually a quadratic function, say

Λ(x) =
{
1

2
xT Ck x − xT bk

}m

: Rn → Ea ⊂ R
m . (3)

In the following we focus on the transformation for a general quadratic operator.
With operator (3) the total complementarity function can be reformulated as

Ξ(x, σ ) = 1

2
xT G(σ )x − F(σ )T x − V ∗(σ ),

G(σ ) = A +
m∑

k=1

Ckσk, F(σ ) = c +
m∑

k=1

σkbk .

(4)

The dual is obtained by exploiting the stationarity conditions of (4) in the primal
variable:

∇xΞ(x, σ ) = 0n ⇒ x = G(σ )−1F(σ ),
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and substituting the newfound value in the total complementarity function:

Πd(σ ) = −1

2
F(σ )T G(σ )−1F(σ ) − V ∗(σ ). (5)

Note that the feasible set Sa is not convex; then, in order to identify the global
optimality conditions, we need to introduce the following subset ofSa :

S +
a = {σ ∈ Sa| G(σ ) � 0}.

Theorem 1. (Global Optimality [5]) Given a critical point (x̄, σ̄ ) of Ξ(x, σ ), x̄ is
the unique global minimizer of Π(x) if σ̄ ∈ S +

a is the global maximizer of Πd(σ ) on
S +

a , and there is no duality gap between the primal, dual, and total complementarity
functions, i.e.,

min
x∈Rn

Π(x) = P(x̄) = Ξ(x̄, σ̄ ) = Πd(σ̄ ) = max
σ∈S +

a

Πd(σ ). (6)

The result reported in equation (6) clearly shows the global optimality conditions.
The original nonconvex primal problem is reduced to the maximization of the dual
functionΠd(σ ) on the convex setS +

a . Furthermore it easy to notice from the (5) that
the dual is concave on S +

a , and therefore the resulting problem is convex. Finally,
we want to underline that there is no duality gap between the solution of the dual
and the global minimum in the primal.

3 Reformulation of the Problem as a System
of Constrained Equations

By the results of Theorem 1, it is possible to find the global solution of Problem (P)

by different approaches. One approach is to directly solve the dual formulation on
S +

a , but this method has several faults:

• It is necessary to calculate the inverse of matrix G(σ ) every time the objective
function is evaluated, and such operation could be necessary several times per
iteration;

• The inverse matrix operation can become even more time expensive or generate
errors in the case G(σ ) is ill-conditioned or it is not full rank;

• If the algorithm that solves the dual problem fails to converge to a good enough
approximation of a stationary point, it is difficult to retrieve informations on the
corresponding point in the primal problem.

For these reasons we propose a method that exploits the information available on
both the primal and dual problems and search for a saddle point of the total comple-
mentarity function inS +

a , that is exactly the problem in the form of (1). As a matter
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of facts, it is easy to notice that finding the maximum of Πd(σ ) inS +
a is equivalent

to solve the following canonical saddle point problem:

min
x∈Rn

max
σ∈Rm

Ξ(x, σ ) = 1

2
xT G(σ )x − F(σ )T x − V ∗(σ ) s.t., G(σ ) � 0, (7)

that is the same problem presented in the introduction. The solution of (7) can be
found by solving a monotone variational inequality on a convex set [3]:

Γ (x, σ ) = 0, G(σ ) � 0, (8)

where Γ : Rn+m → R
n+m is defined as

Γ (x, σ ) =
( ∇xΞ(x, σ )

−∇σ Ξ(x, σ )

)
.

The operator Γ is monotone because Ξ(x, σ ) is convex in the primal variables
for σ ∈ S +

a and it is concave for all σ ∈ Sa [14], while the set of positive def-
inite matrices is a convex cone. We want to find a solution of (8) by solving the
Karush–Kunt–Tucker (KKT) conditions associated with the problem, that is,

ΓL(x, σ, L) =
( ∇xΞ(x, σ )

−∇σ Ξ(x, σ ) − ∇σ (L • G(σ ))

)

= 0n+m

L • G(σ ) = 0, L � 0, G(σ ) � 0,

(9)

where L ∈ S n+ is the matrix of the Lagrangian multipliers. ThemappingΓL(x, σ, L)

is monotone as a result of Lemma 7 in [12]. Problems can arise when searching
for the solution of (8) when there are KKT points located on the boundary of the
feasible set. As a matter of facts, a point satisfying conditions (9) with L �= 0 does
not correspond to a saddle point of the total complementarity function Ξ(x, σ ) (in
fact they generally correspond to stationary points of the primal problem). In other
words we are interested in KKT points which matrix of multipliers L is equal to
0n×n .

To this aim, we reformulate the conditions (9) as a system of Constrained Equa-
tions (CE) and propose an interior point method specifically designed to solve this
system of Constrained Equations and send thematrix of Lagrangemultipliers to zero.
We introduce thematrix W ∈ S n+ of slack variables and consider theC E(H,Ω) sys-
tem:

H(z) = 0, z = (x, σ, L , W ) ∈ Ω, (10)

where H : Ω → S with Ω = R
n+m × S n+ × S n+ and S = R

n+m × S n+ × S n+ ×
S n+ , is defined as
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H(x, σ, L , W ) =
⎛

⎝
ΓL(x, σ, L)

Φ(σ, L , W )

L

⎞

⎠ (11)

with Φ(σ, L , W ) defined as

Φ(σ, L , W ) =
(

W − G(σ )

(LW + W L)/2

)
.

The last set of equations in (11) forces thematrix of Lagrangemultipliers to go to zero
when the algorithm reaches convergence, assuring that the solution of C E(Ω, H) is
a saddle point of (7).

4 Key Assumptions and Convergence Result

In this section we present the conditions which the operator H and the feasible setΩ
must satisfy together with a suitable potential reduction function in order to assure
the convergence to a solution of the (10). The framework we use is the same as the
one presented in [3] and [13]. This framework is based on six main assumptions that
we report here for convenience.

Given the setΩ , operator H , and a potential function p : int S → R, the following
assumptions must be satisfied by a potential reduction method in order to assure
convergence to a solution of the C E(Ω, H).
(A1) the closed set Ω has a nonempty interior.
(A2) there exists a closed set S ⊆ R

n+m × S n+ × S n+ × S n+ such that

1. 0 ∈ S;
2. the open set ΩI = H−1(int S) ∩ int Ω is nonempty;
3. the set H−1(int S) ∩ bd Ω is empty.

(A3) H is continuously differentiable on ΩI , and J H(x) is full rank for all x ∈ ΩI

(A4) for every sequence {uk} ⊂ int S such that

either lim
k→∞ ‖uk‖ = ∞ or lim

k→∞ uk = ū ∈ bd S\{0}

we have
lim

k→∞ p(uk) = ∞.

(A5) p is continuously differentiable in its domain and u • ∇ p(u) > 0 for all nonzero
u ∈ int S.
(A6) there exists a nonzero vector o ∈ S and a scalar β̄ ∈ (0, 1] such that

u • ∇ p(u) ≥ β̄
(o • u)(o • ∇ p(u))

‖o‖2 , ∀u ∈ int S.
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In the following theorems we show that operator H and the feasible set Ω satisfy
the aforementioned assumptions with the choice of a suitable potential reduction
function.

Theorem 2. Suppose that Ξ(x, λ) is twice differentiable in x and σ , then the set Ω

and the operator H in (11) satisfy conditions (A1)–(A3).

Proof. Condition (A1) is trivially satisfied, also condition (A2).1 holds. The point
(0n+m, In, In) belongs to both ΩI and int Ω , therefore condition (A2).2 holds. From
condition

(LW + W L)/2,

we can define the following set:

U = {(L , W ) ∈ S n
++ × S n

++ : LW + W L ∈ S n
++}.

It has been proved in lemma 1 of [12] that

U = {(L , W ) ∈ S n
+ × S n

+ : LW + W L ∈ S n
++}.

This alternative representation implies the (A2).3. Finally condition (A3) is satis-
fied because of the assumption on Ξ(x, λ) and the monotonicity of the operator
ΓL(x, σ, L). ��
Theorem 3. the potential function p : S → R defined as

p(a, B, C, D) = η log(‖a‖2 + ‖B‖2F + ‖C‖2F + ‖D‖2F )−
log(det(B)) − log(det(C)) − log(det(D)),

(12)

where η ≥ 2n, satisfies assumptions (A4)-(A6), with o = (0n+m, 0n×n, In, 0n×n) and
β̄ < 1/3

Proof. It can be easily noticed that the value of p goes to ∞ as the sequence
{ak, Bk, Ck, Dk} approaches the boundary of the feasible set. Considering that
‖Z‖F = √

tr(Z T Z), then ‖Z‖2F is the sum of the squares of the n eigenvalues of Z
and that det(Z) is the product of said eigenvalues, we have

p(a, B, C, D) = η log

(
n+m∑

i=1

‖a‖2 +
n∑

i=1

b2
i +

n∑

i=1

c2i +
n∑

i=1

d2
i

)

−
n∑

i=1

log bi −
n∑

i=1

log ci −
n∑

i=1

log di ,

where bi = 1, . . . , n, ci = 1, . . . , n and di = 1, . . . , n are the eigenvalues of B, C ,
and D respectively. Also considering that n log

(∑n
i=1 ui

) ≥ ∑n
i=1 log ui + n log n

it is possible to write
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p(a, B, C, D) >

(
2η

3n
− 1

) (
n∑

i=1

log bi +
n∑

i=1

log ci +
n∑

i=1

log di

)

,

therefore assumption (A4) is satisfied for η > 3
2n.

If we define

τ = ‖a‖2 + ‖B‖2F + ‖C‖2F + ‖D‖2F ,

it is possible to write the derivative of the potential function p as

∇ p(a, B, C, D) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

2η

τ
a

2η

τ
B − B−1

2η

τ
C − C−1

2η

τ
D − D−1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

we have

(a, B, C, D) • ∇ p(a, B, C, D) = 2η − 3n > 0,

and thus Assumption (A5) holds. For Assumption (A6), considering that tr(Z)2 ≤
n‖Z‖2F and n2 ≤ tr(Z−1)tr(Z) (for the arithmetic geometric mean inequality) we
have

[∇ p(a, B, C, D) • (0n+m , 0n×n, In, 0n×n)][(a, B, C, D) • (0n+m , 0n×n, In, 0n×n)]
‖(0n, In, 0n×n, 0n×n)‖2F

=

2η

n

tr(C)2

τ
− tr(C−1)tr(C)

n
≤

2η

n

tr(C)2

‖C‖2F
− tr(C−1)tr(C)

n
≤

2η − n <
1

β̄
(2η − 3n) = 1

β̄
[(a, B, C, D) • ∇ p(a, B, C, D)].

��
We let

z = (x, σ, L , W ), ψ(z) = p(H(z)),

and report the following method that follows the same scheme of the interior point
method presented in [13]:
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Algorithm 1: CPRA: Complementarity Potential Reduction Algorithm

(S.0): Choose z0 = (x0, σ 0, L0, W 0) ∈ Ω , γ ∈ (0, 1), β̄ < 1/3, ε > 0, and set
k := 0.
(S.1): If ‖Γ (x, σ )‖2 < ε: STOP
(S.2):Choose a scalarβk ∈ (0, β̄) andfind a solutiondk = (dxk, dσ k, d Lk, dW k)

of the following linear least squares problem:

min
d

{
1

2

∥
∥
∥
∥Q(zk, d) + H(zk) − βk

oT H(zk)

‖o‖2 o

∥
∥
∥
∥

2
}

.

where

Q (zk, d) =
⎛

⎜
⎜
⎜
⎜
⎝

∇2
xxΞ(xk, σ k)dx + ∇2

xσ Ξ(xk, σ k)dσ

−∇2
xσ Ξ(xk, σ k)T dx − ∇2

σσΞ(xk, σ k)dσ + ∇σ L(Lk • G(σ k))d L
dW − G(dσ)

(d L)W k + W k(d L) + Lk(dW ) + (dW )Lk

d L

⎞

⎟
⎟
⎟
⎟
⎠

(S.3): find a step size αk such that

zk + αkdk ∈ Ω

and
ψ(zk + αkdk) ≤ ψ(zk) + γ∇ψ(zk) • dk

(S.4): Set zk+1 = zk + αkdk , k ← k + 1, and go to (S.1).

Algorithm 1 is amodified, damped version of theNewtonmethod. At Step(S.0)
the initial values of the variables and parameters are set. In order to assure the
feasibility of z0, it generally suffices to put a large enough positive value of σ 0,
such that G(σ 0) � 0. At Step (S.1) there is the stopping criterion that assures
the final point is a good enough approximation of a stationary point of Ξ(x, σ ). At
Step (S.2) the modified newton direction is calculated. As the linear system is
not squared, the least squares solution to the system of equations is returned. One
of the main features of the algorithm is the presence of the vector o that bends the
direction toward the interior of the feasible set. It is important to underline that the
calculated direction at every iteration is unique for Assumption (A3) and always a
descent direction of ψ(·) in zk as shown in the following theorem:

Theorem 4. Suppose that conditions (A5) and (A6) hold. Assume also that z ∈ ΩI ,
dk = (dxk, dσ k, d Lk, dW k) ∈ R

n+m × S n+ × S n+ and β ∈ R are such that
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H(z) �= 0, 0 ≤ β < β̄,

dk = arg mind

{
1
2

∥
∥
∥Q(z, d) + H(z) − βk

oT H(z)
‖o‖2 o

∥
∥
∥
2
}

,
(13)

where o ∈ S and β̄ ∈ [0, 1] are as in condition (A6). Then dk is a descent direction
for ψ(·) in z, that is ∇ψ(z) • dk < 0

Proof. We introduce the following vector in Rn+m+3n2
:

Ĥ(z) =

⎛

⎜
⎜
⎝

ΓL(x, σ, L)

vect{W − G(σ )}
vect{(LW + W L)/2}

vect{L}

⎞

⎟
⎟
⎠ . (14)

The Jacobian of Ĥ(z) is the following (n + m + 3n2) × (n + m + 2n2) matrix:

J Ĥ(z) =

⎛

⎜
⎜
⎜
⎜
⎝

∇2
xxΞ(x, σ ) ∇2

xσΞ(x, σ ) 0n×n2 0n×n2

−∇2
xσ Ξ(x, σ ) ∇2

σσΞ(x, σ ) CT 0m×n2

0n2×n C 0n2×n2 In2

0n2×n 0n2×m Wen Len

0n2×n 0n2×m In2 0n2×n2

⎞

⎟
⎟
⎟
⎟
⎠

. (15)

where

Wen =

⎛

⎜
⎜
⎜
⎝

W + Inw11 Inw12 · · · Inw1n

Inw21 W + Inw22 · · · Inw2n
...

...
. . .

...

Inwn1 Inwn2 · · · W + Inwnn

⎞

⎟
⎟
⎟
⎠

, (16)

Len =

⎛

⎜
⎜
⎜
⎝

L + Inl11 Inl12 · · · Inl1n

Inl21 L + Inl22 · · · Inl2n
...

...
. . .

...

Inln1 Inln2 · · · L + Inlnn

⎞

⎟
⎟
⎟
⎠

, (17)

and C ∈ R
n2×m is ∇σ L(L • G(σ k))T . Let u ≡ Ĥ(z), if we consider d̂k ∈ R

n+m+2n2
,

solution of the following least squares problem:

d̂k = arg min
d

{
1

2

∥
∥
∥
∥(Ju)d + u − βk

ôT u

‖ô‖2 ô

∥
∥
∥
∥

2
}

, (18)

where ô has been suitably changed from o to match the dimension of Ĥ(z), it is easy
to notice that d̂k is equivalent to dk , solution of the least squares problem in (13), in
the following sense:
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d̂k =

⎛

⎜
⎜
⎝

dxk

dσ k

vect{d Lk}
vect{dW k}

⎞

⎟
⎟
⎠ .

Furthermore, if we define

∇ψ̂(z) =

⎛

⎜
⎜
⎝

∇xψ(z)
∇σψ(z)

vect{∇Lψ(z)}
vect{∇W ψ(z)}

⎞

⎟
⎟
⎠ , ∇ p̂(u) =

⎛

⎜
⎜
⎝

∇x p(H(z))
∇σ p(H(z))

vect{∇L p(H(z))}
vect{∇W p(H(z))}

⎞

⎟
⎟
⎠ ,

for the symmetry of the matrices involved in the calculations, we have

∇ψ(zk) • dk = ∇ψ̂(z)T d̂k, ∇ψ̂(z) = JuT ∇ p̂(u).

Another propriety of d̂k is that it satisfies the normal equations of (18)

d̂k = (
JuT Ju

)−1
JuT

(
βk

ôT u

‖ô‖2 ô − u

)
. (19)

Therefore, from the assumptions of the theorem and by exploiting the (19) it is
possible to obtain

∇ψ̂(z)T d̂k = ∇ p̂(u)T (Ju)d̂k

(19)= ∇ p̂(u)T Ju
(
JuT Ju

)−1
JuT

(
βk

ôT u
‖ô‖2 ô − u

)

= ∇ p̂(u)T Ju Ju−1(JuT )−1 JuT
(
βk

ôT u
‖ô‖2 ô − u

)

= ∇ p̂(u)T
(
βk

ôT u
‖ô‖2 ô − u

)
≤ −∇ p̂(u)T u(1 − βk

β̄
)

= −∇ p(H(z)) • H(z)(1 − βk

β̄
)

(A5)
< 0,

where with Ju−1 and (JuT )−1 are the Moore Penrose pseudo inverses of Ju and
JuT , respectively. The third equality derives from the propriety

(AB)−1 = B−1 A−1,

valid for theMoore Penrose pseudo inverse in the case we are considering (interested
readers can refer to [8]). The last equality follows from the definition of Ĥ(z) and
p̂(u). ��
At step (S.3) the potential function (12) is used to measure the progress of the
algorithm. Finally at Step (S.4) the value of k is updated and the loop is completed.

It is possible to observe that the sequence generated by Algorithm 1 necessarily
belongs to Ω . We now present the convergence result:
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Theorem 5. Assume that C E(Ω, H) has a solution. Let {zk} be the sequence gen-
erated by Algorithm 1, then

(a) the sequence {H(zk)} is bounded;
(b) any accumulation point of {zk}, if it exists, solves CE(Ω, H);
(c) limk→∞ H(zk) = 0;
(d) the sequence {zk} = {(xk, σ k, Lk, W k)} is bounded.

Proof. The proof of statements (a) and (b) follows from Theorem 3 of [13].
In order to prove the (c) we first have to prove the (d), that is the boundedness

of {zk}. To prove the boundless of {zk} we have to prove the boundedness of the
sequences {xk}, {σ k}, {Lk}, and {W k}. The boundedness of {Lk} is a direct conse-
quence of the boundedness of {H(zk)}.

To prove the boundedness of the sequences {xk} and {σ k} we use the operator Γ .
In detail, from the (4) we obtain

∇xΞ(x, σ ) = G(σ )x − F(σ ), (20)

−∇σΞ(x, σ ) = ∇V ∗(σ ) − ∇V (Λ(x)). (21)

It is easy to see that if one of the two sequences goes to infinity while the other
converges, ‖Γ (xk, σ k)‖ → ∞ contradicting the (a).
We consider the case in which {xk} and {σ k} go to infinity simultaneously. It is
possible to notice from the (4) that F(σ ) is linear in σ , and therefore if both the
variables go to infinity we have ‖∇xΞ(xk, σ k)‖ → ∞. Finally if we suppose that
{W k} → ∞, from the boundedness of {σ k} and constraint W − G(σ ) we obtain the
desired contradiction with the (a).

The (c) is a direct consequence of conditions (b) and (d). ��

5 Conclusions

We presented an interior points method framework for canonical duality theory that
converges under mild assumptions. The framework in this paper not only has really
favorable convergence proprieties, but it is also general and potentially able to handle
large-sized problems efficiently with a good level of reliability.

In our view, these results constitute an important step for several topics in opti-
mization. The new findings of this paper indicate that it is possible to adapt interior
points methods to the problems reformulated with canonical duality. Therefore, other
popular interior points methods such as primal–dual methods could be used to solve
problem (1) and find the global solution of many nonconvex optimization problems
efficiently.

There are also several applications that can be investigated with the presented
framework. In detail, the maximum cut problem and the radial basis function neural
networks problems can also be solved with canonical duality [10, 16], and the pro-
posed algorithmcould beuseful tofind their global solutions for large-sized instances.
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Canonical Duality Theory for Topology
Optimization

David Yang Gao

Abstract This paper presents a canonical duality approach for solving a general
topology optimization problem of nonlinear elastic structures. Based on the principle
of minimum total potential energy, this most challenging problem can be formulated
as a bi-levelmixed integer nonlinear programming problem (MINLP), i.e., for a given
deformation, the first-level optimization is a typical linear constrained 0–1 program-
ming problem, while for a given structure, the second-level optimization is a general
nonlinear continuous minimization problem in computational nonlinear elasticity.
It is discovered that for linear elastic structures, first-level optimization is a typical
Knapsack problem, which is considered to be NP-complete in computer science.
However, by using canonical duality theory, this well-known problem can be solved
analytically to obtain exact integer solution. A perturbed canonical dual algorithm
(CDT) is proposed and illustrated by benchmark problems in topology optimization.
Numerical results show that the proposed CDT method produces desired optimal
structure without any gray elements. The checkerboard issue in traditional methods
is much reduced. Additionally, an open problem on NP-hardness of the Knapsack
problem is proposed.

1 General Topology Optimization Problem and Challenges

Topology optimization is a mathematical method that optimizes material layout
within a given design space, for a given set of loads, boundary conditions, and
constraints with the goal of maximizing the performance of the system. Due to its
broad applications, the topology optimization has been subjected to extensively study
since the seminal paper by Bendsoe and Kikuch [4]. Generally speaking, a typical
topology optimization problem involves both continuous-state variable and discrete
density distribution that can take either the value 0 (void) or 1 (solid material) at
any point in the design domain. Thus, numerical discretization methods (say FEM)
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for solving topology optimization problems lead to a so-called mixed integer non-
linear programming (MINLP) problem, which appears extensively in computational
engineering, decision and management sciences, operations research, industrial, and
systems engineering [10].

Let us consider an elastically deformable body that in an undeformed configu-
ration occupies an open domain Ω ⊂ R

d (d = 2, 3) with boundary Γ = ∂Ω . We
assume that the body is subjected to a body force f (per unit mass) in the refer-
ence domain Ω and a given surface traction t(x) of dead-load type on the boundary
Γt ⊂ ∂Ω , while the body is fixed on the remaining boundary Γu = ∂Ω ∩ Γt . Based
on the minimal potential principle in continuum mechanics, the topology optimiza-
tion of this elastic body can be formulated in the following coupled minimization
problem.

(P) : min
u∈Ua

min
ρ∈Z

{
Π(u, ρ) =

∫
Ω

W (∇u)ρdΩ +
∫

Ω

u · fρdΩ −
∫

Γt

u · tdΓ
}

,

(1)

where the unknown u : Ω → R
d is a displacement vector field, the design variable

ρ(x) ∈ {0, 1} is a discrete scalar field, and the stored energy per unit reference volume
W (D) is a nonlinear differentiable function of the deformation gradientD = ∇u. The
notation Ua identifies a kinematically admissible space of deformations, in which,
certain geometrical/boundary conditions are given, and

Z =
{
ρ(x) : Ω → {0, 1}|

∫
Ω

ρ(x)dΩ ≤ Vc

}

is a design feasible space, in which, Vc > 0 is the desired volume.
Mathematically speaking, the topology optimization (P) is a coupled nonlinear-

discrete minimization problem in infinite-dimensional space. For large deformation
problems, the stored energyW (D) is usually nonconvex. It is fundamentally difficult
to analytically solve this type of problems. Numerical methods must be adopted.

Finite element method is the most popular numerical approach for topology opti-
mization, by which the domain Ω is divided into n disjointed elements {Ωe} and in
each element, the unknown fields can be numerically discretized as

u(x) = Ne(x)ue, ρ(x) = ρe ∈ {0, 1} ∀x ∈ Ωe, (2)

where Ne is an interpolation matrix, ue is a nodal displacement vector, the binary
design variable ρe ∈ {0, 1} is used for determining whether the element Ωe is a void
(ρe = 0) or a solid (ρe = 1). Thus, by substituting (2) intoΠ(u, ρ) and letU m

a ⊂ R
m

be an admissible nodal displacement space,

Za =
{

ρ = {ρe} ∈ {0, 1}n|V (ρ) =
n∑

e=1

ρeΩe ≤ Vc

}
, (3)
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the variational problem (P) can be numerically reformulated the following global
optimization problem:

(Ph) : min
u∈U m

a

min
ρ∈Za

{
Πh(u, ρ) = C(ρ,u) − uT f(ρ)

}
, (4)

where

C(ρ,u) = ρT c(u), c(u) =
{∫

Ωe

W (∇Ne(x)ue)dΩ
}

∈ R
n, (5)

f(ρ) =
{∫

Ωe

ρeNe(x)Tbe(x)dΩ
}

+
{∫

Γ e
t

Ne(x)T t(x)dΓ
}

∈ R
m . (6)

Clearly, this discretized topology optimization involves both the continuous vari-
able u ∈ U m

a and the integer variable ρ ∈ Za; it is the so-called mixed integer
nonlinear programming problem (MINLP) in mathematical programming. Since
ρ
p
e = ρe ∀ρe ∈ {0, 1}, ∀p ∈ R, we have

Cp(ρ,u) :=
n∑

e=1

ρ p
e ce(u) = ( ρ ◦ . . . ◦ ρ︸ ︷︷ ︸

p times

)T c(u) = C(ρ,u) ∀p ∈ R, (7)

where ρ ◦ c = {ρece} represents the Hadamard product. Particularly, for p = 2, we
write

C2(ρ,u) := 1

2
ρTA(u)ρ, A(u) = 2Diag{c(u)}. (8)

Clearly, C2(ρ,u) is a convex function of ρ since A(u) 
 0 ∀u ∈ U m
a . By the facts

that ρ ∈ Za is the main design variable and the displacement u depends on each
given domain Ω , the problem (Ph) is actually a so-called bi-level programming
problem:

(Pbl) : min
ρ∈Za

min
u∈U m

a

{Cp(ρ,u) − uT f(ρ)} (9)

s.t. u = arg min
v∈U m

a

Πh(v, ρ). (10)

In this formulation, Cp(ρ,u) − uT f(ρ) represents the upper level cost function and
the total potential energyΠh(u, ρ) represents the lower level cost function. For large
deformation problems, the total potential energy Πh is usually a nonconvex function
of u. Therefore, this bi-level optimization could be the most challenging problem in
global optimization.

For linear elastic structures, the total potential energy Πh is a quadratic function
of u
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Πh(u, ρ) = 1

2
uTK(ρ)u − uT f(ρ), (11)

where K(ρ) = {ρeKe} ∈ R
m×m is the overall stiffness matrix, which is obtained by

assembling the sub-matrix ρeKe for each element Ωe. In this case, the lower level
optimization (10) is a convex minimization and for each given upper level design
variable ρ, the lower level solution is simply governed by the linear equilibrium
equationK(ρ)u = f(ρ). Therefore, the topology optimization for linear elasticity is
mathematically a linearly constrained integer programming problem:

(Ple) : min
ρ∈Za

min
u∈U m

a

{
−1

2
uTK(ρ)u| K(ρ)u = f(ρ)

}
. (12)

Due to the integer constraint, to solve this mixed integer quadratic minimization
problem is fundamentally difficult. In order to overcome the combinatorics complex-
ity in this problem, various approximations were proposed during the last decades,
including homogenization [4], density-based approximations [3], level set method
[21], and topological derivative [19]. These approaches generally relax the MINLP
problem into a continuous parameter optimization problem by using size, density,
or shape, and then solve it based on the traditional Newton-type (gradient-based) or
evolutionary optimization algorithms. A comprehensive survey on these approaches
was given in [18].

The so-called Simplified Isotropic Material with Penalization (SIMP) is one of
the most popular approaches in topology optimization:

(SIMP) : min
ρ∈RN

Cp(ρ,u(ρ)) (13)

s.t. K(ρ p)u = f(ρ), V (ρ) ≤ Vc, (14)

0 < ρe ≤ 1, e = 1, . . . , n (15)

where p is the so-called penalization parameter in topology optimization. The
SIMP formulation has been studied extensively in topology optimization and numer-
ous research papers have been produced during the past decades. By the fact that
ρ p = ρ ∀p ∈ R, ∀ρ ∈ {0, 1}n , we can see that the integer constraint ρ ∈ {0, 1}n in
(Ple) is simply replaced by the box constraint ρ ∈ (0, 1]n . Although it was discov-
ered by engineers that the “magic number” p = 3 can ensure good convergence to
almost 0-1 solutions, the SIMP formulation is not mathematically equivalent to the
topology optimization problem (Ple). Actually, in many real-world applications,
most SIMP solutions {ρe} are only approximate to 0 or 1 but never be exactly 0
or 1. Correspondingly, these elements are in grayscale which have to be filtered or
interpreted artificially. Additionally, this method suffers some key limitations such
as the unsure global optimization, many grayscale elements, checkerboard patterns,
etc.
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2 Canonical Dual Problem and Analytical Solution

Canonical dual finite element methods for solving elasto-plastic structures and large
deformationproblemshavebeen studied since1988 [5, 6].Applications to nonconvex
mechanics are given recently for post-buckling problems [1, 15]. This paper will
address the canonical duality theory for solving the challenging integer programming
problem in (Pu).

Let a = {ae = Vol(Ωe)} ∈ R
n , where Vol(Ωe) represents the volume of each

element Ωe. Then we have Za = {ρ ∈ {0, 1}n| ρT a ≤ Vc}. By the fact that minρ

minu = minu minρ , the alternative iteration can be adopted for solving the topology
optimization problem. Since C1(ρ,u) = 1

2u
TK(ρ)u = ρT c(u), for a given solution

of (10), the energy vector cu = c(u) ∈ R
n+ is nonnegative. Thus, the iterative method

for linear elastic topology optimization (Ple) can be proposed for solving the fol-
lowing linear 0–1 programming problem ((P) for short):

(P) : min
{
Pu(ρ) = −cTu ρ | ρ ∈ {0, 1}n, ρT a ≤ Vc

}
. (16)

This is the well-known Knapsack problem. Due to the 0–1 constraint, even this
most simple linear integer programming is listed as one of Karp’s 21 NP-complete
problems [13].

The canonical duality theory for general integer programming was first proposed
by Gao in 2007 [9]. The key idea of this theory is the introduction of a canonical
measure

ξ = Λ(ρ) = {ρ ◦ ρ − ρ, ρT a − Vc} : R
n → E = R

n+1. (17)

Let

Ea := {ξ = {ε, ν} ∈ R
n+1| ε ≤ 0, ν ≤ 0} (18)

be a convex cone in Rn+1. Its indicator Ψ (ξ) is defined by

Ψ (ξ) =
{
0 if ξ ∈ Ea
+∞ otherwise

which is a convex and lower semi-continuous (l.s.c) function in Rn+1. By this func-
tion, the primal problem can be relaxed in the following unconstrained minimization
form:

min
{
Φ(ρ) = Pu(ρ) + Ψ (Λ(ρ)) | ρ ∈ R

n
}
. (19)

Due to the convexity of Ψ (ξ), its conjugate function can be defined uniquely by the
Fenchel transformation:
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Ψ ∗(ζ ) = sup
ξ∈Rn+1

{ξ T ζ − Ψ (ξ)} =
{
0 if ζ ∈ E ∗

a
+∞ otherwise

(20)

where E ∗
a = {ζ = {σ , ς} ∈ R

n+1| σ ≥ 0, ς ≥ 0} is the dual space of Ea . Thus, by
using the Fenchel-Young equality Ψ (ξ) + Ψ ∗(ζ ) = ξ T ζ , the function Φ(ρ) can be
written in the Gao–Strang total complementary function [12]

Ξ(ρ, ζ ) = Pu(ρ) + Λ(ρ)T ζ − Ψ ∗(ζ ). (21)

Based on this function, the canonical dual of Φ(ρ) can be defined by

Φd(ζ ) = sta {Ξ(ρ, ζ )| ρ ∈ R
m} = PΛ

u (ζ ) − Ψ ∗(ζ ), (22)

where sta { f (x)| x ∈ X} stands for finding a stationary value of f (x) ∀x ∈ X , and

PΛ
u (ζ ) = sta {Λ(ρ)T ζ + Pu(ρ)} = −1

4
τ T
u (ζ )G−1(ζ )τ u(ζ ) − ςVc (23)

is the Λ-conjugate of Pu(ρ), in which,

G(ζ ) = Diag{σ }, τ u(ζ ) = σ − ςa + cu .

Clearly, PΛ
u (ζ ) is well defined if detG �= 0, i.e., σ �= 0 ∈ R

n . Let Sa = {ζ ∈
E ∗
a | detG �= 0}. We have the following standard result in the canonical duality

theory:

Theorem 1 (Complementary-Dual Principle). For a given u ∈ U m
a , if (ρ̄, ζ̄ ) is a

KKT point of Ξ , then ρ̄ is a KKT point of Φ, ζ̄ is a KKT point of Φd , and

Φ(ρ̄) = Ξ(ρ̄, ζ̄ ) = Φd(ζ̄ ). (24)

Proof. By the convexity of Ψ (ξ), we have the following canonical duality relations:

ζ ∈ ∂Ψ (ξ) ⇔ ξ ∈ ∂Ψ ∗(ζ ) ⇔ Ψ (ξ) + Ψ ∗(ζ ) = ξ T ζ , (25)

where

∂Ψ (ξ) =
{

ζ if ζ ∈ E ∗
a

∅ otherwise

is the sub-differential ofΨ . Thus, in terms of ξ = Λ(ρ) and ζ = {σ , ς}, the canonical
duality relations (25) can be equivalently written as

ρ ◦ ρ − ρ ≤ 0 ⇔ σ ≥ 0 ⇔ σ T (ρ ◦ ρ − ρ) = 0 (26)

ρT a − Vc ≤ 0 ⇔ ς ≥ 0 ⇔ ς(ρT a − Vc) = 0. (27)
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These are exactly the KKT conditions for the inequality constraints ρ ◦ ρ − ρ ≤ 0
and ρT a − Vc ≤ 0. Thus, (ρ̄, ζ̄ ) is a KKT point of Ξ if and only if ρ̄ is a KKT point
of Φ, ζ̄ is a KKT point of Φd . The equality (24) holds due to the canonical duality
relations in (25). �

Indeed, on the effective domain E ∗
a of Ψ ∗(ζ ), the total complementary function

Ξ can be written as

Ξ(ρ, σ , ς) = Pu(ρ) + σ T (ρ ◦ ρ − ρ) + ς(ρT a − Vc), (28)

which can be considered as the Lagrangian of (P) for the canonical constraint
Λ(ρ) ≤ 0 ∈ R

n+1. The Lagrange multiplier ζ = {σ , ς} ∈ E ∗
a must satisfy the KKT

conditions in (26) and (27). By the complementarity condition σ T (ρ ◦ ρ − ρ) = 0
we know that ρ ◦ ρ = ρ if σ > 0. Let

S +
a = {ζ = {σ , ς} ∈ E ∗

a | σ > 0}. (29)

Then for any given ζ = {σ , ς} ∈ S +
a , the function Ξ(·, ζ ) : Rm → R is strictly

convex, the canonical dual function of Pu can be well defined by

Pd
u (ζ ) = min

ρ∈Rm
Ξ(ρ, ζ ) = −1

4
τ T
u (ζ )G−1(ζ )τ u(ζ ) − ςVc. (30)

Thus, the canonical dual problem of (P) can be proposed as follows:

(Pd) : max{Pd
u (σ , ς)| (σ , ς) ∈ S +

a }. (31)

Theorem 2 (Analytical Solution). For any given u ∈ U m
a , if ζ̄ is a solution to

(Pd), then

ρ̄ = 1

2
G−1(ζ̄ )τ u(ζ̄ ) (32)

is a global optimal solution to (P) and

Pu(ρ̄) = min
ρ∈Za

Pu(ρ) = max
ζ∈S +

a

Pd
u (ζ ) = Pd

u (ζ̄ ). (33)

Proof. It is easy to prove that for any given u ∈ U m
a , the canonical dual function

Pd
u (ζ ) is concave on the open convex setS +

a . If ζ̄ is a KKT point of Pd
u (ζ ), then it

must be a unique global maximizer of Pd
u (ζ ) on S +

a . By Theorem1 we know that
if ζ̄ = {σ̄ , ς̄} ∈ S +

a is a KKT point of Φd(ζ ), then ρ̄ = ρ(ζ̄ ) defined by (32) must
be a KKT point of Φ(ρ). Since Ξ(ρ, ζ ) is a saddle function on Rn × S +

a , we have
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min
ρ∈Rn

Φ(ρ) = min
ρ∈Rn

max
ζ∈S +

a

Ξ(ρ, ζ ) = max
ζ∈S +

a

min
ρ∈Rn

Ξ(ρ, ζ )

= max
ζ∈S +

a

Φd(ζ ) = max
ζ∈S +

a

Pd
u (ζ ),

Since σ̄ > 0, the complementarity condition in (26) leads to

ρ̄ ◦ ρ̄ − ρ̄ = 0 i.e. ρ̄ ∈ {0, 1}n .

Thus, we have

Pu(ρ̄) = min
ρ∈Za

Pu(ρ) = max
ζ∈S +

a

Pd
u (ζ ) = Pd

u (ζ̄ )

as required.

Remark 1. Theorem 2 shows that although the canonical dual problem is a con-
cave maximization in continuous space, it produces the analytical solution (32) to
the well-known integer Knapsack problem (Pu)! This analytical solution was first
obtained by Gao in 2007 for general quadratic integer programming problems (see
Theorem 3, [9]). The indicator function of a convex set and its sub-differential were
first introduced by J.J. Moreau in 1968 in his study on unilateral constrained prob-
lems in contact mechanics [14]. His pioneering work laid a foundation for modern
analysis and the canonical duality theory. In solidmechanics, the indicator of a plastic
yield condition is also called a super-potential. Its sub-differential leads to a gen-
eral constitutive law and a unified pan-penalty finite element method in plastic limit
analysis [5]. In mathematical programming, the canonical duality leads to a unified
framework for nonlinear constrained optimization problems in multiscale systems
[7, 8, 10, 11].

3 Perturbed Canonical Duality Method and Algorithm

Numerically speaking, although the global optimal solution of the integer program-
ming problem (P) can be obtained by solving the canonical dual problem (Pd),
the rate of convergence is very slow since Pd

u (σ , ς) is nearly a linear function of
σ ∈ S +

a when σ is far from its origin. In order to overcome this problem, a so-called
β-perturbed canonical dual method has been proposed by Gao and Ruan in integer
programming [11], i.e., by introducing a perturbation parameter β > 0, the problem
(Pd) is replaced by

(Pd
β ) : max

{
Pd

β (σ , ς) = Pd
u (σ , ς) − 1

4
β−1σ Tσ | {σ , ς} ∈ S +

a

}
(34)

which is strictly concave on S +
a .
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Theorem 3. For a given u �= 0 ∈ R
m and Vc > 0, there exists a βc > 0 such that

for any given β ≥ βc, the problem (Pd
β ) has a unique solution ζ β ∈ S +

a . If ρβ =
1
2G

−1(ζ β)τ u(ζ β) ∈ {0, 1}n, then ρβ is a global optimal solution to (P).

Proof. It is easy to show that for any given β > 0, Pd
β (ζ ) is strictly concave on the

open convex set S +
a , i.e., (Pd

β ) has a unique solution. Particularly, the criticality
condition ∇Pd

β (ζ ) = 0 leads to the following canonical dual algebraic equations:

2β−1σ 3
e + σ 2

e = (ςae − ce)
2, e = 1, . . . , n, (35)

n∑
e=1

1

2

ae
σe

(σe − aeς + ce) − Vc = 0. (36)

It was proved in [8] that for any given β > 0 and θe = ςae − ce �= 0, e = 1, . . . , n,
the canonical dual algebraic equation (35) has a unique positive real solution

σe = 1

6
β[−1 + φe(ς) + φc

e (ς)] > 0, e = 1, . . . , n (37)

where

φe(ς) = η−1/3

[
2θ2

e − η + 2i
√

θ2
e (η − θ2

e )

]1/3

, η = β2

27
,

and φc
e is the complex conjugate of φe, i.e., φeφ

c
e = 1. Thus, the canonical dual

algebraic equation (36) has a unique solution

ς =
∑n

e=1 ae(1 + ce/σe) − 2Vc∑n
e=1 a

2
e/σe

. (38)

This shows that the perturbed canonical dual problem (Pd
β ) has a unique solution

in S +
a , which can be analytically obtained by (37) and (38). The rest proof of this

theorem is similar to that given in [11]. �

Theoretically speaking, for any given Vc < Vo, the perturbed canonical duality
method can produce desired optimal solution to the integer constrained problem (P).
However, if Vc � Vo, to reduce the initial volume Vo directly to Vc by solving the
bi-level topology optimization problem (Pbl)may lead to unreasonable solutions. In
order to resolve this problem, a volume decreasing control parameterμ ∈ (Vc/Vo, 1)
is introduced to slowly reduce the volume in the iteration. Thus, based on the above
strategies, the canonical duality algorithm (CDT) for solving the general topology
optimization problem (Pbl) can be proposed below.
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Algorithm 1. (Canonical Dual Algorithm for Topology Optimization (CDT))

(I) Initialization. Let ρ0 = {1} ∈ R
n . Find u0 by solving the sublevel optimization

problem
u0 = argmin{Πh(u, ρ0)| u ∈ Ua}. (39)

Compute c0 = c(u0) according to (5). Define an initial value ς0 > 0 and an
initial volume Vγ ∈ [Vc, Vo). Let γ = 0, k = 1.

(II) Find σ k = {σ k
e } ∈ R

n by

σ k
e = 1

6
β[−1 + φ(ς k−1) + φc(ς k−1)], e = 1, . . . , n.

(III) Find ς k by

ς k =
∑n

e=1 ae(1 + cγ
e /σ k

e ) − 2Vγ∑n
e=1 a

2
e/σ

k
e .

(IV) If
|Pd

β (σ k, ς k) − Pd
β (σ k−1, ς k−1)| ≤ ω1,

compute ργ by

ργ
e = 1

2
[1 − (ς kae − cγ

e )/σ k
e ], e = 1, . . . , n.

then go to (V); otherwise, let k = k + 1, go to (II).
(V) Find uγ by solving

uγ = argmin{Πh(u, ργ )| u ∈ Ua} (40)

(VI) Convergence test: If

|C(ργ ,uγ ) − C(ργ−1,uγ−1)| ≤ ω2, Vγ ≤ Vc

then stop; otherwise, let Vγ+1 = μVγ ≥ Vo and computing cγ+1 = c(uγ ), …,
n. Let γ = γ + 1, k = 1, go to (II).

The penalty parameter in this algorithm is usually taken β > 10. For linear elastic
materials, the lower level optimization (40) in the algorithm (CDT) can be simply
replaced by uγ = K−1(ργ )f(ργ ).
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Table 1 The comparison between the SIMP and CDT

Method Structures Steps Compliance

SIMP 41 169.2908

CDT 28 164.7108

4 Numerical Examples for Linear Elastic Structures

The proposed semi-analytic method is implemented in Matlab. For the purpose of
illustration, the applied load and geometry data are chosen as dimensionless. Young’s
modulus and Poisson’s ratio of the material are taken as E = 1 and ν = 0.3, respec-
tively. The volume fraction is μc = Vc/V0 = 0.6. The stiffness matrix of the struc-
ture in CDT algorithm is given by K(ρ) = ∑n

e=1[Emin + (E − Emin)ρe]Ke where
Emin = 10−9 in order to avoid singularity in computation. The evolutionary rate
used in the CDT isμ = 0.975. To compare with the SIMP approach, the well-known
88-line algorithm proposed byAndreassen et al. [2] is used with the parameters penal
= 3, rmin = 1.5, ft = 1.

Fig. 1 The design domain,
boundary conditions, and
external load for a MBB
beam
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Fig. 2 A test example of the benchmark Cantilever problem

4.1 MBB Beam Problem

The well-known benchmark Messerschmitt–Bölkow–Blohm (MBB) beam problem
in topology optimization is selected as the first test example (see Fig. 1). The design
domain is discretized with 180 × 60 square mesh elements. Computational results
obtained by both CDT and SIMP are reported in Table1.

4.2 Cantilever Beam

The second test example is the classical Cantilever problem (see Fig. 2). The beam
is fixed along its left side with a downward traction applied at its right middle point.
The example consists of 180 × 60 quad meshes and the target volume fraction is
μc = 0.6. Numerical results by both the CDT and SIMP are shown in Fig. 3.

4.3 Summary of Computational Results

The computational results for the above benchmark problems show clearly that with-
out filter, the SIMP produces a large range of checkerboard patterns and gray ele-
ments,while by theCDTmethod, precise void-solid optimal structure can be obtained
with very few checkerboard patterns. By the fact that the optimal density distribu-
tion ρ can be obtained analytically at each iteration, the CDT method produces
desired optimal structure within much less computing time. The convergence of the
CDT method depends mainly on the parameter μ ∈ [μc, 1). Generally speaking, the
smaller μ produces fast convergent but less optimal results. Detailed study on this
issue will be addressed in the future research. From the proof of Theorem 3 we
know that if θe = 0, the canonical dual algebraic equation (32) has two zero solu-
tions, which are located on the boundary of S +

a . Correspondingly, the density ρe

can’t be analytically given by equation (35). In this case, the primal problem (P)
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(a) SIMP without filter: compliance = 152.7490 with 37 iterations

(b) CDT: compliance = 153.6767 with 23 iterations

Fig. 3 Topology optimization for the cantilever beam by the SIMP (a) and CDT (b) methods

could be really NP-hard, which is a conjecture proposed in [10]. This open problem
deserves theoretically study in order to completely solve the Knapsack problem.
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Improved Canonical Dual Finite Element
Method and Algorithm for Post-Buckling
Analysis of Nonlinear Gao Beam

Elaf Jaafar Ali and David Yang Gao

Abstract This paper deals a study on post-buckling problem of a large deformed
elastic beam by using a canonical dual mixed finite element method (CD-FEM). The
nonconvex total potential energy of this beam can be used to model post-buckling
problems. To verify the triality theory, different types of dual stress interpolations are
used. Applications are illustrated with different boundary conditions and different
external loads using semi-definite programming (SDP) algorithm. The results show
that the global minimizer of the total potential energy is stable buckled configura-
tion, the local maximizer solution leads to the unbuckled state, and both of these
two solutions are numerically stable. While the local minimizer is unstable buckled
configuration and very sensitive.

1 Introduction

Nonconvex variational problems have always presented serious challenges not only
in numerical analysis, but also in computational mechanics and engineering sci-
ences. By numerical discretization techniques, nonconvex variational problems are
linked with certain nonconvex global optimization minimization problems. Due to
the lack of global optimality condition, conventional numerical methods and direct
approaches cannot solve these problems deterministically. The popular primal–dual
interior point methods suffer from uncertain error bounds in nonconvex analysis
because of the intrinsic duality gaps produced by traditional duality theories. There-
fore, most nonconvex minimization problems are considered as NP-hard in global
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optimization and computer sciences. Unfortunately, this fundamental difficulty is not
fully recognized in computational mathematics and mechanics due to the significant
gap between these fields.

Canonical duality theory is a newly developed, potentially powerful methodolog-
ical theory which can transfer general multi-scale nonconvex problems in Rn to a
unified convex dual problem in continuous space Rm withm ≤ n and without duality
gap. The associated triality theory provides extremality criteria for both global and
local optimal solutions, which can be used to develop powerful algorithms for solv-
ing general nonconvex variational problems. This talk will present a canonical dual
finite element method (CD-FEM) for solving general nonconvex variational prob-
lems. Using Gao–Strang’s complementary–dual principle and mixed finite element
discretization, the general nonconvex variational problem can be reformulated as a
min–max optimization problem of a saddle function. Based on the triality theory
and the SDP method, a canonical primal–dual algorithm is proposed. Detailed appli-
cation will be illustrated by post-buckling problem of a large elastic deformations
of beam, which is governed by a fourth-order nonlinear differential equation. The
total potential energy of this beam is a double-welled nonconvex functional with
two local minimizers, representing the two buckled states, and one local maximizer
representing the unbuckled state.

The purpose of the present work is to verify the triality theory to find all solutions
of the post-buckling problem of a large deformation nonlinear beam. Mixed finite
element method with mixed meshes of different dual stress interpolations are used to
get a closed dimensions between the discretized displacement and discretized stress.
Numerical results show that the our algorithm can produce a stable solutions for the
globalminimizer and localmaximizer. However, the localminimizer is very sensitive
to numerical discretization and external loads.

2 Nonconvex Problem and Canonical
Dual–Complementary Principle

Let us consider an elastic beam subjected to a vertical distributed lateral load q(x)
and compressive external axial force F at the right end as shown in Fig. 1. It was

Fig. 1 Simply supported
beam model
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discovered by Gao in 1996 that the well-known vonKarman nonlinear plate model in
one dimension is actually equivalent to a linear differential equation and therefore, it
cannot be used for studying post-buckling phenomena [4]. The main reason for this
“paradox” is due to the fact that the stress in lateral direction of large deformed plate
was ignored by von Karman. Therefore, von Karman equation works only for thin
plate and cannot be used as a beammodel. For a relatively thick beam such that h/L ∼
w(x) ∈ O(1), the deformation in the lateral direction can not be ignored. Based on
the finite deformation theory for Hooke’material and EulerBernoulli hypothesis (i.e.,
straight lines normal to themid-surface remain straight and normal to themid-surface
after deformation), a nonlinear beam model was proposed by Gao [4]:

E I.w,xxxx − αEw2
,xw,xx + Eλw,xx − f (x) = 0, ∀x ∈ [0 L], (1)

where E is the elastic modulus of material, I = 2h3/3 is the second moment of
area of the beam’s cross section, w is the transverse displacement field of the beam,
α = 3h(1 − v2) > 0 with v as the Poisson’s ratio, λ = (1 + v)(1 − v2)F/E > 0 is
an integral constant, f (x) = (1 − v2)q(x) depends mainly on the distributed lateral
load q(x); 2h and L represent to the height and length of the beam, respectively. The
axial displacement u(x) is governed by the following differential equation [4]:

ux = −1

2
(1 + v)w2

,x − λ

2h(1 + v)
, (2)

which shows that u(x) ∼ w,x (x) ∈ O(ε), u,x (x) ∼ w,xx (x) ∈ O(ε2). The total
potential energy attendant of this problem is the function Π(w) : Ua → R define
by

Π(w) =
∫ L

0

(
1

2
E Iw2

,xx + 1

12
Eαw4

,x − 1

2
Eλw2

,x − f (x) w

)
dx = 0, (3)

whereUa is the kinematically admissible space, in which certain necessary boundary
conditions are given. Thus, for the given external loads f (x) and λ, the primal
variational problem is to find w̄ ∈ Ua such that

(P) : Π(w̄) = inf {Π(w)|w ∈ Ua}. (4)

It is easy to prove that the stationary condition δΠ(w) = 0 leads to the governing
equation (1). From the classic beam theory, the Euler buckling load can be deter-
mined by

λcr = inf
w∈Ua

∫ L
0 E Iw2

,xxdx∫ L
0 Ew2

,xdx
. (5)

Clearly, before the axial load λ reaches to the Euler buckling load λcr , the total
potential energy Π(w) is convex on Ua and the nonlinear differential equation (1)
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has only one solution. When λ > λcr , the beam is in a post-buckling state. In this
case, the total potential energy Π is nonconvex and Eq. (1) may have at most three
(strong) solutions [6] at eachmaterial point x ∈ [0 L]: twominimizers corresponding
to the two possible buckled states, one maximizer corresponding to the possible
unbuckled state. Clearly, these solutions are sensitive to both the axial load λ and the
distributed lateral force field f (x). By Eq. (2) we know that the axial deformation
could be relatively larger, the Gao beam model can be used for studying both pre-
and post-buckling problems in engineering and sciences [2, 11].Mathematically, due
to the fact that traditional numerical methods and convex optimization techniques
cannot identify the global minimizer at each numerical iteration, most of nonconvex
optimization problems are considered to be NP-hard in global optimization and
computer science [7]. the Gao–Strang total complementary energyΞ : Ua × Sa →
R [8] in nonlinear elasticity can be defined as

Ξ(w, σ ) =
∫ L

0

(
1

2
E Iw2

,xx + 1

2
σw2

,x − 3

4Eα
(σ + Eλ)2 − f (x)w

)
dx

= G(w, σ ) −
∫ L

0
[V ∗(σ ) − f (x)w]dx, (6)

where Sa = {σ ∈ C[0, L]| σ(x) ≥ −λE ∀x ∈ [0, L]} and

G(w, σ ) =
∫ L

0

(
1

2
E Iw2

,xx + 1

2
σw2

,x

)
dx

is the generalized Gao–Strang complementary gap function [8].

3 Mixed Finite Element Method and Triality Theory

In order to apply FEM, the domain of the beam is discretized into m elements
[0, L] = ⋃m

e=1 Ωe. In each element Ωe = [xa, xb], the deflection, rotating angular,
and dual stress for the node xa are marked as wa , θa , and σa , respectively, and similar
for the node xb. Then, we have the nodal displacement vector wT

e = [wa θa wb θb]
of the e-th element and the nodal dual stress element σ T

e = [σa σb]. In each element,
we use mixed finite element interpolations for both w(x) and σ(x), i.e.,

wh
e (x) = NT

w (x)we , σ h
e (x) = NT

σ (x)σ e ∀x ∈ Ωe.

Thus, the spacesUa andSa can be numerically discretized to the finite-dimensional
spacesU h

a andS h
a , respectively. The shape function forw(x) is based on piecewise-

cubic polynomial, i.e.,
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Nw =

⎡
⎢⎢⎢⎣

1
4 (1 − ξ)2 (2 + ξ)
Le
8 (1 − ξ)2 (1 + ξ)
1
4 (1 + ξ)2 (2 − ξ)
Le
8 (1 + ξ)2 (ξ − 1)

⎤
⎥⎥⎥⎦ ,

where ξ = 2x/Le − 1 and Le is the length of e-th beam element. The shape function
for σ is based on different dual stress interpolations; piecewise-linear stresses (PLS,
δ = 1), piecewise-quadratic stresses (PQS, δ = 2), and piecewise-cubic stresses
(PCS, δ = 3) as follows:

Nσ |δ=1 = 1

2

[
1 − ξ

1 + ξ

]
, Nσ |δ=2 = 1

2

⎡
⎣ ξ 2 − ξ

1 − ξ 2

ξ 2 + ξ

⎤
⎦ ,

and

Nσ |δ=3 = 1

16

⎡
⎢⎢⎣

−1 + ξ + 9ξ 2 − 9ξ 3

9 − 27ξ − 9ξ 2 + 27ξ 3

9 + 27ξ − 9ξ 2 − 27ξ 3

−1−ξ + 9ξ 2 + 9ξ 3

⎤
⎥⎥⎦ ,

where δ refers to the number of straight lines inside the element e as shown in Fig. 2.
Thus, on the discretized feasible deformation space U h

a , the Gao–Strang total
complementary energy can be expressed in the following discretized form:

Ξ h(w, σ ) =
m∑
e=1

(
1

2
wT
e Ge(σe) we − 1

2
σ T
e Ke σe − λT

e σe − f Te we − ce

)

= 1

2
wT G(σ ) w − 1

2
σ T K σ − λT σ − fT w − c, (7)

wherew ∈ U h
a ⊂ R2(m+1) and σ ∈ S h

a ⊂ Rδm+1 are nodal deflection and dual stress
vectors, respectively. We let

S h
a = {σ ∈ Rδm+1| det G(σ ) 
= 0}. (8)

Fig. 2 Dual stress nodes in an element
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The Hessian matrix of the gap function G(σ ) ∈ R2(m+1) × R2(m+1) is obtained by
assembling the following symmetric matrices Ge(σe):

Ge(σe) =
∫

Ωe

(
EI N ′′

w (N ′′
w)T + (Nσ )T σe N ′

w (N ′
w)T

)
dx . (9)

The matrix K ∈ Rδm+1 × Rδm+1 is obtained by assembling the following positive-
definite matrices Ke

Ke =
∫

Ωe

(
3

2Eα
Nσ NT

σ

)
dx .

Also, λ = {λe} ∈ Rδm+1, f = { fe} ∈ R2(m+1) are defined by assembling the corre-

sponding element components λe = ∫
Ωe

(
3
2α λNσ

)
dx, fe = ∫

Ωe
f
(
x
)
Nw dx, and

c =
m∑
e=1

ce ∈ R, where ce = ∫
Ωe

(
3E
4α λ2

)
dx = 3

4α ELeλ
2.

By the critical condition δΞ h(w, σ ) = 0, we obtain the two equations G(σ ) w −
f = 0, and 1

2wT G,σ (σ ) w − K σ − λ = 0 , where G,σ (σ ) is gradient of G
respect to σ . The discretized pure complementary energy Πh

d : S h
a → R can be

obtained by the following canonical dual transformation:

Πh
d (σ ) = −1

2
fT G−1(σ ) f − 1

2
σ T K σ − λT σ − c (10)

Suppose (w̄, σ̄ ) is a stationary point ofΞ h(w, σ ), and let S +
a = {σ ∈ S h

a | G(σ ) �
0}, and S −

a = {σ ∈ S h
a | G(σ ) ≺ 0}. Then, by “Complementary–duality Princi-

ple theorem” [5], we have the following theorem.

Theorem 1. Suppose (w̄, σ̄ ) is a stationary point of Ξ h(w, σ ), then Πh
p(w̄) =

Ξ h(w̄, σ̄ ) = Πh
d (σ̄ ). Moreover, if σ̄ ∈ S +

a , then we have
Canonical Min–Max Duality: The stationary point w̄ is a global minimizer of

Πh
p(w) on U h

a if and only if σ̄ is a global maximizer of Πh
d (σ ) on S +

a , i.e.,

Πh
p(w̄) = min

w∈U h
a

Πh
p(w) ⇔ max

σ∈S +
a

Πh
d (σ ) = Πh

d (σ̄ ). (11)

If σ̄ ∈ S −
a , then on a neighborhood Uo × So ⊂ U h

a × S −
a of (w̄, σ̄ ) we have

Canonical Double-max Duality: The stationary point w̄ is a local maximizer of
Πh

p(w) onUo if and only if the stationary point σ̄ is a local maximizer of Πh
d (σ ) on

So, i.e.,
Πh

p(w̄) = max
w∈Uo

Πh
p(w) ⇔ max

σ∈So

Πh
d (σ ) = Πh

d (σ̄ ) (12)

Canonical Double-min Duality: The stationary point w̄ is a local minimizer of
Πh

p(w) on Uo if and only if the stationary point σ̄ is a local minimizer of Πh
d (σ ) on

So, i.e.,
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Πh
p(w̄) = min

w∈Uo

Πh
p(w) ⇔ min

σ∈So

Πh
d (σ ) = Πh

d (σ̄ ). (13)

The proof of this theorem follows from the general results in global optimization
[3, 9, 10]. The canonical min–max duality can be used to find global minimizer
of the nonconvex problem by the canonical dual problem max{Πh

d (σ )| σ ∈ S +
a },

which is a concavemaximization problemand can be solved easily bywell-developed
convex analysis and optimization techniques. The canonical double-max and double-
min duality statements can be used to find the biggest local maximizer and a local
minimizer of the nonconvex primal problem, respectively. It was proved in [3,
9, 10] that both the canonical min–max and double-max duality statements hold
strongly regardless the dimensions of U h

a and S h
a , while the canonical double-min

duality statement (13) holds weakly for dimU h
a 
= dimS h

a , but it holds strongly if
dimU h

a = dimS h
a . This case is within our reach in the following applications.

4 Semi-definite Programming Algorithm

According to Schur complement lemma [12], the global optimization problem
minw∈U h

a
Πh

p(w) = minw∈U h
a
maxσ∈S h

a
Ξ(w, σ ) s.t. G(σ ) � 0, can be relaxed to

the following SDP problem [1]:

max
σ ,t

t

s.t. G(σ ) � 0,

[
2K−1 σ

σ T 1
2wT G(σ )w − λTσ − fT w − c − t

]
� 0, (14)

where w = w(σ ) = G−1(σ )f . By the fact that K � 0, the second inequality con-
straint implies to; t (w, σ ) ≤ 1

2wT G(σ )w − λTσ − fT w − c.
By the same way, the SDP relaxation for the canonical double-max dual-

ity statement, maxw∈U h
a

Πh
p(w) = maxw,σ Ξ(w, σ ) = maxΠh

d (σ ) s.t. σ ∈ S −
a

should be equivalent to [1]:

max
σ ,t

t

s.t. −G(σ ) � 0,

[
2K−1 σ

σ T 1
2wT G(σ )w − λTσ − fT w − c − t

]
� 0. (15)

which leads to a local maximum solution to the post-buckling problem.
To find the local minimum for the beam post-buckling problem, it is appropriate

to use the following new formula of pure complementary energy [1]:

Π̂d(σ , w) = −1

2
fT G−1(σ ) f − 1

2
wT M(σ ) w − 1

2
λT σ − c. (16)
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The SDP relaxation for the canonical double-min duality statement minw Πh
p(w) =

minw,σ Ξ(w, σ ) = minw,σ Π̂d(σ , w) s.t. σ ∈ S −
a and for w = w(σ ) should be

equivalent to

min
σ ,t

t

s.t. −G(σ ) � 0,

[−2G(σ ) f
fT 1

2wT M(σ )w + 1
2λ

Tσ + c + t

]
� 0. (17)

Where M(σ ) is obtained by assembling the following symmetric matrices Me(σe):

Me(σe) =
∫

Ωe

1

2

(
(Nσ )T σe N ′

w (N ′
w)T

)
dx (18)

The post-buckling configurations of a large deformed nonlinear beam can be found
by the following steps:

1. With an initial point w(k=1), the next steps are repeated as w(k+1) converges to the
solution.

2. Find σ (k+1) by applying SDP algorithm for global maximizer and local minimizer
problems in (15) and (17), respectively.

3. Compute w(k+1) = G−1(σ (k+1))f .
4. Check convergence; if ‖w(k+1) − w(k)‖/‖w(k)‖ ≤ ε, stop with optimal solution

w∗ = w(k+1), where ε is a small positive real number. Otherwise, put k = k + 1
and return to step 2.

For applying SDP algorithm, a software package named SeDuMi [13] is used to
solve the problems (15) and (17) via the interior point method.

5 Numerical Solutions with Different Dual Stress
Interpolations

According to the triality theory, the canonical double-min duality statement (13)
holds strongly if dimU h

a = dimS h
a . So, the piecewise-quadratic stress (δ = 2) is

the most convenient to verify this theory to obtain closed dimensions between the
discretized displacement w ∈ R2(m+1) and discretized stress σ ∈ Rδm+1. But these
two dimensions are still not equal. However, it is possible to make these dimensions
equal if we use mixed different dual stress interpolations on the elements of the same
beam. So, many mixed meshes of dual stress interpolations are used in this paper
beside to the “PLS mesh” and “PQS mesh” in order to improve the local unstable
buckled configuration solution of a large deformed beam.

We present four different types of beams which are controlled by different
boundary conditions. Some geometrical data are kept fixed for all computations;
E = 1000Pa, v = 0.3, L = 1m, h = 0.05m with an odd number of beam elements
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m = 51. Different loading conditions, including both axial and transverse arrange-
ments, are considered in our applications.

5.1 Simply Supported Beam

A simply supported beammodel is fixed in both directions at x = 0 and fixed only in
the y-direction at x = L as shown in Fig. 3-a. By applying the boundary conditions,
w(0) = w′′(0) = w(L) = w′′(L) = 0, two elements of discretized displacementw =
{we} ∈ R2(m+1) should be zero. Then, the remaining nonzero elements of the vector
w is (2m).We used three types of dual stress interpolations to construct a mixedmesh
of dual stress fields in order to obtain dimU h

a = dimS h
a . The PQS is applied on

(m − 3) elements and the PCS is used for only one element that is on the central of
the beam.While the PLS is applied on two beam elements which surround the central
element as shown in “Mesh-1” in Fig. 4. So, we have dim(σ ) = dim(w) = 2m, and
this dimension equals 102 for m = 51. The critical load of the simply supported
beam is λcr = 0.00097m2, see Eq. (5). The approximate deflections with λ > λcr

under both of uniformly distributed load and concentrated force are shown in Figs. 5
and 6, respectively.

5.2 Doubly/Clamped Beam

Doubly/clamped beam is fixed at both ends (see Fig. 3-c). The boundary conditions,
w(0) = w′(0) = w(L) = w′(L) = 0, force the first two and the last two elements

Fig. 3 Different types of beams

Fig. 4 Mesh-1: Mixed dual stress interpolations of beam elements
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Fig. 5 Post-buckling solutions of simply supported beam under uniformly distributed load

Fig. 6 Post-buckling solutions of simply supported beam under a concentrated force

Fig. 7 Mesh-3: Mixed dual stress interpolations of beam elements

Fig. 8 Post-buckling configurations of clamped beam under uniformly distributed load

of discretized displacement w to be zero. Thus, the remaining nonzero element of
displacement vector is (2m − 2). The selected mixed mesh for dual stress field is
“Mesh-3”which contains (m − 3) of PQS,while PLS is used for three beam elements
(see Fig. 7). Form = 51, the dim(σ ) = dim(w) = 100. The approximate deflections
for λ > λcr with λcr = 0.0041m2 under uniformly distributed load and concentrated
force are shown in Figs. 8 and 9, respectively.
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Fig. 9 Post-buckling configurations of clamped beam under a concentrated force

Fig. 10 Mesh-4: Mixed dual stress interpolations of beam elements

Fig. 11 Post-buckling configurations of clamped/simply supported beam under uniformly distrib-
uted load

Fig. 12 Post-buckling configurations of clamped/simply supported beam under a concentrated
force

5.3 Clamped/Simply Supported Beam

Clamped/simply supported beam is clamped at x = 0 and fixed in both directions at
x = L as shown in Fig. 3-d. Three elements of discretized displacement w should be
zero after applying the boundary conditions; w(0) = w′(0) = w(L) = w′′(L) = 0.
The remaining nonzero element of w is (2m − 1). The “Mesh-4” is designed by
applying two different dual stress interpolations. The PQS is applied for (m − 3)
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beam elements, while the PLS is applied on two beam elements which surround the
central element as shown inFig. 10. Thus, form = 51, thedim(σ ) = dim(w) = 101.
The critical load of this beam is λcr = 0.0034m2. The approximate deflections under
uniformly distributed load and concentrated force are shown in Figs. 11 and 12,
respectively.

6 Conclusions

This paper presents a CD-FEM for the post-buckling analysis with a large elastic
deformations beam which is governed by a fourth-order nonlinear differential equa-
tion which was introduced by Gao in 1996. The generalized total complementary
energy Ξ(w, σ ) associated with this model is a nonconvex functional and was used
to study the post-buckling problems. Combining the generalized total complemen-
tary energy and the proposed formula of pure complementary energy Π̂d(σ , w)with
the triality theory, a canonical duality algorithm is studied for solving post-buckling
problems using SDP algorithm. According to the triality theory, the dimensions
of discretized displacement and dual stress have been made equal by designing a
number of mixed meshes of different dual stress interpolations. Different bound-
ary conditions and different loading conditions, including both axial and transverse
arrangements are considered in our applications. The numerical results show that the
global minimizer and local maximizer of the total potential energy are stable buck-
led configuration for different dual stress meshes. While the local minimizer present
unstable deformation states and the solutions of unstable buckled state is sensitive
to both stress interpolations and external loads.
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Global Solutions to Spherically Constrained
Quadratic Minimization via Canonical
Duality Theory

Yi Chen and David Yang Gao

Abstract This paper presents a detailed study on global optimal solutions to a
nonconvex quadraticminimization problemwith a spherical constraint, which is well
known as a trust region subproblem and has been studied extensively for decades.
The main challenge is solving the so-called hard case, i.e., the problem has multiple
solutions on the boundary of the sphere. By canonical duality-triality theory, this
challenging problem is able to be reformulated as a one-dimensional canonical dual
problem, without any duality gaps. Results show that this problem is in the hard
case if and only if certain conditions are satisfied by both the direction and norm of
coefficient of the linear item in the objective function. A perturbation method and
associated algorithms are proposed to solve hard-case problems. Theoretical results
and methods are verified by numerical examples.

1 Introduction

We consider the following quadratic minimization problem:

(P) min P(x) = xT Qx − 2 f T x

s.t. x ∈ Xa,

where the given matrix Q ∈ R
n×n is assumed to be symmetric, f ∈ R

n is an arbi-
trarily given vector, and the feasible region is defined as

Xa = {
x ∈ R

n | ‖x‖ ≤ r
}
,

with r being a positive real number and ‖x‖ = ‖x‖2 representing �2 norm in Rn .
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Problem (P) arises naturally in computational mathematical physics with exten-
sive applications in engineering sciences. From the point view of systems theory, if
the vector f ∈ R

n is considered as an input (or source), then the solution x ∈ R
n

is referred to as the output (or state) of the system. By the fact that the capacity of
any given system is limited, the spherical constraint in Xa is naturally required for
virtually every real-world system. For example, in engineering structural analysis,
if the applied force f ∈ R

∞ is big enough, the stress distribution in the structure
will reach its elastic limit and the structure will collapse. For elasto-perfectly plastic
materials, the well-known von Mises yield condition is a nonlinear inequality con-
straint ‖x‖2 ≤ r imposed on eachmaterial point1 (see Chap.7, [1]). By finite element
method, the variational problem in structural limit analysis can be formulated as a
large-size nonlinear optimization problem with m quadratic inequality constraints
(m depends on the number of total finite elements). Such problems have been studied
extensively in computational mechanics for more than fifty years and the so-called
penalty-duality finite element programing [2, 3] is one of thewell-developed efficient
methods for solving this type of problems in engineering sciences.

Inmathematical programing, the problem (P) is known as a trust region subprob-
lem, which arises in trust region methods [4, 5]. In literatures, two similar problems
are also discussed: in [6–8], the convexity of the quadratic constraint is removed;
while in [9, 10], the constraint is replaced by a two-sided (lower and upper bounded)
quadratic constraint. Although the function P(x)may be nonconvex, it is proved that
the problem (P) possesses the hidden convexity, i.e., (P) is actually equivalent to
a convex optimization problem [10], and for each optimal solution x̄, there exist a
Lagrange multiplier μ̄ such that the following conditions hold [11]:

(Q + μ̄I)x̄ = f , (1)

Q + μ̄I � 0, (2)

‖x̄‖ ≤ r, μ̄ ≥ 0, μ̄(‖x̄‖ − r) = 0. (3)

Let λ1 be the smallest eigenvalue of the matrix Q. From conditions (2) and (3),
we have

μ̄ ≥ max{0,−λ1}.

If the problem (P) has no solutions on the boundary of Xa , then Q must be pos-
itive definite, and ‖Q−1 f ‖ < r , which leads to μ̄ = 0. Now suppose the solution
x̄ is on the boundary of Xa . If (Q + μ̄I) � 0, we have ‖(Q + μ̄I)−1 f ‖ = r and
the multiplier μ̄ can be easily found. While if det(Q + μ̄I) = 0, it becomes very
challenging to solve the problem [12–16] and the situation is referred to as ‘hard
case’ (see [17]). Mathematically speaking, when the problem is in the hard case,
there are multiple solutions for the equation (Q + μ̄I)x = f and they are in the

1The well-known Tresca yield condition ‖x‖∞ ≤ r is equivalent to a box constraint at eachmaterial
point. It was shown in the well-known experiment by Taylor and Quinney in 1931 that the vonMises
yield condition is better than the Tesca yield condition for metal structures (see [1] p. 404.).
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form x = (Q + μ̄I)† f + τ x̃ with (Q + μ̄I)x̃ = 0. As pointed out in [12, 15, 16,
18], the hard case always implies that f is perpendicular to the subspace generated
by all the eigenvectors corresponding to λ1. We show by Theorem 3 and Example 2
in this paper that this condition is only a necessary condition for the problem being
in the hard case. Many methods have been proposed for handling the problem (P),
especially focusing on the hard case: Newton type methods [17, 19], methods recast-
ing the problem in terms of a parameterized eigenvalue problem [12, 15], methods
sequential searching Krylov subspaces [18, 20], semidefinite programing methods
[13, 16], and the D.C. (difference of convex functions) method [21].

Canonical duality theory is a powerful methodological theory which has been
used successfully for solving a large class of difficult (nonconvex, nonsmooth, and
discrete) problems in global optimization (see [22, 23]), within a unified framework.
This theory ismainly comprised of (1) a canonical dual transformation, which can be
used to reformulate nonconvex/discrete problems from different systems as a unified
canonical dual problem without duality gaps; (2) a complementary-dual principle,
which provides a unified analytical solution form in terms of the canonical dual
variable; and (3) a triality theory, which is composed of canonical min–max duality,
double-min duality, and double-max duality. The canonical min–max duality can be
used to find a global optimal solution for the primal problem, while the double-min
and double-max dualities can be used to identify the biggest local minimizer and the
biggest local maximizer, respectively.

The canonical duality-triality theory was developed from Gao and Strang’s
original work [24], which discusses the nonconvex/nonsmooth variational problem

min{P(u) = W (Du) + F(u)}, (4)

where the variational argument u is a continuous function in an infinite-dimensional
space, D is a linear operator, W (w) is the stored energy, which is an objective func-
tional and depends only on the mathematical model, and F(u) is the external energy,
which is a “subjective" functional and depends on each problem (boundary-initial
conditions). It is well known in nonlinear analysis [25] and continuum physics (see
[1], p. 288) that a real-valued function W (w) is called objective only if W (w) satisfies
the frame-invariance principle,2 i.e., W (w) = W (Rw) for any rotation matrices R
such that RT = R−1 and det R = 1. It was emphasized in [25] that the objectivity
is not an assumption but an axiom. This means that the objective function depends
only on the constitutive property of the system. Geometrically speaking, the objec-
tive function should be an invariant under orthogonal transformation. This concept
lays a foundation for the canonical duality theory, i.e., instead of the design variable
u (the linear operator D can not change the nonconvexity of W (Du)), the canon-
ical dual transformation is to choose a geometrically admissible (say objective)
measure ξ = Λ(u) and a convex function V (ξ) such that W (Du) = V (Λ(u)) and
the duality relation ξ ∗ = ∇V (ξ) is invertible. Such one-to-one duality is called the

2See web page http://en.wikipedia.org/wiki/Objectivity_(frame_invariance).

http://en.wikipedia.org/wiki/Objectivity_(frame_invariance)
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canonical duality. The most simple objective measure is the �2 norm Λ(u) = uT u
since Λ(Ru) = Λ(u). Thus, the objective function W (w) can not be linear. On the
other hand, the so-called subjective function F(u) depends on input (such as external
force, market demanding, cost/price, etc.) and boundary-initial constraints for each
problem, which must be linear. Therefore, the combination of W (w) and F(u) can
be used to model general problems in complex systems3 [1, 27]. Using numerical
discretization (say, the finite element method) for the unknown variable u(x), the
general variational problem (4) becomes a very general global optimization problem
in finite dimensional space (see [2, 28]). This is the basic reason why the canonical
duality theory can be used for solving a large class of problems from different fields.
However, the objective function in mathematical programing has been misused with
other concepts such as cost, target, utility, and energy functions. It turns out that the
canonical duality theory has been challenged (cf. [29]) by oppositely using linear
W (w) and nonlinear F(u) as counterexamples (see [30]). These conceptual mistakes
show a big gap between mathematical physics and optimization.

The goal of this paper is to find global solutions for the problem (P), especially
when it is in the hard case. We first show in the next section that by the canonical
dual transformation, this constrained nonconvex problem can be reformulated as a
one-dimensional optimization problem. The complementary-dual principle shows
that this one-dimensional problem is canonically dual to (P) in the sense that both
problems have the same set of KKT solutions. While the canonical min–max duality
in the triality theory provides a sufficient and necessary condition for identifying
global optimal solutions. In order to solve the hard case, a perturbation method is
proposed in Sect. 4 and, accordingly, a canonical primal-dual algorithm is developed
in Sect. 5. Numerical results are presented in Sect. 6. The paper is ended with some
conclusion remarks.

2 Canonical Dual Problem

By the fact that the condition ‖x‖ ≤ r is a physical constraint (required by math-
ematical model), it must be written in canonical form. Therefore, instead of the
�2 norm, the canonical dual transformation is to introduce a quadratic (objec-
tive) measure ξ = Λ(x) = xT x : Rn → Ea = {ξ ∈ R| ξ ≥ 0} and a convex func-
tion V : Ea → R ∪ {+∞}

V (ξ) =
{
0 if ξ ≤ r2,
+∞ otherwise

3Gao and Strang’s model (4) has been generalized as min{P(u) = W (Du) − U (u)}, where U (u)

is a quadratic function, in order to cover more general problems in nonlinear dynamical systems
and global optimization [26].
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such that the constrained problem (P) can be written equivalently in the following
canonical form [22, 26, 27, 31]

min
{
Π(x) = V (Λ(x)) − U (x) | x ∈ R

n
}
,

where U (x) = −xT Qx + 2 f T x . By the Fenchel transformation, the conjugate of
V (ξ) can be uniquely defined as

V ∗(σ ) = sup{ξσ − V (ξ) | ξ ∈ Ea} =
{

r2σ if σ ≥ 0,
+∞ otherwise.

Clearly, V ∗(σ ) is convex, lower semi-continuous on E ∗
a = R. According to convex

analysis [32], we have the following equivalent relations on Ea × E ∗
a :

σ ∈ ∂V (ξ) ⇐⇒ ξ ∈ ∂V ∗(σ ) ⇐⇒ V (ξ) + V ∗(σ ) = ξσ.

By the canonical duality theory, the pair (ξ, σ ) satisfying (2) is called the (general-
ized) canonical duality pair (see [31] and Remark 1 in [22]). Clearly, the canonical
duality (2) is equivalent to

ξ − r2 ≤ 0, σ ≥ 0, σ (ξ − r2) = 0.

This shows that the KKT conditions in (3) are equivalently relaxed by one of the
canonical duality relations in (2). Replacing V (ξ) in Π(x) by the Fenchel-Young
equality V (ξ(x)) = ξ(x)σ − V ∗(σ ), the Gao-Strang total complementary function
can be naturally obtained as [26, 27]:

Ξ(x, σ ) = ξ(x)σ − V ∗(σ ) − U (x) = xT G(σ )x − 2 f T x − V ∗(σ ),

where G(σ ) = Q + σ I . Let

Sa = {σ ∈ R | σ ≥ 0, det G(σ ) �= 0 }

be a canonical dual feasible space. Then for any given σ ∈ Sa , the canonical dual
function Pd : Sa → R can be defined by

Pd(σ ) = sta
{
Ξ(x, σ ) | x ∈ R

n
} = − f T G(σ )−1 f − r2σ,

where the notation sta{Ξ(x, σ ) | x ∈ R
n} stands for computing stationary points of

Ξ(x, σ )with respect to x . Therefore, the stationary canonical dual problem is to find
KKT points σ̄ of Pd(σ ) such that [33]

Pd(σ̄ ) = sta{Pd(σ ) | σ ∈ Sa}.
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We need to emphasize that Pd(σ ) is a function of a scalar variable σ ∈ Sa ⊂ R,
regardless of the dimension of the primal problem, and the inequality det G(σ ) �=
0 is actually not a constraint (the Lagrange multiplier for this inequality is zero).
Therefore, the KKT points for this canonical dual problem are much easier to be
obtained than that for the primal problem. By the canonical duality theory, we have
the following theorem.

Theorem 1. (Analytical SolutionandComplementary-DualPrinciple [33])Sup-
pose that the symmetrical matrix Q has m (≤ n) distinct eigenvaluesλi , i = 1, . . . , m
and id ≤ m of them are strictly negative such that λ1 < λ2 < · · · < λid < 0 ≤
λid+1 < · · · < λm. Then for a given vector f ∈ R

n and a sufficiently large r > 0,
the canonical dual problem (2) has at most 2id + 1 KKT points σ̄i satisfying

σ̄1 > −λ1 > σ̄2 ≥ σ̄3 > −λ2 > · · · > −λid > σ̄2id ≥ σ̄2id+1 > 0.

For each σ̄i , i = 1, . . . , 2id + 1, the vector

x̄i = G(σ̄i )
−1 f (5)

is a KKT point of the primal problem (P), and we have

P(x̄ j ) ≥ P(x̄i ) = Ξ(x̄i , σ̄i ) = Pd(σ̄i ) ≤ Pd(σ̄ j ) ∀i, j = 1, . . . , 2id + 1, i ≤ j.

This theorem shows that the nonconvex function P(x) is canonically dual (without
duality gaps) to Pd(σ ) at each KKT point (x̄i , σ̄i ), and the function values of Pd(σi )

are in an opposite order with its critical points σ1 > σ2 ≥ . . . (see Fig. 1). Clearly,
the KKT solution x̄1 is a global minimizer of the primal problem (P).

In order to identify global optimal solutions among all the critical points of Pd(σ ),
a subset of Sa is needed:

S +
a = {σ ∈ Sa | G(σ ) � 0} .

Fig. 1 The graph of
canonical dual function
Pd (σ ) for n = 4 (see
Example 3 for details)
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The problem canonically dual to (P) can be proposed as the following

(Pd) max
{

Pd(σ ) | σ ∈ S +
a

}
.

Theorem 2. (Global Optimality Condition [1, 23]) Suppose that σ̄ is a critical
point of Pd(σ ). If σ̄ ∈ S +

a , then σ̄ is a global maximal solution of the problem (Pd )
on S +

a and x̄ = G(σ̄ )−1 f is a global minimal solution of the primal problem (P),
i.e.,

P(x̄) = min
x∈Xa

P(x) = max
σ∈S +

a

Pd(σ ) = Pd(σ̄ ).

According to the triality theorem [1, 29], the global optimality condition (2) is
called canonical min–max duality. By the fact that Pd(σ ) is strictly concave on the
(open) convex setS +

a , this theorem guarantees that if there is a critical point inS +
a ,

it must be unique and the nonconvex minimization problem (P) is equivalent to a
concave maximization problem (Pd). Similar result is also discussed by Corollary
5.3 in [9] and Theorem 1 in [13]. Moreover, for the case when n = 1, the double-min
duality statement in the weak-triality theory proven recently (see [29, 34, 35]) shows
that the problem (P) has at most one local minimizer, which is corresponding to a
critical point σ̄ ∈ S −

a = {σ ∈ Sa| G(σ ) ≺ 0}. All these previous results show that
the canonical duality-triality theory provides detailed information on a complete set
of solutions to the nonconvex problem (P).

Remark 1. Duality theory for quadratic minimization problems with �2-norm con-
straints was discussed extensively in plastic mechanics fifty years ago. It was shown
by Gao in [3] that for the quadratic �22 constraint, the canonical dual can be easily for-
mulated and a primal-dual finite element programing algorithm was first developed
for solving minimal potential variational problems in infinite dimensional space [2].
By the fact that the geometrical measure ξ(x) = xT x is quadratic, the first term in
Ξ(x, σ ) is the so-called (generalized) complementary gap function [26, 27] denoted
by

Gap(x, σ ) = ξ(x)σ + xT Qx = xT G(σ )x .

Clearly, Gap(x, σ ) ≥ 0 ∀x ∈ R
n if and only if σ ∈ S +

a . Therefore, Ξ(x, σ ) is a
saddle function on Rn × R if Gap(x, σ ) ≥ 0 ∀x ∈ R

n . This result was first discov-
ered by Gao and Strang in nonconvex mechanics [24], where they proved that this
gap function recovers a broken symmetry in geometrically nonlinear systems and
provides a global optimality condition for general nonconvex variational problems
in mathematical physics. Particularly, the total complementary function Ξ(x, σ ) on
R

n × R+ = {σ ∈ R| σ ≥ 0} has a simple form

Ξ(x, σ ) = xT G(σ )x − 2xT f − r2σ = P(x) + σ(xT x − r2),

which can be viewed as a Lagrangian of (P) for the �22-norm constraint xT x ≤ r2.
Indeed, the total complementary function Ξ(x, σ ) was also called nonlinear
Lagrangian in [1] or extended Lagrangian in [31]. However, for nonconvex target



298 Y. Chen and D.Y. Gao

function P(x), the classical Lagrangian duality theory will produce a well-known
duality gap unless the global optimality condition Gap(x, σ ) ≥ 0 ∀x ∈ R

n is satis-
fied. Therefore, the Lagrangian duality theory is only a special case of the canonical
duality theory for certain problems. Also, by the fact that a large class of noncon-
vex/discrete global optimization problems can be equivalently reformulated as a
unified canonical dual form (2) (see [22, 26, 27]), which is equivalent to a convex
minimization problem over a convex feasible set, the so-called “hidden convexity"
is indeed a special case of the canonical min–max duality theory.

For the hard case, the matrix G(σ ) is singular at the KKT point σ̄ , the canonical
dual Pd(σ ) should be replaced by (see [36])

Pd(σ ) = − f T G(σ )† f − r2σ,

where G(σ )† stands for a generalized inverse of G(σ ). In [9, 13], the dual function is
also presented in discussions of the strong duality. Since this function is not strictly
concave on the closure of S +

a , it may have multiple critical points located on the
boundaryofS +

a . In the following sections,wewill first study the existence conditions
of these critical points, and then study an associated algorithm for computing these
solutions.

3 Existence Conditions

As Q is symmetrical, there exist a diagonal matrix Ł and an orthogonal matrix U
such that Q = UŁU T . The diagonal entities of Ł are the eigenvalues of Q and are
arranged in a nondecreasing order,

λ1 = · · · = λk < λk+1 ≤ · · · ≤ λn.

The columns of U are corresponding eigenvectors.
Let f̂ = U T f . Because (Q + σ I)−1 = U (Ł + σ I)−1U T , we can rewrite the

canonical dual function Pd(σ ) as

Pd(σ ) = −
∑k

i=1 f̂ 2i
λ1 + σ

−
n∑

i=k+1

f̂ 2i
λi + σ

− r2σ,

where f̂i , i = 1, . . . , n are elements of f̂ . It is now easy to see that as long as f �= 0,
Pd(σ ) has stationary points in Sa and thus the canonical dual problem (2) is well
defined. Whereas, for the case when f = 0, a perturbation should be introduced,
which is discussed in the next section.

Theorem 3. (Existence Conditions) Suppose that for any given Q ∈ R
n×n and

f ∈ R
n, λi , and f̂i are defined as above.
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The canonical dual function Pd(σ ) has a critical point σ̄ in (−λ1,+∞) if and only

if either
∑k

i=1 f̂ 2i �= 0 or
∑n

i=k+1
f̂ 2i

(λi −λ1)2
> r2 holds true. Furthermore, if λ1 ≤ 0,

then x̄ = G(σ̄ )−1 f is the unique solution of the primal problem (P).
If Pd(σ ) has no critical points in (−λ1,+∞), the primal problem (P) has exactly

two global solutions when the multiplicity of λ1 is k = 1 and has infinite number of
solutions when k > 1.

Proof: First, we prove that the existence of a critical point of Pd(σ ) in (−λ1,+∞)

implies that either
∑k

i=1 f̂ 2i �= 0 or
∑n

i=k+1
f̂ 2i

(λi −λ1)2
> r2 holds true. It is equivalent

to prove that if
∑k

i=1 f̂ 2i = 0 and
∑n

i=k+1
f̂ 2i

(λi −λ1)2
≤ r2 the dual function Pd(σ ) will

have no critical points in (−λ1,+∞). The first item in the expression (3) vanishes

when
∑k

i=1 f̂ 2i = 0. Then because
∑n

i=k+1
f̂ 2i

(λi −λ1)2
≤ r2, the first-order derivative of

the dual function

(Pd(σ ))′ =
n∑

i=k+1

f̂ 2i
(λi + σ)2

− r2

is always negative in (−λ1,+∞). Therefore, the dual function Pd(σ ) will have no
critical points in (−λ1,+∞).

Next we will give the proof of the sufficiency, which is divided into two parts:
(1) If

∑k
i=1 f̂ 2i �= 0, then σ = −λ1 is a pole of Pd(σ ), i.e., as σ approaches −λ1

from the right side, Pd(σ ) approaches −∞. The value of Pd(σ ) also approaches
−∞, when σ approaches +∞. Thus, −Pd(σ ) is coercive on (−λ1,+∞). Since,
for any σ ∈ (−λ1,+∞), G(σ ) is positive definite, Pd(σ ) is strictly concave on
(−λ1,+∞). Thus there exists a unique critical point in (−λ1,+∞).

(2) If
∑k

i=1 f̂ 2i = 0 and
∑n

i=k+1
f̂ 2i

(λi −λ1)2
> r2, (Pd(σ ))′ is positive at σ = −λ1.

Moreover, (Pd(σ ))′ approaches −r2 as σ approaches ∞. Therefore, there exists at
least one root for the equation (Pd(σ ))′ = 0 in (−λ1,+∞), which means Pd(σ ) has
at least one critical point in (−λ1,+∞). Similarly, because of the strict concavity of
Pd(σ ) over (−λ1,+∞), the critical point is unique.

Suppose λ1 ≤ 0. The uniqueness of global solution x̄ will be proved, if it can
be proved that (x̄, σ̄ ) is the only pair that satisfies the KKT conditions (1)–(3).
As mentioned above, the dual function Pd(σ ) is strictly concave on (−λ1,+∞),
which, plus the criticality of σ̄ , implies that (Pd(σ ))′ = ‖x‖2 − r2 > 0 for σ ∈
(−λ1, σ̄ ) and < 0 for σ ∈ (σ̄ ,+∞), where x = G(σ )−1 f . Thus, for any σ �=
σ̄ in (−λ1,+∞), there is no x such that (x, σ ) satisfies the KKT conditions
(1)–(3). Except for the interval (−λ1,+∞), σ = −λ1 is the last candidate. However,
if

∑k
i=1 f̂ 2i �= 0, the equation G(−λ1)x = f has no solutions, and if

∑k
i=1 f̂ 2i = 0

and
∑n

i=k+1
f̂ 2i

(λi −λ1)2
> r2, the feasibility of any solution of G(−λ1)x = f is violated

by the fact that ‖x‖2 − r2 = ∑n
i=k+1

f̂ 2i
(λi −λ1)2

− r2 > 0. Then,σ = −λ1 can notmake
the KKT conditions hold true. Therefore, (x̄, σ̄ ) is the unique pair that satisfies the
KKT conditions (1)–(3).
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Finally, suppose that there are no critical points in (−λ1,+∞), which, from the

above proof, is equivalent to
∑k

i=1 f̂ 2i = 0 and
∑n

i=k+1
f̂ 2i

(λi −λ1)2
≤ r2. Then, for any

global solution, we have σ̄ = −λ1. Let x̄ be a global solution and ȳ = U T x̄. Then
the canonical equilibrium equation G(σ̄ )x̄ = f can be equivalently transformed
into diag({λi + σ̄ }) ȳ = f̂ . If k = 1, i.e., the multiplicity of λ1 is one, the equation
uniquely determines ȳi , i = 2, . . . , n, but not ȳ1. By the fact that ȳT ȳ = r2, ȳ1 has
exactly two values, corresponding to the two global solutions of (P).While, if k > 1,
i.e., the matrix Q has at least two repeated eigenvalues λ1 = λ2 = · · · = λk ≤ 0,
the equations diag({λi + σ̄ }) ȳ = f̂ and ȳT ȳ = r2 have infinite number of
solutions. �

Remark 2. The complementarity relations between the primal problem (P) and
its canonical dual problem (Pd) are significant. When λ1 > 0, i.e., Q is positive
definite, if (P) has a global solution in the interior of Xa , which must be the
stationary point of P(x) and can be easily calculated, its canonical dual (Pd) has
no critical point in S +

a = [0,+∞) due to (Pd(0))′ = ‖x̄‖2 − r2 < 0, where x̄ =
G(0)−1 f is the stationary point of P(x). Dually, when λ1 ≤ 0, the primal function
P(x) is nonconvex and the global minimizer of (P)must be on the boundary ofXa .
In this case, if the canonical dual (Pd) has a critical point in S +

a = (−λ1,+∞),
the primal problem (P) is then not in the hard case and has a unique solution, which
can be easily obtained by solving the canonical dual problem. Whereas if (Pd)

has no critical points in S +
a , i.e., Pd(−λ1) = sup{Pd(σ )| σ ∈ S +

a }, the primal
problem (P) is in the hard case, because, for any σ ∈ S +

a and x = G(σ )−1 f , we
have (Pd(σ ))′ = ‖x‖2 − r2 < 0, which destroys the complementary condition in
(3), and only σ = −λ1 can make the KKT conditions (1)–(3) hold.

Therefore, combining with Theorem 3, we have the following result.

Corollary 1. If λ1 ≤ 0, the nonconvex problem (P) is in the hard case if and only

if both conditions (i)
∑k

i=1 f̂ 2i = 0 and (ii)
∑n

i=k+1
f̂ 2i

(λi −λ1)2
≤ r2 hold true.

The condition (i) is well known: the trust region subproblem could be in the hard case
only if the coefficient f is perpendicular to the subspace generated by eigenvectors
of the smallest eigenvalue. The condition (ii) is new, which shows that the hard case
of (P) depends not only on the direction of f , but also on its norm.

Theorem 3 and Corollary 1 show an important fact that the given vector f plays
an important role to the solutions of the problem (P). From the point of view of
solid mechanics, if f is considered as an applied force, then the decision variable x
is the displacement and the spherical constraint ‖x‖ ≤ r is corresponding to the von
Mises yield condition, which represents the capacity of the system. If the norm of
f is big enough, the deformation x should reach the limit ‖x‖ = r and the problem
(P) has a solution on the boundary of Xa . By the canonical duality, the problem
(Pd) must have a critical point in S +

a . If the norm of f is too small, the primal
problem (P) could have multiple solutions. In this case, (Pd) has no critical point
inS +

a and (P) could be in the hard case.
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To illustrate Theorem 3, let us consider a 3-dimensional problemwith coefficients

Q =
⎛

⎝
[r ] − 1 0 0

0 −1 0
0 0 1

⎞

⎠ , f =
⎛

⎝
[r ]0
0

−1.8

⎞

⎠ , and r = 2.

In this case, the eigenvalues of Q are λ1 = λ2 = −1, and λ3 = 1. So we have k = 2
and the target function

P(x) = −1

2
(x2

1 + x2
2 ) + 1

2
x2
3 + 1.8x3

is nonconvex,whoseminimizers are on the boundary of the feasible region.Replacing
x2
1 + x2

2 with r2 − x2
3 , the target function P(x) can be reformulated as a univariate

function of x3,
g(x3) = x2

3 + 1.8x3 − 2,

which achieves the minimum at x3 = −0.9. Then we obtain the following equation

x2
1 + x2

2 = r2 − x2
3 = 22 − (−0.9)2 = 3.19.

So all x̄ ∈ R
3 satisfying x̄2

1 + x̄2
2 = 3.19 and x̄3 = −0.9 are global minimizers of the

problem.

By the fact that
∑2

i=1 f̂ 2i = 0 and
∑3

i=2+1
f̂ 2i

(λi −λ1)2
= (−1.8)2/(1 + 1)2 ≤ r2 = 4,

Theorem 3 shows that Pd(σ ) has no critical point in S +
a , and (P) is indeed in the

hard case and has infinite number of global solutions. If we choose either a smaller

r or a vector f with a larger magnitude such that
∑3

i=2+1
f̂ 2i

(λi −λ1)2
> r2, the global

solution will be unique. For example, let r = 0.5. Then x3 = −0.9 is no longer the
minimizer of g(x3) and the problemmin{g(x3)| x2

3 ≤ 0.52} leads to x3 = −0.5. From
x2
1 + x2

2 = r2 − x2
3 = 0.52 − (−0.5)2 = 0, we know the unique global solution of

(P) is x̄ = (0, 0,−0.5)T .
In [37], Martinez investigated the ‘local-nonglobal minimizers’ of the problem

(P), of which the main results (Theorem 3.1 in [37]) can be restated in the following
theorem.

Theorem 4. (i) If x̄ is a local-nonglobal minimizer of (P), then there is a σ̄ ∈
(max{0,−λ2},−λ1) such that G(σ̄ )x̄= f and (Pd(σ̄ ))′′ ≥ 0.

(ii) There exists at most one local-nonglobal minimizer of (P).
(iii) If ‖x̄‖ = r , G(σ̄ )x̄ = f for some σ̄ ∈ (−λ2,−λ1), σ̄ > 0 and (Pd(σ̄ ))′′ > 0,

then x̄ is a strict local minimizer of (P).

From the point of view of the canonical duality theory, the σ̄ in this theorem
is actually a critical point of Pd(σ ). The case of (P) having no local-nonglobal
minimizers implies that all the local minimizers are global solutions. The situations
that leads to this case include (i) the multiplicity of λ1 being larger than one; (ii) no
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critical point in (max{0,−λ2},−λ1), and (iii) f being perpendicular to the eigen-
vector of λ1. The first situation results in (−λ2,−λ1) = ∅. The last situation violates
the necessary condition (Pd(σ ))′′ ≥ 0, which can be observed from the expression
of (Pd(σ ))′′,

(Pd(σ ))′′ = −2
n∑

i=1

f̂ 2i
(λi + σ)3

.

For any σ ∈ (−λ2,−λ1), the only nonnegative item in (Pd(σ ))′′ is the first term
−2 f̂ 21 /(λ1 + σ)3. Thus (Pd(σ ))′′ will be negative if f̂ 21 = 0.As shown inFig. 1, there
is a critical point σ̄2 ∈ (−λ2,−λ1) = (4.37, 10.51) and the corresponding solution
x̄2 obtained from the Eq. (5) is a local minimizer.

4 Perturbation Methods

This section is devoted to compute solutions for the problem when the canonical
dual problem (Pd) has no critical point in (−λ1,+∞). Since a necessary condition
for the hard case is

∑k
i=1 f̂ 2i = 0, a perturbation can be introduced such that this

condition does not hold true anymore. Impressively, once we obtain the critical point
in S +

a , all the global solutions can be determined. Our approach has been applied
successfully in canonical duality theory for solving nonlinear algebraic equations
[38], chaotic dynamical systems [39], as well as a class of NP-hard problems in the
global optimization [36, 40, 41].

In order to establish the existence conditions, a perturbation
∑k

i=1 αiUi with
parameters

α = {αi }k
i=1 �= 0

is introduced to f . Let

p = f +
k∑

i=1

αiUi , p̂ = U T p, and Pα(x) = xT Qx − 2 pT x .

It is true that the existence conditions hold true for the perturbed problem

(Pα) min{Pα(x) | x ∈ Xa},

for
∑k

i=1 p̂2
i �= 0 is guaranteed by (4).

The following theorem states that if the parameter α is chosen appropriately, the
optimal solution of the perturbed problem approximates that of the primal problem
(P).

Theorem 5. Suppose that λ1 ≤ 0, there is no critical point of Pd(σ ) in S +
a , and

x̄∗ is the optimal solution of the problem (Pα). Then, there is a global solution of
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the problem (P), denoted as x̄, which is on the boundary of Xa and, for any ε > 0,
if the parameter α satisfies

‖α‖2 ≤ (λ2 − λ1)
2

(

r2 −
n∑

i=k+1

f̂ 2i
(λi − λ1)2

)

(1/
√
2(1 − cos(ε/r)) − 1)−2,

we have ‖x̄∗ − x̄‖ ≤ ε.

Proof. For simplicity, the coordinate system is rotated and let y = U T x , yk = {yi }k
i=1

and y� = {yi }n
i=k+1. Since f̂i = 0 for i = 1, . . . , k, variables yi for i = 1, . . . , k

appear in the target function only in the form of squares. On the boundary of Xa ,
the problem (P) is then equivalent to the following problem in R

n−k :

min‖ y�‖≤r
P�( y�) =

n∑

i=k+1

(λi − λ1)y2i −
n∑

i=k+1

2 f̂i yi + λ1r
2.

Since P�( y�) is a strictly convex function, it has a unique stationary point,

ȳ� =
{

f̂i

λi − λ1

}n

i=k+1

.

Combining with the assumption of no critical point inS +
a , we know that this station-

ary point is the global optimal solution of the problem (4). Then, all ȳ that satisfies
ȳT

k ȳk = r2 − ȳT
� ȳ� are solutions of the problem (P). Here we choose one particular

solution with

ȳk = h ȳ∗
k , h = 1

‖ ȳ∗
k‖

√
r2 − ȳT

� ȳ�,

where ȳ∗ = U x̄∗, and let x̄ = U ȳ.

By canceling variables yi , i = 1, . . . , k, the perturbed problem (4) with the equal-
ity constraint is equivalent to

min‖ y�‖≤r
P�

α ( y�) =
n∑

i=k+1

(λi − λ1)y2i −
n∑

i=k+1

2 f̂i yi + λ1r
2 − 2‖α‖

√
r2 − yT

� y�.

The function P�
α ( y�) is also strictly convex. Moreover, for any ‖ y�‖ < r , we have

P�
α ( y�) < P�( y�), while for any ‖ y�‖ = r , we have P�

α ( y�) = P�( y�). The fact indi-
cates that the unique stationary point of P�

α ( y�) is in the interior of ‖ y�‖ ≤ r . Thus
the global solution ȳ∗

� is a stationary point of the problem (4) and then satisfies

ȳ∗
i = f̂i

λi − λ1 + ‖α‖(r2 − ȳ∗T
� ȳ∗

�)
− 1

2

, i = k + 1, . . . , n.
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and
|ȳ∗

i | < |ȳi |, i = k + 1, . . . , n.

Wewill prove that as ‖α‖ approaches zero, ȳ∗ will approach ȳ. First, we have the
following relationship

ȳ∗T ȳ =
√

r2 − ȳ∗T
� ȳ∗

�

√
r2 − ȳT

� ȳ� + ȳ∗T
� ȳ�

≤ 1

2

(
r2 − ȳ∗T

� ȳ∗
� + r2 − ȳT

� ȳ�

) + ȳ∗T
� ȳ�

= r2 − 1

2
‖ ȳ∗

� − ȳ�‖2,

where the first equality is derived from the definition of ȳk and the fact that ȳ
∗ locates

on the surface of the sphere. Based on the relationship

‖ ȳ∗ − ȳ‖ ≤ r arccos

(
ȳ∗T ȳ
r2

)
≤ r arccos

(
r2 − 1

2‖ ȳ∗
� − ȳ�‖2

r2

)

,

wewill have ‖ ȳ∗ − ȳ‖ ≤ ε, if ‖ ȳ∗
� − ȳ�‖2 ≤ 2r2(1 − cos ε

r ). Then, it can be verified
that

‖ ȳ∗
� − ȳ�‖2 ≤ r2

(
(λ2 − λ1)‖α‖−1

√
r2 − ȳ∗T

� ȳ∗
� + 1

)2 .

If let the right side of Eq. (4) be less than or equal to 2r2(1 − cos ε
r ), we obtain

‖α‖2 ≤ (λ2 − λ1)
2(r2 − ȳ∗T

� ȳ∗
�)

(1/
√
2(1 − cos ε

r ) − 1)2
.

Combining with relations in (4), we can state that ‖ ȳ∗ − ȳ‖ ≤ ε if the following
inequality is true

‖α‖2 ≤ (λ2 − λ1)
2(r2 − ∑n

i=k+1
f̂ 2i

(λi −λ1)2
)

(1/
√
2(1 − cos ε

r ) − 1)2
.

Since ‖x̄∗ − x̄‖ = ‖ ȳ∗ − ȳ‖, the Eq. (4) implies that ‖x̄∗ − x̄‖ ≤ ε. �
Theorem 5 shows that with a proper parameter α, the existence condition is guar-

anteed to hold true for the perturbed problem and the perturbation method can be
used to solve the hard case approximately. As the perturbation parameters approach
zero, the perturbed solutions will approach to one of the global solutions of (P). By
the projection theorem, the nearest points to x̄ and x̄∗ in the subspace spanned by
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{U1, . . . , Uk} are ∑k
i=1(x̄

T Ui )Ui and
∑k

i=1(x̄
∗T Ui )Ui , respectively. Then we have

the following relationship

‖x̄∗ −
k∑

i=1

(x̄∗T Ui )Ui‖2 < ‖x̄ −
k∑

i=1

(x̄T Ui )Ui‖2,

which means that the perturbed solution x̄∗ is closer to the subspace spanned by
{U1, . . . , Uk} than the solution x̄.

Furthermore, each solution of the problem (P) can be approximated, if the per-
turbation parameter α is properly chosen. When the multiplicity of λ1 is equal to
one, as stated in Theorem 3, there are exactly two global solutions. In this case, α

becomes a scalar and has exactly two possible directions, which are mutual opposite
and, respectively, lead to the two global solutions (see Example 1). For general cases,
there may be infinite number of global solutions for the problem (P), and we will
show that there is a one-to-one correspondence between solutions of the problem
(P) and directions of α. In the problem (4), variables yi , i = 1, . . . , k are removed
by solving the following minimization problem

min{−2αT yk | yT
k yk = r2 − yT

� y�, yk ∈ R
k}.

Its solution is

yk = hα, h = 1

‖α‖
√

r2 − yT
� y�,

i.e., the point falls on the boundary of the sphere in (4) and has the same direction
with α. If ‖α‖ keeps unchanged, the problem (4) always has the same solution and
the scalar h also keeps unchanged. Thus, each direction of α is corresponding to a
solution {yi }k

i=1, and all the solutions comprise the surface of a sphere centered at the
original inRk . On the other hand, from the problem (4), we have ȳT

k ȳk = r2 − ȳT
� ȳ�,

which means all global solutions of the problem (P) also comprise the surface of a
sphere. Combining Theorem 5, we then conclude that each solution of the problem
(P) can be approached as the direction of α is properly chosen and ‖α‖ approaches
zero.

5 Canonical Primal-Dual Algorithm

Based on the results obtained above, a canonical primal-dual algorithm is developed,
which is matrix inverse free and the essential cost of calculation is only the matrix–
vector multiplication.

The main step of this algorithm is to solve the following perturbed canonical dual
problem:
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(Pd
α ) max

{
Pd

α (σ ) = − pT G(σ )−1 p − r2σ | σ ∈ S +
a

}

Let ψ(σ) be its first-order derivative, i.e.,

ψ(σ) = (Pd
α (σ ))′ = pT G(σ )−1G(σ )−1 p − r2.

Then the critical point of Pd
α (σ ) in S +

a is corresponding to the solution of the
equation ψ(σ) = 0 inS +

a . The first- and second-order derivatives of ψ(σ) are

ψ ′(σ ) = −2 pT G(σ )−1G(σ )−1G(σ )−1 p,

ψ ′′(σ ) = 6 pT G(σ )−1G(σ )−1G(σ )−1G(σ )−1 p.

It is noticed that ψ(σ) is strictly decreasing and strictly convex overS +
a , ψ(σ) will

approach −r2 as σ approaches infinity and σ = −λ1 is a pole of ψ(σ).
We use the Lanczos method to compute an approximation for the smallest eigen-

value of Q and a corresponding eigenvector, denoted, respectively, by λ̃1 and Ũ1,
where the latter is a unit vector. For choosing an effective perturbation, it is not nec-
essary to calculate all eigenvectors of the smallest eigenvalue, since any one of which
will be sufficient to divert the direction of f . Here we use αŨ1 as a perturbation to f .

Although the perturbed canonical dual problem (Pd
α ) is strictly concave onS +

a ,
its derivative ψ(σ) would become ill-conditioned when σ approaches to the pole.
Therefore, instead of nonlinear optimization techniques, a bisection method is used
to find the root in (−λ1,+∞) for ψ(σ). Each time, as a dual solution σ > −λ1 is
obtained, the value ofψ(σ) is calculated and checked to seewhether it is equal to zero.
For moderate-size problems, it is not hard to calculate G(σ )−1 p by computing the
inverse or decomposition of G(σ ), but it is not possible for very large-size problems,
especially when the memory is very limited. One alternative approach is to solve the
following strictly convex minimization problem,

min
x∈Rn

xT G(σ )x − 2 pT x,

whose optimal solution is x = G(σ )−1 p. Actually, during iterations, we do not need
to calculate ψ(σ) every time, especially when σ is on the left side of the root and
close to the pole. It is discovered that for a given σ , the value of ψ(σ) is equal to the
optimal value of the following unconstrained concave maximization problem

max
z∈Rn

− zT G(σ )G(σ )z + 2 pT z − r2.

By the fact that the value of the target function will increase during the iterations,
we can stop solving the problem (5) if the target function is larger than a threshold,
and then we claim that σ must be on the left side of the root. Thus, the ill-condition
in computing ψ(σ) can be prevented as σ approaches to the pole. Since the optimal



Spherically Constrained Quadratic Minimization 307

value is equal to zero when σ is a root of ψ(σ), any nonnegative value can be a
threshold.

An uncertainty interval should be initialized before the bisection method is
applied, and it is used to safeguard that the root is always in intervals of the bisection
method. For the right end of the interval, any large enough number can be a candi-
date. An upper bound can be calculated and then be chosen to be the right end of the
uncertainty interval. Let σ̄ ∗ ∈ (−λ1,+∞) be the root of ψ(σ). From the definition
of ψ(σ), we have

1

(λ1 + σ̄ ∗)2
p̂T p̂ − r2 ≥ 0.

Hence,
√
p̂T p̂/r = ‖ p‖/r is an upper bound for the root σ̄ ∗. However, the bound

‖ p‖/r may be not tight. A practical way is to let σ = −λ1 as a starting point and
then to update σ recursively by moving a certain step to its right each step. If the first
σ that makes the value of ψ(σ) be negative is smaller than the upper bound ‖ p‖/r ,
it is a tighter right end for the uncertainty interval.

Algorithm 1 (Initialization)
Input: Coefficients Q, f and r , and an error tolerance ε.
The smallest eigenvalue: Use Lanczos method to obtain λ̃1 and Ũ1.
Perturbation: If existence conditions do not hold, a perturbation is introduced and
let

p = f + αŨ1;

otherwise, let p = f .
Uncertainty interval: set a step size st and a threshold εt ; let σ = σ� = −λ̃1.

step 1: Solve the problem (5). If the value of the target function is larger than
the threshold εt , stop the iteration, let σ = σ + st and go to step 1; otherwise,
go to step 2.
step 2: Calculate the value of ψ(σ). If ψ(σ) > 0, set σ� = σ , σ = σ + st and
go to step 2; otherwise, let σu = σ and stop.

As the uncertainty interval [σ�, σu] is obtained, the bisection method is applied to
find the next iterate for σ , by setting σ be the middle point of the uncertainty interval.
The main part of the algorithm is given as follows:

Algorithm 2 (Main)
Do

set σ = (σ� + σu)/2 and calculate the value of ψ(σ);
If |ψ(σ)| < ε, then STOP and return σ and x ;
Else if ψ(σ) > 0, update σ� = σ ;
Else update σu = σ ;
End if

End do
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6 Numerical Experiments

First, three small-size examples are used to illustrate the application of the canonical
duality theory. Then, randomly generated examples for n ∈ [500, 5000] are presented
to demonstrate the efficiency of our method.

6.1 Small-Size Examples

Example 1 The given coefficients are

Q =
([r ] − 1 0

0 1

)
, f =

( [r ]0
−1.8

)
, and r = 1.

The existence conditions do not hold true for this example. There are two global solu-
tions, x̄1 = (0.437,−0.9)T and x̄2 = (−0.437,−0.9)T , which are red points shown
in Fig. 2. In order to show how the perturbation method works, a big perturbation is
firstly introduced to the linear coefficient f and let

p = (0.5,−1.8)T .

A critical point appears in the interior ofS +
a , which is σ̄ = 1.676 (see Fig. 2b). The

corresponding optimal solution for the perturbed problem is x̄∗
1 = (0.74,−0.673)T ,

which is shown as a green point in Fig. 2a. As the perturbation becomes smaller, the
solution of the perturbed problem should approach to that of the original problem.
We then let

p = (0.01,−1.8)T .

The critial point now is σ̄ = 1.022 and the corresponding solution is x̄∗
1 =

(0.456,−0.89)T (see Fig. 2d and c).
As pointed out above, the other global solution, x̄2, can also be approximated by

just choosing a perturbation with the opposite direction.
Let p = (−0.5,−1.8)T and p = (−0.01,−1.8)T . The critical point will be the

same as that for x̄∗
1, σ̄ = 1.676 and σ̄ = 1.022, and their corresponding primal solu-

tions are x̄∗
2 = (−0.74,−0.673)T and x̄∗

2 = (−0.456,−0.89)T .
In Fig. 2b, we can see that there is no critical point between−λ2 = −1 and−λ1 =

1, which suggests that there will no local-nonglobal solution. While there is a critical
point between−λ2 = −1 and−λ1 = 1 inFig. 2d, byTheorem4 theremust be a local-
nonglobal solution and it should locate near one of the global solutions, depending
on the perturbation.

Example 2 The matrix Q and radius r are the same as that in Example 1 and f is
changed to
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(a) (b)

(c) (d)

Fig. 2 Example 1: a and c are contours of the primal function and the boundary of the sphere;
b and d are the graphs of the dual function

f =
(

0
−3

)
,

which is in the same direction of that in Example 1 but has a larger length. We notice

that though
∑k

i=1 f̂ 2i �= 0 is violated, the condition
∑n

i=k+1
f̂ 2i

(λi −λ1)2
> r2 holds true.

Thus, the problem is not in the hard case. There is a critical point in the interior of
S +

a , which is shown in Fig. 3b, and it is corresponding to the unique global solution
of the primal problem, which is the green point in Fig. 3a.

Example 3 We consider a four-dimensional problem with Q, f and r being

Q =

⎛

⎜
⎜
⎝

[r ] − 10 0 2 −2
0 −3 −4 2
2 −4 7 −4

−2 2 −4 1

⎞

⎟
⎟
⎠ , f =

⎛

⎜
⎜
⎝

[r ] − 10
6
10
9

⎞

⎟
⎟
⎠ , and r = 5.

As shown in Fig. 1, the canonical dual function Pd(σ ) has six critical points

σ̄6 = −11.1 < σ̄5 = −10.49 < σ̄4 = −1.84 < σ̄3 = 6.08 < σ̄2 = 8.23 < σ̄1 = 12.58.
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(a) (b)

Fig. 3 Example 2: a is the contour of the primal function and boundary of the sphere; b is the
graph of the dual function

It can be verified that σ̄1 belongs toS +
a , i.e., G(σ̄1) � 0, which can also be observed

from Fig. 1 where all the vertical lines represent eigenvalues of matrix Q. Thus the
corresponding solution

x̄1 = (−4.71, 1.11, 1.25, 0.18)T

is the global solution of the primal problem. While σ̄2 = 8.23 is a local minimizer
of Pd(σ ) in (−λ2,−λ1) and thus the corresponding solution

x̄2 = (4.33, 1.05, 0.91, 2.08)T

is the local-nonglobal minimizer.

6.2 Large-Size Examples

Examples with dimensions of 500, 1000, 2000, 3000, and 5000 are randomly gener-
ated, including both general and hard cases. For each given dimension, both cases are
tested by ten examples, respectively. Thus, there are totally one hundred examples.
All elements of the coefficients, Q, f , and r , are integer numbers in [−100, 100].
For each example of the hard case, in order to make f be easily chosen, we use a
matrix Q of whom the multiplicity of the smallest eigenvalue is equal to one. The
vector f is constructed such that it is perpendicular to the eigenvector of the smallest
eigenvalue, and then a proper radius r is selected such that the existence conditions
are violated.

Two approaches are used to calculate the value ofψ(σ), one using decomposition
methods to calculate G(σ )−1 p, for whichwe use the ‘left division’ inMatlab, and the
other solving the problem (5), for which we use the function ‘quadprog’ in Matlab.
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The tolerance parameter ‘TolFun’ of ‘quadprog’ is set to 1e-12. The Lanczos method
is implemented by the function ‘eigs’ of Matlab. The Matlab is of version 7.13 and
runned in the platform with Linux 64-bit system and quad CPUs.

The step size st , the threshold εt and the termination tolerance ε are set to
‖ p‖/(200r), 0, and 1e-8, respectively. For the hard case, a perturbation αU1 is added
to the vector f , and two values of α, 1e-3, and 1e-4, are tried.

Results are shown in Tables1, 2, 3, and 4, and they contain the number of examples
which are successfully solved (Succ.Solv.), the distance of the optimal solution to
the boundary of the sphere (Dist.Boun.), the number of iterations in Algorithm 2
(Main) (Numb.Iter.), and the running time (in second) of the algorithm (Runn.Time).
The values in the columns of Dist.Boun., Numb.Iter., and Runn.Time are averages of
the examples successfully solved. We compare the results of the algorithm adopting

Table 1 General case and α = 1e − 3

Dim Succ. Solv. Dist. Boun. Numb. Iter. Runn. Time.

LD QP LD QP LD QP LD QP

500 10 10 4.716e-09 5.245e-09 28.9 28.6 0.53 1.29

1000 10 10 4.261e-09 3.974e-09 27.1 27.5 1.67 6.25

2000 10 10 3.211e-09 3.822e-09 28.2 27.8 6.52 15.23

3000 10 10 5.674e-09 5.221e-09 26.1 26.4 20.90 72.43

5000 10 10 5.422e-09 3.873e-09 28.6 28.5 71.68 170.34

Table 2 General case and α = 1e − 4

Dim Succ. Solv. Dist. Boun. Numb. Iter. Runn. Time.

LD QP LD QP LD QP LD QP

500 10 10 4.532e-09 4.464e-09 28.9 28.9 0.43 1.16

1000 10 10 3.849e-09 5.931e-09 27.4 27.1 1.47 6.08

2000 10 10 2.648e-09 2.872e-09 27.9 28.5 6.26 15.82

3000 10 10 5.299e-09 5.137e-09 26.2 26.2 20.15 73.60

5000 10 10 3.188e-09 4.005e-09 28.7 28.5 65.71 171.92

Table 3 Hard case and α = 1e − 3

Dim Succ.Solv. Dist.Boun. Numb.Iter. Runn.Time.

LD QP LD QP LD QP LD QP

500 10 10 4.340e-09 6.297e-09 36.0 34.9 0.48 1.11

1000 10 10 4.253e-09 4.904e-09 34.6 34.9 1.54 3.54

2000 10 10 2.808e-09 4.255e-09 35.9 35.8 7.15 15.11

3000 9 10 5.479e-09 4.466e-09 34.0 35.0 19.41 36.01

5000 10 10 3.755e-09 4.705e-09 35.2 35.5 74.79 121.41
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Table 4 Hard case and α = 1e − 4

Dim Succ.Solv. Dist.Boun. Numb.Iter. Runn.Time.

LD QP LD QP LD QP LD QP

500 7 9 2.503e-09 4.488e-09 39.6 40.6 0.51 1.36

1000 9 9 3.148e-09 4.482e-09 37.4 38.3 1.56 3.81

2000 5 9 8.668e-09 5.785e-09 38.6 42.6 7.36 17.95

3000 5 10 6.003e-09 3.997e-09 38.4 40.6 20.43 41.06

5000 8 10 4.748e-09 2.814e-09 37.8 38.8 72.72 131.51

‘left division’ and that of the algorithm adopting ’quadprog’ in the same table, where
LD denotes ‘left division’ and QP denotes ‘quadprog’.

We can see that the examples are solved very accurately with error allowance
being less than 1e-09. The failure in solving some examples is due to ‘left division’
and ‘quadprog’ being unable to handle very nearly singular matrices. For general
cases, all the examples can be solvedwithin nomore than 30 iterations, while for hard
cases, the number of iterations is around 40. From the running time,we notice that our
method is capable to handle very large problems in reasonable time. The algorithms
using ‘left division’ and ’quadprog’ have similar performances in the accuracy and
the number of iterations. Whereas the one using ‘left division’ needs much less time
than that of the one using ‘quadprog’. However, the one using ‘quadprog’ is able to
solve more examples successfully.

7 Conclusion Remarks

We have presented a detailed study on the quadratic minimization problem with a
sphere constraint. By the canonical duality, this nonconvex optimization is equivalent
to a unified concave maximization dual problem over a convex domain S +

a , which
is true also for many other global optimization problems under certain conditions
(see [26, 42–47]). Based on this canonical dual problem, sufficient and necessary
conditions are obtained for both general and hard cases. In order to solve hard-
case problems, a perturbation method and the associated polynomial algorithm are
proposed. Numerical results demonstrate that the proposed approach is able to solve
large-size problems deterministically and efficiently. Combiningwith the trust region
method, the theory and method presented in this paper can be used to solve general
global optimizations.
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Global Optimal Solution to Quadratic
Discrete Programming Problem with
Inequality Constraints

Ning Ruan and David Yang Gao

Abstract This paper presents a canonical dual method for solving a quadratic
discrete value selection problem subjected to inequality constraints. By using a linear
transformation, the problem is first reformulated as a standard quadratic 0–1 integer
programming problem. Then, by the canonical duality theory, this challenging prob-
lem is converted to a concave maximization over a convex feasible set in continuous
space. It is proved that if this canonical dual problem has a solution in its feasi-
ble space, the corresponding global solution to the primal problem can be obtained
directly by a general analytical form. Otherwise, the problem could be NP-hard.
In this case, a quadratic perturbation method and an associated canonical primal-
dual algorithm are proposed. Numerical examples are illustrated to demonstrate the
efficiency of the proposed method and algorithm.

1 Introduction

Many decision-making problems, such as portfolio selection, capital budgeting,
production planning, resource allocation, and computer networks, etc., can often
be formulated as quadratic programming problems with discrete variables. See for
examples, [4, 5, 9, 24]. In engineering applications, the decision variables can not
have arbitrary values. Instead, either some or all of the variables must be selected
from a list of integer or discrete values for practical reasons. For examples, struc-
tural members may have to be selected from selections available in standard sizes,
member thicknesses may have to be selected from the commercially available ones,
the number of bolts for a connection must be an integer, the number of reinforcing
bars in a concrete member must be an integer, etc. [23]. However, these integer
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programming problems are computationally highly demanding. Nevertheless, some
numerical methods are now available.

Several review articles on nonlinear optimization problems with discrete vari-
ables are available [1, 4, 28, 33, 37, 38], and some popular methods have been
discussed, including branch and bound methods, a hybrid method that combines a
branch and bound method with a dynamic programming technique [29], sequential
linear programming, rounding-off techniques, cutting plane techniques [2], heuris-
tic techniques, penalty function approaches, simulated annealing [25], and genetic
algorithms, etc. The relaxation methods have also been proposed recently, leading to
secondorder cone programming (SOC) [21] and improved linearization strategy [35].

Branch and bound is perhaps the most widely known and used deterministic
method for discrete optimization problems. When applied to linear problems, this
method can be implemented in a way to yield a global minimum point. However for
nonlinear problems there is no such guarantee, unless the problem is convex. The
branch and bound method has been used successfully to deal with problems with
discrete design variables. However for the problem with a large number of discrete
design variables, the number of subproblems (nodes) becomes large, making the
method inefficient.

Simulated annealing (SA) and genetic algorithms (GA) belong to the category of
stochastic searchmethods [22]which based on an element of randomchoice. Because
of this, one has to sacrifice the possibility of an absolute guarantee of success within
a finite amount of computation.

Canonical duality theory provides a new and potentially useful methodology for
solving a large class of nonconvex/nonsmooth/discrete problems (see the review
articles [13, 19]). It was shown in [8, 12] that the Boolean integer programming
problems are actually equivalent to certain canonical dual problems in continuous
space without duality gap, which can be solved deterministically under certain con-
ditions. This theory has been generalized for solving multi-integer programming
[39] and the well-known max cut problems [40]. It is also shown in [13, 16] that by
the canonical duality theory, the NP-hard quadratic integer programming problem is
identical to a continuous unconstrained Lipschitzian global optimization problem,
which can be solved via deterministic methods (but not in polynomial times) (see
[20]). The canonical duality theory has been used successfully for solving a large
class of challenging problems not only in global optimization, but also in nonconvex
analysis and continuum mechanics [17].

In this paper, our goal is to solve a general quadratic programming problemwith its
decision variables taking values from discrete sets. The elements from these discrete
sets are not required to be binary or uniformly distributed. An effective numerical
method is developed based on the canonical duality theory [10]. The rest of the paper
is organized as follows. Section2 presents a mathematical statement of the general
discrete value quadratic programming problem and how it can be transformed into a
standard 0–1 programming problem in higher dimensional space. Section3 presents
a brief review on the canonical duality theory. Detailed canonical dual transformation
procedure is presented in Sect. 4 to show how the integer programming problem can
be converted to a concavemaximization in a convex space.Aperturbed computational
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method is developed in Sect. 5. Some numerical examples are illustrated in Sect. 6
to demonstrate the effectiveness and efficiency of the proposed method. The paper
is ended with some concluding remarks.

2 Primal Problem and Equivalent Transformation

The discrete programming problem to be addressed is given below:

(Pa) min P(x) = 1

2
xT Qx − cT x (1)

s.t. g(x) = Ax − b ≤ 0, (2)

x = [x1, x2, · · · , xn]T , xi ∈ Ui , i = 1, · · · , n,

where Q = {qi j } ∈ R
n×n is a symmetric matrix, A = {ai j } ∈ R

m×n is a matrix with
rank(A) = m < n, c = [c1, · · · , cn]T ∈ R

n and b = [b1, · · · , bm]T ∈ R
m are given

vectors. Here, for each i = 1, · · · , n,

Ui = {ui,1, · · · , ui,Ki },

where ui, j , j = 1, · · · , Ki , are given real numbers. In this paper, we let K =∑n
i=1 Ki .
Problem (Pa) arises in many real-world applications, say, the pipe network opti-

mization problems in water distribution systems, where the choices of pipelines are
discrete values. Such problems have been studied extensively by traditional direct
approaches (see [41]). Due to the constraint of discrete values, this problem is con-
sidered to be NP-hard and the traditional methods can only provide upper bound
results. In this paper, we will show that the canonical duality theory will provide
either a lower bound approach to this challenging problem, or the global optimal
solution under certain conditions.

In order to convert the discrete value problem (Pa) to the standard 0–1 program-
ming problem, we introduce the following transformation,

xi =
Ki∑

j=1

ui, j yi, j , i = 1, · · · , n, (3)

where, for each i = 1, · · · , n,ui, j ∈ Ui , j = 1, · · · , Ki . Then, the discrete program-
ming problem (Pa) can be written as the following 0–1 programming problem:

(Pb) min P(y) = 1

2
yT By − hT y (4)

s.t. g(y) = Dy − b ≤ 0, (5)



318 N. Ruan and D.Y. Gao

Ki∑

j=1

yi, j − 1 = 0, i = 1, · · · , n, (6)

yi, j ∈ {0, 1}, i = 1, . . . , n; j = 1, · · · , Ki , (7)

where

y = [y1,1, · · · , y1,K1 , · · · , yn,1, · · · , yn,Kn ]T ∈ R
K ,

h = [c1u1,1, · · · , c1u1,K1 , · · · , cnun,1, · · · , cnun,Kn ]T ∈ R
K ,

B =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

q1,1u21,1 · · · q1,1u1,1u1,K1 · · · q1,nu1,1un,Kn

...
. . .

...
. . .

...

q1,1u1,K1u1,1 · · · q1,1u21,K1
· · · · · ·

...
. . .

...
. . .

...

qn,1un,Knu1,1 · · · · · · · · · qn,nu2n,Kn

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ R
K×K ,

D =
⎡

⎢
⎣

a1,1u1,1 · · · a1,1u1,K1 · · · a1,nun,Kn

...
. . .

...
. . .

...

am,1u1,1 · · · am,1u1,K1 · · · am,nun,Kn

⎤

⎥
⎦ ∈ R

m×K .

Theorem 1 Problem (Pb) is equivalent to Problem (Pa).

Proof For any i = 1, 2, · · · , n, it is clear that constraints (6) and (7) are equivalent
to the existence of only one j ∈ {1, · · · , Ki }, such that yi, j = 1 while yi, j = 0 for
all other j . Thus, from the definition of y, the conclusion follows readily. ��

Problem (Pb) is a standard 0–1 quadratic programming problemwith both equal-
ity and inequality constraints. Let

H =

⎡

⎢
⎢
⎢
⎣

1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 1 · · · 1 · · · 0 · · · 0
...

. . .
...

...
. . .

...
. . .

...
. . .

...

0 · · · 0 0 · · · 0 · · · 1 · · · 1

⎤

⎥
⎥
⎥
⎦

∈ R
n×K

and, for a given integer K , let

eK = [1, · · · , 1, · · · , 1, · · · , 1]T ∈ R
K .
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Thus, on the feasible space

Y = {y ∈ R
K : Dy ≤ b, Hy = en, y ∈ {0, 1}K }, (8)

the integer constrained problem (Pb) can be reformulated as a standard constrained
0–1 programming problem:

(Pc) : min

{

P(y) = 1

2
yT By − hT y| y ∈ Y

}

. (9)

3 Canonical Duality Theory: A Brief Review

The basic idea of the canonical duality theory can be demonstrated by solving the
following general nonconvex problem (the primal problem (P) in short)

(P) : min
x∈Xa

{

P(x) = 1

2
〈x,Ax〉 − 〈x, f〉 + W (x)

}

, (10)

where A ∈ R
n×n is a given symmetric indefinite matrix, f ∈ R

n is a given vector
(input), 〈x, x∗〉 denotes the bilinear form between x and its dual variable x∗,Xa ⊂ R

n

is a given feasible space, and W : Xa → R ∪ {∞} is a general nonconvex objective
function.

It must be emphasized that, different from the objective function extensively used
in mathematical optimization, a real-valued function W (x) is called to be objective
in continuum physics and the canonical duality theory only if (see [10] Chap.6,
p. 288)

W (x) = W (Qx) ∀ x ∈ Xa, ∀Q ∈ Q,

where Q = {Q ∈ R
n×n| Q−1 = QT detQ = 1} is a special rotation group.

Geometrically speaking, an objective function does not depend on the rotation, but
only on certain measure of its variable. In Euclidean spaceRn , the simplest objective
function is the �2-norm ‖x‖ in R

n since ‖Qx‖2 = xTQTQx = ‖x‖2 ∀Q ∈ Q. By
Cholesky factorization, any positive definite matrix has a unique decomposition
C = D∗D. Thus, any convex quadratic function is objective. Physically, an objective
function does not depend on observers [7], which is essential for any real-world
mathematical modeling.

The key step in the canonical duality theory is to choose a nonlinear operator

ξ = Λ(x) : Xa → Ea ⊂ R
p (11)

and a canonical function V : Ea → R such that the nonconvex objective function
W (x) can be recast by adopting a canonical formW (x) = V (Λ(x)). Thus, the primal
problem (P) can be written in the following canonical form:
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(P) : min
x∈Xa

{P(x) = V (Λ(x)) −U (x)} , (12)

where U (x) = 〈x, f〉 − 1
2 〈x,Ax〉. By the definition introduced in [10], a differen-

tiable function V (ξ) is said to be a canonical function on its domain Ea if the duality
mapping ς = ∇V (ξ) from Ea to its range Sa ⊂ R

p is invertible. Let 〈ξ ; ς〉 denote
the bilinear form on Ea × Sa . Thus, for the given canonical function V (ξ), its Legen-
dre conjugate V ∗(ς) can be defined uniquely by the Legendre transformation (cf.
Gao [10])

V ∗(ς) = sta{〈ξ ; ς〉 − V (ξ) | ξ ∈ Ea}, (13)

where the notation sta{g(ξ)| ξ ∈ Ea} stands for finding stationary point of g(ξ) on
Ea . It is easy to prove that the following canonical duality relations hold on Ea × Sa :

ς = ∇V (ξ) ⇔ ξ = ∇V ∗(ς) ⇔ V (ξ) + V ∗(ς) = 〈ξ ; ς〉. (14)

By this one-to-one canonical duality, the nonconvex term W (x) = V (Λ(x)) in the
problem (P) can be replaced by 〈Λ(x); ς〉 − V ∗(ς) such that the nonconvex func-
tion P(x) is reformulated as the Gao-Strang total complementary function [10]:

Ξ(x, ς) = 〈Λ(x); ς〉 − V ∗(ς) −U (x) : Xa × Sa → R. (15)

By using this total complementary function, the canonical dual function Pd(ς) can
be obtained as

Pd(ς) = sta{Ξ(x, ς) | x ∈ Xa}
= UΛ(ς) − V ∗(ς), (16)

where UΛ(x) is defined by

UΛ(ς) = sta{〈Λ(x); ς〉 −U (x) | x ∈ Xa}. (17)

Inmanyapplications, the geometrically nonlinear operatorΛ(x) is usually a quadratic
function [3, 34]

Λ(x) = 1

2
〈x, Dkx〉 + 〈x,bk〉, (18)

where Dk ∈ R
n×n and bk ∈ R

n(k = 1, · · · , p). Let ς = [ς1, · · · , ςp]T . In this case,
the canonical dual function can be written in the following form:

Pd(ς) = −1

2
〈F(ς),G−1(ς)F(ς)〉 − V ∗(ς), (19)
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where

G(ς) = A +
p∑

k=1

ςk Dk, F(ς) = f −
p∑

k=1

ςkbk .

Let
S +

a = {ς ∈ R
p| G(ς) � 0}.

It is easy to prove that S +
a is convex. Moreover, S +

a is nonempty as long as there
exists one Dk � 0.

Therefore, the canonical dual problem can be proposed as

(Pd) : max{Pd(ς)| ς ∈ S +
a }. (20)

which is a concave maximization problem over a convex setS +
a ⊂ R

p.

Theorem 2 ([10]). Problem (Pd) is canonically dual to (P) in the sense that if ς̄
is a critical point of Pd(ς), then

x̄ = G−1(ς̄)F(ς̄) (21)

is a critical point of Π(x) and

P(x̄) = Ξ(x̄, ς̄) = Pd(ς̄). (22)

If ς̄ is a solution to (Pd), then x̄ is a global minimizer of (P) and

min
x∈Xa

P(x) = Ξ(x̄, ς̄) = max
ς∈S +

a

Pd(ς). (23)

Conversely, if x̄ is a solution to (P), it must be in the form of (21) for critical solution
ς̄ of Pd(ς).

To help explaining the theory, we consider a simple nonconvex optimization in
R

n:

min P(x) = 1

2
α(

1

2
‖x‖2 − λ)2 − xT f, ∀x ∈ R

n, (24)

where α, λ > 0 are given parameters. The criticality condition ∇P(x) = 0 leads to
a nonlinear algebraic equation system in Rn

α(
1

2
‖x‖2 − λ)x = f . (25)

Clearly, to solve this n-dimensional nonlinear algebraic equation directly is diffi-
cult. Also traditional convex optimization theory can not be used to identify global
minimizer. However, by the canonical dual transformation, this problem can be
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solved. To do so, we let ξ = Λ(u) = 1
2‖x‖2 − λ ∈ R. Then, the nonconvex func-

tion W (x) = 1
2α( 12‖x‖2 − λ)2 can be written in canonical form V (ξ) = 1

2αξ 2. Its
Legendre conjugate is given by V ∗(ς) = 1

2α
−1ς2, which is strictly convex. Thus,

the total complementary function for this nonconvex optimization problem is

Ξ(x, ς) = (
1

2
‖x‖2 − λ)ς − 1

2
α−1ς2 − xT f . (26)

For a fixed ς ∈ R, the criticality condition ∇xΞ(x, ς) = 0 leads to

ςx − f = 0. (27)

For each ς �= 0, the Eq. (27) gives x = f/ς in vector form. Substituting this into
the total complementary function Ξ , the canonical dual function can be easily
obtained as

Pd(ς) = {Ξ(x, ς)|∇xΞ(x, ς) = 0}
= −‖f‖2

2ς
− 1

2
α−1ς2 − λς, ∀ς �= 0. (28)

The critical point of this canonical function is obtained by solving the following dual
algebraic equation

(α−1ς + λ)ς2 = 1

2
‖f‖2. (29)

For any given parameters α, λ and the vector f ∈ R
n , this cubic algebraic equation

has at most three roots satisfying ς1 ≥ 0 ≥ ς2 ≥ ς3, and each of these roots leads to
a critical point of the nonconvex function P(x), i.e., xi = f/ςi , i = 1, 2, 3. By the
fact that ς1 ∈ S +

a = {ς ∈ R | ς > 0}, then Theorem 1 tells us that x1 is a global
minimizer of P(x).

Consider one dimension problem with α = 1, λ = 2, f = 1
2 , the primal function

and canonical dual function are shown in Fig. 1, where, x1 = 2.11491 is a global
minimizer of P(x), ς1 = 0.236417 is a global maximizer of Pd(ς), and P(x1) =
−1.02951 = Pd(ς1) (See the two black dots).

If we let f = 0, the graph of P(x) is symmetric (i.e., the so-called double-well
potential or theMexican hat for n = 2 [11])with infinite number of globalminimizers
satisfying ‖x‖2 = 2λ. In this case, the canonical dual Pd(ς) = − 1

2α
−1ς2 − λς is

strictly concave with only one critical point (local maximizer) ς3 = −αλ < 0 (for
α, λ > 0). The corresponding solution x3 = f/ς3 = 0 is a local maximizer. By the
canonical dual equation (29) we have ς1 = ς2 = 0 located on the boundary ofS +

a ,
which corresponding to the two global minimizers x1,2 = ±√

2λ for n = 1, see
Fig. 1b.
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(a) f = 0.5 (b) f = 0

Fig. 1 Graphs of P(x) (solid) and Pd (ς) (dashed)

This simple example shows a fundamental issue in global optimization, i.e., the
optimal solutions of a nonconvex problem depends sensitively on the linear term
(input) f . Geometrically speaking, the objective function W (x) in P(x) possesses
certain symmetry. If there is no linear term, i.e., the subjective function in P(x), the
nonconvex problemusually hasmore than one globalminimizer due to the symmetry.
Traditional direct approaches and the popular SDP method are usually failed to deal
with this situation. By the canonical duality theory, we understand that in this case
the canonical dual function has no critical point in its open set S +

a . Therefore, by
adding a linear perturbation f to break this symmetry, the canonical duality theory can
be used to solve the nonconvex problems to obtain one of global optimal solutions.
This idea was originally from Gao’s work (1996) on post-buckling analysis of large
deformed beam. The potential energy of this beam model is a double-well function,
similar to this example, without the force f , the beam could have two buckling states
(corresponding to twominimizers) and one un-buckled state (localmaximizer). Later
on (2008) in the Gao andOgden work on analytical solutions in phase transformation
[14], they further discovered that the nonconvex systemhas no phase transition unless
the force distribution f (x) vanished at certain points. They also discovered that if
force field f (x) changes dramatically, all the Newton type direct approaches failed
even to find any local minimizer. This discovery is fundamentally important for
understanding NP-hard problems in global optimization and chaos in nonconvex
dynamical systems. The linear perturbation method has been used successfully for
solving global optimization problems [16, 18, 32, 40]. Comprehensive reviews of
the canonical duality theory and its applications in nonconvex analysis and global
optimization can be found in [11, 13, 15].
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4 Canonical Dual Problem

Now we are ready to apply the canonical duality theory for solving the integer pro-
gramming problem (Pc) presented in Sect. 2. As indicated in [12, 13], the key
step for solving this NP-hard problem is to use a so-called canonical measure
ρ = {yi (yi − 1)} ∈ R

K such that the integer constraint yi ∈ {0, 1} can be equiva-
lently written in the canonical form

ρ = y ◦ (y − eK ) = {yi (yi − 1)} = 0 ∈ R
K

where the notation s ◦ t := [s1t1, s2t2, . . . , sK tK ]T denotes the Hadamard product for
any two vectors s, t ∈ R

K . Thus, the so-called geometrically admissible measure Λ

can be defined as

ξ = Λ(y) = {Dy − b, Hy − en, y ◦ (y − eK )}
= {ε, δ, ρ} ∈ E = R

m+n+K .

Let

U (y) = −P(y) = hT y − 1

2
yT By,

and define

V (ξ) =
{
0 if ε ≤ 0, δ = 0, ρ = 0,
+∞ otherwise.

Clearly, the constraints in Y can be replaced by the canonical transformation
V (Λ(y)) and the primal problem (Pc) can be equivalently written in the standard
canonical form [13]

(P) : min
{
Π(y) = V (Λ(y)) −U (y) : y ∈ R

K
}
. (30)

By the fact that V (ξ) is convex, lower, semi-continuous on E , its sub-differential
leads to the canonical dual variable ς = (σ , τ ,μ) ∈ ∂V (ξ) ∈ E ∗ = R

m+n+K , and
its Fenchel super-conjugate (cf. Rockafellar [30])

V �(ς) = sup{〈ξ ; ς〉 − V (ξ) : ξ ∈ E }
=

{
0 if σ ≥ 0, τ �= 0, μ �= 0
+∞ otherwise

(31)

is also convex, l.s.c. on E ∗. By convex analysis, the following generalized canonical
duality relations

ς ∈ ∂V (ξ) = E ∗
a ⇔ ξ ∈ ∂V �(ς) = Ea ⇔ V (ξ) + V �(ς) = 〈ξ ; ς〉 (32)
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hold on E × E ∗, where

Ea = {ξ = {ε, δ, ρ} ∈ E | ε ≤ 0, δ = 0, ρ = 0},

E ∗
a = {ς = {σ , τ ,μ} ∈ E ∗| σ ≥ 0, τ �= 0, μ �= 0}

are effective domains of V and V �, respectively. The last equality in (32) is equivalent
to the following KKT complementarity conditions:

εTσ = 0, δT τ = 0, ρTμ = 0. (33)

Clearly, the condition μ �= 0 leads to the integer condition ρ = {yi (yi − 1)} = 0 ∈
R

K . Let

F(ς) = h − DTσ − HT τ + μ, (34)

G(μ) = B + 2Diag (μ). (35)

Thus, on R
K × E ∗

a , the total complementary function Ξ associated with Π(y) can
be written as

Ξ(y, ς) = 〈Λ(y); ς〉 − V �(ς) −U (y)

= 1

2
yTG(μ)y − FT (ς)y − σ Tb − τ T en.

The criticality condition ∇yΞ(y, ς) = 0 leads to the canonical equilibrium equation

G(μ)y − F(ς) = 0. (36)

Let Sa ⊂ E ∗
a be a canonical dual space:

Sa = {ς = (σ , τ ,μ) ∈ E ∗
a : detG(ς) �= 0 }. (37)

Then on Sa , the canonical dual function can be finally formulated as

Πd(ς) = sta{Ξ(y, ς) : y ∈ R
K }

= −1

2
FT (ς)G−1(μ)F(ς) − σ Tb − τ T en. (38)

Theorem 3 (Complementary-Dual Principle). If ς̄ = (σ̄ , τ̄ , μ̄) is a KKT point of
Πd(ς) on Sa, then the vector

ȳ(ς̄) = G−1(μ̄)F(ς̄) (39)
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is a KKT point of Problem (P) and

Π(ȳ) = Πd(ς̄). (40)

Proof By introducing the Lagrange multiplier vectors ξ = {ε, δ, ρ} ∈ Ea to relax
the inequality constraints1 in E ∗

a , the Lagrangian function associated with the dual
function Πd(σ , τ ,μ) becomes

L(σ , τ ,μ, ε, ρ) = Πd(σ , τ ,μ) − εTσ − δT τ − ρTμ.

Then, in terms of y = G−1(μ)F(σ , τ ,μ), the criticality condition ∇ς L(ς, ξ) = 0
leads to

∂L(σ , τ ,μ, ε, δ, ρ)

∂σ
= Dy − b − ε = 0,

∂L(σ , τ ,μ, ε, δ, ρ)

∂τ
= Hy − en − δ = 0,

∂L(σ , τ ,μ, ε, δ, ρ)

∂μ
= y ◦ (y − eK ) − ρ = 0,

as well as the KKT conditions

σ ≥ 0, ε ≤ 0, σ T ε = 0, (41)

τ �= 0, δ = 0, δT τ = 0. (42)

μ �= 0, ρ = 0, ρTμ = 0. (43)

They can be written as:

Dy − b ≤ 0, (44)

Hy − en = 0, (45)

y ◦ (y − eK ) = 0, (46)

This proves that if (σ̄ , τ̄ , μ̄) is a KKT point of Πd(ς), then the vector

ȳ(σ̄ , τ̄ , μ̄) = G−1(μ̄)F(σ̄ , τ̄ , μ̄)

is a KKT point of Problem (P).

1The inequality detG(ς) �= 0 is not a constraint since the Lagrange multiplier for this inequality is
identical zero.



Quadratic Discrete Programming Problem with Inequality Constraints 327

Again, by the complementary conditions (41)–(43) and (39), we have

Πd(σ̄ , τ̄ , μ̄) = −1

2
F(σ̄ , τ̄ , μ̄)TG(μ̄)−1F(σ̄ , τ̄ , μ̄) − σ̄ Tb − τ̄ T en

= 1

2
ȳT Bȳ − hT ȳ + σ̄ T (Dȳ − b) + τ̄ T (H ȳ − en) + μ̄T (ȳ ◦ (ȳ − eK ))

= 1

2
ȳT Bȳ − hT ȳ = Π(ȳ).

Therefore, the theorem is proved. ��
Theorem 3 shows that the strong duality (40) holds for all KKT points of the

primal and dual problems. In continuum mechanics, this theorem solved a 50-year-
old problem and is known as the Gao principle [27]. In nonconvex analysis, this
theorem can be used for solving a large class of fully nonlinear partial differential
equations.

Remark 1. As we have demonstrated that by the generalized canonical duality (32),
all KKT conditions can be recovered for both equality and inequality constraints.
Generally speaking, the nonzero Lagrangemultiplier condition for the linear equality
constraint is usually ignored in optimization textbooks. But it can not be ignored for
nonlinear constraints. It is proved recently [26] that the popular augmented Lagrange
multiplier method can be used mainly for linear constrained problems. Since the
inequality constraintμ �= 0 produces a nonconvex feasible set E ∗

a , this constraint can
be replaced by either μ < 0 or μ > 0. But the condition μ < 0 is corresponding to
y ◦ (y − eK ) ≥ 0, this leads to a nonconvex open feasible set for the primal problem.
By the fact that the integer constraints yi (yi − 1) = 0 are actually a special case
(boundary) of the boxed constraints 0 ≤ yi ≤ 1, which is corresponding to y ◦ (y −
eK ) ≤ 0,we should haveμ > 0 (see [8] and [12, 16]). In this case, theKKT condition
(43) should be replaced by

μ > 0, y ◦ (y − eK ) ≤ 0, μT [y ◦ (y − eK )] = 0. (47)

Therefore, as long as μ �= 0 is satisfied, the complementarity condition in (47) leads
to the integer condition y ◦ (y − eK ) = 0. Similarly, the inequality τ �= 0 can be
replaced by τ > 0.

By this remark, we can introduce a convex subset of the dual feasible spaceSa :

S +
a = {ς = (σ , τ ,μ) ∈ E ∗ : σ ≥ 0, τ > 0, μ > 0, G(μ) � 0}. (48)

Then the canonical dual problem can be eventually proposed as the following

(Pd) max

{

Πd(ς) = −1

2
FT (ς)G−1(μ)F(ς) − σ Tb − τ T en| ς ∈ S +

a

}

. (49)
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It is easy to check that Πd(ς) is concave on the convex open set S +
a . Therefore,

if S +
a is not empty, this canonical dual problem can be solved easily by convex

minimization techniques.

Theorem 4 Assume that ς̄ = (σ̄ , τ̄ , μ̄) is a KKT point of Πd(ς) and ȳ = G−1(μ̄)

F(ς̄). If ς̄ ∈ S +
a , then ȳ is a global minimizer of Π(y) and ς̄ is a global maximizer

of Πd(ς) with

Π(ȳ) = min
y∈RK

Π(y) = max
ς∈S +

a

Πd(ς) = Πd(ς̄) (50)

Proof It is easy to check that the total complementary function Ξ(y, ς) is a saddle
function on the open set RK × S +

a , i.e., convex (quadratic) in y ∈ R
K and concave

(linear) in ς ∈ S +
a . Therefore, if (ȳ, ς̄) is a critical point of Ξ(y, ς), we must have

Πd (ς̄) = max
ς∈S +

a

Pd (ς) = max
ς∈S +

a

min
y∈RK

Ξ(y, ς) = min
y∈RK

max
ς∈S +

a

Ξ(y, ς)

= min
y∈RK

max
ς∈S +

a

{
1

2
yTG(μ)y − (h − DT σ − HT τ + μ)T y − σ T b − τT en

}

= min
y∈RK

max
ς∈S +

a

{
1

2
yT By − hT y + σ T (Dy − b) + τT (Hy − en) + μT [y ◦ (y − eK )]

}

= min
y∈RK

max
ς∈S +

a

{1
2
yT By − hT y + 〈Λ(y); ς〉} (51)

Note that

min
ς∈E ∗

{V �(ς)} = V �(ς̄) = 0, min
ξ∈E

{V (ξ)} = V (ξ̄) = 0.

Thus, it follows from (51) that

Πd(ς̄) = min
y∈RK

max
ς∈E ∗

{1
2
yT By − hT y + 〈Λ(y); ς〉 − V �(ς)}

= min
y∈RK

{1
2
yT By − hT y} + max

ς∈E ∗
{〈Λ(y); ς〉 − V �(ς)}

= min
y∈RK

{1
2
yT By − hT y + V (Λ(y))}

= min
y∈RK

Π(y) = min
y∈Y

P(y).

This completes the proof. ��
Remark 2. By the fact that S +

a is an open convex set, if the problem (P) has
multiple global minimizers, then its canonical dual solutions could be located on
the boundary of S +

a as illustrated in Sect. 3 and in [12, 31]. In order to solve this
problem, we let
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S +
c = {ς = (σ , τ ,μ) ∈ S +

a : μ ≥ 0, τ ≥ 0, G(μ) � 0}.

Then on this closed convex domain, the relaxed concave maximization problem

(P�) max{Πd(ς) : ς ∈ S +
c } (52)

has at least one solution ς̄ = (σ̄ , τ̄ , μ̄). If the corresponding ȳ = G−1(μ̄)F(ς̄) is
feasible, then ȳ is a global minimizer of the primal problem (P). IfG(μ̄) is singular,
than G−1(μ̄) can be replaced by the Moore–Penrose generalized inverse G† (see
[31]). Otherwise, the relaxed canonical dual (P�) provides a lower bound approach
to the primal problem (P), i.e.,

min
y∈Y

P(y) ≥ max
ς∈S +

c

Πd(ς).

This is one of the main advantages of the canonical duality theory.

5 Canonical Perturbation Method

In fact, Problem (Pd) can be rewritten as a convex minimization problem:

min
1

2
FT (ς)G−1(μ)F(ς) + σ Tb + τ T en,

s.t. ς ∈ S +
a .

If the primal problem has a unique global minimal solution, this canonical dual
problem may have a unique critical point in S +

a which can be obtained easily by
well-developed nonlinear minimization techniques. Otherwise, the canonical dual
function Πd(ς) may have critical point ς̄ located on the boundary of S +

a , where
the matrix G(μ) is singular. In order to handle this issue, (Pd) can be relaxed to a
semi-definite programming problem:

min g + σ Tb + τ T en,

s.t. g ≥ 1

2
FT (ς)G†(μ)F(ς), (53)

G(μ) � 0, (54)

ς ∈ E ∗, σ ≥ 0, μ > 0, (55)

where the parameter g is actually the Gao-Strang pure complementary gap function
[19], and G† represents the Moore–Penrose generalized inverse of G. Since τ is
a Lagrange multiplier for the linear equality Hy = en , the condition τ �= 0 can be
ignored in this section as long as the final solution y is feasible.
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Lemma 1 (Schur Complementary Lemma). Let

A =
[
B CT

C D

]

,

If B � 0, then A is positive (semi) definite if and only if the matrix D − CB−1CT is
positive (semi) definite. If B � 0, then, A is positive semi-definite if and only if the
matrix D − CB−1CT is positive semi-definite and (I − BB−1)C = 0.

According to Lemma 1, (53) is equivalent to

[
G(μ) F(ς)

FT (ς) 2g

]

� 0.

Thus, the canonical dual problem (Pd) can be further relaxed to the following
stardard semi-definite problem (SDP):

min g + σ Tb + τ T en,

s.t.

[
G(μ) F(ς)

FT (ς) 2g

]

� 0, G(μ) � 0,

ς ∈ E ∗, σ ≥ 0, μ > 0.

Although the SDP relaxation can be used theoretically to solve the canonical dual
problem for the case that Πd has critical points on the boundary ∂S +

a , in practice,
the matrixG(μ)will be ill-conditioning when the dual solution approaches to ∂S +

a .
In order to solve this type of challenging problems, a canonical perturbation method
has been suggested [16, 32]. Let

Ξδk (y, ς) = Ξ(y, ς) + δk

2
‖y − yk‖2

= 1

2
yTGδk (μ)y − FT

δk
(ς)y − σ Tb − τ T en + δk

2
yTk yk,

where, {δk} is a bounded sequence of positive real numbers, {yk} ∈ R
K is a set of

given vectors, Gδk (μ) = G(μ) + δk I , FT
δk
(ς) = FT (ς) + δkyk . Let

S +
δk

= {ς ∈ Sa : Gδk (μ) ≥ 0}.

Clearly, we have S +
a ⊂ S +

δk
. Therefore, the perturbed canonical dual problem can

be expressed as

(Pd
δk
) max Πd

δk
(ς) = −1

2
FT

δk
(ς)G†

δk
(μ)Fδk (ς) − σ Tb − τ T en,

s.t. ς ∈ S +
δk

.
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Based on this perturbed problem, the following canonical primal-dual algorithm can
be proposed for solving the nonconvex problem (P).

Algorithm 1 (Canonical Primal-Dual Algorithm)
Given initial data δ0 > 0, y0 ∈ R

K , and error allowance ε > 0, let k = 0.

1. Solve the perturbed canonical dual problem (Pd
δk
) to obtain ς k ∈ S+

δk
.

2. Compute ỹk+1 = [Gδk (ς k)]†Fδk (ς k) and let
yk+1 = yk + βk (̃yk+1 − yk), βk ∈ [0, 1].

3. If |P(yk+1 − P(yk)| ≤ ε, then stop, yk+1 is the optimal solution. Otherwise,
let k = k + 1, go back to step 1.

In this algorithm, {βk} ∈ [0, 1] are given parameters, which change the search direc-
tions. Clearly, if βk = 1, we have yk+1 = ỹk+1.

The key step in this algorithm is to solve the perturbed canonical dual problem
(Pd

δk
), which is equivalent to

min g + σ Tb + τ T en,

s.t.

[
G(μ) + δk I F(ς) + δkyk
FT (ς) + δkyk 2g

]

� 0,

G(μ) � 0,

ς ∈ S , σ ≥ 0, μ > 0.

This problem can be solved by a well-known software package named SeDuMi [36].

6 Numerical Experience

All data and computational results presented in this section are produced by Matlab.
In order to save space and fit the matrix in the paper, we round our these results up to
two decimals.

Example 1. 5-dimensional problem.
Consider Problem (Pa)with x=[x1, · · · , x5]T , while xi ∈ {2, 3, 5}, i=1, · · · , 5,

Q =

⎡

⎢
⎢
⎢
⎢
⎣

3.43 0.60 0.39 0.10 0.60
0.60 2.76 0.32 0.65 0.49
0.39 0.32 2.07 0.59 0.39
0.10 0.65 0.59 2.62 0.30
0.60 0.49 0.39 0.30 3.34

⎤

⎥
⎥
⎥
⎥
⎦

,

c = [38.97,−24.17, 40.39,−9.65, 13.20]T ,
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A =

⎡

⎢
⎢
⎣

0.94 0.23 0.04 0.65 0.74
0.96 0.35 0.17 0.45 0.19
0.58 0.82 0.65 0.55 0.69
0.06 0.02 0.73 0.30 0.18

⎤

⎥
⎥
⎦ ,

b = [11.49, 9.32, 14.43, 5.66]T .

Under the transformation (3), this problem is transformed into the 0–1 programming
Problem (P), where

y = [y1,1, y1,2, y1,3, · · · , y5,1, y5,1, y5,3]T ∈ R
15,

B =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

13.71 20.56 34.27 2.40 3.61 6.01 1.58 2.37 3.95 0.39 0.58 0.97 2.38 3.57 5.95
20.56 30.84 51.41 3.61 5.41 9.01 2.37 3.55 5.92 0.58 0.88 1.46 3.57 5.36 8.93
34.27 51.41 85.68 6.01 9.01 15.02 3.95 5.92 9.87 0.97 1.46 2.43 5, 95 8.93 14.88
2.40 3.61 6.01 11.05 16.57 27.61 1.27 1.91 3.18 2.61 3.91 6.52 1.95 2.93 4.88
3.61 5.41 9.01 16.57 24.85 41.42 1.91 2.86 4.77 3.91 5.87 9.78 2.93 4.39 7.32
6.01 9.01 15.02 27.61 41.42 69.03 3.18 4.77 7.96 6.52 9.78 16.31 4.88 7.32 12.20
1.58 2.37 3.95 1.27 1.91 3.18 8.27 12.40 20.67 2.37 3.55 5.92 1.57 2.36 3.93
2.37 3.55 5.92 1.91 2.86 4.77 12.40 18.60 31.00 3.55 5.33 8.89 2.36 3.53 5.90
3.95 5.92 9.87 3.18 4.77 7.96 20.67 31.00 51.67 5.92 8.86 14.81 3.93 5.90 9.83
0.39 5.58 0.97 2.61 3.91 6.52 2.37 3.55 5.92 10.50 15.74 26.24 1.20 1.80 3.00
0.58 0.88 1.46 3.91 5.87 9.78 3.55 5.33 8.89 15.74 23.62 39.36 1.80 2.70 4.50
0.97 1.46 2.43 6.52 9.78 16.31 5.92 8.89 14.81 26.24 39.36 65.60 3.00 4.50 7.51
2.38 3.57 5.95 1.95 2.93 4.88 1.57 2.36 3.93 1.20 1.80 3.00 13.35 20.02 33.37
3.57 5.36 8.93 2.93 4.39 7.32 2.36 3.54 5.90 1.80 2.70 4.50 20.02 30.04 50.06
5.95 8.93 14.88 4.88 7.32 12.20 3.93 5.90 9.83 3.00 4.50 7.51 33.37 50.06 83.43

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

h = [77.95, 116.92, 194.87,−48.34,−72.51,−120.85, 80.78, 121.17

201.96,−19.29,−28.94,−48.23, 26.39, 39.59, 65.99]T ,

D =

⎡

⎢
⎢
⎣

1.88 2.83 4.71 0.47 0.70 1.17 0.09 0.12 0.22 1.30 1.94 3.24 1.49 2.23 3.72
1.91 2.87 4.78 0.71 1.06 1.77 0.34 0.51 0.85 0.90 1.35 2.25 0.38 0.57 0.94
1.15 1.72 2.88 1.64 2.46 4.11 1.30 1.95 3.25 1.09 1.64 2.74 1.37 2.06 3.43
0.12 0.18 0.30 0.03 0.05 0.08 1.46 2.20 3.66 0.59 0.89 1.48 0.37 0.55 0.92

⎤

⎥
⎥
⎦ ,

H =

⎡

⎢
⎢
⎢
⎣

1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 1 · · · 1 · · · 0 · · · 0
...

. . .
...

...
. . .

...
. . .

...
. . .

...

0 · · · 0 0 · · · 0 · · · 1 · · · 1

⎤

⎥
⎥
⎥
⎦

∈ R
5×15.

The canonical dual problem can be stated as follows:

(Pd)Maximize Πd(ς) = −1

2
F(ς)TG†(μ)F(ς) − σ Tb − τ T e5

subject to ς = (σ , τ ,μ) ∈ R
4+5+15, σ ≥ 0,μ > 0.
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By solving this dual problem with the sequential quadratic programming method in
the optimization Toolbox within the Matlab environment, we obtain

σ̄ = [0, 0, 0, 0]T ,

τ̄ = [73.90,−106.70, 111.95,−59.27,−0.01]T ,

and

μ̄ = [39.34, 22.07, 12.49, 33.56, 3.01, 76.14, 61.00, 35.52
18.78, 1.47, 41.96, 0.001, 0.001, 0.006]T .

It is clear that ς̄ = (σ̄ , τ̄ , μ̄) ∈ S+
a . Thus, from Theorem 4,

ȳ = (B + 2Diag (μ̄))†(h − DT σ̄ − HT τ̄ + μ̄)

= [0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0]T

is the global minimizer of Problem (P)withΠd(ς̄) = −227.87 = Π(ȳ). The solu-
tion to the original primal problem can be calculated by using the transformation

x̄i =
Ki∑

j=1

ui, j ȳi, j , i = 1, 2, 3, 4, 5,

to give

x̄ = [5, 2, 5, 2, 2]T

with P(x̄) = −227.87.

Example 2. 10-dimensional problem. Consider Problem (Pa), with x =
[x1, · · · , x10]T , while xi ∈ {1, 2, 4, 7, 9}, i = 1, · · · , 10,

Q =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

6.17 0.62 0.46 0.37 0.56 0.66 0.67 0.85 0.57 0.44
0.62 5.63 0.29 0.56 0.79 0.29 0.43 0.69 0.49 0.39
0.46 0.29 5.81 0.55 0.22 0.55 0.36 0.27 0.51 0.91
0.37 0.56 0.55 6.10 0.28 0.42 0.44 0.34 0.75 0.44
0.56 0.79 0.22 0.28 4.75 0.40 0.55 0.42 0.49 0.44
0.66 0.29 0.55 0.42 0.40 5.71 0.32 0.57 0.65 0.70
0.67 0.43 0.36 0.44 0.55 0.32 5.27 0.56 0.37 0.85
0.85 0.69 0.27 0.34 0.42 0.57 0.56 5.91 0.15 0.62
0.57 0.49 0.51 0.75 0.49 0.65 0.37 0.15 4.51 0.46
0.44 0.39 0.91 0.44 0.44 0.70 0.85 0.62 0.46 5.73

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,
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f = [0.89, 0.03, 0.49, 0.17, 0.98, 0.71, 0.50, 0.47, 0.06, 0.68]T ,

A =

⎡

⎢
⎢
⎢
⎢
⎣

0.04 0.82 0.97 0.83 0.83 0.42 0.02 0.20 0.05 0.94
0.07 0.72 0.65 0.08 0.80 0.66 0.98 0.49 0.74 0.42
0.52 0.15 0.80 0.13 0.06 0.63 0.17 0.34 0.27 0.98
0.10 0.66 0.45 0.17 0.40 0.29 0.11 0.95 0.42 0.30
0.82 0.52 0.43 0.39 0.53 0.43 0.37 0.92 0.55 0.70

⎤

⎥
⎥
⎥
⎥
⎦

,

b = [33.76, 37.07, 26.75, 25.46, 37.36]T .

By solving the canonical dual problem of Problem (Pa), we obtain

σ̄ = [0, 0, 0, 0, 0]T ,

τ̄ = [−19.99,−20.12,−18.13,−18.37,−14.32,

−17.13,−18.46,−19.73,−17.65,−16.55]T ,

and

μ̄ = [9.51, 0.97, 21.93, 53.36, 74.34, 9.95, 0.21, 20.53, 51.01, 71.35
8.68, 0.77, 19.68, 48.03, 66.94, 8.30, 1.77, 21.91, 52.13, 72.27

6.40, 1.54, 17.39, 41.19, 57.04, 7.57, 1.98, 21.10, 49.77, 68.90

9.15, 0.16, 18.79, 46.72, 65.34, 9.82, 0.09, 19.90, 49.63, 69.45

8.76, 0.13, 17.92, 44.60, 62.39, 6.26, 4.03, 24.60, 55.48, 76.04]T ,

It is clear that ς̄ = (σ̄ , τ̄ , μ̄) ∈ S+
a . Therefore,

ȳ = [1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0,
1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0]T

is the global minimizer of the problem (P)withΠd(ς̄) = 45.54 = Π(ȳ). The solu-
tion to the original primal problem is

x̄ = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1]T

with P(x̄) = 45.54.

Example 3. Relatively large size problems.

Consider Problem (Pa) with n = 20, 50, 100, 200, and 300. Let these five prob-
lems be referred to as Problem (1), · · · , Problem (5), respectively. Their coefficients
are generated randomly with uniform distribution. For each problem, qi j ∈ (0, 1),
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Table 1 Numerical results
for large scale integer
programming problems

n m CPU Time (s)

20 5 1.77

50 5 6.23

100 5 26.05

200 5 136.29

300 5 408.59

ai j ∈ (0, 1), for i = 1, · · · , n; j = 1, · · · , n, and ci ∈ (0, 1), xi ∈ {1, 2, 3, 4, 5}, for
i = 1, · · · n. Without loss of generality, we ensure that the constructed Q is a sym-
metric matrix. Otherwise, we let Q = Q+QT

2 . Furthermore, let Q be diagonally dom-
inated. For each xi , its lower bound is li = 1, and its upper bound is ui = 5. Let
l = [l1, · · · , ln]T and u = [u1, · · · , un]T . The right-hand sides of the linear con-
straints are chosen such that the feasibility of the test problem is satisfied. More
specifically, we set b = ∑

j ai j l j + 0.5 · (
∑

j ai j u j − ∑
j ai j l j ).

We then construct the canonical problem of each of the five problems. It is
solved by using the sequential quadratic programming method with active set strat-
egy from the Optimization Toolbox within the Matlab environment. The specifica-
tions of the personal notebook computer used are: Window 7 Enterprise, Intel(R),
Core(TM)(2.50 GHZ). Table1 presents the numerical results, where m is number of
linear constraints in Problem I (Pa).

From Table1, we see that the algorithm based on the canonical dual method can
solve large scale problems with reasonable computational time. Furthermore, for
each of the five problems, the solution obtained is a global optimal solution. For
the case of n = 300, the equivalent problem in the form of Problem (Pb) has 1500
variables. For such a problem, there are 21500 possible combinations.

7 Conclusion

We have presented a canonical duality approach for solving a general quadratic
discrete value selectionproblemwith linear constraints.Our results show that thisNP-
hard problem can be converted to a continuous concave dual maximization problem
over a convex space without duality gap. For certain given data, if this canonical dual
has a KKT point in the dual feasible spaceS +

a , the problem can be solved easily by
well-developed convex optimization methods. Otherwise, a canonical perturbation
method is proposed, which can be used to deal with challenging cases when the
primal problem has multiple global minimizers. Several examples, including some
relatively large scale ones, were solved effectively by using the method proposed.

Remanning open problems include how to solve the canonical dual problem (Pd)

more efficiently instead of using the SDP approximation. Also, for the given data
Q, c,A,b, the existence condition for the canonical dual problem having KKT point
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inS +
a is fundamentally important for understandingNP-hard problems. If the canon-

ical dual (Pd) has no KKT point in the closed set S +
c = S +

a ∪ ∂S +
a , the primal

problem is equivalent to the following canonical dual problem (see Eq. (67) in [16])

min sta{Πd(ς)| ς ∈ Sa}, (56)

i.e., to find the minimal stationary value of Πd on Sa . Since the feasible set Sa is
nonconvex, to solve this canonical dual problem is very difficult. Therefore, it is a
conjecture that the primal problem (P) could be NP-hard if its canonical dual (Pd)

has no KKT point in the closed set S+
a [12]. In this case, one alternative approach for

solving (P) is the canonical dual relaxation (P�). Although the relaxed problem
(P�) is convex, by Remark 2 we know that there exists a duality gap between the
primal problem (P). It turns out that the associated SDP method provides only a
lower bound approach for solving the primal problem. Further researches are needed
to know how big is this duality gap, how much does this relaxation lose, and how to
solve the nonconvex canonical dual problem (56).
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Global Optimization Solutions to a Class
of Nonconvex Quadratic Minimization
Problems with Quadratic Constraints

Yu Bo Yuan

Abstract This paper studies the nonconvex quadratic minimization problems with
quadratic constraints (called it asPqq ). These problems are from computational sci-
ence, machine learning, data mining, pattern recognition, computational mechanics,
and so on. When the quadratical matrix in the objective function is non-definition,
it is very difficult to get the global optimization solutions. There is a very powerful
method proposed by David Gao and it is called as canonical duality. It can help
to convert Pqq into a concave maximization dual problem over a convex set. In
this work, we employ it to deal with a special class of Pqq . The canonical duality
problems are formulated and the equation between optimization solution ofPqq and
canonical duality problem is presented in Theorem 1. Two conditions are given in
Theorem 2. Under these conditions, we can prove that the canonical duality problem
has a unique nonzero solution in the dual space. An algorithm is proposed to find out
the global optimization solutions. Several examples are illustrated to show that the
conditions are active and the proposed method is effective.

1 Introduction

In recent years, nonconvex quadratic minimization problems with quadratic con-
straints have attracted more and more attentions. The problems are arising from
applications in diverse fields such as computational science, machine learning, data
mining, pattern recognition, computational mechanics, and so on.

In 2012, Feng, Lin, Sheu, and Xia [7] had studied the (nonconvex) quadratic
minimization problem with one quadratic constraint(QP1QC). They showed that
under given assumption, the nonconvex (QP1QC) problem could be solved through
a dual approach with no duality gap. In 2014, Fabian and Gabriel [6] had considered
quadratic minimization problems with finitely many linear equality and a single
(nonconvex) quadratic inequality constraints. They characterized the strong duality,
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necessary and sufficient optimality conditions with or without the Slater assumption
geometrically.

In 2013, Tuy and Tuan [28] had studied new strong duality conditions for multiple
constrained quadratic optimization based on the topological minimax theorem. Their
results showed that many quadratic programs to be solved by solving one or just a
few semidefinite programs. In the last work of Tuy and Hoai-Phuong [27], they had
proposed novel approach to get more appropriate approximate optimal solutions of
the problems. In 2007, Jeyakumar et al. [21] had studied necessary global optimality
conditions for special classes of quadratic optimization problems such as weighted
least squares with ellipsoidal constraints, quadratic minimization with binary con-
straints, and so on.

In 2013, Misener and Floudas [23] had introduced the global mixed-integer
quadratic optimizer(GloMIQO). The problems can be considered as the special
cases of Pqq . They proposed a novel algorithm to solve the problems based on
branch-and-bound method. In 2013, Peter et al. [22] had studied the spatial branch-
and-bound method [26]. They proposed a novel method to perturb infeasible iterates
along Mangasarian–Fromovitz directions to feasible points. Their numerical results
showed that their proposed algorithm could performwell even for optimization prob-
lems where the standard branch-and-bound method did not converge to the correct
optimal value.

In 2012, Yuan, Fang, and Gao [33] had considered a class of quadrinomial mini-
mization problems with one quadratic constraint. In that work, the objective function
is fourth order polynomial. Before this work, the canonical duality was employed to
solve the altering support vector machine [32] and the corresponding problems with
linear inequality constraints had been studied [31].

The nonconvex quadratic minimization problems with quadratic constraints can
be formulated as follows ((Pqq) in short)

(Pqq) : min

{
P(x) = 1

2
xT Ax − f T x : x ∈ Xa

}
, (1)

where A = AT ∈ R
n×n is an indefinite matrix, the feasible space Xa is defined by

Xa �
{
x ∈ R

n| 1
2
xT Qi x + bTi x � ci , i = 1, 2, · · · ,m

}
, (2)

inwhich, Qi
T = Qi ∈ R

n×n (i = 1, 2, · · · ,m) are given nonsingularmatrices, bi ∈
R

n, (i = 1, 2, · · · ,m) are given vectors which control the geometric centers. ci (i =
1, 2, · · · ,m) ∈ R are given input constants.

In order to make sure that the feasible space Xa is nonempty, the quadratic
constraints must satisfy the Slater regularity condition, i.e., there exists one point x0
such that 1

2 x
T
0 Qi x0 + bTi x0 � ci , i = 1, 2, · · · ,m.

In this work, one hard restriction is given that f �= 0 ∈ R
n . The restriction is very

important to guarantee the uniqueness of global optimization solution of (Pqq). In
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physics, P(x) = 1
2 x

T Ax − f T x means energy function. The first part 1
2 x

T Ax means
kinetic energy or elastic energy or other one. The second part f T x means work under
an input force f . If force f = 0(object is on the stable state), the problems may
have infinite global optimization solutions. For example, we consider the following
problem

min
(x,y)∈R2

{
P(x, y) = −x2 − y2

}
s.t. x2 + y2 ≤ 4.

This problem has infinite solutions (x, y) in R
2 and x2 + y2 = 4. In another word,

the boundary points of feasible space are the global optimization solutions. If force
f = (2, 2)T , the problem is formulated as follows

min
(x,y)∈R2

{
P(x, y) = −x2 − y2 − 2x − 2y

}
s.t. x2 + y2 ≤ 4.

This problem has unique global optimization solution (x∗, y∗) = (
√
2,

√
2) (Fig. 1).

It is known that linear mixed 0–1, fractional, polynomial, bilevel, generalized
linear complementarity problems, can be reformulated as special cases of (Pqq).
Such problems have attracted the attention of many researchers in recent years. The
problem of minimizing nonconvex quadratic function with one convex quadratic
constraint arises from applying the trust region method in solving unconstrained
optimization. It was first proposed by Celis, Dennis, and Tapia (see in [2] and devel-
oped by Powell and Yuan in 1990 and 1991(see in [25, 30]. The subproblem of trust
region method is described as follows
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5 Global Optimization Solution

Global Optimization Solutions

Fig. 1 Flowchart to show the difference between f = 0 and f �= 0. The color surface is the figure
of the objective function on the feasible space (the disk). The left one is f = 0 and it shows that the
problem has infinite global optimization solutions on the feasible space’s boundary. The right one
is f = (2, 2)T and it shows that the problem has unique global optimization solution on the point
(
√
2,

√
2)
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(ST R) :min
δ∈Rn

{Pk(δ) = f (x (k)) + g(k)T δ + 1
2δ

T B(k)δ}
s.t. 1

2‖δ‖2 � ρk .
(3)

Inwhich, δ is the objective vector(after solving themodel (3), we can construct the
next iteration points with (x (k+1) = x (k) + δ)), g(k) = ∇ f (x (k)) is the gradient vector,
B(k) is the Hessian matrix or approximate matrix of Hessian and ρk is the trust region
parameter. If the objective function is nonconvex, this problem is NP-hard [24].

With two (general) convex quadratic constraints, recently, the problem is termed as
the extended trust region subproblem(see in [2, 25, 29, 30]. In general, it is proved
to be NP-hard(see in [1, 24]. Actually, the extended trust region subproblem is a
special case of our presented problem (Pqq). It can be formulated as follows [29]

(ST T R) :
min
x∈Rn

{P(x) = 1
2 x

T Ax − f T x}
s.t. 1

2 x
T Q1x + bT1 x � c1,

1
2 x

T Q2x + bT2 x � c2.

(4)

Motivated by the difficulty of solving these problems, we are looking for some
good and powerful method to check out the global optimization solution. There is
a very powerful method proposed by Gao David (see in [12, 18]) and it is called
as canonical duality. The idea is from Legendre duality(presented and explored by
Ekeland (readers can refer to [3–5]). It is proved that it has some advantages in global
optimization and nonlinear mechanics (see in [8–20]). In this work, we employ it to
dealwith a special class ofPqq anduse it to convertPqq into a concavemaximization
dual problem over a convex set.

The paper is organized as follows. In Sect. 2, one novel definition is introduced
and stated as complementary positive definite matrix group. The basic procedure is
presented to convertPqq into a concave maximization dual problem. Two theorems
are presented to support us to find out the global optimization solution. Main result
in Theorem 1 is the equation between optimization solution of Pqq and canonical
duality problem. Main result in Theorem 2 is to give conditions to make sure that the
canonical duality problem has a unique optimization solution. In Sect. 3, we present
the basic framework of the proposed algorithm. In Sect. 4, several examples are
illustrated to show the correctness of given conditions and effectiveness of presented
theorems. Finally, we make a conclusion.

2 Canonical Duality Problem

2.1 Complementary Positive Definite Matrix

In order to study the existence of the problem Pqq , we introduce a definition.
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Definition 1 For a given matrix A ∈ R
n×n , G+(A) ⊂ R

n×n is called as comple-
mentary positive definite matrix group of A, if for any B ∈ G+(A), A + B is positive
definite. Mathematically,

G+(A) �
{
B ∈ R

n×n|A + B 
 0
}
. (5)

Especially, if A + B = I , B is called identity complementary matrix of A, where I
is the identity matrix of order n by n.

With the same idea, a new definition on complementary negative definite matrix
group can be given.

2.2 Canonical Duality Problem ofPqq

Following the standard procedure and ideas proposed by David Gao [15–18], we
construct the geometrical mapping as follows

ε(x) = {εi (x)} =
{
1

2
xT Qi x + bTi x − ci , i = 1, 2, · · · ,m

}
: Rn → R

m . (6)

The indicator is defined by

I (ε) =
{
0, if ε ≤ 0 ∈ R

m,

+∞, otherwise.

With the indicator, the quadratic constraints in (Pqq) can be relaxed and (Pqq)

takes the unconstrained form as following

(P) : min

{
P(x) = I (ε(x)) + 1

2
xT Ax − f T x : x ∈ R

n

}
. (7)

Because I (ε) is convex and lower semi-continuous on Rm , their canonical dual
variable σ satisfies the following duality relation

σ ∈ ∂−I (ε) ⇔ ε ∈ ∂−I ∗(σ ) ⇔ I (ε) + I ∗(σ ) = εTσ , (8)

where ∂− is called the sub-differential of I in convex analysis. I ∗(σ ) is Fenchel
sup-conjugate of I by

I ∗(σ ) = sup
ε∈Rm

{εTσ − I (ε)} =
{
0, i f σ � 0,
+∞, otherwise.

(9)
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The canonical dual function of P(x) is defined by the following equation (referred
to [8])

Pd(σ ) = QΛ(σ ) − I ∗(σ ), (10)

where
QΛ(σ ) = sta

{
εTσ + 1

2 x
T Ax − f T x

}
= − 1

2 F(σ )T G(σ )−1F(σ ) − cTσ ,
(11)

in which the notation sta{∗ : x ∈ R
n} is the operator to find out the stationary point

in the space Rn , G(σ ), F(σ ) and c are defined by

G(σ ) = (A +
m∑
i=1

Qiσi ), F(σ ) = ( f −
m∑
i=1

biσi ), c = (c1, c2, · · · , cm)T ,

(12)
where σi is the i-th element of σ .

The dual feasible space is defined by

S �
{
σ ∈ R

m |σ � 0 ∈ R
m, det(G(σ )) �= 0

}
. (13)

The canonical dual problem (Pd in short) associatedwith (Pqq) canbe eventually
formulated as follows

(Pd) : max
σ∈S

{
Pd(σ )

}
. (14)

2.3 Two Important Theorems

In order to show that there is no duality gap, the following theorem is presented.

Theorem 1 If A, Qi , bi , fi , ci , i = 1, 2, · · · ,m, are givenwith definitions in (Pqq)

such that the dual feasible space

Y �
{
σ ∈ S | G(σ )−1F(σ ) ∈ X

}
(15)

is not empty, the problem
(Pd) : max

σ∈Y
{
Pd(σ )

}
, (16)

is canonically (perfectly) dual to (Pqq). In another words, if σ̄ is a solution of the
dual problem (Pd),

x̄ = G(σ̄ )−1F(σ̄ ) (17)

is a solution of (Pqq) and
P(x̄) = Pd(σ̄ ). (18)
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Proof. If σ̄ is a solution of the dual problem (Pd) such that (17) holds, it must
satisfy the KKT conditions. Then, according to the complementarity conditions, we
have

σ̄ ⊥ ∇Pd(σ̄ ) and Pd(σ̄ ) = 0. (19)

Let us pay attention to the (13) and x̄ must satisfy the constraints, we have

1
2 x̄

T Qi x̄ + bTi x̄ − ci � 0,
σ̄i ⊥ 1

2 x̄
T Qi x̄ + bTi x̄ − ci ,

σ̄i � 0, i = 1, 2, · · · ,m.

(20)

This result shows that x̄ = G(σ̄ )−1F(σ̄ ) is a KKT point of (Pqq).
Next, we show the equivalence between the primal problem and canonical duality

one. According to complementarity conditions (20), we have

ci σ̄i = 1

2
x̄ T Qi σ̄i x̄ + bTi σ̄i x̄, i = 1, 2, · · · ,m. (21)

Thus, in terms of x̄ = G(σ̄ )−1F(σ̄ ) = (A +
m∑
i=1

Qi σ̄i )
−1( f −

m∑
i=1

bi σ̄i ), we have

m∑
i=1

Qi σ̄i x̄ +
m∑
i=1

bi σ̄i = f − Ax̄, (22)

then
Pd(σ̄ ) = − 1

2 F(σ̄ )T G(σ̄ )−1F(σ̄ ) − cT σ̄ ,

= − 1
2 x̄

T G(σ̄ )x̄ −
m∑
i=1

( 12 x̄
T Qi σ̄i x̄ + bTi σ̄i x̄),

= − 1
2 x̄

T Ax̄ − ( f − Ax̄)T x̄,

= 1
2 x̄

T Ax̄ − f T x̄,

= P(x̄),

which shows that there is no duality gap between (Pqq) and (Pd). The proof of the
theorem is concluded.

In order to get the optimization solution of (Pqq), we introduce the following
subset

S+ = {σ ∈ S | G(σ ) is positive definite} . (23)

In order to hold on the uniqueness of optimal duality solution, the following
existence theorem is presented.

Theorem 2 For any given symmetrical matrixes A, Qi ,∈ R
n×n, G+(A) (defined by

(5)) is the complementary positive definite matrix group of A, f, bi ∈ R
n, ci ∈ R,

i = 1, 2, · · · ,m, if the following two conditions are satisfied



346 Y.B. Yuan

C1 :
m∑
i=1

Qi ∈ G+(A) ;

C2 : there must exist one k(1 ≤ k ≤ m) such that Qk is positive definite and Qk ∈
G+(A), moreover,

‖Dk A
−1 f ‖ > ‖bTk D−1

k ‖ +
√

‖bTk D−1
k ‖2 + 2|ck |, (24)

where Qk = DT
k Dk and ‖ ∗ ‖ is some vector norm.

Then, the canonical duality problem (16) has a unique nonzero solution σ̄ in the
space S+.

Proof. If the condition C1 is satisfied, the dual feasible space defined by (23) is
nonempty.

If C2 is also satisfied, we can get two results, the first one is that there is one
positive definite matrix Dk such that

Qk = DT
k Dk .

The second one is that the stationary point of quadratic objective function is out of
the convex constraint defined by 1

2 x
T Qkx + bTk x ≤ ck . The first one is easy to be

proved because Qk is symmetrical positive definite. Next, we will show how to get
the the second result. Because Dk from the first result is also positive definite, we
have

1
2 f

T (A−1)T Qk A−1 f + bTk A
−1 f

= 1
2 f

T (A−1)T DT
k Dk A−1 f + bTk D

−1
k Dk A−1 f

≥ | 12 f T (A−1)T DT
k Dk A−1 f | − |bTk D−1

k Dk A−1 f |
≥ 1

2‖Dk A−1 f ‖2 − ‖bTk D−1
k ‖‖Dk A−1 f ‖

= 1
2 (‖Dk A−1 f ‖ − ‖bTk D−1

k ‖)2 − 1
2‖bTk D−1

k ‖2,

if we pay attention to (24), from the above inequalities, the following inequalities
are easy to obtain,

1
2 f

T (A−1)T Qk A−1 f + bTk A
−1 f

≥ |ck | ≥ ck .

So, A−1 f is out of the constraint. According to complementary theory,

σ̄k �= 0.

Then, there is nonzero solution for the canonical duality problem in the space S+.
Because the objective function is concave and differentiable in the space S+, the
canonical duality solution is unique. The proof of theorem is concluded.
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3 Algorithm

In this section, an algorithm is proposed to solve the problem (Pqq). The basic
procedures are listed in Algorithm 1.

The algorithm has two important parts. The first one is to judge the conditions.
The other one is to get the duality optimization solution.

In the first part, we need to complete two important steps, they are from the com-
putation of eigenvalues of A + ∑m

k=1 Qk and A + Qi . If we recall the parameters,
n is the dimensional number of input variable x and m is the number of constrains.
The complexity of the first part is

T (m, n) = O(m × n2). (25)

In the other part, the time complexity comes from themethod to solve the canonical
duality problem. The complexity is

T (m, n) = O(n × m2). (26)

The complexity of the final time complexity of our proposed algorithm is

T (m, n) = O(m × n2) + O(n × m2). (27)

4 Applications

In this section, several examples are illustrated to show how to use the presented
theory to solve the problems. We employ the Quasi-Newton method to solve the
canonical duality problems.

Example 1. First of all, let us consider two-dimensional quadratic minimization

problem with one quadratic constraint. If we take A =
(
2 0
0 −1

)
, Q =

(
4 0
0 2

)
,

f =
(
3
3

)
, b =

(
0

−2

)
, c = 3, the following minimization problem is obtained,

min
x∈R2

{
P(x) = x21 − 0.5 ∗ x22 − 3x1 − 3x2

}
(28)

such that

2x21 + (x2 − 1)2 ≤ 4. (29)
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Algorithm 1 CDQN-QPQS algorithm

1: Input: thematrices A ,Qi , i = 1, 2, · · · ,m, the load item f and linear items bi , i = 1, 2, · · · ,m,
the const items of constraints ci , i = 1, 2, · · · ,m, algorithm stop cutoff ε;;

2: Initialization: σ 0 = 0, H0 = I, α0 = 1, i := 0 and ps := 0;
3: Computing: Fi = Pd (σ i ) and gi = ∇Pd (σ i );

mes = min(eig(A + ∑m
k=1 Qk));

4: if mes > 0 then
5: for k = 1 : m do
6: vk = min(eig(Qk));
7: if vk > 0 then
8: ps = ps + 1;
9: Avk = min(eig(A + Qk));
10: else
11: ps = ps;
12: Avk = −1;
13: end if
14: end for
15: Compute mv = max(Av);
16: if ps < 0 or mv < 0 then
17: ss = 0;
18: else
19: Select Qi such that vi > 0 and Avi > 0, let PQ = Qi , k = i ;

computing orthogonal decomposition of PQ = DT D;

lp = ‖DA−1 f ‖; rp = ‖bTk D−1‖ +
√

‖bTk D−1‖2 + 2|ck |;
20: if lp < rp then
21: ss = 0;
22: else
23: Quasi-Newton method is employed to solve the canonical duality problem

ss=arg{max
σ∈Y

{
Pd (σ )

}
};

24: end if
25: end if
26: else
27: ss = 0;
28: end if
29: Computing the global optimization solution: σ̄ = ss,

G(σ̄ ) = (A +
m∑
i=1

Qi σ̄ ), F(σ̄ ) = ( f −
m∑
i=1

bi σ̄ ),

and

x̄ = G(σ̄ )−1F(σ̄ );

30: Output: x̄ ; P(x̄); σ̄ ; Pd (σ̄ );
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Fig. 2 The graph of p(x) on
the quadratic constraint
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This problem is to search the global minimize value of P(x) in the inner part of
elliptic sphere whose boundary is determined by 2x21 + (x2 − 1)2 = 4(can be seen
in Fig. 2).

We can easily verify that condition C1 in Theorem 2 is satisfied because the
eigenvalues of matrix A + Q are 6 and 1. C2 is also satisfied because ‖DA−1 f ‖ =
5.1962 and

‖bT D−1‖ +
√

‖bT D−1‖2 + 2|c| = 4.2426.

where Q = DT D.
The corresponding dual problem is

max
σ∈R

{
Pd(σ ) = − 1

2 (
9

4σ+2 + (3+2σ)2

2σ−1 ) − 3σ
}

(30)

such that σ � 0.
Then we can present the solution of this problem. This dual problem has a unique

solution:
σ̄ = 1.5358.

The canonical duality global maximize value is

Pd(σ̄ ) = −14.0576.

The graph of the canonical duality problem Pd(σ ) on the interval [−5, 5] is shown
in Fig. 3. In this figure, we easily see that σ̄ = 1.5358 is the global maximizer and
max Pd(σ ) = Pd(1.5) = −14.0576.

The optimal solution of primal problem can be obtained by

x̄ = (A + σ̄Q)−1( f − bσ̄ ) =
(
0.3684
2.9309

)
.



350 Y.B. Yuan

Fig. 3 The graph of Pd (σ )

on the interval [−5, 5]
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It is very easy to verify that

P(x̄) = −14.0576 = Pd(σ̄ ).

Let us pay attention to the solution, σ̄ = 1.5358 shows that the solution x̄ is on the
boundary of the feasible space, in fact, we can understand this from Fig.2. We can

easily check that x̄ =
(
0.3684
2.9309

)
satisfies 2x21 + (x2 − 1)2 = 4.

Example 2. We now consider three-dimensional quadratic minimization problem

with two quadratic constraints. If we take A =
⎛
⎝−2 0 0

0 2 0
0 0 −2

⎞
⎠ , Q1 =

⎛
⎝ 4 0 0
0 4 0
0 0 4

⎞
⎠ ,

Q2 =
⎛
⎝ 4 0 0
0 −1 0
0 0 4

⎞
⎠ , f =

⎛
⎝ 4
2
4

⎞
⎠ , b1 =

⎛
⎝ 0
0
0

⎞
⎠ , b2 =

⎛
⎝−3

0
0

⎞
⎠ , c1 = 2, c2 = 2, the

following minimization problem is obtained,

min
x∈R3

{
P(x) = −x21 + x22 − x23 − 4x1 − 2x2 − 4x3

}
(31)

such that
2x21 + 2x22 + 2x23 � 2, (32)

and
2x21 − 0.5x22 + 2x23 − 3x1 � 2. (33)

This problem is to look for the global minimize value of P(x) in the communal inner
part of one parabolic and one sphere which boundary is determined by 2x21 + 2x22 +
2x23 = 2 and 2x21 − 0.5x22 + 2x23 − 3x1 = 2 (can be seen in Fig. 4).
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Fig. 4 Two quadratic constrains figure bounded by 2x21 + 2x22 + 2x23 � 2 and 2x21 − 0.5x22 +
2x23 − 3x1 � 2

Also, we can easily verify that condition C1 in Theorem 2 is satisfied because
the eigenvalues of A + Q1 + Q2 are 5, 6 and 6, the eigenvalues of A + Q1 are 2, 2
and 6. C2 is satisfied because ‖D1A−1 f ‖ = 6 and

‖bT1 D−1
1 ‖ +

√
‖bT1 D−1

1 ‖2 + 2|c1| = 2.

where Q1 = DT
1 D1.

According to canonical duality theory, the canonical dual problem of (31) is as
follows:

max
(σ1,σ2)∈R2

{Pd(σ1, σ2) = − 1
2 (

(4+3σ2)
2

4(σ1+σ2)−2 + 4
4σ1−σ2+2+

16
4(σ1+σ2)−2 ) − 2σ1 − 2σ2}

(34)

such that σ1 � 0, σ2 � 0.
Then we can get the solution of this problem as following:

σ̄1 = 1.9447, σ̄2 = 0.

The canonical duality global maximized value is

Pd(σ̄1, σ̄2) = −6.8627.
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Fig. 5 The graph of
Pd (σ1, 0) on the interval
[1.8, 2.2]
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The graph of canonical duality problem objective function Pd(σ̄1, 0) on the interval
[1.8, 2.2] is shown in Fig. 5. In its figure, we easily guarantee that (σ̄1 = 1.9447, σ̄2 =
0) is the global maximize point and max Pd(σ1, 0) = Pd(1.9447, 0) = −6.8627.

The optimal solution of primal problem can be obtained by

x̄ = (A + σ̄1Q1 + σ̄2Q2)
−1( f − b1σ̄1 − b2σ̄2) =

⎛
⎝0.6922
0.2045
0.6922

⎞
⎠ .

It is very easy to verify that

P(1.9447, 0) = −6.8627 = Pd(0.6922, 0.2045, 0.6922).

Example 3. We now consider four-dimensional quadratic minimization problem
with three quadratic inequalities. constraint. If we take

A =

⎛
⎜⎜⎝
2 0 0 0
0 2 0 0
0 0 −20 0
0 0 0 4

⎞
⎟⎟⎠ , Q1 =

⎛
⎜⎜⎝
2 0 0 0
0 2 0 0
0 0 24 0
0 0 0 2

⎞
⎟⎟⎠ , Q2 =

⎛
⎜⎜⎝
1 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2

⎞
⎟⎟⎠ ,

Q3 =

⎛
⎜⎜⎝
2 0 0 0
0 −2 0 0
0 0 1 0
0 0 0 2

⎞
⎟⎟⎠ , f =

⎛
⎜⎜⎝

4
12
−2
2

⎞
⎟⎟⎠ , b1 =

⎛
⎜⎜⎝
0
0
0
0

⎞
⎟⎟⎠ , b2 =

⎛
⎜⎜⎝

−1
0
0
0

⎞
⎟⎟⎠ ,

b3 = (
0 0 −1 0

)T
, c1 = 9, c2 = c3 = 8.5, the following minimization problem is

obtained,
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min
x∈R4

{
P(x) = (x1 − 1)2 + x22 − 10x23 − 4x24 − 12x2 + 2x3 − 2x4

}
(35)

such that
x21 + x22 + x23 + x24 � 9, (36)

and
1

2
(x1 − 1)2 + x22 + 12x23 + x24 � 9, (37)

and

x21 − x22 + 1

2
(x3 − 1)2 + x24 � 9. (38)

The equality of the first constraint is sphere, the second one is ellipsoid and the last
one is hyperboloid.

Also, we can easily verify that condition C1 in Theorem 2 is satisfied because the
eigenvalues of A + Q1 + Q2 + Q3 are 4, 7, 7 and 10, the eigenvalues of A + Q1

are 4, 4, 4 and 6. C2 is satisfied because ‖D1A−1 f ‖ = 8.9855 and

‖bT1 D−1
1 ‖ +

√
‖bT1 D−1

1 ‖2 + 2|c1| = 4.2426.

where Q1 = DT
1 D1.

According to canonical duality theory, the canonical dual problem of (35) is as
follows

max
(σ1,σ2,σ3)∈R3

{
Pd(σ1, σ2, σ3) = − 1

2 (
(4+σ2)

2

2σ1+σ2+2σ3+2 + 144
2(σ1+σ2−σ3)+2+

(σ3−2)2

24σ1+2σ2+σ3−20 + 4
2(σ1+σ2+σ3)+4 ) − 9σ1 − 8.5σ2 − 8.5σ3

} (39)

such that σi � 0, i = 1, 2, 3.
Then we can get the solution of this problem as following:

σ̄1 = 1.1983, σ̄2 = 0, σ̄3 = 0.

The canonical duality global maximized value is

Pd(σ̄1, σ̄2, σ̄3) = −29.5216.

The optimal solution of primal problem can be obtained by

x̄ = (A + σ̄1Q1 + σ̄2Q2 + σ̄3Q3)
−1( f − b1σ̄1 − b2σ̄2 − b3σ̄3) =

⎛
⎜⎜⎝

0.9098
2.7293

−0.2283
0.3127

⎞
⎟⎟⎠ .
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It is very easy to verify that

P(1.1983, 0, 0) = −29.5216 = Pd(0.9098, 2.7293,−0.2283, 0.3127).

Example 4. Here, we present a ten-dimensional nonconvex quadratic program-
ming with two quadratic constraints. If we let

A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−2 0.5 1 1 1 0.5 0.5 0.5 0.5 0.5
0.5 −13 1 1 1 0.5 0.5 0.5 0.5 1
1 1 −14 0.5 0 1 1 1 0.5 0.5
1 1 0.5 −2 0.5 1 1 0.5 0.5 0.5
1 1 0 0.5 3 0.5 0.5 0.5 1 0.5
0.5 0.5 1 1 0.5 −6 0.5 0.5 0.5 0
0.5 0.5 1 1 0.5 0.5 −1 0.5 1 0
0.5 0.5 1 0.5 0.5 0.5 0.5 −13 0.5 1
0.5 0.5 0.5 0.5 1 0.5 1 0.5 −14 0.5
0.5 1 0.5 0.5 0.5 0 0 1 0.5 −5

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Q1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

10 0.5 1 1 1 0.5 0.5 0.5 0.5 0.5
0.5 25 1 1 1 0.5 0.5 0.5 0.5 1
1 1 24 0.5 0 1 1 1 0.5 0.5
1 1 0.5 12 0.5 1 1 0.5 0.5 0.5
1 1 0 0.5 9 0.5 0.5 0.5 1 0.5
0.5 0.5 1 1 0.5 12 0.5 0.5 0.5 0
0.5 0.5 1 1 0.5 0.5 9 0.5 1 0
0.5 0.5 1 0.5 0.5 0.5 0.5 25 0.5 1
0.5 0.5 0.5 0.5 1 0.5 1 0.5 31 0.5
0.5 1 0.5 0.5 0.5 0 0 1 0.5 9

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Q2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

5 0.5 1 1 1 0.5 0.5 0.5 0.5 0.5
0.5 9 1 1 1 0.5 0.5 0.5 0.5 1
1 1 8 0.5 0 1 1 1 0.5 0.5
1 1 0.5 6 0.5 1 1 0.5 0.5 0.5
1 1 0 0.5 4 0.5 0.5 0.5 1 0.5
0.5 0.5 1 1 0.5 6 0.5 0.5 0.5 0
0.5 0.5 1 1 0.5 0.5 4 0.5 1 0
0.5 0.5 1 0.5 0.5 0.5 0.5 13 0.5 1
0.5 0.5 0.5 0.5 1 0.5 1 0.5 13 0.5
0.5 1 0.5 0.5 0.5 0 0 1 0.5 4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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the other corresponding coefficients are listed as follows

f = (−27 1 8 6 −18 6 30 1 13 4) ,

b1 = (10 8 6 10 14 9 9 9 11 8),
b2 = (16 9 14 15 9 7 9 13 6 11),

and c1 = c2 = 20.
Similar with the other three examples, we can easily verify that condition C1

in Theorem 2 is satisfied because the eigenvalues of A + Q1 + Q2 are listed as
follows {6.3635, 8.7851, 10.4295, 11.0365, 14.1675, 16.3225, 17.7796, 22.3263,
26.8958, 36.8937}, the eigenvalues of A + Q1 are listed as follows {2.8501, 4.6238,
5.8963, 6.9364, 8.6136, 9.8704, 10.7933, 11.8424, 15.0207, 22.5531}. C2 is satis-
fied because ‖D1A−1 f ‖ = 615.4753 and

‖bT1 D−1
1 ‖ +

√
‖bT1 D−1

1 ‖2 + 2|c1| = 11.3815.

where Q1 = DT
1 D1.

The canonical duality solution is

σ̄1 = 1.6894, σ̄2 = 0.

The canonical duality global maximize value is

Pd(σ̄1, σ̄2) = −149.6523.

The optimal solution of primal problem can be obtained by

x̄ = (−2.6417,−0.1485, 0.1268,−0.2010,−1.9168,−0.3058,
1.5580,−0.3112, 0.0087,−0.2020).

It is very easy to verify that

P(1.6984, 0) = −149.6523 = Pd(x̄).

5 Conclusions

Nonconvex quadratic minimization problems with quadratic constraints are well
known because they are very difficult to find out the global optimization solutions.
In this paper, we have employed the canonical duality to convert them into a concave
maximization dual problem over a convex set. With the presented conditions in
Theorem 2, we have proved that the canonical duality problem (16) has a unique
nonzero solution σ̄ in the space S+. With Theorem 1, we can find out the global
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optimization solutions x̄ of the class of nonconvex quadratic minimization problems
with quadratic constraints by (17). Several numerical examples can show that the
given conditions and results in Theorems 1 and 2 are correct.
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On Minimal Distance Between Two Surfaces

Daniel Morales-Silva and David Yang Gao

Abstract This article corrects the results presented in [7] (D.Y. Gao and Wei-Chi,
Yang, Optimization, 57(5), 705–714, 2008) which were challenged in [13] (M.D.
Voisei, C. Zalinescu, Optimization, 60(5), 593–602, 2011). We aim to use the points
of view presented in [13] (M.D. Voisei, C. Zalinescu, Optimization, 60(5), 593–
602, 2011) to modify the original results and highlight that the consideration of the
Gao–Strang total complementary function and the canonical duality theory are indeed
quite useful for solving a class of real-world global optimization problems with
nonconvex constraints. Additionally, we demonstrate how a perturbed canonical dual
method can be used to solve the counter example presented in [13] (M.D. Voisei, C.
Zalinescu, Optimization, 60(5), 593–602, 2011) which has multiple global minimum
solutions.

1 Introduction and Primal Problem

Minimal distance problems between two surfaces arise naturally from many appli-
cations, which have been recently studied by both engineers and scientists (see [10,
11]). In this article, the problem presents a quadratic minimization problem with
equality constraints: we let x := (y, z) and

(P) : min

{
Π(x) = 1

2
‖y − z‖2 : h(y) = 0, g(z) = 0

}
, (1)

where h : Rn → R and g : Rn → R are defined by

h(y) := 1

2

(
ytAy − r2

)
, (2)
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g(z) := 1

2
α

(
1

2
‖z − c‖2 − η

)2

− f t (z − c), (3)

in which, A ∈ R
n×n is a positive definite matrix, α, r and η are positive numbers,

and f, c ∈ R
n are properly chosen so that these two surfaces

Yc := {y ∈ R
n : h(y) = 0}

and
Zc := {z ∈ R

n : g(z) = 0}

are disjoint such that if z ∈ Zc then h(z) > 0. For example, it can be proved that if
c = 0, r > 0, η > 0.5r2, ‖f‖ < 0.5(0.5r2 − η)2/r , α = 1 and A = I (I stands for
the identity matrix of size n) then, Yc ∩ Zc = ∅ and if z ∈ Zc then h(z) > 0. Notice
that the feasible setXc = Yc × Zc ⊂ R

n × R
n , defined by

Xc = {x ∈ R
n × R

n : h(y) = 0, g(z) = 0},

is, in general, nonconvex.
By introducingLagrangemultipliersλ,μ ∈ R to relax the two equality constraints

inXc, the classical Lagrangian associated with the constrained problem (P) is

L(x, λ, μ) = 1

2
‖y − z‖2 + λh(y) + μg(z). (4)

By nonconvexity of the constraint g(z), this Lagrangian may have multiple local
minima. The identification of the global minimizer has been a fundamentally diffi-
cult task in global optimization. It is well-known in the field of optimization that the
classical Lagrangian duality theory cannot be used alone for solving general non-
convex problems due to a so-called duality gap produced by the Lagrange multiplier
method.

Canonical duality theory is a newly developed, potentially useful methodol-
ogy, which is composed mainly of (i) a canonical dual transformation, (ii) a
complementary-dual principle, and (iii) an associated triality theory. The canonical
dual transformation can be used to formulate dual problems without duality gap; the
complementary-dual principle shows that the canonical dual problem is equivalent
to the primal problem in the sense that they have the same set of KKT points; while
the triality theory can be used to identify both global and local extrema. The canon-
ical duality theory has been successfully used for solving many global optimization
problems with box/integer constraints [4] and nonconvex polynomial constraints
[3, 5, 6].

The minimal distance between two nonconvex surfaces was first studied via the
canonical duality theory in [7]. However, instead of the vector-valued variable x ∈
R

n × R
n , the two sub-vectors y, z ∈ R

n were considered as independent variables
(it is known that a bi-convex function may not be convex in the whole space), it
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turns out that certain global optimality condition was missing. The main goal of this
paper is to re-solve this challenging problem via the canonical duality theory. In the
next section, we will show how to correctly use the canonical dual transformation
to convert the nonconvex constrained problem into a canonical dual problem. The
missing global optimality condition in the original paper [7] is naturally obtained
in Sect. 2 such that Theorems1 and 2 proposed in [7] are represented in a correct
canonical dual feasible space. Applications are illustrated in Sect. 3. Results show
that in order to solve this problem by the canonical duality theory, the primal problem
must have a unique global minimizer. Otherwise, a perturbation method can be used
to find one of the global optimal solutions.

2 Canonical Dual Problem and Global Optimal Solution

In order to use the canonical dual transformation method, the key step is to introduce
a so-called geometrical operator ξ = Λ(z) and a canonical function V (ξ) such that
the nonconvex function

W (z) = 1

2
α

(
1

2
‖z − c‖2 − η

)2

(5)

in g(z) can be written in the so-called canonical form W (z) = V (Λ(z)). By the
definition introduced in [1] (see Chap.6 or Definition 8.1 in [6]), a differentiable
function V : Va ⊂ R → R is called a canonical function if the duality relation ς =
DV (ξ) : Va → Va

∗ ⊂ R is invertible. Thus, for the nonconvex function defined by
(5), we let

ξ = Λ(z) = 1

2
‖z − c‖2,

then the quadratic function V (ξ) := 1
2α(ξ − η)2 is a canonical function on the

domain Va = {ξ ∈ R : ξ ≥ 0} since the duality relation

ς = DV (ξ) = α(ξ − η) : Va → Va
∗ = {ς ∈ R : ς ≥ −αη}

is invertible. By the Legendre transformation, the conjugate function of V can be
uniquely defined on Va

∗ by

V ∗(ς) = ξ(ς)ς − V (ξ(ς)) = 1

2α
ς2 + ης, (6)

where ξ(ς) is such that ς = DV (ξ(ς)).
It is easy to prove that the following canonical relations

ξ = DV ∗(ς) ⇔ ς = DV (ξ) ⇔ V (ξ) + V ∗(ς) = ξς (7)

http://dx.doi.org/10.1007/978-3-319-58017-3_6
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hold for every (ξ, ς) ∈ Va × Va
∗. Thus, replacing W (z) in the nonconvex function

g(z) by V (Λ(z)) = Λ(z)ς − V ∗(ς), the nonconvex Lagrangian L(x, λ, μ) can be
written in the Gao–Strang total complementary function form

Ξ(x, λ, μ, ς) = 1

2
‖y − z‖2 + λh(y) + μ(Λ(z)ς − V ∗(ς) − f t (z − c)), (8)

with Ξ : (Rn × R
n) × R × R × Va

∗ → R. Through this total complementary func-
tion, the canonical dual function can be defined by

Πd(λ, μ, ς) = Ξ(x, λ, μ, ς) where x ∈ R
n × R

n satisfies ∇xΞ(x, λ, μ, ς) = 0.
(9)

In order to have the explicit form of Πd , we need to calculate

∇xΞ(x, λ, μ, ς) =
[

y − z + λAy
z − y + μς(z − c) − μf

]
.

Let the dual feasible space Sa be defined by

Sa := {(λ, μ, ς) ∈ R × R × Va
∗ : (1 + μς)(I + λA) − I is invertible}, (10)

where I ∈ R
n×n is the identity matrix. Clearly, if (λ, μ, ς) ∈ Sa we have that

∇xΞ(x, λ, μ, ς) = 0 if and only if

x(λ, μ, ς) =
[

μ((1 + μς)(I + λA) − I)−1(f + ςc)
μ(I + λA)((1 + μς)(I + λA) − I)−1(f + ςc)

]
. (11)

Then on Sa , the canonical dual function Πd can be well defined by

Πd(λ, μ, ς) = Ξ(x(λ, μ, ς), λ, μ, ς),

where x(λ, μ, ς) is given by (11).
By the fact that the stationary points of the function Ξ play a key role in the

canonical duality theory, let us put in evidence what conditions the stationary points
of Ξ must satisfy:

∇xΞ(x, λ, μ, ς) =
[

y − z + λAy
z − y + μς(z − c) − μf

]
= 0, (12)

∂Ξ

∂λ
(x, λ, μ, ς) = h(y) = 0, (13)

∂Ξ

∂μ
(x, λ, μ, ς) = Λ(z)ς − V ∗(ς) − f t (z − c) = 0, (14)

∂Ξ

∂ς
(x, λ, μ, ς) = μ(Λ(z) − DV ∗(ς)) = 0. (15)
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The following Lemma can be found in [13]. Its proof is presented for
completeness.

Lemma 1 Consider (x, λ, μ, ς) a stationary point of Ξ then the following are
equivalent:

μ = 0 ⇔ λ = 0 ⇔ x /∈ Xc. (16)

Proof. Consider the contrapositive form of this statement, namely, if μ = 0, then
from (12) we have y = z. This implies that λAy = 0 but y �= 0 since ‖y‖ = r by
(12) and A is invertible, therefore λ = 0. If λ = 0, then from (12), y = z and so
(y, z) /∈ Xc becauseYc ∩ Zc = ∅. Dually, ifμ �= 0 then from (14),Λ(z) = DV ∗(ς)

which combined togetherwith (7) and (13) provides z ∈ Zc. Since y ∈ Yc, from (12),
it has been proven that x ∈ Xc.

Now we are ready to re-introduce Theorems 1 & 2 of Gao and Yang ([7]).

Theorem 1. (Complementary-dual principle): If (x̄, λ̄, μ̄, ς̄) is a stationary point
of Ξ such that (λ̄, μ̄, ς̄) ∈ Sa then x̄ is a critical point of (P) with λ̄ and μ̄ its
Lagrange multipliers, (λ̄, μ̄, ς̄ ) is a stationary point of Πd and

Π(x̄) = L(x̄, λ̄, μ̄) = Ξ(x̄, λ̄, μ̄, ς̄) = Πd(λ̄, μ̄, ς̄). (17)

Proof. From Lemma 1, we must have that λ̄ and μ̄ are different than zero, other-
wise they both will be zero and (0, 0, ς) /∈ Sa for any ς ∈ R which contradicts the
assumption that (λ̄, μ̄, ς̄ ) ∈ Sa . Furthermore x̄ ∈ Xc, clearly x̄ is a critical point of
(P) with λ̄ and μ̄ its Lagrange multipliers and

Π(x̄) = L(x̄, λ̄, μ̄) = Ξ(x̄, λ̄, μ̄, ς̄ ).

On the other hand, since (λ̄, μ̄, ς̄) ∈ Sa , Eqs. (11) and (12) are equivalent, therefore
it is easily proven that

∂Ξ

∂t
(x̄, λ̄, μ̄, ς̄) = ∂Πd

∂t
(λ̄, μ̄, ς̄ ) = 0,

where t is either λ,μ or ς . This implies that (λ̄, μ̄, ς̄) is a stationary point ofΠd and

Ξ(x̄, λ̄, μ̄, ς̄ ) = Πd(λ̄, μ̄, ς̄ )

The proof is complete.

Following the canonical duality theory, in order to identify the global minimizer
of (P), we first need to look at the Hessian of Ξ :

∇2
xΞ(x, λ, μ, ς) =

[
I + λA −I

−I (1 + μς)I

]
. (18)
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This matrix is positive definite if and only if I + λA and (1 + μς)(I + λA) − I
are positive definite (see Theorem 7.7.6 in [9]). With this, we define S +

a ⊂ Sa as
follows:

S +
a := {(λ, μ, ς) ∈ Sa : I + λA 
 0 and (1 + μς)(I + λA) − I 
 0}. (19)

Remark 1. Comparing this canonical dual feasible setS +
a with the one in the orig-

inal paper by Gao & Yang (where it was denoted as Sc by Equation (16) in [7]),
we can see clearly that the two sets are different. In [7], the total complementary
function Ξ is convex in each y and z onSc, but it may not be convex in x = (y, z).

Therefore, on the refined canonical dual feasible space S +
a , Theorem 2 of Gao

and Yang ([7]) can be represented as the following.

Theorem 2. Suppose that (λ̄, μ̄, ς̄ ) ∈ S +
a is a stationary point of Πd with μ̄ ≥ 0.

Then x̄ defined by (11) is the only global minimizer of Π on Xc, and

Π(x̄) = min
x∈Xc

Π(x) = max
(λ,μ,ς)∈S +

a

Πd(λ, μ, ς) = Πd(λ̄, μ̄, ς̄ ). (20)

Proof. Since (λ̄, μ̄, ς̄ ) ∈ S +
a , it is clear from Lemma 1 that μ̄ > 0, λ̄ �= 0 and x̄ ∈

Xc, otherwise, (λ̄, μ̄, ς̄ ) = (0, 0, ς̄ ) /∈ Sa and this contradicts the assumption that
(λ̄, μ̄, ς̄ ) ∈ S +

a ⊂ Sa . FromEq. (18) it is clear thatΞ(·, λ̄, μ̄, ς̄ ) is a strictly convex
function, on the other hand x̄ ∈ Xc is a stationary point of Ξ(·, λ̄, μ̄, ς̄), therefore
x̄ is the only global minimizer of Ξ(·, λ̄, μ̄, ς̄ ). From (6), notice that V is a strictly
convex function, therefore V ∗(ς) = sup{ξς − V (ξ) : ξ ≥ 0} and since μ̄ ≥ 0 by
assumption we have that

Ξ(x, λ̄, μ̄, ς̄ ) ≤ L(x, λ̄, μ̄), ∀x ∈ R
n×n, (21)

in particular, Ξ(x̄, λ̄, μ̄, ς̄ ) = L(x̄, λ̄, μ̄). Suppose now that there exists x′ ∈ Xc \
{x̄} such that

Π(x′) ≤ Π(x̄),

we would have the following:

L(x′, λ̄, μ̄) = Π(x′) ≤ Π(x̄) = L(x̄, λ̄, μ̄),

but because of (21) this is equivalent to

Ξ(x′, λ̄, μ̄, ς̄ ) ≤ L(x′, λ̄, μ̄) ≤ L(x̄, λ̄, μ̄) = Ξ(x̄, λ̄, μ̄, ς̄ ).

This contradicts the fact that x̄ is the only globalminimizer ofΞ(·, λ̄, μ̄, ς̄), therefore,
we must have that

Π(x̄) < Π(x), ∀x ∈ Xc \ {x̄}.
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Remark 2. Theorem 2 ensures that a stationary point in S +
a will give us a unique

global optimal solution of (P). Dually, the existence of a unique global optimal
solution of (P) is necessary in order to find a stationary point of Πd inS +

a . There-
fore, it is clear to us that the examples provided in [13] do not contradict any of the
present results.

In the next section, we will show that even if the primal problem (P) has more
than one global optimal solution, a perturbed canonical duality theory can be still
used to find one of the optimal solutions.

3 Numerical Results

The graphs in this section were obtained using WINPLOT,1 while the numerical
computations using Maxima.2

3.1 Distance Between a Sphere and a Nonconvex Surface
Defined by a Fourth-Degree Polynomial Equation

Let n = 3, η = 2, α = 1, f = (2, 1, 1), c = (4, 5, 0), r = 2
√
2 and A = I (Fig. 1).

In this case, the setsSa and S +
a are given by:

Sa = {(λ, μ, ς) ∈ R
3 : (1 + μς)(1 + λ) �= 1}, (22)

S +
a = {(λ, μ, ς) ∈ R

3 : 1 + λ > 0, (1 + μς)(1 + λ) > 1}. (23)

Using Maxima, we can find the following stationary point of Πd inS +
a :

(λ̄, μ̄, ς̄ ) = (0.9502828628898, 1.06207786194864, 0.30646555192966).

Then the global minimizer of (P) is given by Eq. (11):

ȳ =
⎛
⎝ 2.161477484004744
1.696777196962463
0.67004643869564

⎞
⎠ , z̄ =

⎛
⎝ 4.215492495576614
3.309195489378083
1.306780086728456

⎞
⎠ .

1R. Parris: Peanut Software Homepage: http://math.exeter.edu/rparris/, Version 1.54 (2012).
2SeeMaxima.sourceforge.net. Maxima, a Computer Algebra System. Version 5.22.1 (2010). http://
maxima.sourceforge.net/.

http://math.exeter.edu/rparris/
http://maxima.sourceforge.net/
http://maxima.sourceforge.net/
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Fig. 1 Distance between a
sphere and a nonconvex
surface defined by a
polynomial equation

x

y

z

3.2 Distance Between an Ellipsoid and a Nonconvex Surface
Defined by a Fourth-Degree Polynomial Equation

Let n = 3, η = 2, α = 1, f = (−2,−2, 1), c = (−4,−5, 0), r = 2
√
2 (Fig. 2) and

A =
⎡
⎣3 1 1
1 4 1
1 1 5

⎤
⎦ .

Using Maxima, we can find the following stationary point of Πd inS +
a :

(λ̄, μ̄, ς̄ ) = (0.84101802234162, 1.493808342458642, 0.12912817444352).

Toput in evidence that this stationary point is in fact inS +
a , notice that the eigenvalues

of A are given by:

β1 = 4√
3
cos

(
4π
3 + θ

3

) + 4 ≈ 3.460811127

β2 = 4√
3
cos

(
2π
3 + θ

3

) + 4 ≈ 2.324869129

β3 = 4√
3
cos

(
θ
3

) + 4 ≈ 6.214319743,

Fig. 2 Distance between an
ellipsoid and a nonconvex
surface defined by a
polynomial equation

x

y

z
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with θ = cos−1

(
3
√
3

8

)
. Then, the matrices I + λ̄A and (1 + μ̄ς̄)(I + λ̄A) − I are

similar to
⎡
⎣3.910604529727413 0 0

0 2.955256837074665 0
0 0 6.226354900456345

⎤
⎦

and ⎡
⎣3.664931769065526 0 0

0 2.525304438283014 0
0 0 6.42737358375643

⎤
⎦

respectively. Finally, the global minimizer of (P) is given by Eq. (11):

ȳ =
⎛
⎝−1.121270493506938

−0.83025443673537
0.66262025515374

⎞
⎠ , z̄ =

⎛
⎝−4.091279940255224

−4.009023330835817
1.807730500535487

⎞
⎠ .

3.3 Example Given in [13]

Let n = 2, α = η = 1, c = (1, 0), f =
(√

6
96 , 0

)
, r = 1 and A = I. As it was pointed

out in [13], there are no stationary points in S +
a . Under the present conditions of

Theorem 2, this is expected since the problem hasmore than one solution (see Fig. 3).
In [13], the following was found to be one of the global minimizers of (P):

ȳ =
(
0.5872184947
0.8094284647

)
, z̄ =

(
1.012757759
1.395996491

)
.

Fig. 3 Example given in
[13]

−3 −2 −1 1 2 3

−2

−1

1

2

x

y
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Fig. 4 Perturbations of Example given in [13] with k = 64 (left) and k = 105 (right)

Notice that Sa and S +
a are defined as in Eqs. (22) and (23).

In order to solve this problem, we will introduce a perturbation. Instead of the given

f , we will consider fk =
(√

6
96 , 1

k

)
for k > 50 (Fig. 4).

The following table summarizes the results for different values of k.

k (λ̄k , μ̄k , ς̄k) ∈ S +
a x̄k = (ȳk , z̄k)

64 (0.2284381,5.319007,−0.0219068) ȳ =
(
0.2250312
0.9743515

)
, z̄ =

(
0.2764370
1.1969306

)

1000 (0.6926569,16.01863,−0.0248297) ȳ =
(
0.5656039
0.8246770

)
, z̄ =

(
0.9573734
1.3958953

)

10000 (0.7214940,16.42599,−0.0254434) ȳ =
(
0.5850814
0.8109745

)
, z̄ =

(
1.0072142
1.3960878

)

100000 (0.7243521,16.46345,−0.0255083) ȳ =
(
0.5870050
0.8095833

)
, z̄ =

(
1.0122034
1.3960066

)

Remark 3. The key idea of the perturbationmethod is to destroy certain symmetry in
the original problemsuch that its canonical dual problemhas a unique solution inS +

a .
The combination of the linear perturbation method and canonical duality theory for
solving nonconvex optimization problems was first proposed in [12] with successful
applications in solving some NP-complete problems [14]. High-order perturbation
methods for solving integer programming problems were discussed in [4].

4 Concluding Remarks and Future Research

We have demonstrated the correct application of the canonical duality theory for
solving a nonconvex constrained global optimization problem.

Actually, the Gao–Strang total complementary functionΞ and the canonical dual
form Πd presented in this paper are special cases of the sequential canonical dual
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transformation developed in [1] (Chap.4). To see this fact, let us introduce the
first-level geometrical operator ξ 0 = Λ0(x) = {h(y), g(z)} : Rn × R

n → R
2 and the

associated canonical function

V0(ξ 0) =
{
0 if ξ 0 = {0, 0}
+∞ otherwise

Its Fenchel conjugate can be defined easily by

V �
0 (ξ ∗

0) = sup{ξ t
0ξ

∗
0 − V (ξ 0) : ξ 0 ∈ R

2} = 0 ∀ξ ∗
0 ∈ R

2.

Let the first-level canonical dual variable ξ ∗
0 = {λ,μ}, the associated total comple-

mentary function Ξ0(x, ξ 0) is

Ξ0(x, ξ
∗
0) = (Λ0(x))tξ

∗
0 − V �

0 (ξ ∗
0) + Π(x) = 1

2
‖y − z‖2 + λh(y) + μg(z), (24)

which is exactly the classical Lagrangian L(x, λ, μ) defined by (4). Since the first-
level geometrical operator Λ0(x) is nonconvex, a second-level (partial) geometri-
cal operator ξ = Λ(z) and the associated canonical function V (ξ) are introduced
in Sect. 2 such that the vector-valued nonconvex geometrical operator Λ0(x) =
{h(y), V (Λ(z))} is represented in a canonical form.

For inequality constraints, say ξ 0 ≤ 0, the canonical function

V0(ξ 0) =
{
0 if ξ 0 ≤ 0
+∞ otherwise

(25)

is convex. Its Fenchel conjugate

V �
0 (ξ ∗

0) =
{
0 if ξ ∗

0 ≥ 0
+∞ otherwise

(26)

is also convex. In this case, the generalized canonical duality relations (see [6])

ξ ∗
0 ∈ ∂V0(ξ 0) ⇔ ξ 0 ∈ ∂V �(ξ ∗

0) ⇔ ξ t
0ξ

∗
0 = V0(ξ) + V �(ξ ∗

0) (27)

are equivalent to the well-known KKT conditions:

ξ 0 ≤ 0, ξ ∗
0 ≥ 0, ξ t

0ξ
∗
0 = 0. (28)

Actually, it can be proved that for equality constraints, Lemma 1 is also a special case
of the generalized canonical duality conditions. Therefore, as a unified methodology,
the canonical duality theory covers both the Lagrange multiplier method and KKT
theory as two special cases.

The canonical min–max duality statement in the triality theory, i.e., Theorem 2
in this paper, can be used to identify the global minimizer; while the double-min

http://dx.doi.org/10.1007/978-3-319-58017-3_4
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and double-max duality statements of the triality theory can be used to identify both
the biggest local min and local max, respectively. Recently, an open question left on
the double-min duality theory has been solved (see [8]). The sequential canonical
duality theory can be used not only for solving high-order polynomial optimization
and nonconvex variational problems (see [1] Chap.4 and recent review article [3]),
but also for modelingmultiscale complex systems. Indeed, the so-called von Kármán
paradox was discovered by the canonical duality theory, which leads to several large
deformed beam models in engineering mechanics ([1], Chap. 7). By the fact that
the canonical duality theory was developed from nonconvex mechanics, where the
objective function has its own physical meaning (see Definition 6.1.2 in [1], page
288), to correctly understand this theory with real-world applications may need some
necessary background in continuum physics and systems theory. Therefore, it is
important to refine the canonical duality theory in order to bridge the existing gap
between mathematical optimization and engineering sciences, which will be a future
work.

To summarize, we have the following conclusions:

• Theorem 1 (the complementary-dual principle) holds correctly on Sa .
• Theorem 2 (the first statement of the triality theory) holds on the refined canonical
dual feasible space S +

a .
• The examples presented in [13] do not contradict the canonical duality theory
presented in this work.

• The combination of the perturbation and the canonical duality theory is an impor-
tant method for solving nonconvex optimization problems which have more than
one global optimal solution (see also [15]).

• If Πd has a stationary point in S +
a (with μ ≥ 0), then Π has only one global

minimizer. The reverse of this statement remains an open question, as well as the
condition that ensures the existence of the stationary point in S +

a .
• The total complementary function Ξ is indeed useful for global optimization
problems in real-world applications, at least for the problem (P) studied in this
work. It is worth to continue studying this topic both theoretically and numerically
in order to develop efficient algorithms for solving challenging problems with
general nonconvex constraints.
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