Chapter 10
Numerical Implementations
of Comprehensive Grid Generators

10.1 One-Dimensional Equation

Here, we consider a curve S*! specified by parametrization from a normalized para-
metric interval S' = [0, 1]

x(s):[0,1] = R", x= (&' ..., x"). (10.1)

For generating a grid on the curve S*!, we first define a grid on the parametric interval
[0, 1] with the use of the one-dimensional inverted Beltrami equation in a divergent
form. Then, the grid nodes on the parametric interval [0, 1] are mapped with the
parametric transformations x (s) on S*!, thus forming a grid on the curve S*'.

The grid nodes in [0, 1] are computed by numerically solving the Dirichlet bound-
ary value problem with respect to an intermediate transformation

s(€) : [0, 1] — [0, 1]

for Eq.(9.133), i.e.

d ds

d—g(/g‘@):o, 0<&<1. (10.2)
s =0, s())y=1,

where ¢* is the determinant of a control covariant metric g}, over the curve S*!, in
particular, specified in the form (9.116) forn = 1, i.e.

g =2(8)gs + F(s)F"(s), m=1,....1,
s Ox 0Ox

=95 s
It is evident that in the one-dimensional case, ¢° = gj;, g!' = 1/g},.
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The metric gj; can also be the metric of a monitor curve S"! prescribed by a
monitor function for controlling grid properties

fx):G"— R, f=( ' ..., Y,

where G” is a domain in R" containing S*1. As a result, the monitor curve S”! over
S*! is parametrized by

r(s) : [0, 11 — R"™ | r(s) = (x(s), f[x(5)]) ,
and consequently

. dx dx df[x(s df[x(s
gilzgllier'rszxs'xs+fx'fx=_‘_+ [()] [()]

ds ds ds ds

10.1.1 Numerical Algorithm

The grid nodes x;, j =0,1,..., N, on S*1 are defined by the relation
X; =x(s(jh), j=0.1.....N, h=1/N,

or by
X;=x(s;), j=0,1,....,N, h=1/N;

here,s;, j =0, 1, ..., N, isadifference function obtained by the numerical solution
on a uniform grid §; = jh, j =0,1,..., N, of the Dirichlet problem (10.2).

Iterative Scheme

The nonlinear problem (10.2) is solved through an iterative process which is engen-
dered by the numerical solution of the following parabolic problem with respect to
a function s (¢, 1):

os 0 Os
E—éﬂyji)=o,0§fsl,0§t§T,
s0,0=0, s(I.n=1, s&0)=s().

(10.3)

The problem (10.3) is approximated on the uniform grid (i, k7) with respect to
s;‘, i=0,1,...,N,k=0,1,..., by the following natural stencil:

k k+1 k+1 k k+1 k+1
s = ﬁ["i+1/2(5i+1 =8 ) = Visipls T =501,
sk =0, sk=1, s9=s0(ih), h=1/N,

(10.4)
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where

1 .
Vi = §<\/gs(sf‘) +\/gs(sf+1)) . i=01,...,N—1. (10.5)

The scheme (10.4) is implicit. Its solution is obtained from the algorithm which
is elucidated by the application to the following well-known difference reference
problem:

AT O T BT = =12 N =L o
st =a. s\'=b. '
The solution to (10.6) is found through the following recursive formulas:
it =aftsk 4+ 85, i=1,... . N=1, sk'=b, (10.7)
where
Bk+1
k+1 _ i . k+1 _
oy = C(‘“—la’?HA’F“ , i=1...,N—-1, o7 =0,
Ak+16k+’1 +}l7k (10.8)
B = o =1 N-1. pit'=a
1 + + + 9 9t 9 .
Cim —a A}
Thus, assuming in (10.6) a =0, b =1, and
k+1 k k+1 k k+1 k k
A7 =V BT =vins G =vinp i+, (10.9)

Fr=6sf, 6=n*r, i=1,...,.N—1,

we obtain a solution of (10.4) at a step k + 1 if it is known at the previous step k.
Note that the values of the initial function s? ,i=0,1,..., N, are specified by the
user. Naturally, it may be assumed that

s'=ih, i=0,...,.N, h=1/N.

As an approximate numerical solution of (10.3), the solution s{‘, i=0,1,..., N,
of (10.4) at a step number k is taken if

Jsi " — s

max —L <¢g, (10.10)
0<i<N T

for some sufficiently small € > 0.
Step-by-Step Algorithm

The algorithm described above is presented here in a step-by-step manner.
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Step 1.

Define an initial grid distribution of the parametric interval [0,1] by introducing a
monotone difference function s?, i =0,...,N, such that sg =0, sg, =1.

Step 2.

Compute the difference function v? 120 i=0,...,N —1, by formula (10.5).
Step 3.

Compute the difference functions Al.l, Bil, C l.l, Fl.o, i=1,..., N — 1, by formulas
in (10.9).

Step 4.

Compute the coefficients o and 3!,i = 1, ..., N, by formulas in (10.8) witha = 0.
Step 5.

Compute the difference solution sil, i = 0,...,N, of the first step through the
formula (10.7), taking into account sé =0, s}\, =b=1.

Step 6.
Return to step 2 assuming sg = s;,i = 0,..., N, where s; is the solution obtained
at step 5.
Continue until the tolerance requirement (10.10) is observed.
Step 7.

Map the final nodes sf‘, i =0,...,N, satisfying (10.10), with the parametrization
x(s) on S*I.

The algorithm described is readily reformulated for the numerical solution of the
inverted diffusion equation in a divergent form, namely, by substituting w(s) for /g%
in (10.2), (10.3), and (10.5).

10.2 Multidimensional Finite Difference Algorithms

In this section, we apply one version of the multidimensional algorithm of frac-
tional steps proposed by Yanenko (1971) for the numerical solution of the inverted
n-dimensional (n > 2) Beltrami and diffusion equations. Other versions of this algo-
rithm that can be readily implemented for solving the resulting multidimensional
grid equations, in particular, the popular ADI (alternating direction implicit) method
are reviewed by Kovenya et al. (1990), Fletcher (1997), and Langtangen (2003).

10.2.1 Parabolic Simulation

We rewrite the boundary value problems (9.132) and (9.134) in the following general
form: ) )
BS[s'1=R[s], i=1,...,n,

s'(€) =€), €eaan, (10.11)
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where
2.1

9% 5giog
g¢ = det{gf}) = (J)?¢* = 1/det{g{} .

BS[s'] =

i,j,l=1...n,

For inverted Beltrami equations (9.132) in a general control metric g;;, we have in
(10.11)

A ¢
Ri[s] = ()¢ =— (@g;m)asim, ijom=1,....n. (10.12)

13
Notice that for the metric (9.9) of a monitor surface over a domain S”, i.e

' ; Of(s) Of(s)
S rs 1 .
9ij = 9ij = 5,‘ + s 9s)

i,j=1,...,n,

in accordance with (9.56), formula (10.12) also has the following form:

j Of[s(€)10¢/ .
i ré _
R'[s1=—-B*[f]- 851 R ij=1,...,n, (10.13)
where
2
BS[yl = B;'[y] = ¢"g, o i,jl=1,..n,

ogogs "

gt = det{glf} = (J)2g"* = 1/det{g}} .
050 as o OfIs(©)] OfI[s(©)]

ij gkl 88 851 = 9ij + 6§l . 8{1 ,

9

For the general inverted diffusion equations (9.134), we have in (10.11)

S 2 k
ACH —( (8)g, ”)i, i,jk=1,....n, (10.14)

RIsI="06) a¢F

in particular, for (13.49), i.e. when w(s) = 1, g = Z[v](s)d",

: J:0
R = i=1,... 10.1
Zole o5 2@, i=1m, (10.15)
Erv] — RSE[v] — 560 Y € _ 33 2
B,lyI=B,IyI=g ggsagiagj c gt =det{gyy=J". ij=1....n,

«  Os Os 05k o5 ¢ o

9 = pg ag ~ogog ' Yo T agkgsrc hkELen

(10.16)
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Solutions to the non-linear boundary value problem (10.11) may be found in
the following way. First, the problem is replaced by a nonstationary boundary value
problem with respect to the components si(&,1),i=1,...,n, of the vector function
s, 1) :E2"x[0,T] - S™

Lo (J)F{Bg[si] - R"[s]} i jm=1,....n,

1 !
SE D =€), E€dE", 120,
SUE0) =sh(E) . £,

(10.17)

where J = det{0s’ /0’ }, p > 0, s{(€) is the i-th component of the initial transfor-
mation

so(6) : E" — S", s0(&) = [55(&), ..., s4(&)]

specified by the user. Then, for an approximate solution s(&) of (10.11), there can
be taken the solution s(&, ) of (10.17) for some sufficiently large ¢.

If the elements gfj are known at all points of S”, then in (10.17), p = 0, and for
(10.12), (10.13), (10.14), and (10.15), we can assume, respectively,

(J)Zf sgimy . im=1,...,n, (10.18)
Ri[s] = —B'SLf(5)] - af(s) L i=1,....n, (10.19)
o PR D P

Risl = %o sy ij=1..n, (10.20)
R=—"_2 70, =1 (1021)
Z[v](s)@’ s i=1,...,n. .

When B is an elliptic operator, the solution to the problem (10.17) relaxes to the
solution of (10.11) as t — oo.

The factor (J)?, p > 1in(10.17) is introduced in the case when the control metric
g;; 1s not known in advance, but is found numerically, for instance, if it is dependent
on the solution of the physical problem for which the numerical grid is generated.
This factor allows one to rule out the Jacobian J being a denominator after replacing
in R'[s] the derivatives O¢' /Os/ with the derivatives Os*/0¢&™ . In particular, in the
case of the metric of a monitor hypersurface S over S” (see (9.13) and (9.14)), i.e.
when 9 = girf, it is sufficient to assume p = 1. Namely, for n = 2, we have, from
(10.13) and (2.4),
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. 1o oem
IRIs) = =1 B ) LS
o 9 P (10.22)
— e R =2,

while for n = 3, we obtain, from (10.13) and (2.5),

. , d e
JRis] = —JBLf )] %%
e Of (s(§)) ¢ Os't! 052 9sitl Psit? (10.23)
= =By’ [f(9)]- ogm (aé‘erl oEm+2 B oEm+2 3£m+1) ’
iim=1273.

With such incorporation of (J)”, one can produce a final nondegenerate grid
even if the initial and intermediate grids may be singular. Note that the numerical
implementations of the inverted energy and diffusion functionals cannot eliminate
the Jacobian being the denominator.

The boundary value problem (10.17) is usually solved through alternative direc-
tion implicit methods, in particular, through the method of fractional steps.

10.2.2 Two-Dimensional Equations

In this section, a finite-difference numerical algorithm for generating grids in two-
dimensional domains and surfaces is described.

Boundary Value Problem

Let us first discuss the grid algorithm for a two-dimensional domain S2. We shall
use, for the logical domain 52, the unit square: 5?2 =10 < {1, 52 < 1}. Let the
transformation s(&) for generating a grid in S? be specified on the boundary of 52,
i.e. there is a map

(&) 058> > 08, p=(¢.¥) (10.24)

which is continuous on 9Z2. Note that the one-dimensional transformation on any
segment of &% can be computed by the algorithm described in Sect.11.1. We
consider here the generation of a grid in S? by the numerical solution of the Dirichlet
problem (10.11) for the most general system of inverted Beltrami equations in a
control metric g;; for n = 2 written in a vector form

Bi[s] = Rl[s],

@1, _=e@©. i=12, (10.25)
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where

s(€) = "), 2, 80(5) »'(©, @2(5)) , R[S] = (R'[s], R’[s]),
922 861851 912 851852 911 852862 ’

Rm:Jf[@g ”)5‘_52_5‘_51(\/>912)8_§2
12,98 O iy s’
852(\Fg )851 852(\ﬁg 851]
Rz[s1=Jf[a§1(fg;‘)a—£2—a—£1<fg‘2>a—£2
. 2= 2 11\ =72
+8§2(fg )agl 852(\/>g )851]

(10.26)
Parabolic Equations

The nonlinear boundary value problem (10.25) is solved by an iterative process.
For this purpose, in accordance with (10.17), the problem (10.25) is replaced
by the following boundary value parabolic problem with respect to the function

sEL 2 1) = (s1(€L 2, 1), s2(EL )
0
= =W {BSis1 - R} |
! - (10.27)
s H=p&, £€o&”, t>0,
s(&,O)ZS()(é.), EGEz,

where ¢ (&) is an initial transformation

s0(€) 1 B2 — S%, so(€) = [s4(£), s2 ()],

specified by the user.

The solution s(&, ) satisfying (10.27) aspires to the solution to (10.25) when
t — oo. Therefore, an approximate solution of (10.25) is obtained from the solution
to (10.27) computed for some sufficiently large value t = Tj.

Initial Transformation

The initial transformation for (10.27)

$€.0) =s0(&) : 8% > S§°.

can be found by propagating the values of ¢ (&) = [' (€), ©?(£€)] from the boundary
points into the interior of the domain &2, for example, if Z2 is the unit square through
the formula of the Lagrange two-dimensional transfinite interpolation described in
Chap. 5. This formula has the following recursive form for the components s’ (£, 0)
of the mapping sy(£):
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FIEL €)= ap (€)' (0. + ol (€)' (1,€D)
s'(€1,€2,0) = FI(EL ) + app ()¢ (€. 0) — FI(£1, 0)] (10.28)
+al (Ol )= Fi(E' DI, i=1,2, ifixed,

where the functions aj'( J (5),0 < s < 1, (referred to as blending functions) are subject
to the following restrictions:

ap;(0) =a); (1) =1, af;(1) =a};(0)=0. (10.29)
In particular, for the simplest expressions of the blending functions
af)j(s) =1-s, o/lj(s) =5,
satisfying (10.29), we find, from (10.28),

Fieh ey =0-&H9'0,eH+¢'¢',6),
'€ E2,0) = FI(EL ) + (1 =)' €', 0) = FI(E', 0] (10.30)
+EPE ) - FiEL D], i=1,2.

Iterative Algorithm for Generating Quadrilateral Grids

The problem (10.27) is approximated on the rectangular grid (ihy, jhy, k7), h) =
1/Ny, hy = 1/N,, in the logical domain 52 x [0, T], where Z? is a rectangle
(Fig. 10.1 (left-hand)), by the scheme

sht1/2 _ gk c c
a = ITEO L o L

- 29f2[sk]L?z[sk]} — JP(s)R[s ], (10.31)
ghtl _ gh+172 ) .
T J”(sk){gn[sk]L’ﬁz[sk“] - g“[s"]L’gz[sk]},
; 2

[1]

7 A
1l j+2

P |15 [ e /\/
il j ij i+l j J(0...)Ny) /\/ }/I\ Ey
70, Ny} ‘ /\/\/\/\'/ VLY,
Bl il [ gL /\/\/\/ IOERANIN A
Ef[ /\/ N/ nj-lvmj-l

< | m
§>

S

g

§

itl2

& él e e
5 1(0,... . Ny)
1(0,....Ny)

1

Fig. 10.1 Two-dimensional quadrilateral and triangular stencils for finite differences
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Fig. 10.2 Stages of the iterative generation of a quadrilateral grid with the use of a singular initial
grid

where s*7* = s(§, (k + a7)), k =0,1,2,..., a =0, 1/2, 1, L}, is a finite-
difference operator approximating the operator 9%/(9¢'0¢7), by the central differ-
ences. The derivatives in J, gf., and R are also approximated by the central differ-
ences. The initial transformation s(&, 0) = so(§) is found through the formulas of
transfinite interpolations.

The solution to (10.31) at each step k and k + 1/2 is obtained in the same way as
it was described in Sect. 11.1.

An approximate solution to (10.27) is the solution sf.‘j at a step k such that

1
max —|sf.°7Ll - sf-l <e, (10.32)
0<i<N,.0<j<N, T " J

for some sufficiently small € > 0.

Figure 10.2 demonstrates some steps of the grid generation in a two-dimensional
domain by the solution of the inverted Beltrami equations with the iterative algorithm
described. The initial grid is singular (all its interior nodes merge into one node lying
outside of the domain).

Generation of Triangular Grids

The numerical algorithm described above for generating quadrilateral grids is nat-
urally applied to the generation of triangular grids when the logical domain is a
symmetric trapezoid (Fig. 10.1 (right-hand)).


http://dx.doi.org/10.1007/978-3-319-57846-0_11
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Fig. 10.3 Stages for generating a triangular grid by using a singular initial grid

An example of a triangular grid generated by such an algorithm is exhibited by
Fig.10.3. As it is in Fig. 10.2, the initial grid is singular. All its interior points are
placed into three points, two of which lie outside of the domain.

Algorithm for Generating Grids on Two-Dimensional Surfaces

In the same way as for domains, grids are generated in a two-dimensional surface
S*2 represented as

x(): 82> R, x=0uLx5x), s=sY), (10.33)

by solving the boundary value problem for the inverted two-dimensional diffusion
equations as well as for the corresponding inverted Beltrami equations with respect
to a monitor metric g; over 572,

Similarly to the case of a two-dimensional domain, we can choose a rectangle or
trapezoid for the logical domain Z2. We can also assume that the boundary trans-
formation

&) : 087 - 95*, o=(p".¢H,

which is continuous on 2, has been specified on the boundary grid points of 952,
for example, by computing it through the algorithm described in Sect. 10.1.

The grid on $*? is obtained by mapping, with x(s), the grid nodes computed in
S? through the numerical solution of the Dirichlet problem with respect to s(€) for
the inverted grid equations.

Figure 10.4 illustrates a surface triangular adaptive grid generated by the algo-
rithm.
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Fig. 10.4 A triangular adaptive grid on a conical surface

10.2.3 Three—Dimensional Problem

For generating grids in a three-dimensional domain S C R? with the use of the

inverted Beltrami or diffusion equations in a control metric gfj, i,j=1,2,3we

consider boundary value problem (10.11) for n = 3 written in a vector form
BSls] = RIs],

10.34
5© | =@, (1039

where

s(€) = (s'©), sHE, 5°©), P& =[p' (&), P (&), L O],
R(s) = (R'(s), R*(s), R*(s)),

2g
0& g7
[922933 (923) ==

Bi[v] = g%g¢
&*s

+ 2[923913 912933] 3513g2

8{1851
£
+2[912923 922913] 6§15§3 + [911933 (913) ]85225'52 (10.35)
0°s
+2[912913 911923]352553 + [911922 (912) ]5 30637

im 8sm+l 8sm+2 asm+l asm+
R'ls] = Jfag; )(agjﬂ o0 oun 3§j+1) :
i,j,m=12,3.

Analogously to the solution of two-dimensional problem (10.27), we find a solu-
tion to (10.34) as a limit with t — oo of the solution of the corresponding parabolic
problem

Zt - JP{Bﬁ[s] R(s)} ,

s =@, £€€05®, t>0, (10.36)
S(&,O):SO(E), EEE3-
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Initial Transformation

The initial transformation
s(€,0)=50(&): 83— §°.

can be found by propagating the values of ¢ () into the interior of the unit cube 53,
for example, through the formula of Lagrange transfinite interpolation. In particular,
for the simplest expressions of the blending functions

af)j(s) =1-5, a’ij(s) =5,
we find from (5.26)

Fi, &) =1 -&He' 0,8, +6'¢'(1,68,8),
FEhe.8)=F(E.&.)+ 1 - 0,8)

_Fll (517 0’ 53)] + .52[()01 (51’ 1’ 53) - Fll (gl’ .17 §3)] ’ (1037)
xl(§l7 €27 63) = le(glv ‘52’ £3) + (] - 53)[901 (517 €27 0)

—FELE 01+ E e D - FELE D], =123,

Three—Dimensional Algorithm

A numerical algorithm for solving problem (10.36) is formulated analogously to
the two-dimensional algorithm reviewed by formula (10.31), namely, by splitting
the process of the numerical solution on the computational domain &3, exhibited in
Figs. 10.5 and 10.6, into three one-dimensional algorithms:

(b)

o) i

- 1 11 il il el
N i1,j hj il
i1 -1 i j-1 il j-1

Fig. 10.5 Computational domain 53 (a) and computational stencil (b) for generating hexahedral
grids
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i(0, e, Ny=))

(b) -

«
: i-1, j+2
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!
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Fig. 10.6 Computational domain Z3 (a) and computational stencil (b) for generating prismatic
grids

Fig. 10.7 Three-dimensional domain with a prismatic adaptive grid

ghH1/3 _ gk

e = 1) [al LY [5415] 4 a2 L 5]

+ aB3[sFILE [s¥] + 2a'?[s*]LT, [s%]
+ 2a[s* LA [sF] + 2a23[sk]Lg3[sk]}

— JP(s")R[s*], (10.38)
Gk+2/3 _ gk+1/3
7_/3 — ]p(sk){aZZ[sk]ng[sk-‘rZﬂ] _a22[sk]L§2[sk]} ,
st — k2 iy [ 33k okt 33 k7 h ok
Aol G E i B R |

where "/ = ggglgj = 91'5+1j+19i£+2j+2 - gi€+1j+2gi€+2j+1’ i,j =123,ijk-
fixed, s = s(&, (k + ar)), k = 0,1,2,..., a = 0, 1/2,2/3, 1. Lflj is a
finite-difference operator approximating the operator 9?/(9¢'9¢7), by the central
differences. The derivatives in J, @'/, and R are also approximated by the central
differences. The initial transformation s (&, 0) = s((&) is found through the formulas
of transfinite interpolations.

An example of a three-dimensional prismatic spatial grid generated with the use
of this scheme is demonstrated in Fig. 10.7.
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10.3 Spectral Element Algorithm

The inverted diffusion equations in a divergent form (9.135) may be solved by a par-
allel code, using spectral elements for spatial discretization, Newton-Krylov methods
for solution, and an adaptive time step.

Spatial discretization by high-order spectral elements is a method of exploiting
the best features of both grid-based methods and global spectral representation.
Grid-based methods, such as the finite difference approach described above, lead
to nearest neighbor coupling and its resultant sparse matrix structure, and lends
itself to parallelization by domain decomposition and that kind of adaptive gridding.
On the other hand, convergence of the spatial truncation error is relatively slow,
typically a low power of the grid spacing .. Global spectral methods overcome the
latter problem, offering exponential convergence with increasing numbers of basis
functions, but lead to large, dense matrices and offer no obvious way to use adaptive
gridding and parallelization by domain decomposition. With spectral elements, there
is a relatively coarse grid, and within each grid cell, there is a local expansion in
basis functions based on orthogonal polynomials. The grid provides nearest-neighbor
coupling while the spectral expansion provides exponential convergence.

All equations for spectral elements are to be expressed in flux-source form,

a k
a_u; +V.F = sk (10.39)

This very form has the following parabolic system:

8 .
o @(Jw(s)gék) =0, jk=1,....n, (10.40)

with identification u = s, x' = s, obtained from grid equations (9.135) in the same
manner as the system in (10.17) from the Eq. (10.11). The dependent variables uk in
(10.39) within each grid cell are expanded in a spectral basis o (x),

(e, x) ~ Db (o). (10.41)
j=0

Spatially discretized equations are obtained through a Galerkin method, taking the
scalar product of (10.39) with each basis function and integrating by parts to obtain

Mu=r= /(Skai +F . Va,)dx — / F¥ . hdx. (10.42)

Xn 0Xn

with M the mass matrix, M; ; = (o, o), and the u the vector of mode amplitudes
u’j‘ (). Integrals are evaluated by Gaussian quadrature to an order appropriate to the


http://dx.doi.org/10.1007/978-3-319-57846-0_9
http://dx.doi.org/10.1007/978-3-319-57846-0_9

400 10 Numerical Implementations of Comprehensive Grid Generators

degree of the Jacobi polynomials. Fluxes and sources may depend in an arbitrary
nonlinear manner on ¢, x, u*, and Vu*. The code is structured in such a way that the
details of discretization and the specification of physics equations are separated into
different subroutines, making it as simple as possible to encode complex physics.
The discretized flux-source form preserves conservation properties to high order.
Elliptic equations are treated by zeroing the mass matrix.

Time discretization of (10.42) is fully implicit in order to treat multiple time scales
efficiently and accurately,

. ut—u" I o
M(T) =0rrw")+{1-0r () (10.43)
with the time-centering parameter # normally chosen as 1/2 (Crank-Nicholson) for
accuracy. Solution of (10.43) requires finding the roots of the nonlinear residual,

Rut)=M@u" —u) —hl0rt +(1—-0r1=0, (10.44)
solved by Newton’s iteration,
R+ Jéut =0, dut=—J"'"R@"), u" > u* +dut (10.45)

with the Jacobian defined as J = M — h6{0r," /Ou’}.

Efficient solution of the large sparse linear system in (10.45) is greatly enhanced by
the method of static condensation. Because of the C* nature of the spectral element
representation, discussed above, higher-order elements in one grid cell couple to
those in neighboring grid cells only through the shared linear finite elements which
straddle cell boundaries. To solve a linear system Ax = b, we partition the dependent
variables into (1) element boundary terms and (2) element interior terms, for example,
in two dimensions, the system is expressed in the form

Anx; + Apxy = by, (10.46)

Anxi + Apx, = by. (10.47)
Solving (10.47) for x», . )

Anxy = by — Ayxy, (10.48)

and substituting it into (10.46), we obtain an equation for the Shur complement,
(A‘ll — A]QA‘;;A.QI)XI = bl — Alegzlbz. (1049)

Equation (10.48), involving the relatively small, dense, local matrix Azz, is solved
locally using LAPACK routines. It parallelizes perfectly over grid cells, requiring
no communication once X; is determined. Equation (10.49), greatly condensed in
size from the original system, is solved globally and iteratively by Krylov subspace
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routine GMRES, using the PETSc library, preconditioned by additive Schwarz ILU
factorization with substantial fill-in and overlap. The most efficient parallel operation
is obtained with one grid cell per processor. This is feasible because the use of high-
order spectral elements makes it possible to achieve good spatial resolution with
relatively few grid cells.

For generating a numerical grid with node clustering in the zones of large values
of a function v(s), the measure of departure from the necessary grid can be expressed
in the form o

u 9€' 0¢

o(s) = 215 5 7 5.7

ivkii=1,...,n (10.50)

where Z[v] is a positive operator such that the function Z[v](s) is large (small)
where v(s) is small (large). This measure for generating adaptive grids in domains
was introduced in Danaev et al. (1980) and Winslow (1981). Consequently, the
contravariant elements of the control metric in $*" are as follows:

g () = ZIs)g, i, j=1,...,n. (10.51)

This contravariant metric tensor can also be used for providing node clustering in
the zones of the large variation of a function f(s) by introducing for this purpose a
function v(grad f) such that v is large where |grad f]| is large, and vice versa.

We choose in the control metric (10.51) the weight function v(s) and assume
Z[v](s) = 1/v(s), to reflect the spatial truncation error in the spectral element repre-
sentation. In each grid cell £2, we define the spatial truncation error as the ratio of the
L? norm of the highest-order polynomial du(s) and that of the full solution u(s), but
because the spatial discretization error for spectral element methods is exponentially
convergent with an increasing number of terms, we use the log of this norm,

_féuz(s)ds

2

02 = &
2| [uP(s)ds
2

(10.52)

Since this function is piecewise constant over each grid cell but we need a smooth
function, we use a least-squares bicubic spline fit. Finally, in order to control the
range of variation of v, we define

0 — i
) (10.53)

5mux - 6min

ww=1+a(

with « an adjustable constant. When 6 = d,,;,, v(s) = 1,and when § = 6,,4x, v(S) =
1 4 o Figure 10.8 (left-hand) shows the resulting grid lines obtained by solution of
equations (10.40) with w(s) = 1/v(s). Note that the grid spacing is coarse where v is
small and fine where v is large. Thus, the grid is refined where the spatial truncation
error is large and rarefied where it is small. Figure 10.8 (left-hand) exhibits a grid for
both alignment and adaptation and scaled grid density. Figure 10.8 (center) shows the
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Fig. 10.8 Grid lines for both alignment and adaptation (left). Contour plot of alignment error for
both alignment and adaptation (center). Density of grid lines for both alignment and adaptation
(right)

resulting weight function for a magnetic reconnection problem. Figure 10.8 (right-
hand) shows a contour plot of the inverse Jacobian of the transformation s(§), which
may be interpreted as grid density. The pictures in Fig. 10.8 were formed by A. Glasser
who used a spectral element method, developed by Glasser and Tang (2004), for
computing plasmas and inverted diffusion grid equations for generating adaptive,
field-aligned grids (see Glasser et al. (2005, 2000)).

10.4 Finite Element Method

The finite element method has diverse applications to problems in engineering and
science. We demonstrate here its application to numerical grid generation by solution
of problem (10.17) for n = 2 whose equations are written as

Os! 0%s! 0%s! 0%s!
= —r[ef DY S — K| =0, 1=12.
o ~ D 9ngeiger 2 geiga TN gaga — KO
(10.54)
These equations are replaced by the following relations:
asl h ivi € 82Sl h I h ..
/(EV — @[ 95 — R Jae=o0. ijr=1.2,
EZ
(10.55)
where V" are trial functions. Choosing a basis ¢y, ..., @y for the trial functions at
the interior grid nodes
|1, k=p
@P(&k) - [0’ k ;é p’
and another basis ¢y, ..., ¢yr, at the boundary grid nodes,
|1, k=p
(rb[?(ék) - [0’ k # p’
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where NT is a number of interior and boundary grid nodes, we have an expansion
of the functions s/ (€, 1), [ =1, 2

s'€ =5, 45500, k=1,....N, p=N+1,.... N, I=12.

(10.56)
Therefore, from (10.55), we obtain the following system of equations:
8s,l( O
P i+j
k[ onomde = sk/ag, D6 s ) Garde
a2 a2 (10.57)

/(J)”R’@mdﬁ kkm=1,...,N, i,jl=1,2,

.’_"4

orin a matrix form M = {M,,,}, K = {K,x}, F ={F\,..., F,},k, m=1,...,N

1
M%—SZ—KS - F, (10.58)

where

Mmk—/@k@mdf Kok = /651 (J)p( 1)l+1g3 i3— ]on) aé.] d£

) =2
= =

m_/(J)pRlcpmdf km=1,...,N, i, jl=12.
(10.59)
Solving system (10.58) gives the values s,lc, l=1,2,k=1,..., N, and conse-
quently the values of the grid node coordinates. A more detailed description of the
algorithm was originally published in Vaseva and Liseikin (2011).
Figures 10.9 and 10.10 illustrate an application of the finite element method to
generation of adaptive triangle grids based on the solution of inverted diffusion
equations.

Fig. 10.9 Adaptive grid with node clustering near the boundaries of wings specified analytically
(left) and the reference grid in = 52 (right)
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Fig. 10.10 Adaptive grid with node clustering near the boundaries of wings specified discretely
(left) and the reference grid in & 2 (right)

10.5 Inverse Matrix Method

Sections 10.1-10.4 consider algorithms for generating numerical grids by solving a
matrix equation
Ax =y, A={ay}, i,j=1,...,M, (10.60)

without finding the inverse matrix A~'. This section describes an algorithm for
finding the inverse matrix A ™' provided that there exists a nondegenerate matrix A (s)
whose coefficients are dependent on a parameter 5,0 < s < 1, i.e. A(s) = {a;;(s)}
and A(1) = A, while the inverse matrix A’I(O) of the matrix A(0) is known. For
example, if A = {a;;} is some matrix with a diagonal domination, then A(s) may be
defined as

A) =1 —s)D +sA, i.e. a,-‘,-(s) = —S)d,‘j + saij, ih,j=1,..., M,

(10.61)

where D = {d;;} is the matrix whose elements equal zero if i # j,i.e. d;; = 0,

i # j, and its diagonal elements coincide with the diagonal elements of the matrix

A,i.e.d;; = aj; forevery fixedindexi = 1, ..., M. Thus, A(0) = D, D~! = {b/},

b =0ifi # j, b'" = 1/a;, i —fixed. Taking into account that a;; (s)b’/* (s) = &',

i, j=1,..., M, we have

ik

0 < : obi* Ob
—(a;: b’ = 667 b * t-a; =0b g, —— =0,i,j.kl,p=1,....,M.
Dar, (@;;b7") = 0;0; 0" +a; ay = T g, i,j.k L p

Multiplying these equations by b and summing over i, we obtain

Ob™* (s) B

— = b (s)b"*(s), kI, pt=1,....,M.
Oayy (s)

Therefore, for the elements of the inverse matrix A~!(s) = {b" (s)}, we obtain a
system of ordinary nonlinear differential equations
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d o 9bUGs) d ikl S
dsbj(s) o Oay (s) dsakl(s) =-b (S)b](s)dsakl(s) ’ (10.62)

i,jkdl=1,...M, O<s<I,

with the initial condition b (0), i, j = 1,..., M, for s = 0. In particular, for
the matrix {a;;(s)} defined by formula (10.61), we obtain an autonomous system of
ordinary differential equations with the initial condition:

d .. . .
d—b"’(s) = b ()1 — Myay, i, j ki=1,....M, 0<s<I,
S

. . 1
b0)y=0, ifi#j b/O)=—, ifi=j, i,j=1,....,.M.
aijj
Solving the initial problem for Eq. (10.62), for example, through the Runge Kutta
method on the numerical grid s; = ih, i =0,..., N, h = 1/N, we find fors = 1
approximate values of the elements of the matrix A~!. Then, an approximate solution

of problem (10.60) is obtained as x = A ly.
Note that the original description of the method was given in Liseikin (2014a, b).

10.6 Method of Minimization of Energy Functional

This section describes another finite-difference grid generation algorithm based on
the minimization of inverted energy functional (9.23). Following Charakch’yan and
Ivanenko (1988, 1997), the algorithm is first expounded for the two-dimensional
version of the functional in the Euler metric, i.e.

2 2 2 2
+ i+ + (O,
nstsl = [ SO R0 SO ey, (10.63)
=2
where J = x¢y, — x,y¢, and then an explanation is given as to how it can be

generalized to monitor metrics and other dimensions. Note that the functional (9.23)
in the Euler metric gfj = 6;, i, j = 1,2, becomes the functional (10.63) when the
following designations are assumed:

g=¢ E=n sEnp=kxE&n. yEnl

By the algorithm, the functional (10.63) is approximated by a discrete functional
I"[ 1. This is made by approximating the integrand in (10.63) at each grid cell of the
logical domain Z? and then carrying out summation over all cells.
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10.6.1 Generation of Fixed Grids

The problem of grid generation is treated as a discrete analog of the problem of
finding the components x (£, ) and y(&, n) of the intermediate transformation s(&, 1)
producing one-to-one mapping of the logical square

0<é<1,0<n<1

onto a physical domain X2,
Instead of the logical square on the plane £, 7, the parametric rectangle

l<€&é&< N, l<n<M.

is introduced to simplify the computational formulas. This rectangle is associated
with the square grid (&, 77;) on the plane {,n such that §; = i, n; = j, i =
1,...,N; j=1,..., M.

Itis readily shown that if a smooth mapping of one domain onto another with a one-
to-one transformation between boundaries possesses a positive Jacobian, then such
a mapping will be one-to-one. Hence, the grid coordinate system, generated in the
domain X2, will be non-degenerate if the Jacobian of the mapping s(¢, ) = [x (€, 1),
y(&, )] is positive:

J = xeyy — x5 > 0. (10.64)

Thus, the problem of the construction of the grid coordinates in the domain X? can be
formulated as the problem of finding a smooth mapping of the parametric rectangle
onto the domain X?, which satisfies the condition of the Jacobian positiveness.

Formulation of Discrete Functional

Let the coordinates (x, y);; of grid nodes be given. To construct the mapping x" (¢, 1),
y"(&, n) of the parametric rectangle onto the domain X? such that x" (i, j) = x;; and
i, j) = vij» quadrilateral isoparametric finite elements are used. The square cell
numbered as i + 1/2, j + 1/2 on the plane £, n is mapped onto the quadrilateral
cell on the plane x, y, formed by the nodes with coordinates (x, y);j, (X, ¥)ij+1,
(X, ¥)it1j+1, (x, ¥)it1;. The cell vertices are numbered from 1 to 4in the clockwise
direction. The node (i, j) corresponds to the vertex 1, node (i, j + 1) to vertex 2,
and so on. Each vertex is associated with a triangle: vertex 1 with Ay4j,, vertex 2 with
Aj23, and so on. The doubled area J;, k = 1, 2, 3, 4, of these triangles is introduced
as follows:

Je = o1 — ) ka1 — Yi) — k=1 — Yi) (K1 — Xx)

where one shouldputk — 1 =4ifk =1,k + 1 =1ifk =4.
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The functions x”, y" fori < ¢ <i+1, j <n < j+ 1 are represented in the
form
X&) = x4 (u—x)(E— i)+ (2 —x) (1 — j)
+3 = x4 —x2 +x)(E =D — j),
YEM =y 4+ Ga—yDE—D)+ O —yDn—j)
+(3 = ya—y2 +yD(E =) —j).

(10.65)

Each side of the square is linearly transformed onto the appropriate side of the
quadrilateral. Consequently, the global transformation x", y" is continuous on the
cell boundaries. To check the one-to-one property of the transformation (10.65), we
write out the expression for its Jacobian

—x1+AM = x2—x1+AE-1D)

Jh=xlyl — iy = det (4T . :

& e Ya=y1+ B0 —j) y2—=y1+BE—1i)
where A = x3 — x4 — x» + X1, B = y3 — ¥4 — y» + y1. The function J”" is linear,
not bilinear, since the coefficient before £7 in this determinant is equal to zero.
Consequently, if J” > 0 at all corner points of the square, it does not vanish inside

this square. At the corner node 1 (¢ =i, n = j) of the cell i + 1/2, j + 1/2, the
Jacobian equals

MG, ) = (e — x0) (2 — y1) — (ya — Y1) (x2 — x1),

ie. Jh(, j) = Jp is the doubled area of the triangle Ay4),, introduced above. From
this follows that the condition of the Jacobian positiveness xé’ y,’; - x,’; yé’ > 0is
equivalent to the system of inequalities

[Jk]i+l/2j+l/2>0, k=1,2,3,4; i=1,...,N—1; j=1,...,M—1. (1066)

If conditions (10.66) are satisfied, then all the grid cells are convex quadrilaterals.
The set of grids satisfying these inequalities is called a convex grid set and denoted
by D. This set belongs to the Euclidean space R"', where N, = 2(N — 2)(M —2)
is the total number of degrees of freedom of the grid equal to twice the number of
its interior nodes.

Finally, the problem is formulated as follows. The convex grid, satisfying inequal-
ities (10.66), must be generated in the domain X? for the given coordinates of the
boundary nodes.

The mapping x(&, 1), y(€, n) is approximated by functions x" (¢, n), y" (&, n)
introduced in (10.65). Substituting those expressions in (10.63) and replacing inte-
grals over square cells by the quadrature formulas with nodes coinciding with the
grid vertices on the plane &, 7, the following discrete analog of the functional (10.63)
is obtained:

4
1
Z 7 UFklivi2 jey2 (10.67)
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where Fj is the integrand evaluated in the k - th grid node as
Fi =[O = x0% + (o = 00 + st = 30° + Ok = »=)’17 - (10.68)

and J, is the doubled area of the triangle introduced above.

Notice some properties of the function (10.67). For this purpose, we introduce a
parametric rectangle 0 < £ < 1,0 < n < o, wherea = (M — 1)/(N — 1) is the
constant, instead of the unit logical square as a domain of integration in (10.63). In
this case, the continuous limit of the expression / h /(N — 1)> when N, M — oo in
such a way, that (M — 1)/(N — 1) = a = const, will be the functional (10.63).

The following identity is readily obtained:

/ x§2 + ygz + x72] + y72, - 2(xEyU - xnyf) + 2(x6)7n - xnyf) dfd’l]
0

J

o\_o\_

N2 2
/ (-xf y'r/) j’]_ (x'r/ )’5) dfd’f] +2a.
0

From this follows that the functional (10.63) has a lower bound equal to 2«. If this
minimum is attained, the mapping s(¢, 1)) is conformal:

Xe =Yy Xp = V¢

To find out the corresponding property of discrete analog (10.67) of functional
(10.63), let us consider one term in (10.68) for k = 2. We can assume that x, = 0
and y, = 0, since expression (10.68) contains only finite differences of the grid node
coordinates. In this case, we obtain the following identity:

xP+yi a3+ y3
xl)’% —X3Y1
x4y x5 4 y7 — 2(x1y3 — x31) + 2(x1y3 — X351)

, X1¥3 = X3y
_ (x1 — y3)* + (x3 + y1) ey

X1Y3 — X3)1

F, =

From this follows that the function 1" /(N — 1)? has on the set D a lower bound
equal to 2(M — 1)/(N — 1). If this minimum is attained, the coordinates of the grid
nodes satisfy a discrete analog of the conformal conditions

X1 =Yy3 X3=—YI.

If these conditions are satisfied for all cells, every grid cell will be a square.
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Note that the function (10.67) is not convex and, in principle, multiple solutions
may exist.

The function I" also possesses the following very important property. If G — 9D
for G € D, where 0D is the boundary of the set of convex grids D, i.e. if at least
one of the quantities J; tends to zero for some cell while remaining positive, then
I"(G) = 400. In fact, suppose that J, — 01in (10.68) for some cell, but I does not
tend to +o0. Then, the numerator in (10.68) must also tend to zero, i.e. the lengths
of two sides of the cell tend to zero. Consequently, the areas of all triangles that
contain these sides must also tend to zero. Repeating the argument as many times as
necessary, we conclude that the lengths of the sides of all grid cells, including those
at the boundary of the domain, must tend to zero, which is impossible.

Thus, if the set D is not empty, the system of algebraic equations

_or O R o
- 8)6,']' o Y

R -9 _
} T Oy

0, i=2....,N—1;j=2,...,M—1, (10.69)

has at least one solution which is a convex grid. To find it, one must first find a certain
initial grid Gy € D, and then use some method of unconstrained minimization. Since
the function (10.67) has the infinite barrier on the boundary of the set D, each step
of the method can be chosen so that the grid always remains convex. Note that in the
common case, the discrete grid-generation Eq. (10.69) may have multiple solutions,
but numerical experiments have not met with such opportunity.

Method of Minimization

First, we consider a method for minimizing the function (10.67) assuming that the
initial grid Gy € D has been found. Suppose the grid at the /-th step of the iterations
is determined. For finding the grid nodes at the (/ 4 1)-th step, the quasi-Newtonian
procedure for each interior node can be used:

R, OR,
TR, + 3 o = x) + =0 =y =0,
Xij Ayij ™"
o o (10.70)
TRy + (T —xl)+ =0 =y =0
Oxij Y ij Dy " ij

where T is the iteration parameter. Note that (10.70) is not the Newton-Raphson
iteration, because only a part of the second derivatives of (10.67) is taken into account.
The rate of convergence for (10.70) is low by comparison. At the same time, the
Newton-Raphson method gives us a much more complex system of linear equations
at each iteration.

Each of the derivatives in (10.70) is the sum of twelve terms, in accordance with
the number of triangles containing the given node as a vertex. Rather than write out
such cumbersome expressions, the first and second derivatives of the terms in (10.67)

are considered: OF
k :Zxkfl X Fkyk+1 Yk ’ (10.71)
8xk_1 Jk Jk
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and so on. Arrays storing the derivatives of the function (10.67) were first cleared,
and then all grid triangles were scanned and the appropriate derivatives added to the
relevant elements of the arrays.

Now, an algorithm is suggested for the choice of the iteration parameter 7 in
(10.70), which was used only for the problems with moving boundaries. Recall that
the minimized function (10.67) has the infinite barrier on the boundary of the set of
convex grids D. Since the initial grid G is convex, the iteration (10.70) gives, as a
rule, a convex grid for any 7 < 1. But in extreme cases when Gy is very close to the
boundary of the set D, the grid G(7) can cross the boundary of the set in the first
iterations (10.70). Clearly, such a condition is fatal for the method because the same
barrier on the boundary of the set D does not allow the iterations to return into the set
D in the following iterations. To avoid this, a certain basic parameter 7 is chosen so
that G(719/2) € D and G(19) € D. In the beginning, 7o = 1. If the above-mentioned
conditions are violated, we put 79 = 1/4 or 79 = 1/2, depending on whether the
grids G (79/2) or G(7) leave the set D, and so on.

In fixed boundary problems, the simple choice 7 = const - 7y is used. For time-
dependent problems with moving boundaries, a version of the method of parabolas
was developed. As the controlling quantity, the squared residual of the Eq. (10.70)

W= (RI+ R,

iJj

was used. The parabola W (7) is constructed from the grids obtained for 7 = 0,
T = To/2 and 7 = T19. The parameter 7 is then chosen so that W(7) = min in the
interval 07 < 7 < a1y. The parameter § ~ 0.1 is given a priori and bounds the
value of 7 away from zero. The parameter o bounds 7 above, i.e. prevents a very
large extrapolation along the parabola. If 7y = 1, i.e. if the boundary of the set D
is not crossed, we put o = 2. If 79 < 1, then a = 1. Finally, if the algorithm
gives 7 < 7/2, the condition I"(14/2) < I"(0) is checked. In the cases when this
condition is found to be valid, 7 = 7/2 was used.

For one iteration of the above method, a measurement of the computational cost
gives the value of about double (but not three times) the cost of the simple iteration.
The reason is that the second derivatives of the function (10.67) are not used in cal-
culating W, while they are used in (10.70) to calculate the direction of minimization.

The algorithm described can be used only if the initial grid is convex. Otherwise, it
is necessary either to obtain a convex grid through another algorithm as a preliminary
stage of the method or to modify the computational formulas. The first approach is
based on the minimization of the following function:

=

-1

<

-1

4
D> (e = Idisi2 i)y (D4 =max(0, f),  (10.72)

1 k=1

i=1

~.
I

for some given ¢ > 0. This is accomplished through the gradient method with a
suitable choice of the iteration parameter. The iterative process is broken off as soon
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as all inequalities (10.66) are satisfied. This method was used by Charakch’yan (1993,
1994) for studying gas dynamics problems with moving boundaries when the initial
interior grid nodes for minimizing (10.72) were taken from the previous time step.
As a result, the initial grid is either convex or such that a convex grid is obtained
after a few iterations.

In fixed boundary problems, the starting grid may be non-convex, containing
numerous self-intersecting cells. In such a case the preliminary stage of the method
based on minimizing (10.72) can be unsuitable. Therefore, another approach had been
developed by Ivanenko (1988). The computational formulas (10.70) were modified
so that the initial grid need not belong to the set D of convex grids. The quantities Jj
appearing in the expressions for R,, R, and their derivatives are replaced with new
quantities J;

~ [Jk ika>6,
Ji = .
€ if Jr <k,

where € > 0 is some sufficiently small quantity.

It is quite important to choose an optimal value of € so that the convex grid is
constructed as quickly as possible. The method used for specifying the value of € is
based on the computation of the absolute value of the average area of triangles with
negative areas

e = max[aS/(N + 0.01), €],

where § is twice the absolute value of the total area of triangles with negative areas,
and N the number of these triangles. The quantity ¢; > 0 sets a lower bound on € to
avoid very large values appearing in the computations. The coefficient « is chosen
experimentally and is in the range 0.3 < o < 0.7.

In practical implementation, an arbitrary set of grid nodes can be marked
as movable during iterations, while all other nodes are considered as station-
ary. All the terms in the function (10.67) which become independent on mov-
able nodes are excluded from computations. Since the boundary nodes are always
marked as stationary, four terms in (10.67) corresponding to ‘“corner” triangles
{(1,2); (1, D; 2, DL ANV — 1, D (N, D3 (N, 2)), (L, M = 1); (1, M); (2, M)},
and {(N — 1, M); (N, M); (N, M — 1)} are always excluded from computations.
As a result, the method becomes applicable to those domains for which the angle
between two intersecting boundaries is greater than or equal to 7, despite the fact
that the corresponding grid cell becomes non-convex regardless of the positions of
interior nodes.

Examples of the grids generated by this method are exhibited in Figs. 10.11 and
10.12. Figure 10.12 demonstrates the application of the algorithm to generation of a
grid for computing a high-velocity impact of a thin foil (a) upon a conical target C D
Lomonosov et al. (1997).
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Fig. 10.12 A fragment of the grid (right) in the vicinity of the point E (left)

10.6.2 Adaptive Grid Generation

Numerical Algorithm
One approach to adaptive grid generation is based on the minimization of the func-
tional (9.23) in the metric of a monitor surface.

Let the monitor surface be defined by a function z = f(x, y) where f € C'. The
expressions for the covariant elements and Jacobian of the monitor metric in the grid
coordinates £ = ¢!, i = &2 are as follows:

o= () a2 (2)

= i =
43 9¢ 0¢ 9¢

€ s (8x)2+2 s 8x8y+ s (8)7)2

922 = 91 an 9126_778_77 92 an)

¢ = (D% = (D1 + (f)> + ()],

where
g?l = 1+(fx)2’ g?zzfxfyy g;2= 1+(fy)2
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Then, functional (9.23) for n = 2, with the identification X*> = §2, £ = ¢!, n = &2,
has the following form:

(0 + XD+ (fOPT+ O0F + yDI + (f)* 1+ 2 fo fy (xeye + )

o\_ é\
o\_ E

dn.
T+ (L2 + (21172 s
(10.73)
Now we again consider the grid (x, y);;, i =1,...,N; j=1,..., M and, to

simplify the computational formulas, the parametric rectangle 1 < £ < N, 1 <
1 < M substitutes for the unit square 0 < £ < 1, 0 < n < 1. The functional /, is
approximated by the function

N—-1M-1

=222

4
(Ekdivi2 j412 s (10.74)
i=1 j=1 k=1

Bl

_ Dill + (f)i1+ Dall + (f)7] + 2D3(f)r (fy)

F
g T+ (02 + ()22

, (10.75)

where
Dy = (X1 — x)* + (ot — x0)7,
Dy = (W1 — y)* + ka1 — 3%,
D3 = (xp—1 — x1) (Vk—1 — Y1) + (kw1 — X)) k1 — Vi),
Jo = o1 — x0) e — Y1) — K1 — X0) k-1 — Yio)-

Derivatives (f,)r and (fy)x in the k-th cell vertex are equal to the corresponding
values of derivatives, evaluated at the grid node ij

i1y = fic1) Ot = yij—1) = (fijer = fij—0) Qig1j — Yie1)
(foij = ,

(i1 — Xi—17) ije1 — Yij—1) — (Kijrr — Xij— ) i1y — Yi-1j)

(fivrj = fimr ) Gijr — xij—1) — (fij1 — fij=0) (irj — Xiz1))
(fy)ij = :
(iprj = Xi—1) Yijrr = Yij—1) = (Kij1 = Xij—1) YVi1j — Yi-1j)

(10.76)

These formulas must be modified for the boundary nodes. Indices “leaving” the com-
putational domain must be replaced by the nearest boundary indices. For example,
if j = 1, then (i, j — 1) must be replaced by (i, j).

Function (10.74) possesses the same property as the function (10.67): 1 [’] (G) —
+o00 if G — OD for G € D where D is the set of convex grids, and 0D is the
boundary of the set.

As before, Eq. (10.70) are used to minimize the function / f Quantities ( fy);; and
(fy)ij are assumed to be parameters, and therefore all their derivatives in (10.70)
vanish. Note that if (f,);; and (f});; vanish, the function / (f’ reduces to the function
1" (10.67).
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The adaptive grid generation algorithm is formulated as follows:

1. Generate a grid for the given domain using the unconstrained minimization
algorithm described.

2. Compute the values of the control function at each grid node. The result is f;;.

3. Evaluate derivatives (fx);; and (fy);; using the formulas (10.76).

4. Make one step in the minimization process for the function I!* using Eq. (10.70)
and compute new values of x;; and y;;.

5. Repeat starting with Step 2 to convergency.

It is important that at each step of the iterative process the grid remains convex.

Redistribution of Boundary Nodes

There are several ways to redistribute the grid nodes along the boundary 9X? of the
domain X? during adaptation. The simplest one is a fixed position of every point on
0X?, referred to as the “fixed position.” However, if some physical quantities are not
smooth (e.g. shock waves), then some instability in the mesh generation and, con-
sequently, in the physical problem solution near the points where the discontinuity
joins 0X? may arise. In some methods, referred to as “unconstrained minimization”,
the boundary nodes are treated as interior and the vectors of their shift are projected
onto X?2. This method can be used only if the discontinuity is nearly orthogonal
to OX2. If not, then, when condensing, the boundary nodes overlap, adjacent cells
degenerate, and modeling breaks. The next method, referred to as “1-D minimiza-
tion”, relies on using the 1-D functional along &X2. This method is more robust than
the two ones discussed above and can usually be used for adaptation. However, the
1-D and 2-D functionals are, as a rule, inconsistent. For this reason, the parameters
of adaptation for the interior and boundary nodes should be selected separately. It
requires additional work when modeling unsteady flow problems.
In the method suggested by Azarenok (2002), instead of (10.74), the function

N—1M=1 4

- 1

"= E E E Z[Fk]i+1/2j+1/2+ E NijGij = 1!+ E AijGij,  (10.77)
il =1 k=1 ijeL ijeL

was minimized where the constraints G;; = G(x;;, y;;) = 0 define 9X?, \;; are the
Lagrange multipliers, and L is the set of the boundary nodes. The function G (x, y)
is assumed to be piecewise differentiable, so the function I f holds the infinite barrier
on the boundary of the set of convex grids as 1" does if f € C'.

If the set of convex grids is not empty, the system of algebraic equations

_on
8)(,']'

8G,’j

ii—
/ 5‘xij

_on
3)’1‘;’

6G1~‘,~

R, U By
ij

+A +A

=0, R, =0, G;=0, (10.78)

has at least one solution that is a convex mesh. Here, \;; = 0 if ij ¢ £ and the
constraints are defined for the boundary nodes ij € L.
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Consider the method of minimizing the function (10.77) assuming the grid to be

convex at the /th step of the iterative procedure. The quasi-Newton procedure for

finding, the coordinates xll;rl , y11]+1 from the system (10.78) was used:

OR: 1y l+1 ! 1\l
TR, + o (x ij = Yij O )‘ij _)‘ij)zov
aR” aR R,
TRy + o (! = )+W<y1+‘—y,,>+ T i = Xp=0.
ij
0G; G
G RN R ouij 1+1 ! 20’
TGy + ok (! =)+ ok O3 =)
where
OR, 01! N PGy ORI Y 9*G
ax,-j (9 ax2 Y 8xlzj ’ ay,-j a 8X[jayij " 8x,-j8yij ’
OR, afzh 2G,  OR, OI' PG,

8)(,']' - 8x,18y,1 + ijaxijayij ’ ay,-j - 6yl2j + ol 6y2 ’
OR. _0G; R, _9G;
6/\,'1' h 8xi_, ’ 6/\,'_/' - 8y,~_,~ '

Resolving the last equation of (10.79) with respect to y”rl - yi’ ; and substituting
it in the two remaining equations, the system

I+1 1
ap ap Xijo X\ _ 913
I+l =
azy an /\ij+ )\l axp )’

_OR.  OR, 9G; /0G;

is obtained, where

a — a__ — a ’
1 axij ﬁy,-j ax,-j 8yij
G[j
a - ’
12 ax,-j
('9Rx (‘3G,-j
ap =T Gi; - R |,
[3%‘1‘ ! ayl‘j
y 6Ry 8Gl] aG”
= — 5 ,
Oxij Qyij Oxij dyij
aG,'j
daxy = ,
ayij

|:8Ry o /96 _p }
ayny =T | — i — |-
8yij / 8)’1] Y

Denoting A = ajjax — appaz, A = ajzan — axnain, Ay = aja; — axas (since
G;; = 0, the terms a3, a3 are simplified), we obtain

it =xl oy, N =X+ 80/, (10.79)



416 10 Numerical Implementations of Comprehensive Grid Generators

I+1

while y; ; is determined from the third equation of (10.79). If the constraints are

resolved in y in the form G(x, y) = y — g(x) = 0, then

8Gij _ 89,‘]‘ 6G,~j
(9xij - axij ’ 8yij

=1,

and the upper formulas are simplified. Analogously, the constrains may be resolved
in x in the form G(x, y) = x — g(y) = 0. Note that the equation G (x, y) = 0 can
be locally resolved by one of these two forms.

If OX? is specified by parametric functions x = x(¢), y = y(¢) or tabular
values (x, y);;, the following algorithm can be used. Assume the index j is fixed
and i is variable. When calculating the coordinates of the (ij)th node, in the interval
(xi—1j, Xi4+1,), we construct an interpolating parabola r = #(x) using the values in
three nodes (i—1j), (ij), and (i+1j). From (10.79), we compute an intermediate

value )Zil;rl; further from the interpolation formula, we determine f;; = t(iffl) and

final values xf;'l , yf}’l from the parametric formulas.

Another way for redistributing the nodes along 9X?2, given as parametric functions
or by tabular values, employs an unconstrained minimization of the function in a
parametric form and is based on solving the following system of algebraic equations,

referred to as “parametric minimization™:

Ox;j 0yij
R, =R, — + R, =0,
! Gtij + ) 81‘,']'
via the quasi-Newton procedure
OR: 11
TR, + . ;' —1;) =0. (10.80)
Here,
8R; _ 8Rx 8x,1,~ 2 BR); 6}1,']' 2+ 8Rx 8Ry 8)6,'.,‘ 6y,~_,-
at,-j - Gxij 8[12, ayij 8[ij ﬁyij 6)6,']' (9[,']' 8tij
+R azxij +R 0 Yij R — 81h R. — 81h
* alizj 4 81‘1-21» ’ A Bx,-j ’ r 8y,-j '

To the analytical control functions, both the constrained and parametric minimization
give similar results. Real-world 2-D flow computations have shown that it is better
to perform adaptation along the boundary using constrained minimization (10.79),
since the procedure (10.80) may not ensure consistent redistribution of the nodes in
X? and on 0X2.

The use of the constrained minimization without adaptation (i.e. when f=const.)
means that we seek the conformal mapping x (&, n), y(&, n) of the parametric rec-
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tangle onto the domain X2 with an additional parameter, the so-called conformal
modulus.

10.7 Parallel Mesh Generation

Parallel computing is an efficient tool for handling large multidimensional problems
by distributing the computational effort and/or the memory requirements over the
different computers available.

As to the mesh generation step, one parallelization approach consists of construct-
ing the mesh in parallel by means of using a meshing method under interest which
is to be updated in order to incorporate some degree of parallelism. Many classical
methods for mesh generation are amenable to being performed in parallel, in partic-
ular, the Delaunay and quad-octree methods and the mapping methods based on the
numerical solution of elliptic and parabolic equations such as the inverted Beltrami
and diffusion equations.

The second approach to the parallelization of the meshing process consists of
partitioning the domain by means of sub-domains, whose union forms a covering-
up of the entire domain, prior to dispatching these to different processors, each of
them generating a mesh on one sub-domain. Different classes of domain partition are
encountered. Among these, some are based on graph partitions and some are purely
geometric methods directly based on mesh partitions. All these methods apply to
finite element type meshes, since a vicinity graph can be constructed based on the
connections between the elements in a given mesh.

The partition of the domain as well as constructing the corresponding sub-meshes
can be achieved either through a posteriori or a priori partitioning methods. The
posteriori processing starts from the data of a large size fine mesh of the entire
domain and then splits it into sub-meshes, while a priori processing uses the domain
itself or a coarse mesh of it which is split into sub-domains.

For the priori processing, first, a partition of the domain is created. This step may
start from the domain geometry or a reasonable coarse mesh of the entire domain.
Once this partition is available, some sub-domains are then identified and meshed,
each on one processor, thus taking advantage of the parallel capabilities of the com-
puters right from the meshing stage. The global mesh is then achieved by merging
all of the local meshes. The interface between two sub-domains is constructed either
from the data of the coarse mesh or from the data of the domain boundary discretiza-
tion. The meshes can also be constructed by using the meshes of the surfaces that
constitute the interfaces between the sub-domains extracted from the given boundary
mesh. This approach leads to meshing each sub-domain separately after the defini-
tion of the various domain interfaces and after a mesh of these interfaces has been
constructed.

Provided with a fine mesh of the domain under interest, the posteriori partitioning
method consists of splitting this mesh into several sub-meshes in order to distribute
the computational effort over several processors, each of them being responsible
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for the solution of a physical problem for one sub-domain. The global solution is
achieved by merging all of the partial solutions. The most frequent case is element-
based decomposition in which the fine mesh is partitioned by distributing the cells
among the sub-domains i.e. one cell is logically associated with one and only one sub-
domain. Another case is node-based decomposition in which the mesh is partitioned
by distributing its nodes among the sub-domains, i.e. one node is logically associated
with one and only one sub-domain. The main drawback of such a method is related
to its memory requirement, as it is necessary to store the initial mesh and, at least,
one of the sub-meshes. Nevertheless, the posteriori methods are widely used.

Of course, in practice, these parallelization approaches are often combined by
taking into account their advantages and weaknesses.

These and different partition methods are presented in greater detail in the books
of Frey and George (2008) and Lo (2015).
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