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Preface

This volume of the Springer book series Communications in Computer and Informa-
tion Science contains the proceedings of WIVACE 2016: the 11th Italian Workshop on
Artificial Life and Evolutionary Computation, held in Salerno, Italy, during October
4–6, 2016. WIVACE was first held in 2007 in Sampieri (Ragusa), as the incorporation
of two previously separately running workshops (WIVA and GSICE). After the success
of the first edition, the workshop has been organized every year, aiming to offer a
forum where different disciplines can effectively meet. The spirit of this workshop is to
promote the communication among single research “niches” hopefully leading to
surprising “cross-over” and “spill-over” effects. In this respect, the WIVACE com-
munity has been open to researchers coming from experimental fields such as systems
chemistry and biology, origin of life, and chemical and biological smart networks.

WIVACE 2016 was jointly organized with BIONAM 2016, a workshop on bio-
nanomaterials, to involve multidisciplinary research focusing on the analysis, synthesis
and design, of bionanomaterials. The community of BIONAM comprises biophysicists,
the biochemists, and bioengineers covering the study of the basic properties of materials
and their interaction with biological systems, the development of new devices for medical
purposes such as implantable systems, and new algorithms and methods for modeling the
mechanical, physical, or biological properties of biomaterials. This challenging task
requires powerful theoretical and computational tools to understand and control the
inherent complexity of the interactions between synthetic and biological objects.

The interaction between the WIVACE and the BIONAM communities resulted in a
joint session where the experimental work was harmonized in a well-established the-
oretical framework; some selected contributions, having a more theoretical character,
have been collected in the section “Modelling and Simulation of Artificial and Bio-
logical Systems” of this volume.

The WIVACE 2016 volume is divided into two more sections: “Evolutionary
Computation and Genetic Algorithms,” which collects selected theoretical and com-
putational contributions classically belonging to the WIVACE community, and “Sys-
tems Chemistry and Biology,” which collects selected contributions from the
interaction between informatics scientists and the biological and chemical community
involved in complex systems studies. Among others, we would like to mention the
contributions of two invited speakers, representative of this interaction: “Mathematical
Modeling in Systems Biology” by Olli Yli-Harja and “A Strategy to Face Complexity:
The Development of Chemical Artificial Intelligence” by Pier Luigi Gentili.

Events like WIVACE are generally a good opportunity for new-generation or
soon-to-be scientists to get in touch with new subjects and bring new ideas to the
attention of senior researchers. To highlight and promote the work of the youngest
participants, we awarded ex aequo Dr. Chiara Damiani and Dr. Marcello Budroni for
the best oral presentation; their contributions were selected as full papers and appear in
this volume in the sections “Modelling and Simulation of Artificial and Biological



Systems” (C. Damiani et al.: “Linking Alterations in Metabolic Fluxes with Shifts in
Metabolite Levels by Means of Kinetic Modeling”) and “Evolutionary Computation
and Genetic Algorithms” (M. Budroni et al.: “Scale-Free Networks out of Multifractal
Chaos”).

As editors, we wish to express gratitude to all the attendees of the conference and to
the authors who spent time and effort to contribute to this volume. We also
acknowledge the precious work of the reviewers and of the members of the Program
Committee. Special thanks, finally, to the invited speakers for their very interesting and
inspiring talks: Gabor Vattay from Eötvös Loránd University (Hungary), Nicola Segata
from the University of Trento (Italy), Raffaele Giancarlo from the University of
Palermo (Italy), Olli Yli-Harja from Tampere University of Technology (Finland), and
Pier Luigi Gentili from University of Perugia (Italy).

The 17 papers presented were thoroughly reviewed and selected from 54 submis-
sions. They cover the following topics: evolutionary computation, bioinspired algo-
rithms, genetic algorithms, bioinformatics and computational biology, modelling and
simulation of artificial and biological systems, complex systems, synthetic and systems
biology, systems chemistry, and they represent the most interesting contributions to the
2016 edition of WIVACE.

October 2016 Federico Rossi
Stefano Piotto

Simona Concilio

VI Preface



Organization

WIVACE 2016 was organized in Fisciano (SA, Italy) by the University of Salerno
(Italy).

Chairs

Federico Rossi University of Salerno, Italy
Stefano Piotto University of Salerno, Italy
Simona Concilio University of Salerno, Italy

Program Committee

Amoretti Michele University of Parma, Italy
Ballerini Lucia University of Edinburgh, UK
Barba Anna Angela University of Salerno, Italy
Bevilacqua Vitoantonio Politecnico di Bari, Italy
Bocchi Leonardo University of Florence, Italy
Cagnoni Stefano University of Parma, Italy
Caivano Danilo University of Bari, Italy
Cangelosi Angelo University of Plymouth, UK
Carletti Timoteo University of Namur, Belgium
Cattaneo Giuseppe University of Salerno, Italy
Chella Antonio University of Palermo, Italy
Concilio Simona University of Salerno, Italy
Damiani Chiara University of Milano-Bicocca, Italy
Favia Pietro University of Bari, Italy
Filisetti Alessandro Explora Biotech Srl, Italy
Fontanella Francesco University of Cassino, Italy
Giacobini Mario University of Turin, Italy
Graudenzi Alex University of Milano-Bicocca, Italy
Marangoni Roberto University of Pisa, Italy
Mauri Giancarlo University of Milano-Bicocca, Italy
Mavelli Fabio University of Bari, Italy
Moraglio Alberto University of Exeter, UK
Nicosia Giuseppe University of Catania, Italy
Nolfi Stefano ISTC-CNR, Italy
Palazzo Gerardo University of Bari, Italy
Pantani Roberto University of Salerno, Italy
Piccinno Antonio University of Bari, Italy
Piotto Stefano University of Salerno, Italy
Pizzuti Clara CNR-ICAR, Italy



Reverchon Ernesto University of Salerno, Italy
Roli Andrea University of Bologna, Italy
Rossi Federico University of Salerno, Italy
Serra Roberto University of Modena and Reggio, Italy
Spezzano Giandomenico ICAR-CNR, Italy
Stano Pasquale Roma Tre University, Italy
Terna Pietro University of Turin, Italy
Tettamanzi Andrea University of Nice Sophia Antipolis, France
Villani Marco University of Modena and Reggio, Italy

Supported By

VIII Organization



Organization IX



Contents

Evolutionary Computation, Genetic Algorithms and Applications

Scale-Free Networks Out of Multifractal Chaos. . . . . . . . . . . . . . . . . . . . . . 3
Marcello A. Budroni and Romualdo Pastor-Satorras

GPU-Based Parallel Search of Relevant Variable Sets in Complex Systems . . . 14
Emilio Vicari, Michele Amoretti, Laura Sani, Monica Mordonini,
Riccardo Pecori, Andrea Roli, Marco Villani, Stefano Cagnoni,
and Roberto Serra

Complexity Science for Sustainable Smart Water Grids . . . . . . . . . . . . . . . . 26
Angelo Facchini, Antonio Scala, Nicola Lattanzi, Guido Caldarelli,
Giovanni Liberatore, Lorenzo Dal Maso, and Armando Di Nardo

New Paths for the Application of DCI in Social Sciences: Theoretical
Issues Regarding an Empirical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Riccardo Righi, Andrea Roli, Margherita Russo, Roberto Serra,
and Marco Villani

MapReduce in Computational Biology - A Synopsis . . . . . . . . . . . . . . . . . . 53
Giuseppe Cattaneo, Raffaele Giancarlo, Stefano Piotto,
Umberto Ferraro Petrillo, Gianluca Roscigno, and Luigi Di Biasi

Photogrammetric Meshes and 3D Points Cloud Reconstruction:
A Genetic Algorithm Optimization Procedure . . . . . . . . . . . . . . . . . . . . . . . 65

Vitoantonio Bevilacqua, Gianpaolo Francesco Trotta, Antonio Brunetti,
Giuseppe Buonamassa, Martino Bruni, Giancarlo Delfine,
Marco Riezzo, Michele Amodio, Giuseppe Bellantuono,
Domenico Magaletti, Luca Verrino, and Andrea Guerriero

Benchmarking Spark Distributed Data Structures: A Sequence
Analysis Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Umberto Ferraro Petrillo and Roberto Vitali

Modelling and Simulation of Artificial and Biological Systems

Automatic Design of Boolean Networks for Cell Differentiation . . . . . . . . . . 91
Michele Braccini, Andrea Roli, Marco Villani, and Roberto Serra

Model-Based Lead Molecule Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Alessandro Giovannelli, Debora Slanzi, Marina Khoroshiltseva,
and Irene Poli

http://dx.doi.org/10.1007/978-3-319-57711-1_1
http://dx.doi.org/10.1007/978-3-319-57711-1_2
http://dx.doi.org/10.1007/978-3-319-57711-1_3
http://dx.doi.org/10.1007/978-3-319-57711-1_4
http://dx.doi.org/10.1007/978-3-319-57711-1_4
http://dx.doi.org/10.1007/978-3-319-57711-1_5
http://dx.doi.org/10.1007/978-3-319-57711-1_6
http://dx.doi.org/10.1007/978-3-319-57711-1_6
http://dx.doi.org/10.1007/978-3-319-57711-1_7
http://dx.doi.org/10.1007/978-3-319-57711-1_7
http://dx.doi.org/10.1007/978-3-319-57711-1_8
http://dx.doi.org/10.1007/978-3-319-57711-1_9


Reducing Dimensionality in Molecular Systems: A Bayesian
Non-parametric Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Valentina Mameli, Nicola Lunardon, Marina Khoroshiltseva,
Debora Slanzi, and Irene Poli

Constraint-Based Modeling and Simulation of Cell Populations . . . . . . . . . . 126
Marzia Di Filippo, Chiara Damiani, Riccardo Colombo, Dario Pescini,
and Giancarlo Mauri

Linking Alterations in Metabolic Fluxes with Shifts in Metabolite Levels
by Means of Kinetic Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Chiara Damiani, Riccardo Colombo, Marzia Di Filippo, Dario Pescini,
and Giancarlo Mauri

Systems Chemistry and Biology

A Strategy to Face Complexity: The Development of Chemical
Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Pier Luigi Gentili

Mathematical Modeling in Systems Biology . . . . . . . . . . . . . . . . . . . . . . . . 161
Olli Yli-Harja, Frank Emmert-Streib, and Jari Yli-Hietanen

Synchronization in Near-Membrane Reaction Models of Protocells . . . . . . . . 167
Giordano Calvanese, Marco Villani, and Roberto Serra

On the Employ of Time Series in the Numerical Treatment
of Differential Equations Modeling Oscillatory Phenomena . . . . . . . . . . . . . 179

Raffaele D’Ambrosio, Martina Moccaldi, Beatrice Paternoster,
and Federico Rossi

A Program for the Solution of Chemical Equilibria Among
Multiple Phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Fulvio Ciriaco, Massimo Trotta, and Francesco Milano

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

XII Contents

http://dx.doi.org/10.1007/978-3-319-57711-1_10
http://dx.doi.org/10.1007/978-3-319-57711-1_10
http://dx.doi.org/10.1007/978-3-319-57711-1_11
http://dx.doi.org/10.1007/978-3-319-57711-1_12
http://dx.doi.org/10.1007/978-3-319-57711-1_12
http://dx.doi.org/10.1007/978-3-319-57711-1_13
http://dx.doi.org/10.1007/978-3-319-57711-1_13
http://dx.doi.org/10.1007/978-3-319-57711-1_14
http://dx.doi.org/10.1007/978-3-319-57711-1_15
http://dx.doi.org/10.1007/978-3-319-57711-1_16
http://dx.doi.org/10.1007/978-3-319-57711-1_16
http://dx.doi.org/10.1007/978-3-319-57711-1_17
http://dx.doi.org/10.1007/978-3-319-57711-1_17


Evolutionary Computation, Genetic
Algorithms and Applications



Scale-Free Networks Out of Multifractal Chaos

Marcello A. Budroni1(B) and Romualdo Pastor-Satorras2

1 Nonlinear Physical Chemistry Unit,
Service de Chimie Physique et Biologie Théorique, Université libre de Bruxelles,

CP 231 - Campus Plaine, 1050 Brussels, Belgium
mbudroni@ulb.ac.be, mabudroni@uniss.it

2 Departament de F́ısica, Universitat Politècnica de Catalunya,
Campus Nord B4, 08034 Barcelona, Spain

romualdo.pastor@upc.edu

http://physchem.uniss.it/cnl.dyn/budroni.html

Abstract. Fractal and multifractal properties characterize many real-
world scale-free networks. Here we present a deterministic approach to
generate power-law networks from multifractal chaotic time series. We
show, both analytically and numerically, how the resulting scale-free
topologies preserve the multifractal information of the original chaotic
source embedded in the exponent of the power-law degree distribution.

Keywords: Multifractal processes · Power-law networks · Chaotic
dynamics

1 Introduction

Understanding complex and aperiodic phenomena encountered in biology [27],
chemistry [10,16,25,32], economics [7] and physics [6,9,17], represents an open
scientific challenge. The progress towards this fundamental goal can benefit from
different theoretical frameworks, including statistical physics and complex net-
work theory, information theory, non-linear dynamics and chaos, that constitute
the composite panorama of Complex Science. In this context any effort to find
synergies among different approaches greatly helps to move steps forward in con-
trolling complexity. Our contribution here is concerned at presenting a possible
pathway to relate chaos and network theory.

During the last years, complex network theory has rapidly grown as a inter-
pretative framework for many complex systems and phenomena, ranging from
financial crises to epidemics spreading [6]. Though this approach may appear
as a drastic simplification of the specific features of a system constituents, it is
able to disentangle the intrinsic topology of their interactions, which crucially
impacts the possible dynamics running on the network itself [31].

In the realm of dynamical systems, network statistical techniques have been
applied to analyse nonlinear time series, with a particular focus on character-
izing chaotic dynamics. The main idea of this methodology is to transform
the information of a time series from the temporal domain into the topology
c© Springer International Publishing AG 2017
F. Rossi et al. (Eds.): WIVACE 2016, CCIS 708, pp. 3–13, 2017.
DOI: 10.1007/978-3-319-57711-1 1



4 M.A. Budroni and R. Pastor-Satorras

of a network and, hence, the key point resides in the way one defines nodes
and links. So far, several transformation approaches have been proposed [2,11–
14,19,20,24,26,28,33,35–38] and a bench of network tools have been adapted to
the analysis of nonlinear time series.

However, less effort has been devoted to investigate how the latter could,
in turn, be exploited as a source for growing complex network with non-trivial
connectivity patterns. Most of real-world networks are inhomogeneous, show-
ing scale-free property defined by a power-law degree distribution P (k) ∼ k−γ ,
where k is the number of connections of a node (degree). This feature has been
successfully explained through preferential attachment mechanisms [5]. In these
mechanisms nodes that stochastically gain a higher degree, present also stronger
ability to attract new links added to the network, leading to the formation of
structures with a small number of highly connected nodes in spite of a broad
spectrum of moderately and scarcely connected nodes.

Recently, it has been pointed out how an intrinsic aspect of this hierarchical
connectivity is the presence of fractal and self-similar features embedded in the
network topology. Stimulated by the seminal paper by Song et al. [34], fractal
properties of scale-free networks have been revealed and measured by adapting
box-counting approaches to the non-euclidean geometry of complex networks. In
particular, networks were suitably partitioned into sub-graphs or clusters with
characteristic diameters (in the sense of network distance) and self-similarity was
shown when scaling this characteristic measure. Following similar a posteriori
partition strategies, the possibility for multifractality has been also analytically
demonstrated by Furuya and Yakubo [18] and attributed to the large fluctuations
of local node density in scale-free networks.

In this context, an open question is whether (and which) deterministic mul-
tifractal processes could be considered a priori as alternative evolution mech-
anisms for growing scale-free networks that preserve the multifractality of the
original source in the ultimate structure.

In this paper we present a novel model for developing power-law networks
starting from a multifractal chaotic generator of numbers. We show that the
resulting topologies preserve the multifractal nature of the underlying chaotic
source and we also derive analytically the relation which ties the power-law
exponent characterizing the connectivity of these networks with the generalized
dimension of the projected dynamics. Finally, we discuss this closed-form relation
as a stable tool for characterizing the multifractal spectrum of a time series
through the analysis of the network connectivity.

2 Model

We generate networks from chaotic dynamical data by means of a transition
transformation introduced in [11] and briefly resumed hereunder. We start with
the set V = {M nodes} and the network connectivity is built-up by using a
normalized chaotic series of numbers Gchaotic = {xj : xj ∈ R : [0, 1], j ∈
[1, n]}, where n >> 1 is the size of Gchaotic. Nodes are identified with the index
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i = �xjM + 1� (where �z� is the floor function) and an undirected connection
between two successive nodes i = �xjM + 1� and l = �xj+1M + 1� (i, l ∈ V)
is established if it does not constitute any multiple–connection. When these
criteria are not met, the successive pair of numbers, namely i′ = �xj+1M + 1�
and l′ = �xj+2M + 1�, is considered. The previous step is reiterated until the
maximal possible number of edges is introduced in the network, i.e. until a
stationary network is achieved.

The structures resulting from this procedure are connected networks by con-
struction, preserve temporal information of the generator and, because of the
peculiar fractal properties of the strange attractors underlying chaotic sources,
consist of a fraction N(M) of the initial M nodes. In this framework, the net-
work provides an alternative way for partitioning the fractal support of the
chaotic dynamics congruent with the box-counting method [1,21,22], where
the N(M) nodes of the network correspond to the number of boxes of length
ε = M−1 needed to cover the fractal chaotic attractor in the phase space.
As a consequence, the maximal number of edges asymptotizes to the upper
limit, Lchaotic(M), which is characteristic of the chaotic source at hand and is
strictly lower than the fully connected configuration M(M − 1)/2. N(M) and
Lchaotic(M) are related to the fractal dimension of the chaotic series as [11]:

Lchaotic(M) ≈ 〈k〉
2

N(M) � MD0 , (1)

where D0 is the capacity dimension of the set (obtained through the linear regres-
sion of log(N(M)) versus log(M)) and 〈k〉 is the average degree of the network.
In our previous work [11] Lchaotic(M) was used as a topological observable for
(i) characterizing the capacity dimension of a chaotic series and (ii) discerning
chaotic dynamics from random ones, being the latter capable of realizing fully
connected configurations.

In this work we want to study more in detail the connectivity (typically the
degree distribution) of the these networks and relate them to the multifractality
of the underlying chaotic attractor. To do so, we consider a paradigmatic example
of chaotic generators, the logistic map xj+1 = r xj(1 − xj). This discrete-time
formula maps the interval x ∈ [0, 1] into itself when the control parameter r
ranges between 0 and 4. Multifractal chaotic regimes interspersed with periodic
windows occur in the interval r ∈ [3.57, 4) and hereunder we will consider the
representative case r = 3.7 to back up the validity of the following analytical
approach. The map is iterated as needed to achieve a stationary connectivity in
the network (typically n ∼ 103M). In this sense possible finite-size effects of the
chaotic time series are ruled out.

3 Scale-Free Networks Out of Chaos

When the algorithm described above is applied to the multifractal logistic source,
the emerging networks exhibit characteristic scale-free properties as indicated by
a power-law degree distribution with an exponent around 3. In Fig. 1 we report
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the cumulative degree distribution Pcum(k) = 1
N(M)

∑

i/ki≤k

1 (giving the proba-

bility that a network node presents degree equal or larger than k) of the logistic
network. The plot describes the scale-free nature of networks for different sizes
(M ∈ [104, 107]) with all trends collapsing to a common power-law distribution
Pcum(k) = k−γ′

characterized by γ′ ∼ 2.142(3). The exponent of the simple
degree distribution P (k) then reads γ = γ′ + 1 ∼ 3.142(3). Power-law scale-
invariant properties have been obtained for networks generated from other val-
ues of the critical parameter r of the logistic map (in the range where it presents
multifractal characteristics) and from other 1-dimensional maps [29].

In the following analysis we prove that this power-law trends in the degree
distribution reflect the multifractal nature of the network and can be analytically
related to the generalized dimension of the chaotic generator.

Fig. 1. Cumulative degree distributions of the logistic network (r = 3.7) for M = 104

(red circles), 105 (green squares), 106 (grey diamonds) and 107 (blue triangles) nodes.
n = 1 × 1010 iterations and Pcum(k) is averaged over 100 networks (i.e. 100 different
initial seeds of the chaotic generator). (Color figure online)

For strange attractors it is common that different regions are differently vis-
ited, and chaotic orbits will spend most of their time in a small minority of the
N(ε) boxes partitioning the fractal support underneath the chaotic attractor
itself. An illustration of this property is given in Fig. 2a for the unidimensional
support of the logistic map with r = 3.7. The dimension Dq takes into account
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these heterogeneous probability pattern and generalizes the definition of the
box-counting dimension as

Dq =
1

q − 1
lim
ε→0

log
∑N(ε)

i pq
i

log ε
. (2)

This characterizes the intrinsic hierarchy within a fractal set in terms of the
moments q of the partition function

∑N(ε)
i pq

i [22,29,30]. Here pi = limn→∞ ni

n
quantifies the probability, termed natural measure, that the chaotic map returns
in the i-th box of the N(ε) available boxes, during an infinitely long orbit (in
practise ni times over n >> 1 iterations of the chaotic orbit). Dq(q) exhibits a
non-constant scaling bounded between the asymptotic values D±∞ when a het-
erogeneous probability distribution describes the recurrence of a chaotic trajec-
tory over different regions of the attractor which can thus be defined multifractal.
An example of such a case is shown in Fig. 2b, where we report the cumulative
distribution of the natural measure, Pcum(p), for the logistic map displayed in
Fig. 2a. It can be observed how this trend describes an extremely heterogeneous
statistics and, in particular, follows a power-law behaviour (Fig. 2b), charac-
terized by the same exponent as for the cumulative degree distribution of the
associated graph (compare Figs. 1 and 2b).

From this evidence stems the initial ansatz of our analytical approach, where
we assume that the degree of network nodes is representative of the natural
measure of the corresponding boxes partitioning the fractal support. In particu-
lar, as a first approach, we can reasonably hypothesize that an increasing linear
relation links the degree k of a certain node to the natural measure p of the
associated box.

Thanks to this correlation, we can re-write the natural measures involved in
the computation of Dq in terms of node degrees through

pi � ki

〈k〉N(ε)
. (3)

Since in scale-free networks the average degree 〈k〉 is a constant [6,15] and
can be neglected in relation (3), the partition sum of Eq. (2) reads

∑

i

pq
i �

∑

i

(
ki

N(ε)

)q

� N(ε)−q
∑

i
kq
i

N(ε)N(ε) (4)

� 〈kq〉N(ε)1−q.

From the definition of Dq (see Eq. (2)), it follows
∑

i

pq
i � ε(q−1)Dq � N(ε)−(q−1)Dq/D0 (5)

(being ε = N(ε)−(1/D0)). By comparing Eqs. (4) and (5), we find that

〈kq〉N(ε)1−q � N(ε)−(q−1)Dq/D0 (6)
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Fig. 2. (a) Natural measure p(i) of the i-th box for the logistic map with r = 3.7. The
support [0, 1] is partitioned in M = 1 × 107 boxes; the map is iterated for n = 1 × 1010

time steps and the statistics is performed over 100 initial conditions. (b) Cumulative
probability distribution, Pcum(p), of the box natural measures p(i) for the logistic map
with r = 3.7, M = 1× 107 boxes, n = 1× 1010 iterations. Pcum(p) is averaged over 100
initial conditions.
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and, hence

〈kq〉 � N(ε)(q−1)(1−Dq/D0). (7)

which features a first expression relating a topological observable of the network
and the generalized dimension of the multifractal chaotic source.

〈kq〉 can be also written as

〈kq〉 =
∫ kc(ε)

m(ε)

dk P (k) kq (8)

where P (k) � k−γ+1 is the degree distribution of the projected network,
[m(ε), kc(ε)] is the k–domain where P (k) exhibits the power-law tail and the
degree cut-off kc(ε) is the maximal degree of the network. In scale-free networks,
when the exponent of the integral argument is q−γ > 0, integral (8) is asymptot-
ically equal to kc(ε)q+1−γ [6,15] and quickly diverges as the size of the network
tends to the thermodynamic limit. Keeping in mind Eq. (7), it can then be shown
that for large positive values q = q∞ where Dq saturates to D∞, integral (8)
reads

kc(ε)q∞ � N(ε)q∞(1−D∞/D0), (9)

implying
kc(ε) � N(ε)(1−D∞/D0). (10)

Equation (10) ties kc(ε) and D∞ through D0. In detail, D∞ can be extrapo-
lated from the slope β = 1−D∞/D0 of the linear regression of log(kc(ε)) plotted
versus log(N(ε)) (see Fig. 3) following

D∞ = D0(1 − β), (11)

where D0 is known from Eq. (1). The second relation for 〈kq〉 is thus derived by
substituting kc(ε) in Eq. (8), to obtain

〈kq〉 � N(ε)(q+1−γ)(1−D∞/D0). (12)

Finally, combining Eqs. (7) and (12)

(q − 1)(1 − Dq/D0) = (q + 1 − γ)(1 − D∞/D0) (13)

and, conveniently re–arranging,

γ = 2 + (q − 1)
Dq − D∞
D0 − D∞

. (14)

one can laid down a closed-form relating γ to D0,Dq and D∞. This expresses
the “latent” multifractality of a scale-free network grown from the projection of
a multifractal chaotic series and describes how multifractal measures are quan-
titatively incorporated in the power-law exponent.
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Fig. 3. Scaling of the degree cut-off, kc(ε), as function of the network size N(ε). D0 and
D∞ can be computed by means of Eqs. (1) and (11), respectively. For this illustrative
case β = 0.482 ± 0.004 and D0 ∼ 1.

4 Concluding Discussion

In this paper we have presented a new perspective to bridge chaotic dynamics
and complex networks. Specifically, we have introduced a simple procedure able
to grow scale-free networks by using generators of multifractal chaotic series.
The heterogeneity and the free–scale nature of these networks, encoded in the
power-law degree distribution P (k), are demonstrated to be analytically related
to the multifractal properties of the generating chaotic source. While fractal
and multifractal properties of many real scale-free networks have been already
unveiled through a posteriori analysis, our model shows that a chaotic multi-
fractal processes can represent an a priori mechanism for growing power-law
networks which, in turn, preserve multifractal information of the original source
in the ultimate topology. With respect to the stochastic preferential attachment
mechanisms chaotic generators could be seen as an alternative deterministic
pathway for the formation of scale-free structures.

In our numerical exploration we found that a multifractal process can poten-
tially be mapped into a power-law network if (i) a linear relation ties the natural
measures to the degrees of the nodes and (ii) the distribution of the natural
measures shows a power-law trend. Work is in progress [8] to generalize this
description to cases in which the natural measure increases nonlinearly with the
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node degree. From a network analysis viewpoint other topological properties,
such as clustering and assortativity within these multifractal networks should
be investigated in depth in order to unravel further correlations between the
network connectivity and the properties of underlying chaotic dynamics.

From the perspective of time series analysis, this work represents a further
proof of concept of the great potential of network approaches when applied to
the characterization of nonlinear dynamics. Thanks to a simple statistics on the
network connectivity it is possible to calculate the generalized dimension of the
associated chaotic generator via a closed formula. This can be exploited as a
robust method for multifractal analysis, particularly stable for high indexes q of
the generalized dimension, prohibitive to box-counting methods.

The validity of our approach is demonstrated here for the theoretical but still
general study case of 1-dimensional logistic-like maps. A future domain of inves-
tigation is the case of multifractal series resulting from non-chaotic processes, like
binomial multifractal generators [23]. Also our challenge is to extend this frame-
work to real multifractal normalized time series of practical interest. Prominent
examples are time series collecting earthquakes frequency and magnitude, that
have been proven to converge into universal power-law descriptions [4]. In this
context fractal and multifractal measures are of utmost interest and network
theory is already fruitfully applied to disclose the highly hierarchical and com-
plex spatio-temporal organization of these phenomena and improve predictive
protocols [3].
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Abstract. Various methods have been proposed to identify emergent
dynamical structures in complex systems. In this paper, we focus on the
Dynamical Cluster Index (DCI), a measure based on information the-
ory which allows one to detect relevant sets, i.e. sets of variables that
behave in a coherent and coordinated way while loosely interacting with
the rest of the system. The method associates a score to each subset
of system variables; therefore, for a thorough analysis of the system, it
requires an exhaustive enumeration of all possible subsets. For large sys-
tems, the curse of dimensionality makes the problem solvable only using
metaheuristics. Even within such approaches, however, DCI computa-
tion has to be performed for a huge number of times; thus, an efficient
implementation becomes a mandatory requirement. Considering that a
candidate relevant set’s DCI can be computed independently of the oth-
ers, we propose a GPU-based massively parallel implementation of DCI
computation. We describe the algorithm’s structure and validate it by
assessing the speedup in comparison with a single-thread sequential CPU
implementation when analyzing a set of dynamical systems of different
sizes.

Keywords: GPU-based parallel programming · Complex systems ·
Relevant sets

1 Introduction

The behavior of a complex system can be described by identifying emergent
dynamical structures within it, i.e., subsets of variables whose members tightly
interact with (depend on) one another, as well as hierarchically, by identifying
higher-level interactions that occur between such sets.

The study of complex systems is related to the identification of emergent
properties of systems whose components are usually well-known and defined in
c© Springer International Publishing AG 2017
F. Rossi et al. (Eds.): WIVACE 2016, CCIS 708, pp. 14–25, 2017.
DOI: 10.1007/978-3-319-57711-1 2
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terms of state variables. To describe the organization of complex systems several
measures of complexity have been proposed, many of which based on information
theory (as, for instance, in [4,6]).

Many different systems can be described effectively in terms of coordinated
dynamical behavior of groups of elements; for example, relevant examples in the
domain of neuroscience can be found in [8,9].

Tononi et al. [10], and later other authors (Sporns et al. [9], Villani et al. [12])
introduced a method to identify relevant structures in complex systems. Based on
a data-set including samples of the system status at different times, one can asso-
ciate each possible subset of variables with an index Tc. Such an index quantifies
how much its behavior deviates from the behavior of a reference (homogeneous)
system, in which the variables have, individually, the same distribution as in
the data-set, but are homogeneously correlated. Therefore, the higher its Tc, the
higher the degree of correlation/interaction between the variables in a subset.
The subsets characterized by high Tc values are referred to as Candidate Rele-
vant Sets (CRSs), the properly called Relevant Subsets (RSs) being candidates
that do not include (or are not included in) other candidate sets with higher Tc

values [12].
For a complete description of the dynamical system, Tc must be computed

for each possible set, which becomes unfeasible as the dimension of the system
increases. Subsets of variables describing high-dimensional systems can therefore
be identified by using a metaheuristic which smartly explores the search space [7].
Even in this case, Tc computation must be repeated hundreds of thousands to
millions of times. An efficient implementation of such a function is therefore
definitely necessary. Considering that the computation of Tc for each candidate
RS is independent of the others, using GPU-based parallel code seems to be the
most efficient way of computing the index.

We have developed a set of CUDA C1 kernels that provide a fine-grained
parallel implementation of the main building blocks needed to compute the Tc

index, upon which smart and efficient search algorithms can be designed.
The parallel functions were developed to accomplish three different goals in

our study:

1. Speeding up an exhaustive sequential search by computing the Tc values of
several candidate RSs in parallel;

2. Providing a computationally-efficient objective function for a metaheuristic
that searches for the RSs of large dynamical systems for which an exhaustive
search is impractical;

3. Making it possible to explore more complex systems and detect possible hier-
archical dependencies between RSs.

In the next section, we briefly introduce the basics of the method for which we
have developed the CUDA kernels. Then we analyze the computational problem,
identifying the algorithm blocks that are most amenable to parallelization, and
describe their GPU-based implementation. We conclude our paper by reporting
1 https://developer.nvidia.com.

https://developer.nvidia.com
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the results of the tests in which we compare the performance of our parallel code
with respect to a standard single-CPU sequential implementation. Finally, in the
last section, we foresee possible future steps in our research that we expect the
development of the parallel code to make feasible.

2 Method

In this section we succinctly illustrate the procedure for computing the Tc. The
interested reader can find more details in [3,12].

Let the system under exam be modeled by means of a set U of N variables,
which assume finite and discrete values. The cluster index of a subset S of
variables in U , S ⊂ U , as defined by Tononi et al. [10], estimates the ratio
between the amount of information integration among the variables in S and the
amount of integration between S and U . These quantities depend on Shannon’s
entropy of both the single elements and the sets of elements in U .

The entropy of an element xi is defined as:

H(xi) = −
∑

v∈Vi

p(v) log p(v) (1)

where Vi is the set of the possible values of xi and p(v) the probability of occur-
rence of symbol v. The entropy of a pair of elements xi and xj is defined by
means of their joint probabilities:

H(xi, xj) = −
∑

v∈Vi

∑

w∈Vj

p(v, w) log p(v, w) (2)

Equation 2 can be extended to sets of k elements considering the probability
of occurrence of vectors of k values. This approach deals with observational data,
therefore probabilities are estimated by means of relative frequencies.

The cluster index C(S) of a set S of k elements is defined as the ratio between
the integration I(S) of S and the mutual information between S and the rest of
the system U − S.

The integration of subset S is defined as:

I(S) =
∑

x∈S

H(x) − H(S) (3)

I(S) represents the deviation from statistical independence of the k elements
in S. The mutual information M(S;U − S) is defined as:

M(S;U − S) ≡ H(S) + H(S|U − S) = H(S) + H(U − S) − H(S,U − S) (4)

where H(A|B) is the conditional entropy and H(A,B) the joint entropy. Finally,
the cluster index C(S) is defined as:

C(S) =
I(S)

M(S;U − S)
(5)
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Since C is defined as a ratio, it is undefined in all those cases where
M(S;U − S) vanishes. In this case, the subset S is statistically independent
from the rest of the system and needs to be analyzed separately. As C(S) scales
with the size of S, cluster index values of systems of different size need to be
normalized. To this aim, a reference system is defined, i.e., the homogeneous
system Uh, randomly generated according to the probability distribution of each
state of the original system U . Then, for each subsystem size of Uh the aver-
age integration 〈Ih〉 and the average mutual information 〈Mh〉 are computed.
Finally, the cluster index value of S is normalized by means of an appropriate
normalization constant:

C ′(S) =
I(S)
〈Ih〉 /

M(S;U − S)
〈Mh〉 (6)

Furthermore, to assess the significance of the differences observed in the
cluster index values, a statistical index Tc is computed:

Tc(S) =
C ′(S) − 〈C ′

h〉
σ(C ′

h)
(7)

where 〈C ′
h〉 and σ(C ′

h) are the average and the standard deviation of the popula-
tion of normalized cluster indices with the same size as S from the homogeneous
system.

We emphasize that the indices in 5–7 are defined without any reference to
a particular type of system. In their original papers, Edelman and Tononi con-
sidered the fluctuations of a neural system around a stationary state. In our
approach, this measure is applied to time series of data generated by a dynam-
ical model. In general, these data lack the stationary properties of fluctuations
around a fixed point. Moreover, depending upon the case at hand, either tran-
sients from arbitrary initial states to a final attractor, or collections of attractor
states can be considered, as well as responses to perturbations of attractor states.
In all these cases we will use Eq. 5, that will therefore be called the Dynamical
Cluster Index (DCI), as it aims at detecting subsets of variables that are relevant
to the system’s dynamics.

The search for relevant subsets of variables of a dynamical system by means
of the DCI requires first the collection of observations of the variables’ values at
different times. In order to find such sets, in principle, all the possible subsets
of system variables should be considered and their DCI computed. In practice,
this procedure is feasible only for small-size subsystems in a reasonable amount
of time. This paper presents a parallel DCI computation algorithm developed to
address this issue.

3 Parallel Algorithm

When large systems are analyzed, the sequential implementation soon reaches
unrealistic requirements for computation resources, because the number of
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possible CRSs increases exponentially with the number of system variables. A
possible solution to mitigate this problem consists of a parallel implementation
of the main building blocks of the code needed to compute the Tc index.

The GPU is specialized for compute-intensive and highly parallel computa-
tion and is capable of addressing highly arithmetically-intense problems that can
be expressed as data-parallel computations. The computation of Tc for each CRS
is independent of the others, thus a GPU-based parallel code seems to be the
most efficient way of computing such an index. That is why we have developed
CUDA C code for searching RSs in complex systems.

In order to understand how our code is organized we should consider that the
exhaustive computation of the Tc index for all the CRSs of a dynamical system
can be divided into the following steps:

1. Computation of the probability distribution function for each system variable;
2. Generation of the homogeneous system;
3. DCI computation for each subset of variables of the homogeneous system;
4. Tc computation for each CRS of the system variables.

From the point of view of the implementation:

– Each sample is stored in a memory area including S adjacent unsigned ints
large enough to contain the Nbit bits needed to represent the N variables
of the system. For example, if we consider a system consisting of N binary
variables, then Nbit = N and S = �Nbit/sizeof(unsigned int)�. If M is the
number of samples, then the system data can be stored in an array of M · S
unsigned integers.

– Each CRS is represented as a bitmask of Nbit bits, where the ith bit is set to
1 if the ith variable is contained in the CRS.

3.1 Computation of the Probability Distribution Function

Each variable of the system is examined individually in order to compute its
probability distribution function. In case of binary variables, for example, the
distribution of the ith variable is defined by the frequency of the values 0 and
1 (fi0 and fi1). The frequency information thus obtained will be used for the
generation of the homogeneous system as described in Sect. 3.2.

The frequencies of occurrence of the variables are also used to compute the
entropy of each variable, necessary for the computation of the DCI as described
in Sect. 3.3. If we consider a binary variable, then the entropy is defined by:

Hi = −fi0 · log2fi0 − fi1 · log2fi1

3.2 Homogeneous System Generation

The homogeneous system (HS) is generated from N random variables, homoge-
neously correlated with one another, having the same probability distribution as
the corresponding variables of the dynamical system to be studied.
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We obtain M samples by assigning to the ith variable, for each sample, a
randomly generated value from the previously estimated distribution.

In case of a system described by binary variables, the ith variable of the
homogeneous system, for each sample, will be 0 with probability fi0 and 1 with
probability fi1. In this way, the HS meets the homogeneity requirement while,
at the same time, it maintains a relationship with the dynamical system under
consideration.

3.3 DCI Computation on the Homogeneous System

All possible CRS sizes (or classes) from 2 to N − 1 are analyzed in order to
compute, for each of them, the mean value and the standard deviation of the
DCI. If the considered size is r, then the CRSs to be examined are selected by
scanning all possible permutations of an N -bit string containing r bits set to 1
and N − r bits set to 0.

The selected CRSs are grouped into grids of T threads each, where each
thread is responsible for computing the DCI of one CRS. We have T = NBNT ,
where NB is the number of blocks per grid and NT is the number of threads
per block. Each CRS of a certain size is coupled with its complementary clus-
ter, whose entropy is necessary for computing the mutual information. In other
words, each grid is composed of T/2 complementary CRS pairs. By synchroniz-
ing the execution of parallel threads in order for the entropy of one CRS to be
available at the right time, it is possible to compute the statistics of classes r
and N − r at the same time, halving the computation time with respect to the
original algorithm.

The outputs of this processing step are the mean value and the standard
deviation of the DCI for each CRS class of the homogeneous system, which are
necessary for computing the Tc index.

3.4 Tc Computation

In the following, we describe the main modules involved in the computation of
the Tc index, as shown in Fig. 1.

DCI Module: The computation of the DCI of a CRS consists of three phases:

1. Creation of the frequency histogram; the number of occurrences of each value
of the CRS is counted; the result is a list of value/number of occurrence pairs;

2. Entropy computation; based on the list obtained in the previous phase, the
entropy is computed according to Eq. 1;

3. Computation of the final output ; the threads of the block are synchronized
to make the complementary entropy available to each CRS. This enables the
computation of the mutual information, which, along with the integration, is
used to compute the DCI.

Calculating the frequency histogram is, computationally, the heaviest step.
In particular we need:
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Fig. 1. Tc computation.

– Processing resources to extract the value of the variables in the CRS from
each sample of the system;

– Memory to store the frequency histogram of the CRS.

To obtain a good trade-off between performance and memory usage, we gen-
erate a hash map, pre-allocated for each thread to be managed by the GPU
kernel that computes the histogram (Sect. 3.5).

T c Module: The module that computes the Tc statistical index is a simple
extension of the one which computes the DCI, that takes advantage of the above-
mentioned organization into coupled threads. Particularly, in this case, the CRSs
of each class, ranging from 2 to N/2, are placed aside their complementary
CRSs and are inserted, as for the DCI computation for the homogeneous system,
in parallel computation batches, each composed of T threads. Once the DCI
has been computed, it is sufficient to normalize it according to the statistics
(expected value and standard deviation) of the homogeneous system that were
obtained earlier (see Sect. 3.3). As the Tc module simply extends the DCI module,
both call the same CUDA kernel to perform their computations; the calls differ
only in the input parameters.

Once the Tc indices of all the CRSs of the system are obtained, they are
compared to select the CRSs having the highest index values.

3.5 Resource Occupation and Scalability

If N is the number of variables that compose the system, the total number of
possible CRSs is 2N−1. Thus, the computational complexity of the problem is
O(2N ). Parallelizing the computation allows one to obtain a relevant reduction
of the execution time. However, this is still not enough to perform an exhaustive
search on systems characterized by a large number of variables.

Different considerations can be made regarding memory occupation. Our
implementation is based on a simple fact: it is not possible for a CRS to assume a
number of configurations that is higher than the number of available samples M ,
which is usually much lower than the total number of possible CRS configurations
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(i.e., M � 2N ). Thus, for each CRS it is possible to pre-allocate a hash table
with maximum size M . For this reason, the device memory that is necessary
to contain the hash tables of a grid of threads is directly proportional to three
independent variables, namely:

– T : number of threads per grid;
– Nbit: number of bits needed to store a sample;
– M : number of samples.

Accordingly, the memory occupation increases linearly with the problem size. A
good estimation of the device memory needed is:

MEMTOT = M · T · (S + 2) · sizeof(unsigned int) (8)

where S is the number of unsigned int that are necessary to store Nbit bits. On a
device provided with 2 GB of memory, it is possible, for example, to launch 1024
parallel threads and compute the Tc of the same number of CRSs from a system
characterized by 1000 binary variables, with M = 10000 available samples (in
this case, MEMTOT 	 1.4 GB).

These considerations show that, to analyze large systems, the exponential
dependence on the problem size makes an exhaustive search computationally
unfeasible. However, an approach based on a metaheuristic would definitely be,
as the device memory occupation scales linearly with the problem size.

4 Experimental Results

In this section we illustrate the experimental results we have obtained on four
different dynamical systems. The algorithm was evaluated on both artificial and
biological systems.

The first case study (referred to as LF) is described by 10 variables and
consists of three independent groups, each of which replicates a simple leader-
followers dynamic. The model abstracts situations where agents modify their
opinion agreeing with (or contrasting the) opinion of other specific agents,
called leaders. The system is simply composed of a vector of 10 binary vari-
ables x1, x2, ..., x10 that represent, for example, the positive or negative opinion
of 10 agents about a given proposal. The model generates a series of 10 binary
vectors (each vector representing an observation of the system) according to the
following rules:

– variables are divided into three groups, G1 = [x1, ..., x3], G2 = [x4, ..., x6] and
G3 = [x7, ..., x10];

– x1 is a leader; at each step its value is a random value in {0, 1};
– the values of the followers x2 and x3 are set as a copy of x1 with probability

1 − pnoise and randomly with probability pnoise;
– x4 and x7 are “second order” leaders; in each step their values are randomly

assigned in {0, 1} with probability 1 − pcopy; otherwise x4 is a copy of x1 and
x7 is a copy of x4;
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– the values of the followers x5 and x6 are set as a copy of x4 with probability
1 − pnoise and randomly with probability pnoise;

– the values of the followers x8, x9 and x10 are set as a copy of x7 with proba-
bility 1 − pnoise and randomly with probability pnoise.

It is therefore possible to tune the integration among elements in G1, G2 and
G3 and the mutual information between G1 and G2, and between G2 and G3
by changing pnoise and pcopy [2,12].

The second and third cases model simplified gene regulatory networks. In
particular, the second case study (referred to as AT) models the gene regulatory
network shaping the developmental process of Arabidopsis Thaliana; although
the whole network is largely unknown, a certain subsystem has been identified as
responsible for the floral organ specification. The network is modeled by means
of a Boolean network described in [1], having 15 nodes and 10 different attractors
(all fixed points): in order to perform an analysis we built a data series containing
a number of repetitions of these attractors proportional to the size of their basins
of attraction.

The third case (referred to as TH) features 23 Boolean variables, used in [5]
to model the regulatory network controlling the T-helper cell differentiation;
also in this case we built a data series containing a number of repetitions of the
Boolean system attractors proportional to the size of their basins of attraction.
We will not discuss about the adequacy of these simplified models, but we will
take them for granted and apply our method to test whether it can discover
significant MDSs (Mesolevel Dynamical Structures).

The fourth case study is a deterministic simulation of a catalytic chemical
system (Catalytic Reaction System - CRS - in the following), characterized by
26 variables, in which there are two distinct reaction pathways: a linear chain
and an autocatalytic circle. The reactions happen in an open well-stirred chemo-
stat (CSTR) with a constant influx of feed molecules and a continuous outgo-
ing flux of all the molecular species proportional to their concentration. The
dynamics of the system is described adopting a deterministic approach whereby
the reaction scheme is translated into a set of ordinary differential equations
integrated by means of a Euler method with step-size control. The asymptotic
state of this system consists of constant concentrations. In order to apply our
analysis, however, one needs to observe the feedbacks in action: thus, we per-
turbed the concentration of some molecules in order to trigger a response (i.e.,
a series of changes) in the concentration of (some) other species. The perturba-
tions consisted of temporarily setting to zero the concentration of some species
after the system reached its stationary state. To analyze the system response
we used a three-level coding where, for each species, the digit ‘0’, ‘1’ and ‘2’
stand respectively for “decreasing concentration”, “no change” and “increasing
concentration” (Fig. 2) [11,12].

The four cases present different dynamics and representations: in particular,
the first test case consists of a binary time series, whereas the second and third
cases are the juxtaposition of the binary states of several different attractors,
and the fourth case is the encoding of a continuously perturbed situation into a
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Fig. 2. (a) The reaction scheme of the Catalytic Reaction System (CRS): white ellipses
represent the chemicals injected in the incoming flux, meshed ellipses represent the
chemicals produced inside the CSTR vessel, hexagons represent the reactions; contin-
uous arrows represent the consumptions/productions and dashed arrows represent the
catalytic activities. Chemical BB does not participate in any reaction, and it is used as
reference. The six reactions are arranged into two independent groups: a linear chain
and an autocatalytic circle. (b) A time series of the six produced chemicals and the
corresponding three-level encoding.

three-level representation. The method we implemented on GPU is able to find
the correct relevant sets in all situations (some of them being discussed in details
in [11,12]): in this paper, however, we focus our interest on the performance of
the sequential and parallel algorithms.

The parallel algorithm (PA) has been evaluated in terms of correctness and
efficiency (speedup), compared to the sequential algorithm (SA). To this purpose,
we have used a Linux server provided with CPU Intel(R) Xeon(R) 2.10 GHz, 64
GB of RAM and a GPU NVIDIA GeForce GTX 1070. We have executed 10 inde-
pendent runs for each example, using different random seeds when generating
the homogeneous system.

Table 1 summarizes the algorithms’ performance in relation to the system
size (expressed as number of variables) and to the number of samples.

In all these case studies the results are correct: they are equal to the ones
obtained by the sequential implementation, but they have been computed in a

Table 1. Performance summary of the sequential (SA) and parallel (PA) algorithms

System #Variables #Samples Time (SA) Time (PA) Speedup

LF 10 500 2.15 s 11ms 195.5

AT 15 5000 861 s 0.23 s 3743.5

TH 23 5000 60 ha 27.5 s 7854.5

CRS 26 751 20 da 245 s 7053.1
aEstimated
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significantly shorter time. Using our parallel implementation we can now exhaus-
tively analyze systems of up to 35 variables in less than 24 h.

The speedup with respect to the sequential CPU implementation is very
relevant.

5 Conclusion and Final Remarks

In this paper we have presented a fine-grained parallel implementation of the
main building blocks needed to compute the Tc index. In summary, the most
relevant choices, aiming at algorithm efficiency, are:

– Subgroup-wise parallelization (as opposed to a possible system data-wise par-
allelization);

– “Smart” allocation of threads/data (like using a hashmap for each thread,
implemented on the graphics device).

These choices produce an algorithm which obtains a large speedup, but they are
a little more critical as concerns memory allocation.

In the benchmarks we took into consideration, the algorithm obtained a
dramatic speedup with respect to the sequential implementation, allowing us to
detect RSs in dynamical systems of much larger size than previously possible.

When large systems are analyzed, the increasing number of CRSs makes it
impossible to compute the Tc index for every possible subset, even using mas-
sively parallel hardware such as GPUs, so we need to design efficient strategies to
quickly identify the most promising subsets, limiting the extension of the search.

Considering multi-GPU implementations, the structure of the parallel algo-
rithm is such that the computation of each Tc index is totally independent of
the others, which suggests that the number of Tc computations scales almost
perfectly linearly with the number of GPUs.

Smart and efficient search algorithms can be easily designed upon our paral-
lel implementation. For example, in [7], we proposed a metaheuristic based on a
genetic algorithm that draws the search towards the basins of attraction of the
main local maxima in the search space, along with a local search that improves
the results by exploring those regions more finely and extensively. Such a meta-
heuristic computes the fitness function using the GPU-based implementation
of the Tc computation described in this paper. The speedups achieved by our
parallel implementation of the metaheuristic made it possible for us to analyze
systems consisting of up to 137 variables in a reasonable time. Using an exhaus-
tive approach based on a sequential implementation, the same time would have
allowed us to analyze only very simple and rather uninteresting systems.
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Abstract. While the effects of climate change unfold and become more
visible, infrastructures – especially those related to the distribution of
water and energy – are the most exposed to the deep changes expected
in the next years. Water is fundamental for people, and for infrastruc-
tures like energy, waste, and food production. Water sustainability is
therefore a fundamental aspect to be addressed by an efficient use of the
resources and by mainteining high quality standards. Hence, water indus-
try and water infrastructure need a deep transformation; in this paper
we present a framework based on complex systems and management sci-
ence as a possible pathway to reshape and optimize the performance of
the water infrastructure to cope with the complexity of todays’ chal-
lenges. To this aim, we propose the framework Acque 2.0 (Water 2.0),
where we point out how the increase of the infrastructural resilience and
of the overall quality of service can be attained by integrating models,
algorithms and numerical methods like network simulations and big data
analytics for the predictive maintenance of water networks. We discuss
how Complexity Science is the natural glue allowing technical, manage-
ment and social issues to be integrated in the holistic vision of the “water
system” needed play to provide measures for an integrated sustainability
reporting that involves utilities, regulators, policy makers, and citizens.

1 Introduction

Resources (water, energy, materials) are scarce and the environment can not be
longer considered an infinite reservoir for our needs and a infinite sink for our
waste, whether they are wastewater or air pollutants such as fine particulates
or greenhouse gases. Pressure on the environment is caused by several factors
like the increase of population or the fast development of Asian and African
countries; in particular, urban development is possibly one of the most relevant.
In fact, according to the UN [1] and McKinsey Global Institute [2], since urban
population is expected to increase, there is the urgent need to cope with a
c© Springer International Publishing AG 2017
F. Rossi et al. (Eds.): WIVACE 2016, CCIS 708, pp. 26–41, 2017.
DOI: 10.1007/978-3-319-57711-1 3
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multi-faceted challenge that involves environment, efficient resource use, social
and economic systems and to develop a more efficient and sustainable way to
guarantee the current standard for basic infrastructural services (e.g. distribution
of water and energy, mobility, and waste treatment/collection). In this paper we
will focus on water.

Despite the fact that fresh water is the most essential resource for mankind,
it is scarce and continuously declining around the world due to factors like cli-
mate change, competition for uses, population growth, urbanization, agricul-
tural activities and industrialization [3]. For these reasons, water sustainability
has become one of the prominent topics in the agenda of policy and decision
makers [4] and has been quantified using performance indicators for reliability,
resiliency, and vulnerability. As an example, Tabesh [5] proposed a model using
hydraulic, physical, and empirical indices for the rehabilitation of water distribu-
tion networks, while Pirlata [6] modeled a sustainable water distribution system
considering trade-offs between hydraulic reliability, life cycle cost and CO2 emis-
sions; Li [7] defined sustainability in water systems as an equilibrium between
network efficiency and resiliency. In the last years – especially in the fields of
telecommunication and energy – researchers and utilities are converging towards
an integrated management of infrastructures [8], interweaving elements of asset
management, sustainability reporting and the modern methods of data analysis
and collection (e.g. big data).

In this paper we present an integrated framework for sustainable water
infrastructures based on complex systems, management science and sustainabil-
ity reporting. In particular, we think that the adoption of algorithms and numer-
ical methods based on a holistic view of the water infrastructure will allow for a
full development of water infrastructures steering a sustainability transition.

The paper is organized as follows: In Sect. 2 we describe a multidisciplinary
approach discussing the advantages of using the complex systems framework
and a description of water infrastructures based on complex networks. A set of
case studies and best practices developed by researchers is used to describe how
resilience, vulnerability analysis and multi-criteria optimization can be exploited
to increase the infrastructure’s sustainability. Section 3 is devoted to integrated
sustainability reporting also referring to the case of the Italian legislation. Finally
we state our conclusions in Sect. 4.

2 A Multidisciplinary Approach to Sustainable Water
Infrastructures Management

We propose a holistic approach called Acque 2.0 (Water 2.0) that aims to fully
exploit the sustainability potential of water infrastructures by means of the fol-
lowing elements:

1. Smart infrastructures, allowing for a real-time description of the status of the
networks and loads;
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2. Complex Systems, including algorithms and visions allowing for the improve-
ment of quality of service and resilience.

3. Sustainability reporting and performance measures.

2.1 Smart Water Infrastructures

In the field of electric power distribution systems, smart grids represented a rev-
olution, both at the micro-scale (installation of electronic meters) and at the
macro-scale (automation of medium and high voltage substations). The bene-
fits of digitalization in distribution networks are well evidenced by the success
achieved by the electric utility Enel, that in last two decades installed in Italy
about 4 million electronic meters that have enabled a marked improvement in
network management and operational efficiency, and ensured high quality stan-
dards to customers while maintaining sustainable operating costs [9].

In the last years, both regulators and utilities are working for the advent of
smart water metering [10]. In fact, water utilities – especially those operating in
water scarce conditions – need to reduce the impact on resources while reducing
operating costs and ensuring high quality standards of service. Furthermore,
smart metering offers the following advantages:

1. Reduction of technical and administrative losses
2. Improvement of prediction capabilities for the peak demand
3. Reduced costs associated with meter reading and operating costs
4. Improved response times in case of failures
5. Accurate monitoring of quality of service (e.g., monitoring of pollutants)
6. Improved quality of services and possibility of developing new business models

The advances in metering and data communications technology have made
it possible to record household water usage data through smart water meters.
Such devices can automatically and electronically capture, collect and commu-
nicate water usage by real time (or close to real time) readings. These electronic
data can be transferred by automated means (e.g. GSM, GPRS, CDMA, drive
by) to servers for storage and for the subsequent processing and analysis of
data [11]. Smart water metering would be expected at least to convey daily
meter readings between the water utility and the water meter, and potentially
to customers as well. Finer levels of data capture (in seconds, minutes or hourly)
could also be programmed into the loggers to enable more detailed analysis to
be carried out (e.g. [12]). Such an approach is unlike traditional methods of
periodical (accumulation) metering, where household water consumption is typ-
ically “manually” read on a monthly or quarterly basis, forcing the daily trends
of consumption needed for planning purposes to be inferred indirectly. Instead,
automated metering would provide benefits both for water authorities and con-
sumers in monitoring and controlling water consumption [13], possibly enabling
alternative pricing mechanisms such as time-of-use or seasonal tariffs [14,15].
Real time operations and monitoring also allow for the use of modern analysis
methods based on complex systems; in particular, in the following section we
describe a complex systems’ approach to water infrastructures.
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2.2 Complex Systems, Nonlinear Time Series, and Complex
Networks

Complex systems and nonlinear methods are, by now, well established and widely
described in a rich literature (see [16] and citations therein). The fact that appar-
ently simple deterministic systems may exhibit complicated temporal behaviors
in the presence of nonlinearity has influenced thinking and intuition in many
fields. In particular, nonlinear methods have been successfully applied to a wide
range of natural phenomena, giving insights and providing solution in different
disciplines. Within nonlinear methods, nonlinear analysis of time series plays a
fundamental role when analyzing experimental data, especially when mathemat-
ical models are hard to develop or give only poor information to the experimen-
talist [17]. The main task of nonlinear time series analysis (NTSA) is to extract
information on the nonlinear system, assuming the hypothesis that a single or a
multivariate recording represents the evolution of a unknown dynamical system
(i.e. a systems described by a set of nonlinear differential equations) and its past
evolution contains information about the (unknown) model that has produced
the time series itself [18].

In the last two decades researchers successfully characterized a wide range of
phenomena like mechanical systems, markets (including energy and commodities),
biological andbiophysical systems, ecology etc. (the reader is referred toAbarbanel
[19] and Kantz [17] for an extensive description of methods and their applications).

With regards to their structure, complex systems have been successfully char-
acterized by means of networks. Indeed, in physics, a network is any real system
that can be represented by mathematical objects called graphs. A graph is defined
by a set of vertices (also called nodes) and a set of connections, between them,
called edges (or links). Edges connecting vertices can be alternatively undirected,
if a preferential direction is not defined on them, or directed, if a preferential ori-
entation is present. A graph built by directed edges is called a directed graph. It
is also possible associate a certain value to an edge to take into account the load
carried by that edge; in this case we are in front of a weighted graph. A graph
composed by n vertices and m edges is usually indicated by G(n,m). The two
quantities n and m are called order and size of the graph respectively, and they
are not independent of each other: for undirected graphs the maximum value of
the size is m = n(n − 1)/2 while for directed graphs yields m = n(n − 1). The
structure of a graph G(n,m) can be also represented by an adjacency matrix
A(n, n) whose entries aij are 1 if there is an edge connecting i to j and 0 oth-
erwise. In a weighted graph, the entries different from 0 consist in real numbers
accounting for the weight associated to the edge. For undirected graphs, the
adjacency matrix is symmetrical. Figure 1 shows a directed graph of order 5 and
size 5, directions are indicated by the arrows. The adjacency matrix is:

aij =

⎛
⎜⎜⎜⎜⎝

0 0 0 1 1
1 0 0 1 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0

⎞
⎟⎟⎟⎟⎠

(1)



30 A. Facchini et al.

where a semicolon indicates the end of a matrix row. The undirected graph cor-
responding to the topology of Fig. 1 leads to the symmetrical adjacency matrix

⎛
⎜⎜⎜⎜⎝

0 1 0 1 1
1 0 0 1 0
0 0 0 1 0
1 1 1 0 0
1 0 0 0 0

⎞
⎟⎟⎟⎟⎠

(2)

If in a graph of order n all possible edges are present, the graph is called complete
and is indicated by Kn while, if no edge is drawn the graph is called empty and
is indicated by En.

Fig. 1. Example of a directed graph G(5, 5) of order 5 and size 5. The arrows show the
edge directions.

Starting from the adjacency matrix a set of measures can be defined, for an
exhaustive survey on complex networks and their applications the reader can
refer to the review article by R. Albert and A.L. Barabasi [20], and the book by
Caldarelli [21]. In the following the most representative are briefly described:

– the degree ki of a vertex i is the number of edges attached to it; in an undi-
rected graph any edge contributes to the degree of each of the two vertices
it connects; it is not the same for directed graphs, where one can define an
in-degree and an out-degree with an obvious meaning; the list of the degrees
of all vertices present in a graph is called a degree sequence.

– in the case of weighted graphs, one can define also a generalization of the
concept of degree, which is the strength or weighted degree of a vertex, kwi : it
is calculated as the sum of the weights carried by the edges attached to the
node. The definitions of in-strength, out-strength and strength sequence are
straightforward;

– in an undirected graph two vertices are connected if there is a path (i.e. a
sequence of edges) between them. If for every couple of vertices there is a
path, the graph is called connected. A connected component (CC) is a con-
nected sub-graph in a graph. In a directed graph one can have strongly and
weakly connected components (SCC and WCC respectively). In the former
case directed paths exist for every pair of vertices, while in the latter case
paths exist only when considering the edges as undirected.
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Increase of Infrastructure Resilience Using Complex Networks. Recent
academic studies have shown how very different infrastructural networks (e.g.,
water, electricity, gas, transport, etc.) or “soft” networks of relationships (e.g.,
bank loans or trade flows) share a general topological structure (topology) [22].
In particular, complex networks are able to describe such heterogeneous systems
as a graph that can be described by the above mentioned measures, allowing for:

– Network optimization with respect to multiple cost functions
– Network stability to failures or sabotage
– Measure the impact of failures on the population

By using the complex networks methods, the analysis of water infrastructures
can be organized in the following steps:

1. Characterization in the form of weighted graph of the water distribution
network;

2. Definition of cost functions (e.g. minimizing use sources, electricity consump-
tion to serve the area, quality of service);

3. Identification of critical nodes obtained by combining network topology data
(e.g., the node centrality) with historical data on the working life of the
network components;

4. Definition of a complex network model that takes into account the historical
infrastructure of the actual distribution network.

5. Overall risk assessment by taking into account interactions between individual
risks based on the complex network model.

6. Implementation of a predictive maintenance algorithm based on historical
data and network measures.

Topological and Vulnerability Analysis. Complex Systems are often orga-
nized in the form of networks whose nodes and arcs are located in ordinary space.
The current state of the structure and evolution of such spatial networks is sum-
marized in [23]. The first method to describe and understand a network is the
so-called topological analysis that analyzes the properties of a network starting
only by the adjacency relationships (i.e. who is connected to whom). The start-
ing point of topological analysis is the observation that many networks show a
surprising degree of fault tolerance, often at the expense of extreme vulnerability
to attacks targeted at nodes/arcs of particular importance [24]. A possible first
application is the use of a set of advanced analysis techniques to study the topo-
logical connectivity of the water distribution system to understand the robust-
ness and susceptibility to damage. In this phase, the water distribution systems
are modeled as weighted and direct networks using the physical attributes and
hydraulic system components. One can then use descriptive metrics to quantify
the properties of a water system both locally (individual components) and glob-
ally (water flows); in addition, these metrics allow to support the identification
of critical nodes and their rankings compared to impacts. The relevance of this
approach has already been demonstrated through a series of case studies on local
water systems in the US and UK [25] (see Fig. 2).
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Fig. 2. Upper panel: Example of weighted graph representation of a water distribution
network (see [25] for additional details). Lower panels: Top ten critical nodes for the
case studies considered in [25].

Vulnerability can be also assessed by means of percolation analysis, an app-
roach addressing the purely geometrical problem of the connectivity of a set of
spatially distributed points according to a pre-defined distribution [26]. Notice
that in computer systems and networks, the quantification of the probability
that one node can reach (i.e. is connected) to another is called reliability [27].
Hence, percolation models are the first in the row to be used in a robustness
analysis since they work on a purely topological level provided giving informa-
tion on the robustness of the system respect to the service interruption prob-
ability for single pipes. A possible application of the percolative approach for
reliability assessment of urban and suburban distribution networks is based on
the component analysis, on the network topology, and on the survival analysis
of the elements; in fact, in water networks the effects of past performance of the
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Fig. 3. Upper panels: (left) Survival curves for pipes according to the construction
material; (right) Survival curves for concrete pipes according to NPOB. Lower pan-
els: (left) Topology of the distribution network (right) spatial analysis (heat-map) of
network reliability. Darker zones show higher failure risk [28].

network by including the Number of Previous Observed breaks (NOPB) are a
risk factor that enhance the probability of failure of a pipe. Such an approach
has been successfully applied to investigate the effects of the past performance
of a network on the seismic and/or not-seismic reliability evaluation [28] (Fig. 3).

Analysis of Systemic Failures (cascadings) in Water Networks. Follow-
ing the introduction of the free market, in recent years infrastructures have been
subject to relevant stress due to the increased demand and the need to reduce
and/or plan the operational expenses. Even in the case of the extremely robust
electric networks, this phenomenon has led to the increase of the cascade phe-
nomena (blackouts). In particular, the load condition of the lines is an important
indicator of possible imminent breakage [29]. In the case of water supply, one
can obtain the load profile using network data modelled by means of EPANET
(http://epanet.de/), a freely available software for modeling water networks [30].
Consequently, one could apply the same methodology used to analyze the falls of
electrical networks in the case of water infrastructure, as done by [31] (Fig. 4).

http://epanet.de/
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Fig. 4. Hypothesis of cascading failures analysis for water networks: (left) Standard
representation of pressure map (right) Weak point analysis.

Water Networks Partitioning. Water budget to reduce water losses is
achieved with Water Network Partitioning that consists in dividing a water net-
work in k smaller subsystems (or District Meter Areas, DMAs) by gate valves
and flow meters [32]. WNP allows improving the management and protection
of water distribution systems [33] although an innovative tool to define opti-
mal DMA is required since the insertion of gate valves in the water network
can reduce significantly the hydraulic performance in terms of water pressure
[33]. Indeed, the closure of some pipes reduces the hydraulic section and, conse-
quently, increases the head losses. Traditionally, water network partitioning was
achieved through empirical approaches based on trial and error procedures and
literature suggestions [32]. Anyway, these approaches do not allow to find the
optimal solution because the computational problem is a NP problem. Recently,
graph and complex network theory have been successfully used to water network
partitioning The procedures are based on different approaches: spectral cluster-
ing [34,35]; graph theory [36–38], multi-agent [39]; community detection [40]. An
example of Water Network Partitioning of Parete network, a little city located
in a densely populated area southern of Caserta (Italy) with 10,800 inhabitants,
is reported in the Fig. 5.

Improve Quality of Service by Means of Time Series Methods. Accord-
ing to the experience of electricity distribution networks [31], water demand
forecasting is a key point to be addressed to improve the quality of service,
especially in regions with strong population variability. Following [31], a possi-
ble application of such methods goes in the direction of realizing a short-term
water demand forecasting tool for water networks, with the aim to implement a
predictive control infrastructure. In particular, a first approach may apply the
Gaussian processes for the prediction of very short-term fluctuations joined to a
double-Seasonal HoltWinters method (DSHW) for the systematic part. A recent
study [41] shows how these methods can be successfully applied to a smart
network characterized by a high-level modeling (by example Barcelona water
network, as shown in Fig. 6).
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Fig. 5. Parete network without DMA and Water Network Partitioning of Parete net-
work with 4 DMA.

3 Integrated Sustainability Reporting for Water Utilities

In this section we briefly introduce the Integrated Reporting as a part of the
interdisciplinary framework Acque 2.0. In our vision, the technical and algorith-
mic part described in Sect. 2 is not able to describe alone the complexity of water
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Fig. 6. “Gaussian-Process-based Demand Forecasting for Predictive Control of Drink-
ing Water Networks” [41]: results obtained for the municipality of Barcelona suggest
the reliability of the forecasting method.

infrastructures management, that also involves relationships with stakeholders,
regulation authorities, clients, and markets.

Sustainability assessments embeds the principles of sustainable development,
a notion promoted by the Brundtland Commission in the well known report Our
Common Future in 1987 [42], and further extended during the 1992 Rio summit
conducted by the United Nations Conference on Environment and Development
and again at the World Summits on Sustainable Development in 2002 and 2005.
Sustainable development is described as “the development that meets the needs
of the present without compromising the ability of future generations to meet
their own needs”, and is based on two key concepts:

1. The concept of “needs”, in particular, the essential needs of the world’s poor,
to which overriding priority should be given;

2. The idea of limitations imposed by the state of technology and social organi-
zation on the environment’s ability to meet present and future needs.

In the last three decades sustainability science greatly evolved as new knowledge
and a new point of view on ecosystems and the socio-economic system [42–46].

Accordingly, companies started to use corporate social responsibility (i.e.,
CSR) as a vehicle to appear socially aware according to the expectations of
stakeholders [47,48] establishing, thus, congruence between corporate oper-
ations and social values. Besides, there has been an increasing number of
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companies that started to voluntary disclose non-financial information related
to their commitment to environmental preservation, human rights protection, as
well as employees and social welfare [49]. In Europe, the directive on disclosure
of non-financial and diversity information (2014/95/EU), entered into force in
December 2014, requires large European Union (EU) companies (of over 500
employees) to include in their management reports a non-financial statement
on the impact of their activities relating to environmental, social, and employee
concerns, including respect for human rights and efforts to combat corruption
and bribery.

The concept of sustainability is extended to urban water management as
well as dictated in Agenda 21, in the Sustainable Development Goals, and in the
recent urban agenda released by UN-Habitat the last October, 2016. A first defi-
nition of sustainable urban water can be found in [50]: “a sustainable urban water
system should over a long time perspective provide required services while pro-
tecting human health and the environment, with a minimum of scarce resources”.
To clarify our understanding of sustainable urban water services, we begin by
defining the urban water system as one that includes collection, treatment and
distribution of water, wastewater and stormwater [51].

Considering this point of view, integrated reporting is a suitable mean to
assess the sustainability of a resource use and the connected infrastructures.
In fact, the primary purpose of an integrated report is to explain to providers
of financial capital how an organization creates value over time, benefitting all
stakeholders interested in an organization’s ability to create value over time,
including employees, customers, suppliers, business partners, local communities,
legislators, regulators and policy-makers. Furthermore, an integrated report aims
to provide insight about the resources and relationships used and affected by an
organization, also explaining how the organization interacts with the external
environment and the capitals to create value over the short, medium and long
term. Furthermore, Integrated Reporting allows firms to “brings together mate-
rial information about an organizations strategy, governance, performance and
prospects in a way that reflects the commercial, social and environmental con-
text within which it operates. It provides a clear and concise representation of
how an organization demonstrates stewardship and how it creates and sustains
value” [52]. That said, the underling idea is to let firms adopt principles in order
to provide information regarding: (a) significant external factors that affect an
organization, (b) the resources and relationships used and affected by the orga-
nization, and (c) how the organizations business model interacts with external
factors and resources and relationships to create and sustain value over time. In
doing so, Integrated Reporting provides a meaningful presentation of firms long
term resilience and success and facilitate the outflow of information to investors
and to other relevant stakeholders.

Regarding water, the protection of resources requires unified and integrated
action, rather than action based on isolated sectors, taking into account all the
phenomena and all human activities that directly or indirectly affect the quality
of water resources and of the related services. According to the OECD “water is



38 A. Facchini et al.

the perfect example of a sustainable development challenge encompassing envi-
ronmental, economic and social dimensions (2003:19). For this reason the EU
Water Framework Directive (2000/60/EC)1 of the European Parliament settled-
up a comprehensive framework on water policy, indicating the main elements for
the attainment of the ecological quality of water, expanding the view to ground-
water and to other related quantitative aspects. In Italy, despite the advancement
of WFD, water governance remains overly complex and oriented towards short
term problem solving. [...] Italy needs to urgently formulate a strategic vision for
the water sector, outlining how the national government can most effectively sup-
port regional and local authorities in managing water resources, taking account
of territorial disparities in resource endowments, policy priorities and capacities.
[...] These efforts should be supported by provision for stakeholder and public
participation in decision making, and for transparency and accountability” [53].

It is therefore clear that to boost the intervention potential in the field of
water is necessary to develop integrated resource management capabilities by
focusing on a performance measurement system that must be able to pursue the
following cognitive and organizational goals in line with the European Water
Stewardship (EWS) standard (http://www.ewp.eu/):

– Assist and guide in predictions on evolutionary scenarios of water require-
ments;

– Identify the specific employment analysis parameters of water at the local
level;

– Steer the decision-making process towards the selection of targets and build-
ing address plans that maximize the degree of compliance with the regulatory
framework and authorization locally and nationally;

– Communicate to stakeholders the strategic behavior and attitude to the cre-
ation of enterprise value (Integrated Reporting) according to standard IIRC
(http://integratedreporting.org/).

4 Conclusions

In this paper we discussed the framework “Acque 2.0” as a set of tools, algo-
rithms and methods – some already present, some to be developed – that in our
opinion is suitable to fully exploit the sustainability potential of water infrastruc-
tures. To such an aim, an holistic approach is needed; hence, we have based our
vision on complex systems and complex networks, whose methods are both able
to improve the infrastructure decreasing operational costs (while ensuring a high
quality of service) and to provide a set of reliable measures for the integrated sus-
tainability reporting. Because of their structures, the technological advancement
of water network is still at its beginning, and methods based on complex systems
science, such as complex networks, genetic algorithms, and artificial intelligence

1 Directive2000/60/EC of the European Parliament and of the Council of 23 October
2000 establishing a framework for Community action in the field of water policy at:
http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32000L0060.

http://www.ewp.eu/
http://integratedreporting.org/
http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32000L0060
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can be exploited to define new measures and Key Performance Indicators for
the optimal management of water networks. Furthermore, new algorithms can
be exploited to implement decision systems supporting both utilities and policy
makers. By example, complex networks and genetic algorithms may be used to
implement network partition strategies to reduce water losses and provide a def-
inition of water districts going beyond the geographical aspects only. Integrated
reporting also benefits from a set of complexity-based KPIs because they are
able to describe the network as a whole, considering factors emerging from the
interaction of multiple components (e.g. water-energy nexus).

Indeed, embracing the Complexity approach means embracing a vision that
is systemic and long-term. A vision that is able to transform the infrastructure
making it modern, efficient, and at the same time able to meet the needs of users
while decreasing its environmental footprint.

We strongly believe that such a process of transformation should be the
result of a synergy between all actors involved: utilities, regulators, the research
community, and citizens. The utilities, in particular, as the main actors of this
transformation, are called to lead it: even powerful frameworks as Complex Sys-
tems are empty shells if the targets are not well defined.
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Abstract. Starting from the conceptualization of ‘Cluster Index’ (CI),
Villani et al. [16,17] implemented the ‘Dynamic Cluster Index’ (DCI),
an algorithm to perform the detection of subsets of agents character-
ized by patterns of activity that can be considered as integrated over
time. DCI methodology makes possible to shift the attention into a new
dimension of groups of agents (i.e. communities of agents): the presence
of a common function characterizing their actions. In this paper we dis-
cuss the implications of the use in the domain of social sciences of this
methodology, up to now mainly applied in natural sciences. Develop-
ing our considerations thanks to an empirical analysis, we discuss the
theoretical implications of its application in such a different field.

1 Introduction

Taking advantage of two information theory concepts (integration and mutual
information), Giulio Tononi introduced a new concept, the ‘cluster index’ (CI)
[12–15], and demonstrated that neurons with integrated profiles of activity over
time (i) have similar functions and (ii) have a location that is independent from
anatomical proximity. Following this pioneering contribution, Villani and co-
authors [16,17] developed an algorithm for the detection of subsets of agents
introducing the comparison between the CI of an observed subset and the CI of
a homogeneous system. The resulting algorithm, named by the authors ‘Dynamic
Cluster Index’ (DCI), is able to produce a final ranking of all possible subsets that
can be considered in any initial set. So far, DCI has been tested in research areas
of artificial network models, of catalytic reaction networks and of biological gene
regulatory systems [16,17], giving a contribution to the problem of identifying
emergent meso-level structures [3].
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The implementation of the DCI algorithm opens new paths for addressing
socio-economic problems regarding the analysis of group of agents. In social
sciences, the detection and the analysis of communities typically are performed
through the consideration of similar characteristics of agents, or through the
analysis of the observed network structure. Indeed, DCI methodology makes
possible to shift the attention into a new dimension of organizations of agents:
the presence of a common function characterizing their actions. Developing our
considerations thanks to an empirical analysis, in this paper we discuss the
theoretical implications of the use of this methodology in the domain of social
sciences.

The paper is structured as follows. Section 2 proposes an overview of the the-
oretical elements of the CI proposed by Tononi et al. [12–15] and of the DCI as
proposed by Villani et al. [16,17]. Section 3 presents the issue addressed in the
case study: the evaluation of the network innovation regional policy implemented
by Tuscany Region (Italy) in the programming period 2000–2006. Section 4 dis-
cusses the advantages of applying DCI in a context where the application of Com-
plex Network modeling of community detection comes up against the absence
of stepwise processes of formation/dissolution of relational structures. Section 5
focuses on the analytical problem of defining what the “activity” of an agent is.
In Sect. 6, theoretical considerations regarding the application of DCI in a socio-
economic context of analysis are illustrated. Section 7 underlines the potentiality
of DCI analysis to investigate unobserved relations. Section 8 concludes summa-
rizing the investigation of functional communities (group of agents that share
a common function) in the landscape of community detection techniques, and
highlights the potentialities of the application of DCI in socio-economic analyses
aiming at detecting emerging functional communities.

2 DCI Analysis for the Detection of Functional Groups
of Agents

Dynamic Cluster Index analysis (DCI) takes its origin from the neurological stud-
ies of Giulio Tononi in the 90’s. Tononi supposed that neurons with similar func-
tions show high level of coordination in their behaviors over time, independently
from being, or not, situated in the same brain region1. Tononi introduced the
notion of functional cluster, defining it as “a set of elements that are much more
strongly interactive among themselves than with the rest of the system, whether
or not the underlying anatomical connectivity is continuous” [12]. Thus, these
functional clusters are made up of interactive neurons that produce an internal
exchange of information (among neurons belonging to the same group) stronger
1 In the field of neurological activity, two theories have always been opposed: the

first, a localizationist theory sustains that the brain is divided into separate areas
characterized by specific functions, while the second sustains the presence of a holistic
scheme of the brain activity. Neither of these formulations were compatible with the
hypothesis of the presence of groups of neurons that, regardless of their position,
have specific and common functions.
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than the exchange of information that the same neurons have with the rest of the
system. The identification of these groups of neurons was realized by making use
of two information theory concepts derived from the Shannon entropy: integra-
tion (I) and mutual information (MI). Taking advantage of these measurements
a new concept was introduced [14]: the cluster index (CI). Formally, the CI of a
subset X is written as follows

CI(X) = I(X)/MI(X,U\X) (1)

where X is the j-th subset of the whole system U, and is made up of k elements.
Thanks to the CI, evidences of neurons that could be considered to belong to
specific functional sub-systems, even if they do not participate in the same cere-
bral area, were found [14]. These studies demonstrated that neurons showing
integrated profiles of activity over time (grouped together thanks to the analy-
sis of CI) have (i) similar functions in the brain, and (ii) not necessarily show
anatomical proximity.

Since integration and mutual information values depend on the size of the
subsystem that is under analysis, in order to normalize them it is possible to
make use of a so-called homogeneous system where the variables do not have
correlation2 [14,16,17]. Finally, the level of significance of the normalized CI
(calculated as a statistical distance of the normalized CI, or CI’, of the considered
subset from the average CI of a subset having the same size extracted from the
homogeneous system) is the value according to which the final ranking of all
possible subsets is produced [14]:

CI ′(X) =
I(X)
〈Ih〉

/M(X,U\X)
〈Mh〉 (2)

tci =
CI ′(X) − 〈CI ′

h〉
σ(CI ′

h)
(3)

where 〈Ih〉 and 〈Mh〉 indicate respectively the average integration of subsets
of dimension k belonging to the homogeneous system and the average mutual
information of these subsets with the remaining part of the homogeneous system.
〈CI’h〉 and σ(CI’h), respectively the mean and the standard deviation of normal-
ized cluster indices of subsets that have the same size of X and that belong to
the homogeneous system, are used to compute the statistical index tci.

Following these studies, Villani and co-authors borrowed the concept of CI
and tci introducing it in research areas of artificial network models, of catalytic
reaction networks and of biological gene regulatory systems, giving a contri-
bution to the problem of identifying emergent meso-level structures [8,16,17].
Moreover, since an exhaustive computation of this statistic (tci) is possible only
in small artificially designed networks, like those that were initially used to test

2 A homogeneous system is a system having the same number of variables of the
system to which it is referred; each variable has a random generated behavior in
accordance with the probability of the states it assumes in the reference system.
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the efficacy of the method [3,16,17], Villani and co-authors overcome the prob-
lem of computational duration in bigger initial set introducing a heuristic inves-
tigation in the algorithm [3]. The creation and the implementation of the DCI
algorithm opened new path for analyses of community detection. The process of
investigation made possible by DCI, allows researcher to look for groups char-
acterized by levels of behavioral integration that, being significantly far from
randomness, reveal the presence of at least one specific function jointly pursued
by all the involved members. So far, the detection of groups (or communities)
has been typically performed by focusing on similarity of agents’ characteristics,
or through the analysis of the observed network structure. With DCI method-
ology it is possible to shift the attention into a new dimension of organizations
of agents. Since low levels of entropy are determined by the repetition of spe-
cific combinations of the statuses of a multiplicity of individuals over time, the
emergence of a dynamic pattern unveils the alignment of the actions of these
individuals towards a common function.

3 The Case Study: A Regional Programme to Support
Innovation Networks

To interpret the application of DCI in social sciences, in this section we present
an empirical analysis on a regional programme implemented by Tuscany Region
(Italy) in the period 2000–06, aimed at supporting innovation networks. The pro-
gramme sustained the development of innovation processes by fostering interac-
tions between local agents (enterprises, universities, public research centers, local
government institutions, service centers, etc.). The rationale of those policies is
traced back in the need to overcome the difficulties of an industrial structure
characterized by small and medium size enterprises in traditional sectors (such
as textile, fashion, marble), generally not well linked to research activities. The
various policy measures allowed the granting of funds exclusively to projects
promoted by group of agents. Based on complex network analysis of innova-
tion processes [5–7], that policy has been analysed by Caloffi, Rossi and Russo
who highlighted the ontology of the programme [11], created an original data
base with information on the agents participating to the programme and inves-
tigated the characteristics of the agents participating in the network-projects
[1,2,9,10]. Since the goal of the policy programme was to favor collaborations
in order to stimulate the flourishing of innovation, a key research question is to
assess whether these policies were contributing to the formation of communities
of innovative agents.

Started in 2002 (ending in 2008), the programme of public policies was com-
posed of nine waves not uniformly distributed over time: they had different
durations and they overlapped, producing periods in which no wave was active
and periods in which three waves were simultaneously active. In addition, each
wave presented specific features with regard to:
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– the presence of constraints regarding the composition of the partnerships;
– the presence of constraints regarding the possibility of participating in more

than one project in the context of the same wave;
– the technological domains in which projects were asked to operate;
– the amount of financial resources made available;
– the percentage (on the basis of the costs) of the grants of funds to each single

project.

Another key feature was that agents could participate in more than one
project (irrespective of the waves in which the projects were submitted) and they
participate repeatedly with different partners. This means that every observed
partnership could be made up of a different combination of agents and this
element, added the those described above, increases the difficulties of grasping
the network dynamics emerged over time. Looking at Fig. 1, that presents agents’
participations over the nine waves (each agent keeps always the same coordinates
across the nine graphs, and is represented only if in the correspondent wave it
was active), it is possible to immediately capture how all the features described
above produced a discontinuous evolution of the network. In such a picture,
it seemed not appropriate to study the flourishing of communities looking at
the stepwise creation of network frameworks. The degree of formation and of
dissolution of connections was so high that brought to a situation of intense
discontinuity over time.

4 DCI Analysis and Discontinue Network Dynamics

The peculiarities described in the previous paragraph strongly affected the pos-
sibility to study the detection of communities by taking into account the step-
wise formation of relational structures among agents. Moreover, since the specific
objective of our analysis is to investigate the presence of agents having a common
function (and in this case study the common functions are likely to be related
with the participation in projects and with the development of innovations), the
analysis could not start from information on project-networks. In fact, following
Tononi et al. [14], the presence of a functional groups is associated with the
emergence of specific patterns of interactions, more than with the progressive
establishment of relational community structures. We are not looking for the
presence of a connective architecture that in some instant in time could reveal
the presence of a community: we are looking for dynamics of interactions that
reveal an alignment of agents and, consequently, that imply the joint pursuit of
a common goal. Thus, rather than considering the formation/dissolution of the
established connective structures, the idea was to focus the attention into how
agents behaved over time. These considerations led to the formulation of a spe-
cific research question: how is it possible to investigate the presence of functional
communities, in a context in which the involved agents interact over time, but
through networks’ configurations that are discontinously changing over time?

To answer this question, DCI analysis seemed to be appropriate. Any kind
of relational information (topology of the project-network configuration) was
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Fig. 1. Graphs representing the agents that took part in each of the nine waves. Each
wave is labelled with a progressive number reflecting the overall chronological order,
with the year in which it began, and with a code associated with the specific kind of
the policies promoted. To every node is attributed the same position in all the graphs.
Nodes are represented only if in the corresponding wave they participate in at least
one project. The edges represent the common participations in at least one project (in
the context of the corresponding wave). All the graphs are plotted on the same scale.
Fruchterman Reingold layout. Source: our elaboration on Region Tuscany Network
Policies (2000–06). Figure generated using R (igraph package).

abandoned and the attention was centered on the integration of agents’ behaviors
over time. The idea was to observe what agents did over the period of the
considered public policies.
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5 The Application of DCI in a Socio-economic Context
of Analysis

While up to now the motivations that led to the application of DCI analysis in
a context of policy evaluation have been described, there are some theoretical
implications that need to be taken into account. Moving to a socio-economic
context of analysis necessarily involves three different considerations. First of
all, it is more difficult to isolate the system under analysis, and since agents may
be influenced by external elements, a high degree of openness can compromise the
analysis enhancing the difficulty to investigate the dynamic of agents’ subsystems
that are the focus of the analysis. Secondly, while in the context of artificial and
chemical systems initial conditions can be easily established, making it relatively
easy to understand the relation between them and the behaviors of agents, this is
much harder to do in socio-economic systems. Finally, there is also an ontological
issue that must be considered: interactions of socio-economic agents may reveal
behavioral patterns, but agents do not necessarily follow deterministic rules of
interaction.

Without having the purpose to investigate the specific and detailed functions
of subsets of agents, the aim of applying DCI in social sciences is to evaluate the
presence of common objectives which, if they exist, are likely to imply the pres-
ence of information embodied in integrated activities. To have a shared function
(as it is supposed that members of a community have) implies that involved
agents behave with some kind of physical order that help them to reach together
their common aim. The contraposition is between random behaviors, which do
not give sense to a group action, and the physical order through which agents
act to perform a shared function [4]. The information that the integration of
behaviors contains is exactly what DCI takes into account.

6 The Data Structure and the Definition of Agents’
Activity

The most important aspect that we had to face in order to apply DCI analysis
to the case study regarded the definition of the agents’ activity statuses. Since
the available information regarded the starting and the ending date of agents’
participations in the projects, we defined that each agent had to be considered
active in those moments in which it was participating in at least one project.
Working on these dates, it was possible to define a complete behavioral profile
for the agents involved in the six years of the policy programme: in every instant
it was possible to observe which agents were active and which were not. First
of all boolean variables were defined, in accordance with the participation of
agents in at least one project. Moreover, since information about the number of
projects in which every agent was active in each single instant was available, it
was possible to define a second series of variables describing the variation of the
levels of activity. These variables assume four different values that correspond
to four different situations:
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– the agent is not participating in any project (no activity);
– the agent is participating in a number of projects that is higher than the num-

ber of projects in which it was participating in the previous instant (increasing
activity);

– the agent is participating in a number of projects that is equal to the number
of projects in which it was participating in the previous instant (constant
activity);

– the agent is participating in a number of projects that is lower than the num-
ber of projects in which it was participating in the previous instant (decreasing
activity).

With this second series of variables, we create of a model that takes into
account a second order Markov condition. Agents’ activity is not described for
what is in each instant, but for what is in the present conditioned by what
was in its nearest past. This more detailed description of the agents’ behavioral
dynamics allows evaluating entropy measurements with respect to how behaviors
were changing. By doing so, more information is introduced in the model.

To conclude this section, it is important to remark the fact that, even if
information regarding participation in projects was the only one available, it
was the best we could ask for. As it would be clearer in the next section, policies
contributed in the rising of other kinds of activities and other kinds of inter-
actions among agents. Nevertheless, what the measures of policy fostered them
to do was to design project-networks. Thus, the participation in projects, with
regard to the specific context of analysis, has to be considered the ultimate kind
of activity to which they tended, and so the most relevant among all.

7 DCI Analysis and Unobserved Relations Among
Agents

Finally, moving to the conclusion of this contribution, a last theoretical point
regarding the application of DCI in such a context of analysis has to be intro-
duced. As it has been described above, DCI analysis allows researchers to inves-
tigate the presence of communities of agents without considering any kind of
information about the topology of the network, a specific feature that assumes
a particular meaning in the case study presented here. Since the considered pol-
icy measures financed exclusively project-networks, an immediate solution to a
problem of community detection could be to focus on the structure of common
participations. Of course, in the analysis of the considered public policy these
relations represent the crucial types of interactions but, nevertheless, they repre-
sent only one type among all those that during the entire policy programme could
have occurred. Thus, a crucial question arises: is it not possible that functional
groups could have bloomed not only through common participations in projects?

The answer is affirmative. It is likely to admit that during the considered
period of time agents did not have relations among themselves exclusively on
the basis of common participations in projects and, consequently, it is not



50 R. Righi et al.

unreasonable to think that other unobserved relations could have been impor-
tant in agents’ decisions about final participations in regional public policies.
E-mails, phone calls, work meetings, conferences, projects different from the
ones observed, standard working relations, trading operations, etc.: these are
some possible examples of relations that could have had a role in generating
communities. Obviously, from the point of view of our analysis, it would have
been incredibly interesting to consider and to study these relations, but they
remained unobserved. To focus the attention on agents’ participations in the
policies means to consider their ultimate activity: that kind of activity that is
the final result of all other interactions that occurred. Thus, it is possible to
assert that the application of DCI methodology, even if without taking into
account network information, opens the opportunity to embed in the result the
whole set of relations that were active during the period under observation.

8 Conclusion

DCI analysis shows several theoretical aspects that encouraged its application
in the domain of social sciences. It has been clarified that the motivation for
which it was developed opens news possibilities for researchers: the investigation
of functional communities (group of agents whose patterns of activity, being far
from randomness, reveal the presence of a common function) is something new
in the landscape of community detection methodologies. It has been described
that in a context of analysis in which available relational data show a strong
discontinuity over time, it would have been difficult to look at the stepwise
formation of specific network structures, while DCI does not require this kind of
condition. It has been remarked that, in a socio-economic analysis, the intrinsic
nature of the context and of the agents considered do not affect the possibility
to apply DCI to investigate the presence of integrated behaviors. Then, some
considerations about the definition of the activity status have been made. In
particular, a model that takes into account a second order Markov condition has
been described, and the importance of the kind of activity that are considered
was explained. Finally, it has been highlighted that DCI allows researchers to
make considerations upon the complete set of relations that occurred in the
considered period, without necessarily constraining the analysis to those that
were observable. This final point is crucial since relations that remain unobserved
could have had a role in the process of the emerging of functional communities.

With this work we explained the theoretical considerations that open the
possibility to apply DCI analysis in socio-economic contexts. It is important to
remark that depending on the specific application (and on the availability of
data), the results of the DCI should be integrated with the results of the appli-
cation of other kinds of community detection algorithms and with analyses of
the network structure. In particular, the comparison between network commu-
nities and DCI functional groups should give helpful insights in socio-economic
complex systems.
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Abstract. In the past 20 years, the Life Sciences have witnessed a par-
adigm shift in the way research is performed. Indeed, the computational
part of biological and clinical studies has become central or is becom-
ing so. Correspondingly, the amount of data that one needs to process,
compare and analyze, has experienced an exponential growth. As a con-
sequence, High Performance Computing (HPC, for short) is being used
intensively, in particular in terms of multi-core architectures. However,
recently and thanks to the advances in the processing of other scientific
and commercial data, Distributed Computing is also being considered
for Bioinformatics applications. In particular, the MapReduce paradigm,
together with the main middleware supporting it, i.e., Hadoop and Spark,
is becoming increasingly popular.

Here we provide a short review in which the state of the art of MapRe-
duce bioinformatics applications is presented, together with a qualitative
evaluation of each of the software systems that have been here included.
In order to make the paper self-contained, computer architectural and
middleware issues are also briefly presented.

Keywords: Bioinformatics · Distributed computing · MapReduce ·
Hadoop · Spark

1 Introduction

The development of sequencing technologies has caused a stunning reduction in
sequencing costs, well illustrated in Fig. 1, whose effect is an exponential increase
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in the production of genomic and proteomic sequences that need to be analyzed.
Unfortunately, computer hardware costs have not kept the same reduction pace,
causing an economic problem to research areas that use sequencing, i.e., the
entire Life Sciences. Those aspects are well summarized in [1,2], where it is envi-
sioned that the cost of analyzing sequence data may be a factor of 100 times
more than the cost of its production. Solutions are also proposed, one of which
is to use Cloud and Distributed Computer Systems to support the computer-
related aspects of research in the Life Sciences. Although High Performance
Computing (HPC) is a fundamental part of Bioinformatics and Computational
Biology, it has been mainly used for computationally hard problems such as
prediction of protein structure. Unfortunately, the scenario has changed dra-
matically due to the simple sheer quantity of data to be processed: even the
simple task of counting the number of k-mers in a set of strings, a fundamental
problem in Genomics and Epigenomics (see, e.g., [3–5]), is being addressed with
the use of multi-processor architectures, e.g., [6]. As opposed to multi-processor
architectures, the use of Distributed Architectures is emerging only now and
it seems to be the future, due to the scalability that this type of architecture
grants. In order to foster further development of Bioinformatics and Computa-
tional Biology distributed software systems and platforms, here a short review
of this area is provided. Moreover, we also identify some desirable properties
that those software systems should have and provide a corresponding evaluation
of them. Specifically, Sect. 2 is dedicated to a short description of distributed
computing in the management of Big Data, with emphasis on the architectural
and middleware issues. In Sect. 3, we focus on MapReduce implementations in
bioinformatics. Finally, in Sect. 4, some conclusions are offered.

Fig. 1. Cost (on a logarithmic scale) to obtain a good draft of the Human Genome, as
sequencing technology improves over the years. The well known Moore’s law governing
computer hardware costs is also shown. In 2008, it became cheaper to produce a DNA
sequence with respect to the hardware that would be needed to analyze and store it.
The figure is taken from [7]
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2 Distributed Computing in the Management of Big
Data: Architectural and Middleware Issues

Many bioinformatics problems can be solved by partitioning the input in a num-
ber of independent parts that can be processed independently. Therefore, many
time-consuming applications in bioinformatics have been expressly designed to
exploit parallelism of the multi-core shared-memory architectures. Due to a num-
ber of architectural bottlenecks mainly related to the need of multiple cores to
share the same memory or I/O buses, multi-core shared-memory architectures do
not allow to efficiently use more than a rather limited number of cores. For this
reason, the performance of a parallel algorithm developed for those architectures
may not scale when the number of cores goes beyond a certain threshold. An
application can be considered scalable when its execution time is proportionally
reduced when the number of computing units is increased.

The above shortcoming of multi-core shared-memory architectures is
bypassed by resorting to Distributed Systems. It is well-know that this term
refers to a collection of independent computers (also called nodes) that com-
municate over a network. The interested reader can find an introduction in this
subject in [8]. Theoretically, with this approach, an arbitrary large number of
nodes can be added to the system by exploiting its inherent scalability (i.e.,
scale out). This is possible since each node can access local resources without
competing with other nodes. This feature can radically improve the performance
of any properly designed application reducing its execution time.

As a drawback, the adoption of a distributed approach often requires more
specific and complex skills to design and develop a distributed algorithm, given
the target architecture. To promote the transition toward distributed systems,
many new programming paradigms have been proposed in recent years. Among
those, MapReduce [9] paradigm is becoming a de facto standard. It is described
next, together with the two main middleware systems supporting it, i.e., Apache
Hadoop [10] and Apache Spark [11,12].

2.1 MapReduce Paradigm

It is based on the proper definition of two functions: map and reduce. Assuming
that the input is organized as a set of <key, value> pairs, the generic map func-
tion takes as input one of these pairs and returns, as output, a set of intermediate
<key, value> pairs. The reduce function is then used to process all the interme-
diate pairs having the same key, typically returning a synoptic rendering of the
input. Map and reduce functions are executed, as tasks, by workers running on the
nodes of a distributed system complying to a MapReduce framework. The com-
munication between workers running map functions and workers running reduce
functions is accomplished in an automatic and transparent way by the underly-
ing framework (implicit parallelism). Therefore, the programmer can focus on the
definition of the map and reduce functions, since all the aspects related to the
execution in a distributed setting (e.g., the number of concurrent map and reduce
tasks to issue) are addressed via the proper definition of configuration variables.
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An overview of MapReduce paradigm is depicted in Fig. 2.

Fig. 2. Workflow of a MapReduce application (taken from [9]). Input files are split
in several parts, with each part processed by a distinct map task according to a user-
defined function. Each of these tasks emits, as output, 0, 1 or more intermediate <K,V>
pairs. Then, these pairs are shuffled and sorted so that all the pairs having the same
key are processed by the user-defined function of a same reduce task. These produce,
as output, a set of <K,V> pairs that are appended to a different part of the same
logical file.

Apache Hadoop. It is currently the most popular and mature framework sup-
porting MapReduce. It is mainly composed of two modules: YARN (Yet Another
Resource Negotiator) [13] and HDFS (Hadoop Distributed File System) [14].
YARN is a data processing framework supporting the execution of distributed
algorithms through different types of computing paradigms. HDFS is a distrib-
uted and block-structured file system designed to run on commodity hardware
and able to provide fault tolerance through replication of data.

In general, a Hadoop cluster consists of a single master node and multi-
ple slave nodes: the master node runs the Resource Manager and the Name
Node services, while slave nodes run the Data Node and the Node Manager ser-
vices. On the master node, the Resource Manager arbitrates the assignment of
computational resources to applications. On the slave nodes, the Node Manager
monitors and keeps informed the Resource Manager about the status of the
node. Again, on the master node, the Name Node service maintains the directory
tree of all files existing in the HDFS and keeps tracks of where data blocks are
physically placed. On the slave nodes, the Data Node service maintains a subset
of the HDFS data blocks using the local storage.
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Applications are run on Hadoop via an Application Master. This is a ser-
vice instantiated by a Node Manager on a slave node upon a request coming
from the Resource Manager. Once created, it asks the Hadoop framework for
all the resources required to perform a computation (mainly in terms of CPU
and memory). The Resource Manager responds by reserving to the application
a set of workers (also called Containers) running on one or more slave nodes (a
worker is the basic processing unit in Hadoop to execute map or reduce tasks).

HDFS: Hadoop Distributed File System. In a distributed system it is often more
efficient to run a task on local data, rather than to move the data where the
task is running. In fact, one of the main characteristics of Hadoop is its ability
to exploit data local computing. In particular, HDFS provides functionality to
enable applications to move closer to the data, minimizing network congestion
and increasing the overall throughput of the system.

It is a distributed and block-structured file system, optimized to run also on
commodity hardware and able to provide fault tolerance through replication of
data. The HDFS is able to reliably maintain very large files, in fact, it works by
automatically splitting large files in smaller blocks and spreading them across
nodes in a network.

Lifetime of a Hadoop MapReduce Algorithm. The execution of a Hadoop MapRe-
duce application takes place in two consecutive (and potentially overlapping)
phases: the map phase and the reduce phase. During the map phase, one or
more map tasks are run by workers on the slave nodes of the Hadoop cluster.
Each worker may run one task a time, while several workers may run in parallel
on the same slave node. When an application is running, a worker in the cluster
is dedicated to the Application Master service.

The execution of a map task goes through four phases. At startup, the task
initializes the data structures required for managing the input and the output
of the task (init phase). Then, each worker begins the execution of the map
functions (execution phase). As soon as output pairs are returned, these are saved
in a temporary memory buffer. When the buffer gets almost full or when the
map functions execution ends, the output pairs are sorted, partitioned according
to the destination reduce task and written on disk (spilling phase). Then, data
belonging to each partition are moved to the slave nodes where the reduce tasks
will process them.

The execution of a reduce task requires three phases. At the beginning, all
the pairs produced by map tasks and included in a certain partition are moved
on the node where the reduce tasks assigned to that partition will be run (shuffle
phase). As soon as new pairs are received by a node, they are sorted in order to
keep them grouped according to their key (sort phase). Finally, for each group
of pairs with the same key, a reduce function will be run by a worker on that
node.
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Apache Spark. It is a distributed framework that supports applications with
acyclic data-flow model and in-memory computing. This framework also pre-
serves the scalability and fault tolerance of MapReduce-compliant frameworks.
Spark provides APIs in Scala, Java and Python programming languages, and
it can be used for programs that reuse a working set of data across multiple
parallel operations, such as iterative algorithms.

Apache Spark also has a master/slaves architecture like Hadoop. In partic-
ular, there are two main services: Worker and Driver. A Worker is a service
running on any slave node that can execute application code. An Executor is
a process launched for an application on a Worker node that runs tasks and
keeps data in memory or disk storage. In addition, each application has its own
Executors.

The Driver service runs on the master node and it manages the Executors
through a cluster resource manager, e.g., stand-alone cluster manager of Spark,
Apache Mesos or Hadoop YARN. In particular, the Workers create Executors
for the Driver, and then it can run tasks in those Executors.

The main feature of Spark is the Resilient Distributed Dataset (RDD). It
represents a read-only collection of objects partitioned across a set of nodes
that can be rebuilt if a partition is lost. An RDD can be used to cache data
in memory across nodes and it can be reused in multiple MapReduce-based
operations. Several parallel operations can be performed on RDDs, such as:
reduce, collect and foreach. The reduce operation combines dataset elements
using an associative function to produce a result, while the collect operation
sends all elements of the dataset to the Driver. Instead, the foreach operation
passes each element through a user provided function.

In addition, Spark also provides Datasets and DataFrames features. The
first is a distributed collection of data providing an interface that combines
the benefits of RDDs with those of Spark SQL’s optimized execution engine.
A Dataset can be constructed from objects and then manipulated using func-
tional transformations, such as: map, flatMap, filter, etc. Instead, a Spark
DataFrame is a Dataset organized into named columns, and it is equivalent
to a table concept in a relational database, but providing more optimizations.
Roughly speaking, a DataFrame is represented by a Dataset of rows.

Apache Spark can have the Hadoop framework as the underlining mid-
dleware. Moreover, as opposed to Hadoop, it is not limited to support the
MapReduce paradigm. Finally, it allows the combination of streaming and batch
processing, while Hadoop can be only used for batch applications.

3 State of Art of MapReduce-Based Software
in Bioinformatics

In this section, we report a classification of bioinformatics software tools that
are based on the MapReduce paradigm. The vast majority of them is supported
by Hadoop and some by Spark. A new special purpose framework has also been
proposed in [15], i.e., GATK.
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As far as the qualitative evaluation of the presented software, the properties
that are desirable each must have are the following.

(a) Programming Platform (PP). This property means that the software
has been designed as a flexible programming platform to be used for a set of
customizable analyses. This property is held by any application that allows
custom queries or high level programming interface (API) to develop new
applications. For example the Hadoop-based BioPig [16] tool is considered
a good platform to solve bioinformatics problems and, therefore, holds this
property.

(b) Booster. In some specific cases and in order to gain in time performance,
MapReduce applications are developed by distributing multiple instances of
a sequential package/library already existing, which is used as black box.
Therefore, such a wrapping provides a boosting of the sequential package.
For instance, CloudBLAST [17] has been developed starting from a well-
known existing application (namely BLAST [18]) through a “wrapper” for
the Hadoop framework. Another example is GRIMD [19] that was built on
Microsoft Windows Server System and on Microsoft VPN PT2P protocol
to set up secure connections between clients and server. GRIMD is fully
configurable and permits the deploy of quantum mechanical [20] as well as
molecular dynamics calculations [21,22] and genome analysis.

(c) New Algorithm (NewA). In this case the MapReduce application is
developed based on a new algorithm (expressly designed for a target dis-
tributed architecture) to solve a classic or new bioinformatics problem. For
instance, CloudAligner [23] has been specifically designed according to the
MapReduce paradigm and then implemented in Hadoop.

(d) New Algorithm and Engineering (NewAE). This property holds if
the MapReduce application is developed adopting an algorithm engineering
approach [24,25] which, in addition to property (c), is supposed to provide
highly tuned code.

The software can be divided into the following categories.

– Tools and programming environments for the development of
Bioinformatics applications. We have included in this category program-
ming tools and environments used to develop MapReduce pipelines and pro-
grams for bioinformatics (see Table 1), e.g., processing of HTS sequence data.
In addition, we have also included libraries that provide interfaces that allow
high level applications to work on files that have a standard format in bioin-
formatics, such as Hadoop-BAM [26].

– Algorithms for Single Nucleotide Polymorphism Identification. We
have included in this category software that performs SNP identification and
analysis (see Table 2).

– Gene Expression Analysis. We have included in this category software for
gene expression analysis (see Table 3), e.g., gene set analysis for biomarker
identification.
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– Sequence Comparison. We have included in this category software for
sequence comparison based on alignments and alignment-free methods (see
Table 4).

– Genome Assembly. We have included in this category software for de novo
genome assembly from short sequencing reads (see Table 5).

– Sequencing Reads Mapping. We have included in this category software
for mapping short reads to reference genomes (see Table 6).

– Additional Applications. We have included in this category MapReduce
bioinformatics applications for which there is only one implementation avail-
able (see Table 7).

Table 1. Tools and programming environments for the development of Bioinformatics
applications. With reference to the main text, the software reported in this category
is classified as shown. YES indicates that the property is held, while NO indicates
otherwise. Other possible values indicate to what extent the property is held: GE
stands for “to a great extent”, ME stands for “to a moderate extent” and SE stands
for “to a small extent”.

Software PP Booster NewA NewAE

BioPig [16] YES YES GE NO

Cloudgene [27] YES NO NO NO

FASTdoop [28] YES NO GE GE

GATK [15] YES NO GE NO

Hadoop-BAM [26] YES NO GE NO

SeqPig [29] YES YES GE NO

SparkSeq [30] YES NO SE SE

Table 2. Algorithms for Single Nucleotide Polymorphism Identification. This table is
analogous to Table 1

Software PP Booster NewA NewAE

BlueSNP [31] YES YES NO NO

Crossbow [32] NO YES SE NO

Table 3. Gene Expression Analysis. This table is analogous to Table 1

Software PP Booster NewA NewAE

Eoulsan [33] NO YES NO NO

FX [34] NO NO GE NO

MyRNA [35] YES YES SE SE

YunBe [36] NO NO GE NO
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Table 4. Sequence Comparison. This table is analogous to Table 1

Software PP Booster NewA NewAE

Almeida et al. [37] NO NO GE NO

CloudBLAST [17] NO YES NO NO

HAFS [38] YES NO GE GE

K-mulus [39] NO YES NO NO

Nephele [40] NO NO NO NO

Strand [41] NO NO GE NO

Table 5. Genome Assembly. This table is analogous to Table 1

Software PP Booster NewA NewAE

CloudBrush [42] NO NO GE NO

Contrail [43] NO YES GE NO

Table 6. Sequencing Reads Mapping. This table is analogous to Table 1

Software PP Booster NewA NewAE

BlastReduce [44] NO NO GE NO

CloudAligner [23] NO NO GE NO

CloudBurst [45] NO NO GE NO

SEAL [46] NO YES NO NO

SparkSW [47] NO NO GE ME

Table 7. Additional Applications. This table is analogous to Table 1

Software PP Booster NewA NewAE

BioDoop [48] NO YES SE SE

Codon Counting [49] NO NO GE NO

GRIMD [19] YES YES ME ME

MrMC-MinH [50] NO NO GE NO

MrsRF [51] NO NO GE ME

PeakRanger [52] NO NO GE NO

4 Conclusion

We have presented the state of the art regarding the use of Distributed Computing,
in particular software designed with MapReduce paradigm, in Bioinformatics and
Computational Biology. Although such a body of work will grow in the future, it
would be appropriate to follow good design and algorithm engineering approaches
in order to use in full the available hardware and the scalability MapReduce offers.
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Abstract. Virtual reconstruction of heritage is one of the most inter-
esting and innovative tool for preservation and keeping of historical,
architectural and artistic memory of many sites that are in danger of
disappearing. Find the best way to present an object in virtual reality is
necessary for reasons linked to technology itself. In particular, the ren-
dering of heavy object, in terms of details and meshes, influences the
presentation of the whole virtual scene. Different researches have shown
the onset of problems such as sickness due to an incorrect construc-
tion and representation of virtual scenes. In this paper we propose a 3D
points cloud reconstruction method based on an optimization procedure
by using genetic algorithm to improve the mesh obtained by low cost
acquisition devices. The improved photogrammetric technique could be
used to build virtual scenario by inexpensive devices (i.e. smartphone),
without the cost and computational complexity of expensive devices.

1 Introduction

Cultural heritage safekeeping and preservation is a topic of great relevance in all
those countries with long history. Aging, extreme weather events and devaluation
policies of the cultural heritage value by the local governments involve preser-
vation and requalification actions. For the protection of cultural heritage, these
actions should not reduce the reliability of cultural sites and they should not
affect the local touristic industry. In the last decades, several projects and papers
proposed ICT technologies for cultural heritage improvements and requalifica-
tion. In particular Virtual Reconstruction and Augmented Reality (AR) results
c© Springer International Publishing AG 2017
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the most interesting and innovative tools for preservation and keeping of his-
torical, architectural and artistic memory of many sites that are in danger of
disappearing [1]. These techniques can be used to improve the user experience
on the site, overlapping the augmented content, such as information or 3D mod-
els, directly on the real objects. In this way, making users interactive on site,
the fruition of a cultural content is more interesting and engaging [2]. Further-
more, thanks to Virtual Reality (VR), it is possible to show fictional or past
environments, as well as monuments or cities, as they were in past ages. There
are several techniques for the creation of a 3D model starting from real objects.

A first approach for the 3D reconstruction of this environment was attempted
using photogrammetry [3]. This technique allows the definition of position, shape
and dimensions of objects extracting information coming from photographic
images appropriately captured through a low-cost procedure that generates a
medium-high quality model in terms of precision and details. Another technique
for 3D models reconstruction regards 3D scanners. 3D scanning of surfaces allows
the capture of huge points cloud datasets that can be used in a Computer Aided
Design environment to build accurate 3D models of meaningful objects in the
reconstructed scene. This technique is generally expensive but generates very
accurate model. The process is time consuming because, after a preliminary data
cleaning and registration phase, a digital representation of the original surface
has to be computed through a process of surface reconstruction that generates
polygonal meshes. The choice between photogrammetry using low-cost device
and 3D scanner leads to a trade-off between costs and accuracy. The goal of
this work is to find a novel approach based on genetic algorithms for the quality
improvement of 3D objects reconstructed by photogrammetric techniques.

2 Photogrammetry

There are several techniques for the 3D acquisition and reconstruction; in partic-
ular, they could be grouped into two categories: range-based [4] and image-based
[5]. In particular, the most used range-based technique is laser scanning, while
photogrammetry is the most used image-based technique.

2.1 Acquisition Techniques

A range-based technique uses an active optical sensor which is able to return a
large number of 3D coordinates by measuring key distances on the object to recon-
struct. This technique reaches micron resolutions but it needs complex algorithms
for the reconstruction of the 3D points cloud [6]. According to literature [7], the
work-flow of a real object acquisition using an active optical sensor is:

– acquisition of different clouds of points or range-map in order to detect the
whole scene;

– registration and alignment of data in a single reference system;
– reduction of noise and data errors in overlapping areas;
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– creation of a structured polygon model;
– registration of image data (textures) to the geometric model.

An image-based technique uses images for the reconstruction of 3D models.
Photogrammetry is the technique that allows the reconstruction of 3D objects
from photographs. Starting from homologous points detected in the images, this
technique is used to evaluate key metrics about size, shape and position of an
object or scene [8,9]. Compared to laser scanning, which requires a dedicated
acquisition hardware, the pictures for photogrammetrry could be acquired with
a smartphone camera which generally is less costly then an active optical sensor;
this make photogrammetry a candidate technique for a low cost 3D reconstruc-
tion. In order to achieve an optimal image acquisition process, some tips are
listed below:

– images should be acquired with a good quality camera sensor, although smart-
phones camera could provide good results;

– it is important to take pictures all around the object. Each portion of the
object must appear in at least three photos and each photo must have an
overlapping margin of about 60% with the near ones;

– it is recommended to make several close-up shots to photograph particular
portions of the surface (e.g. decorations);

– zoom should not be used or at least it is necessary to maintain the same level
of zoom for all the photos;

– it is better to take a lot of pictures to eventually select the best and to discard
the others;

– it is necessary to avoid different light condition and different day time (in
case of object exposed to sun light);

– photo resolution has an important impact on the computational complexity
for the model generation (higher resolution requires higher computing power).

After images acquisition, the work-flow to evaluate key metrics of the acquired
object or scene is [10]:

– camera calibration to evaluate internal orientation;
– triangulation of images to evaluate external orientation;
– creation of 3D scene to derive an unstructured, sparse or dense points cloud;
– creation of a structured polygon model.

The output of the steps described above is the mesh representing all the key
points evaluated (see Sect. 2.2). Table 1 compares the image-based and range-
based modelling features [10]. All the aspects shown in the Table 1 make pho-
togrammetry an extremely low cost technique which returns a good model in
terms of resolution and quality. Range-based modelling shows some limits on the
3D reconstruction of architectural structures, such as houses or churches; on the
other hand, it is possible to use aerial photogrammetry, through an Unmanned
Aerial Vehicle (UAV), that allows to obtain a set of images necessary to the next
processing.
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Table 1. Difference between image-based and range-based modelling features

Features Photogrammetry
(image-based modeling)

Laser scanner (range-based
modelling)

Equipment costs Contained High

Manoeuvrability Excellent Sufficient

Acquisition time Short Long

Modelling time Long Long

3D informations To evaluate Evaluated

Distance dependency Independent Dependent

Dimension dependency Independent Dependent

Material dependency Independent Dependent

Light conditions
dependency

Dependent Independent only for
Time-of-Flight systems [11]

Geometry dependency Dependent Independent

Texture dependency Dependent Independent

Scale To provide Implied (1:1)

Volume of generated data Dependent on the
resolution of the images
and the type of measures

Dense cloud of points

Fine details modelling Good Excellent

Texture Included Low resolution

Metric survey of edges Excellent Not sufficient

Quantitative and statistics
analysis

For each evaluated point Total

Open source software Few Very few

2.2 Reconstruction Techniques

The main technique used to reconstruct a 3D object starting from photogram-
metric images is the Structured-from-Motion (SfM) [12]. This method allows
to automatically reconstruct a three-dimensional scene from a set of two-
dimensional digital images. Figure 1 shows the whole process of 3D object recon-
struction. The SfM technique is based on automatic detection of key points
(features) in three or more images using the Scale-Invariant Feature Transform
(SIFT) [13] or similar algorithm, which are used to perform an image match-
ing. Then, a bundle adjustment procedure is performed [14] to evaluate both
camera focal length (internal orientation) and the shot position for each image
(external orientation). The output of this step is a set of key points coordinates
used to reconstruct a sparse points cloud of the acquired object. A dense points
cloud is then generated increasing the number of neighbours of each element of
the sparse points cloud. Finally, a 3D model is obtained by converting a simple
points cloud in a set of vertices and faces that correspond to a mesh. In this
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Fig. 1. 3D object reconstruction process using SfM method

Table 2. Qualitative comparison between obtained 3D model

Parameters [# points] PPT + meshlab Photoscan Remake

Sparse points cloud 37045 3915 unknown

Dense points cloud 167228 1702888 unknown

Mesh 396760 168493 117313

final phase, the model may be also cleaned and textured. A qualitative compar-
ison between the obtained models, based on the number of points in the sparse
points cloud, dense points cloud and after the mesh registration, was performed
(Table 2); to do this, three low-cost software have been compared:

– PythonTM Photogrammetric Toolbox (PPT): Free software with local elabo-
ration

– Photoscan: Commercial software with local elaboration (used in 30 days free
demo mode)

– Autodesk R© Remake: Commercial software with remote elaboration (used in
free education license)

The points cloud obtained from the three software are shown in the Fig. 2.

3 Mesh Improvement

After the comparison shown in the previous section, we chose the object recon-
structed using Autodesk R© Remake software because it was the best trade-off in
terms of software cost and quality of rendering. Since photogrammetric systems
are cheaper than range-based systems, in this work we try to compare the mod-
els obtained by using different photogrammetric sensors; in particular we used
a smartphone camera and the Artec Eva 3D scanner. As shown in the images
(Fig. 3(a) and (b)), the photogrammetric objects obtained with the two sensors
show a great difference in terms of quality of rendering. As could be seen, the
best quality is reached using the 3D scanner, but this technique is both time
consuming and more expensive than a smartphone which is accessible to all;
moreover, 3D scanner reconstruction needs a computer with higher computa-
tional capabilities. Our objective is to apply subdivision algorithms to improve
the quality of the mesh acquired by photogrammetry using low-cost device so
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(a) (b) (c)

(d) (e) (f)

(g)

Fig. 2. (a) PPT Sparse Cloud (b) PPT Dense Cloud (c) PPT Mesh (d) PhotoScan
Sparse Cloud (e) PhotoScan Dense Cloud (f) PhotoScan Mesh (g) Remake Mesh

(a) (b)

Fig. 3. Comparison between the two techniques: (a) object reconstructed using pho-
togrammetric technique with photos by smartphone camera; (b) object reconstructed
using Artec Eva 3D Scanner

that the resulting 3D model has similar accuracy and resolution as a 3D-scanned
model.

3.1 Subdivision Algorithms

The Surface Subdivision allows the surface smoothing by polygonal meshes. The
final smooth surface is computed from the initial mesh by the recursive sub-
division of each polygonal face into smaller faces that better approximate the
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smooth surface. The Surface Subdivision is based on Chaikin algorithm [15]:
starting from an initial curve with certain points P0,P0,...,Pn, new vertices are
created between points Pi,Pi+1 for each subdivision step. The new points are
computed with Eqs. 1 and 2:

qk+1
2i =

3
4
pki +

1
4
pki+1 (1)

qk+1
2i+1 =

1
4
pki +

3
4
pki+1 (2)

Finally, the new curve is created using only the new vertices, as shown in Fig. 4

Fig. 4. Result of Chaikin algorithm

A subdivision algorithm can be classify according to some parameters:

• Subdivision rules
– Primal (Fig. 5(a)-(b)): a new vertex for every edge of the given mesh is

inserted; then, the new vertices are connected [16];
– Dual (Fig. 5(c)-(d)): each vertex is divided to create new vertices for each

near edge of the first vertex.
• Subdivision types

– Static: for each subdivision step the same rule is used;
– Dynamic: for each subdivision step different rules are used.
• Mesh type

– Triangular;
– Quadrangular.
• Subdivision methods

– Approximation method: if the final mesh does not contain initial vertices;
– Interpolation method: if the final mesh contains initial vertices.

These algorithms consider also the smoothness as the continuity property of limit
surfaces (C0, C1, ..., Cn) [17]. In this work, the algorithms used to implement
the surface subdivision are based on primal rule; they are reported in Table 3.
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(a) (b) (c) (d)

Fig. 5. Subdivision Rules. (a) Primal schema for triangular mesh (b) Primal schema
for quadrangular mesh (c) Dual schema for triangular mesh (d) Dual schema for quad-
rangular mesh

Table 3. Algorithm used to implement the surface subdivision

Algorithm Methods Mesh type Mesh Continuity

Butterfly [18] Interpolation Triangular C1

Catmull-Clark [19] Approximation Triangular-Quadrangular C2

LS3Loop [20] Approximation Triangular-Quadrangular C2

Loop [21] Approximation Triangular C2

Midpoint [22] Approximation Triangular-Quadrangular C1

4 Genetic Algorithm

An optimization problem can be solved using one of different methods proposed
in literature. Many of them are inspired from natural processes. This kind of
methods, called evolutionary computation, generally starts with an initial pop-
ulation that evolve to achieve the global optimum of an objective function. The
most popular evolutionary technique is Genetic Algorithm (GA) that uses opera-
tors that come from genetic variation and natural selection [23]. The firsts imple-
mentations of Genetic Algorithms can be found in late 1950’s [24,25]. However,
this field doesn’t emerge since 1980’s when the computational power of comput-
ers starts to increase and algorithms were improved [23]. To improve the mesh
obtained by photogrammetric acquisition using a low-cost device in terms of res-
olution and accuracy, a multi-objective genetic algorithm [26,27] was designed.
Our genetic algorithm is designed to find the best combination of subdivision
algorithm, and its parameters, to apply to the model obtained by photogram-
metry in order to reduce the distance between this model and a gold standard
represented by the object obtained from 3D scanner. The workflow of the pro-
posed approach is developed through the following steps:

1. initialization of the population of the GA;
2. the fitness function is evaluated for each element of the population:

(a) application of a surface subdivision algorithm to the photogrammetric
model;

(b) Hausdorff distance evaluation between the original model and the model
obtained in previous step;

3. application of selection and mutation to the population;
4. fitness function evaluation for the new individuals:
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(a) application of a surface subdivision algorithm to the photogrammetric
model;

(b) Hausdorff distance evaluation between the original model and the model
obtained in previous step;

5. repeat from step 3 until the satisfaction of one of the output conditions;
6. Hausdorff distance evaluation between the model returned by 3D scanners

and the photogrammetric model processed with the combination of surface
subdivision algorithm and parameters resulting from GA.

Where:

– the population is randomly initialized;
– the selection operator is tournament with size equals to 3;
– the crossover technique is two-point crossover;
– the mutation can be performed on each bit of the gene.

The fitness function is composed by two objectives:

– number of points: points number of the cloud obtained after the execution of
a subdivision surface algorithm;

– Hausdorff distance [28]: the distance between the mesh obtained after the
subdivision surface algorithm elaboration and the initial mesh (see Sect. 4.1).

Each individual is described by a chromosome with three genes coding:

– X1 - the surface subdivision algorithm (in Butterfly, Catmull-Clark, LS3Loop,
Loop, Midpoint);

– X2 - number of surface subdivision algorithm iterations (an integer ranging
in [0, 3]);

– X3 - percentage threshold (an integer ranging in [0, 7]) evaluated considering
Eq. 3, which is the percentage of the diagonal of a bounding box containing
the object mesh.

threshold =
X3 + 1

8
(3)

Operators employed in the GA set up were:

– generations limit number: 100;
– crossover with a probability of 0.5;
– mutation with probability of 0.2 for each individual;
– each bit can be mutated with probability of 0.05;
– individuals for each generation: 50;
– stop criteria: maximum generations numbers (100) or 20 consecutive genera-

tions with the same fitness score.
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4.1 The Hausdorff Distance

Considering two meshes and their vertices, for each vertex of the first land-
mark mesh (X) the distance from the closest vertex in the second comparison
mesh (Y ) is evaluated; the output of this algorithm is a list of distances. In this
work, we used the algorithm of Hausdorff distance implemented in Meshlab, an
advanced 3D mesh processing software system that is oriented to the manage-
ment and processing of unstructured large meshes and provides a set of tools
for editing, cleaning, healing, inspecting, rendering, and converting these kinds
of meshes. The output of the Meshlab implementation of Hausdorff distance is
the maximum distance found in the comparison process (Eq. 4).

sup
x∈X

inf
y∈Y

d(x, y) (4)

In general, Hausdorff distance is a symmetrical measure (d(X,Y ) = d(Y,X)); in
detail, its definition is in Eq. 5.

dH(X,Y ) = max{sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)} (5)

5 Results

The initial mesh, which is the input of the genetic algorithm, acquired by
a smartphone camera and reconstructed by Autodesk R© Remake Educational
Edition software, is characterised by 17027 vertices (bounding box diagonal =
1390.367432). The mesh used as ground truth, acquired by the Artec Eva 3D
Scanner and reconstructed by Artec Eva image-based modelling commercial soft-
ware, is characterised by 51701 vertices (bounding box diagonal = 1403.514160).

The Hausdorff distance, used to compare the differences between the previous
two meshes, considering 3D scanner mesh as reference, has a mean value of
3.778587 (min: 0.000366, Max: 34.477371, RMS: 5.043168). The designed multi-
objective genetic algorithm output is reported in Table 4.

Table 4. The best individual from the GA

Surface

Subdivi-

sion

Algorithm

Vertices

Number

Iterations

Number

Percentage

Threshold

Hausdorff distance with percentage variation

Butterfly 75137

(+441.281%)

3 0.5 Min Max Mean RMS

0.000092

(−74.863%)

34.534580

(+0.166%)

3.778014

(−0.015%)

5.043389

(+0.004%)

The subdivision algorithm is not computationally intensive because its exe-
cution is 473 ms, on a system configured with a CPU Intel R© CoreTMi3-2350M
(2.3 GHz, 3 MB L3 cache), an integrated GPU Intel R© HD Graphics 3000 and
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4 GB DDR3 Memory. The percentage variation in the results table represents
the Hausdorff distance variation between the difference obtained comparing 3D-
scanned and the initial photogrammetric meshes and comparing 3D-scanned and
the genetic algorithm output meshes.

6 Discussion and Conclusion

The results obtained show that the surface subdivision algorithms increases the
points number of mesh (+441.281%), while the relative Hausdorff distance values
show a mesh improvement as report the percentage reduction of the distances
mean (−0.015%). Considering these results, there was a little mesh improvement
of 3D object quality but it was not considerable in terms of object rendering.
Probably it depends on the position of the points generated by the surface sub-
division algorithms which are randomly placed by the algorithms themselves. To
overcome this issue, in future work we will try to better design the GA taking
into account new parameters, such as the points positioning and distribution.
Another possible way to improve the performance of our genetic algorithm is to
apply a different method for maintaining the population: the steady state app-
roach [23]; in fact, this allows the replacement of worst, or oldest, individuals in
the population by children as soon as they are created.
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Abstract. Big Data technologies are recognized by many as a promis-
ing solution for the efficient management and analysis of the enormous
amount of genomic data available thanks to Next-Generation Sequenc-
ing technologies. Despite this, they are still used in a limited number
of cases, mostly because of their complexity and of their relevant hid-
den computational constants. The introduction of Spark is changing this
scenario, by delivering a framework that can be used to write very com-
plex and efficient distributed applications using only few lines of codes.
Spark offers three types of distributed data structures that are almost
functionally equivalent but are very different in their implementations.
In this paper, we briefly review these data structures and analyze their
advantages and disadvantages, when used to solve a paradigmatic bioin-
formatics problem on a Hadoop cluster: the k-mer counting.

Keywords: Spark · k-mers Counting · Distributed computing · Perfor-
mance analysis

1 Introduction

The introduction of next-generation sequencing technologies (in short, NGS) has
changed the landscape of biology [1,2], thanks to the possibility of sequencing
DNA at a much faster speed than the one achievable with traditional Sanger
sequencing approach [3]. This advancement has raised also new methodological
and technological challenges. One of these is about the proper approach to adopt
for managing and processing timely the vast amount of data that is produced
thanks to NGS technologies.

A solution that is gaining popularity is to resort to the technologies that
have been developed for dealing with Big Data. By this term, we refer to the
problem of storing, managing and processing data that may be significantly big
with respect to several dimensions like size, diversity or generation rate. A very
popular approach to Big Data processing, allowing for the analysis of enormous
datasets, is the one based on MapReduce [4]. It is a computational paradigm that
works by organizing an elaboration in two consecutive steps. In the first step, a
map function is used to process, filter and/or transform input data. In the second
step, a reduce function is used to aggregate the output of the map functions. Map
c© Springer International Publishing AG 2017
F. Rossi et al. (Eds.): WIVACE 2016, CCIS 708, pp. 77–88, 2017.
DOI: 10.1007/978-3-319-57711-1 7
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and reduce functions are executed as tasks on the nodes of a distributed system,
namely, a network of computational nodes that cooperate, sending messages
each other, to achieve a common goal. The most used implementation of this
paradigm is Apache Hadoop [5]. Despite being the first framework to provide a
full implementation of the MapReduce paradigm, Hadoop is often criticized for a
number of issues, first being its disappointing performance when used for running
iterative tasks (see, e.g., [6]). A competing framework is gaining a lot of attention
in the very recent years: Apache Spark [7]. It is a sort of evolution of Hadoop,
but with some important differences allowing it to outperform its predecessor in
many application scenarios. First of all, wherever there is enough RAM, Spark
is able to perform iterative computations in-memory, without having to write
intermediate data on disk, as required by Hadoop. In addition, it is more flexible
than Hadoop, because it provides a rich set of distributed operations other than
the ones required for implementing the MapReduce paradigm.

Indeed, one of the aspects that has the deepest impact on the performance
of a distributed application, is the pattern used to distribute and process data
among the different nodes of a network. This is especially the case of bioinformat-
ics application, where even a single genomic sequence may be several gigabytes
long. In this context, a poor data layout may prevent even an efficient algo-
rithm to exploit the parallelism of a distributed system. From this viewpoint,
the Spark feature that most marks the difference with respect to Hadoop is the
availability of ready-to-use distributed data structures. These allow to manage
and process in a standard and consistent way the data of an application while
leaving to Spark the responsibility of partitioning this data and their elabora-
tion. It is interesting to note that Spark offers three different types of distributed
data structures. These are almost functionally identical and choosing which of
them to use when developing a bioinformatics application may not be simple.

The goal of this paper is to investigate the complexity and the performance
of the different distributed data structures offered by Spark, with the aim of
providing useful hints to the bioinformatics community about which is the best
option to choose, and when. This has been done by analyzing the three different
solutions when used for the implementation of a typical sequence analysis algo-
rithmic pattern: the counting of the distinct k-mers existing in an input sequence
of characters. The three implementations we developed have been tested on a
reference dataset to determine their relative performance and provide insightful
hints about which of them to prefer when dealing with such a scenario.

Organization of the paper. The paper is structured as follows. In Sect. 2, we
briefly discuss the current state of adoption of Big Data technologies for genomic
computation. The Spark framework and the distributed data structures it offers
are presented in Sect. 3. In Sect. 4, we state the objective of this paper and
present the k-mer counting problem that has adopted as reference scenario for
evaluating the different types of Spark distributed data structures. In Sect. 5 we
outline the setting of our experiments and briefly discuss their results. Finally,
in Sect. 6 we provide some concluding remarks for our work.
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2 Related Work

The adoption of Big Data related technologies for accelerating the solution of
bioinformatics problems has proceeded at a slow pace in the past years for several
reasons. One of these is that the complexity of a framework like Hadoop adds
to a distributed computation a significant amount of overhead, thus making it
convenient only when processing enormous amount of data and/or when using
distributed facilities counting hundreds or thousands of nodes. Instead, the same
computation carried on a stand-alone workstation is able to exploit almost all
the processing power of the underlying machine as the logic required to coordi-
nate several concurrent processes running on the same machine is much simpler.
Despite this, there are several relevant contributions worth to be mentioned.

One of the first and most noteworthy is GATK (see [8]). It introduces a struc-
tured programming framework designed to ease the development of efficient and
robust analysis tools for next-generation DNA sequencers using MapReduce. A
problem that often arises when writing an Hadoop sequence analysis application is
the adaptation of the formats used for maintaining genomic sequences to the stan-
dard file format used by Hadoop. This problem has been addressed by Niemenmaa
et al. in [9]. They proposed a software library for the generic and scalable manip-
ulation of aligned next-generation sequencing data stored using the BAM format.
The same problem has been further addressed by Massie et al. in [10]. In this case,
the authors did not resort to an existing file format, like in [9], but proposed a new
file format (i.e., ADAM) explicitly designed for indexing and managing genomic
sequences on a distributed MapReduce system like Hadoop or Spark. There have
also been several contributions about the usage of MapReduce and Hadoop for the
solution of specific application problems. To name some, the work by Cattaneo
et al. in [11,12] describes a MapReduce distributed framework based on Hadoop
able to evaluate the alignment-free distance among genomic sequences using a vari-
ety of dissimilarity functions and in a scalable way.

The advent of Spark is slowly changing this scenario, as there is an increasing
number of contributions developed using this technology and aiming at intro-
ducing solutions that are not only scalable but also efficient. This is the case of
SparkSeq, a general-purpose, flexible and easily extendable library for genomic
cloud computing presented in [13]. It can be used to build genomic analysis
pipelines and run them in an interactive way. Another work worth to be men-
tioned is the one described in [14]. It provides a comprehensive study on a set of
distributed algorithms implemented in Spark for genomic computation adopting
efficient statistical approaches. The main objective is the study of the perfor-
mance of the proposed algorithms with respect to more traditional ones.

3 Spark

Spark is a framework for general-purpose distributed processing of Big Data. It
is able to exploit the computational capabilities of several calculators at once, by
providing an uniform and abstract view of these as a computing cluster. Spark
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Fig. 1. Spark architecture

can be seen as a sort of evolution of Hadoop, as inherits the same MapReduce
based distributed programming paradigm. In addition, it offers a wide range of
ready-to-use operators and transformations that are often needed when devel-
oping a distributed application and that, although being possible with Hadoop,
would require some work to be developed from scratch.

The Spark architecture (see Fig. 1) is composed by three main components:
(a) the driver program, that is in charge to setup the Spark environment and
launch the computation; (b) a cluster manager service, that is in charge of
managing the distributed computation, assigning resources and scheduling the
execution of one or more tasks on each node of the cluster; (c) several different
worker nodes, in charge of carrying out the real computation, where each node
is able to execute one or more tasks in parallel by spanning a corresponding
number of executors. Notice that, apart from the cluster manager available with
Spark, it is also possible to use third-party managers, such as Hadoop YARN [5].

3.1 The Programming Model

In a typical Spark application, the driver program begins the execution by load-
ing the input data in a distributed data structure. This is essentially a collection
of objects that is partitioned over the nodes of a cluster. Once data has been
loaded, the execution proceeds by means of a sequence of distributed operations.
Following the same move computation close to data philosophy that inspired
Hadoop, Spark tries to run these operations directly on the nodes hosting the
data that they are required to process. This is done to reduce the overhead that
will be otherwise required to transfer big amount of data over the network for
processing them elsewhere.

Distributed data structures available with Spark support two types of dis-
tributed operations: Actions and Transformations. The former may essentially
be divided in three categories:

– reduce: apply a cumulative operation to the elements of a distributed collec-
tion of objects, so that multiple input objects are aggregated and combined
in a single object belonging to an output distributed collection of objects;

– collect: gather all the objects of a distributed collection, or a subset of them,
and send them to the driver program, where these are made available as a
collection of local objects;
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– save: writes the elements of distributed collection of objects on an external
storage.

The latter may essentially divided in the three categories:

– map: map a distributed collection of objects in another distributed collection
of objects. The new objects result from the application of a given function on
each of the input objects;

– filter: filter the elements of a distributed collection of objects, returning a new
distributed collection containing only elements satisfying an input-provided
condition;

– set operations: combine two distributed collection of objects in a single one
by means of a set operator.

The distributed part of an application run with Spark is logically divided in
stages, where each stage corresponds to a transformation or an action. Stages
related to transformations are run by Spark in a lazy way. This means that they
are not run as soon as they are encountered during the execution of a program
but only when and if their result is needed to accomplish a subsequent step of
the application.

3.2 Distributed Data Structures

Spark provides three types of distributed data structures: Resilient Distributed
Dataset, DataFrame and DataSet. These data structures share some relevant
properties. First, they do all support in-memory computations. This means that,
provided that there is enough memory space, their content may be partially or
entirely cached in memory. This is especially useful when executing subsequent
or iterative tasks targeting the same data. If the available memory is not enough,
as when processing very large amount of data, their content may be selectively
spilled to disk and retrieved in memory when required. The developer can choose
also if and how to replicate this data, so to make the computation resilient with
respect to hardware or network faults (see [7] for examples).

Resilient Distributed Dataset. The Resilient Distributed Dataset (in short, RDD)
has been the first type of distributed data structure available with Spark. It
is a virtual data structure encapsulating a collection of object-oriented datasets
spread over the nodes of a computing cluster. The object-oriented nature of these
datasets implies all the advantages and the disadvantages of this paradigm. For
instance, it is the developer that chooses how the data stored in a RDD can be
processed, by defining some proper methods on the objects storing that data.
RDDs can be created by importing a dataset from an external storage or from the
network, by issuing some special-purpose functions provided by Spark for making
distributed a local dataset or as the result of the execution of a transformation
over another RDD.

RDDs have also some drawbacks. For example, every time there is need to
transfer elsewhere the content of a RDD (e.g. when performing a reduce oper-
ation), Spark has to marshall and encode, one-by-one, all the elements of that
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RDD as well as their associated metadata. The reverse of this operation, then, has
to be performed on each node receiving those elements. Similarly, whenever the
content of a RDD is destroyed, the underlying java virtual machine has to claim
back the memory used by each of the objects contained in the RDD. Since RDDs
are often used to maintain collections counting millions or billions of elements,
this overhead may severely burden the performance of a Spark application.

DataFrame. The DataFrame is a distributed data structure introduced in Spark
to overcome some of the performance issues of RDDs. Instead of using a collection
of objects, DataFrames maintain data in a relational-database fashion, providing
a flat table-like representation supported by the definition of a schema. This has
several important advantages. First, manipulation of large amount of data can
be carried out using an SQL-like engine rather than requiring the execution of
methods on each of the element to be processed. Second, by avoiding the usage
of objects for storing the individual elements of a collection, the transmission of
a chunk of a DataFrame to a node tends to be very fast. Third, since the meta-
data describing the elements of a collection are the same for all these elements
and are known in advance, there is no need of transmitting them when mov-
ing parts of a DataFrame, thus achieving a substantial saving in communication
time. Finally, the adoption of an SQL based approach to the processing of data
allows for several optimizations (see [15]). Even DataFrames suffer of some seri-
ous drawbacks. To name one, the dismissal of the object-oriented approach in
favor of the SQL-like engine makes the resulting applications less robust as it is
virtually impossible for the compiler to verify the type-safety of an application.

DataSet. The DataSet is a distributed data structure introduced to mix the
best of the two previous technologies by guaranteeing the same performance of
DataFrames while allowing to model data after the object oriented paradigm, as
when using RDDs. This is mainly achieved thanks to two solutions. The first is the
introduction of a new encoding technology able to marshall quickly and in a step
a collection of objects. We recall that RDD need to marshall individually each
object of a collection by means of the Java standard serialization framework.
The second is the possibility of operating on the elements of a DataSet using an
object-oriented interface while retaining their internal relational representation.
On a side, this allows to perform the safety checks at compile time, thus making
the applications more robust. On the other side, this allow to maintain all the
performance advantages introduced with DataFrames.

4 Objective of the Paper

The three types of distributed data structures available with Spark, as well as the
wide range of transformations and actions they provide, allow to write complex
distributed applications in a few lines of code and without requiring advanced
programming skills. This is a relevant feature as, typically, one of major issues
preventing from using a distributed approach to solve a problem is the time and
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the cost required to develop such a solution. However, this simplicity comes at
a cost. By delegating to Spark most of the work about how to organize and
process distributed data structures, the developer takes the risk of sacrificing
the efficiency of his code.

In this paper, we deal with this problem by focusing on assessing the per-
formance trade-offs related to the choice of the distributed data structure type
among the three offered by Spark, when developing a bioinformatics application.
We use as a case study a simple problem that is fundamental when performing
genomic sequence analysis: the k-mer counting problem.

4.1 The k-mer Counting Problem

Given a string S, we denote with term k-mer all the possible substrings of S
having size k. The k-mer counting problem refers to the problem of counting the
number of occurrences of each k-mer k in S. It is a very common and (apparently)
simple task that is often used as a building block in the development of more
complex sequence analysis applications such as genome assembly or sequence
alignment (see, e.g., [16]).

The problem of counting the k-mers of a sequence is paradigmatic with
respect to the class of problems that would benefit from the adoption of a
distributed solution. On a side, it is apparently easy to solve as its algorith-
mic formulation is very simple and straightforward. This simplifies as well its
distributed reformulation, as it represents a typical case of an embarrassingly
parallel problem. On the other side, real-world scenarios often require to process
either a huge number of sequences or sequences having a huge size (i.e., gigabytes
of characters). Consequently, there is both a time-related problem (i.e., process-
ing huge amount of data using a single machine could require days or weeks) and
a memory-related problem (i.e., the memory required to keep the k-mers counts
may span also tens or hundreds of gigabytes when using large values of k and
huge sequences). The convenience of this approach is also witnessed by the sev-
eral scientific contributions proposed so far (see, e.g., [11,12,17,18]), introducing
clever solutions for counting k-mers in a parallel or distributed setting.

5 Experimental Study

In our experimental study we first developed three different solutions to the
k-mer counting problem using Spark. These solutions are identical in their out-
put, provided the same input, but differ in the distributed data structures they
use. Then, we performed a comparative experimental analysis of these codes by
measuring their performance when run on a reference testing dataset.

5.1 The Proposed Implementations

We report in Listings 1.1, 1.2 and 1.3 the pseudo-code of our three implementa-
tions (full source code not reported and available upon request): RDD, DataSet
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Listing 1.1. Pseudo-code of k-mer counting implemented using Resilient Distributed
Datasets

1 input = readTextFile(filename);

2 kmers = input.flatMapToPair(new KMerExtractor ());

3 kmers_count = kmers.reduceByKey(new KMerAggregator ()

);

4 writeFile(kmers_count);

and DataFrame. As already said, the three solutions are equivalent, except for
the particular type of distributed data structure used by each of them.

The first solution (Listing 1.1) uses a RDD to collect all the string lines of
an input file, where each line corresponds a different genomic sequence. Then,
it applies to each line a map function, KMerExtractor, that scans it returning
all the k-mers it contains as a RDD of pairs (k-mer, 1) (line 2). All these pairs
are aggregated by the KMerAggregator reduce function (line 3), thus returning
a RDD containing the final counts. The result is saved to file (line 4).

The second solution (Listing 1.2) extracts the k-mers from an input file as
the first solution (line 1–2). Then, it builds a new schema definition, needed to
establish the structure of the DataFrame used for storing the k-mers (line 3).
Then, a new DataFrame is created using this definition and the collection of
extracted k-mers (line 4). Once the DataFrame is ready, it is queried through an
SQL query (line 5–6) for the k-mer counts. The result is saved to file (line 7).

The third solution (Listing 1.3) mimics the second one, but without the need
of defining an explicit schema. In details, it first extracts k-mers from an input
file as in the previous cases (line 1–2). The results of the extraction is saved in
a Dataset. Its schema is automatically determined according to the data type of
the k-mers. Then, it is queried (line 3) by running some of the standard methods
available with this data structure (i.e., groupBy and count), instead of using an
SQL query. The k-mer counts resulting from the query is saved to file (line 4).

Listing 1.2. Pseudo-code of k-mer counting implemented using DataFrames

1 input = readTextFile(filename);

2 kmers = input.flatMap(new KMerExtractor ());

3 schema = CreateNewSchema(schema definition);

4 createDataFrame("kmers", schema , kmers);

5 String q = "select kmer , count(kmer) as count from

kmers group by kmer";

6 kmers_count = spark.sql(q);

7 writeFile(kmers_count);



Benchmarking Spark Distributed Data Structures 85

Listing 1.3. Pseudo-code of k-mer counting implemented using DataSets

1 input = readTextFileasDataset(filename);

2 kmers = input.flatMap(new KMerExtractor ());

3 kmers_count = kmers.groupBy("kmer").count ();

4 writeFile(kmers_count);

5.2 Dataset

The experiments have been conducted on a dataset of four randomly-generated
FASTA [19] files of increasing size. Each file has been generated as a collection
of short-sequences, with each sequence being introduced by a text comment line
and containing at most 100 characters drawn from the alphabet {A,C,G, T}.
The overall size of the used files is, respectively, of about: 512 MB, 2 GB, 8 GB.
These sizes have been chosen to represent the class of problems that are difficult
to manage with a sequential approach and would benefit of a distributed solution.

5.3 Configuration

Our experiments have been conducted on a five-nodes Hadoop cluster, with
one node acting as resource manager for the cluster and the remaining nodes
being used as worker nodes. Each node of this cluster is equipped with a 16-
core Intel Xeon E5-2630@2.40 GHz processor, with 64 GB of RAM. During the
experiments, we varied the number of executors on each node from 1 to 4, to
assess the scalability of the proposed solutions. Moreover, we organized input files
in blocks having size at most 64MB, with each block available on two different
nodes of the cluster. Such configuration allows for a better distribution of the
workload but without affecting the performance of the whole system.

5.4 Results

In our first experiment, we have measured the performance of RDD, DataFrame
and DataSet when run on sequences of increasing size and using increasing
values of k. Its purpose has been to analyze the behavior of the three types of
distributed data structures in a context where the size of these data structures
could exceed the RAM memory available to a node. The experimental result,
reported in Fig. 2, shows that when dealing with very small sized problems (i.e.,
size = 512 MB, k = 7) RDD is the implementation achieving the best performance.
We recall that in this setting the number of possible distinct k-mers is very small.
Consequently, RDD has to manage a very small number of objects. As soon as the
size of the problem increases, the performance of this implementation quickly
deteriorates because of the too many k-mers to be handled. Instead, the other
two implementations exhibit an increase in their execution time that is linear
with respect to the size of the problem. This is clearly due to their different
strategy used to maintain k-mers in memory, that reveals to be much more
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Fig. 2. Execution time, in seconds, of RDD, DataFrame and DataSet when processing
random sequences of increasing size under different assignments of k

efficient when the number of k-mers to manage increases. We notice also that
DataSet performs slightly better than DataFrame, mostly because it is able to
encode k-mers faster (see Sect. 3.2).

In our second experiment, we have measured the scalability of the three con-
sidered implementations when run on a small problem instance and on a large
problem instance using a cluster of increasing size. The two cases are representa-
tive of a scenario where the distributed data structures are either small enough to
fit in the main memory or large enough to require their partial backup on exter-
nal memory. The increasing size of the cluster has been simulated by increasing
the number of executors per node (see Sect. 3), for an overall number of 4, 8 and
16 executors.

The experimental results on the small problem instance dataset, reported in
Fig. 3, confirm that DataSet is the fastest of the three implementations. How-
ever, we notice that the scalability of RDD is much better. As expected, this
phenomenon is due to the fact that, for such a small dataset, the usage of a high
number of executors allows RDD to keep all the k-mers counts in memory, thus
becoming competitive with the other two implementations. For the same reason,
RDD enjoys a linear speed-up proportional to the number of executors. Instead,
the performance of DataSet offers small room for improvement, as there is no
noticeable gain when switching from 8 executors to 16 executors. Speaking of the
large problem instance, we observe that none of the three codes is able to scale
linearly with the number of executors. This may be explained by considering the
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Fig. 3. Scalability of RDD, DataFrame and DataSet on a cluster with an increasing
number of executors, when extracting k-mers from: (a) a 2 GB random sequences with
k = 7; (b) a 8GB random sequences with k = 28;

I/O bound nature of the k-mer counting activity, that becomes more evident
when processing very large files. In such a scenario, most of the time is spent
reading data from the external memory. Running several executors on the same
node implies that they will contend the access to the disk when trying to read
at the same time their respective input blocks, thus preventing the possibility of
fully exploiting their computational resources.

6 Conclusion

The objective of this work has been to assess how the choice of the particular type
of distributed data structure to be used for implementing a sequence analysis
application with Spark affects its performance. We observed that three variants
of the same code (a k-mer counting algorithm), having an identical behavior
and undistinguishable in their output, but using different types of distributed
data structures, exhibit very different performance. A direction worth to be
investigated would be the analysis of more complex sequence analysis application
patterns. This would allow to better assess the architectural peculiarities of the
different types of the Spark distributed data structures. Moreover, given the
internal complexity of Spark and the availability of a large number of settings
influencing its performance, another promising direction would be to repeat these
experiments on a larger scale and under a much broader range of configurations.
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Abstract. Cell differentiation is the process that denotes a cell type
change, typically from a less specialised type to a more specialised one.
Recently, a cell differentiation model based on Boolean networks subject
to noise has been proposed. This model reproduces the main abstract
properties of cell differentiation, such as the attainment of different
degrees of differentiation, deterministic and stochastic differentiation,
reversibility, induced pluripotency and cell type change. The generic
abstract properties of the model have been already shown to match those
of the real biological phenomenon. A direct comparison with specific cell
differentiation processes and the identification of genetic network fea-
tures that are linked to specific differentiation traits requires the design
of a suitable Boolean network such that its dynamics matches a set of
target properties. To the best of our knowledge, the only current method
for addressing this problem is a random generate and test procedure.

In this work we present an automatic design method for this pur-
pose, based on metaheuristic algorithms. We devised two variants of the
method and tested them against random search on typical abstract dif-
ferentiation trees. Results, although preliminary, show that our technique
is far more efficient than both random search and complete enumeration
and it is able to find solutions to instances which were not solved by
those techniques.

1 Introduction

Cell differentiation is the process whereby a cell undergoes a cell type change,
from less specialised (e.g. stem cells) to more specialised types (e.g. neurons).
This process is characterised by highly complex dynamics, being the result of
the interactions among genes and possibly other molecular agents. Cell differen-
tiation seems to be involved also in the development of complex diseases, such
as cancer, and computational models of this process may help understand the
dynamics of such diseases.

Recently, a cell differentiation model based on Boolean networks [1,2] subject
to noise has been proposed [3,4]. In this work, we address the problem of finding
c© Springer International Publishing AG 2017
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a Boolean network such that its dynamics generates a given differentiation tree.1

This problem is faced by casting the search of Boolean network functions into
an optimisation problem, in which the objective function quantifies the match
between the differentiation tree originated by the Boolean network dynamics and
the target one. The optimisation problem is tackled by metaheuristic algorithms,
which seem particularly suitable for this kind of problems, as they trade the proof
of optimality for efficiency and make it possible to solve problems characterised
by a wide search space [5]. Indeed, the model is intrinsically stochastic, so the
evaluation of a candidate solution is affected by error and therefore a proof
of optimality is useless. This approach will enable us to study the common
properties of Boolean networks able to express specific differentiation dynamics
features with the aim of identifying generic properties linking genetic network
with differentiation tree features.

The paper is organised as follows. In Sect. 2 the differentiation model is intro-
duced. In Sect. 3 the automatic design process is presented and along with the
algorithms developed. Results are shown and discussed in Sect. 4 and future
works are outlined in Sect. 5.

2 TES Differentiation Model

The cell differentiation model we consider in this work is based on Boolean
networks subject to noise and it has been presented in [3,4].

This model reproduces the main abstract properties of cell differentiation,
which are:

1. Different degrees of differentiation: totipotent stem cells can give rise to any
cell type; pluripotent and multipotent cells can give rise to several, but not
all, cell types.

2. Stochastic differentiation: a population of identical multipotent cells can gen-
erate different cell types, in a stochastic way.

3. Deterministic differentiation: specific signals can trigger the development of a
multipotent cell into a well-defined type; signals correspond to the activation
or deactivation of selected genes or groups of genes.

4. Limited reversibility : the differentiation process is almost always irreversible,
but there are limited exceptions in which a cell can come back to a previous
stage under the action of appropriate signals.

5. Induced pluripotency : fully differentiated cells can come back to a pluripotent
state by modifying the expression level of some genes.

6. Induced change of cell type: the expression of few transcription factors can
convert one cell type into another.

While we refer to the original works [3,4] for more details, let us recall that
the model is based on Boolean networks (BNs), which are a prominent example of
1 In general, the so-called lineage tree may not be a proper tree structure, but rather

a graph. However, without loss of generality, in this work we will focus on tree
structures.
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complex dynamical systems and they have been introduced by Kauffman [1,2] as
a genetic regulatory network (GRN) model. A BN is a discrete-state and discrete-
time dynamical system whose structure is defined by a directed graph of N nodes,
each associated to a Boolean variable xi, i = 1, . . . , N , and a Boolean function
fi(xi1 , . . . , xiKi

), where Ki is the number of inputs of node i. The arguments
of the Boolean function fi are the values of the nodes whose outgoing arcs are
connected to node i. The state of the system at time t, t ∈ N, is defined by
the array of the N Boolean variable values at time t: s(t) ≡ (x1(t), . . . , xN (t)).
The most studied BN models are characterised by synchronous dynamics and
deterministic functions. In this setting, given an initial condition, the dynamics
of the networks can be described by means of a unique trajectory, which is a
sequence of states at consecutive time instants. The asymptotic states of (finite)
systems with such a dynamics are called state attractors (or simply attractors),
which are cyclic repetitions of a sequence of network states.

The differentiation model under study considers BNs subject to noise, such
as the transient flip of a node value. Attractors of BNs are unstable with respect
to noise even at low levels. In fact, even if the flips last for a single time step one
sometimes observes transitions from the original attractor to another one. Here
we are interested in the asymptotic behaviours of a noisy BN. In such networks,
in general the higher this noise, the higher the probability to move across attrac-
tors. High levels of noise correspond to pluripotent cell states, where the BN
trajectory can wander freely among the attractors; conversely, low levels of noise
induce low probabilities to jump between attractors, thus representing the case of
specialised cells. A fundamental role in the model is played by threshold ergodic
sets (TESθ) which are sets of attractors in which the dynamics of the network
remains trapped, under the hypothesis that attractor transitions with proba-
bility less than threshold θ are not feasible.2 The transitions between attractors
and their probabilities are summarised in the attractor transition matrix (ATM).
Thresholds are a dual concept w.r.t. noise: in general, high levels of noise allow
most transitions, while low levels enable only a few. Conversely, low threshold
values allow most transitions, while high values cut a large number of edges in
the ATM.

3 Automatic Design of BN with Predefined TES Tree
Structures

The generic abstract properties of the model have been already shown to match
those of the real biological phenomenon. A direct comparison with specific cell
differentiation processes would require to design a BN (i.e. topology and node
transition functions) such that its dynamics gives origin to a differentiation tree
matching the properties of the real case at hand. The BN differentiation tree is
characterised by the attractor set of the BN and the transitions between them, as

2 This hypothesis is supported by the observation that cells has a finite lifetime, which
enables their dynamics to explore only a portion of the possible attractor transitions.



94 M. Braccini et al.

well as their probabilities. Not surprisingly, attaining such a complex dynamics
by designing a BN by hand is not possible and an approach based on brute
force is definitely impractical; indeed, the number of N nodes networks with
exactly k inputs per node is (22

k

)N . Notably, each candidate solution, i.e. a BN,
is evaluated by computing its ATM, which is a highly demanding computational
operation. Therefore, an automatic design method able to efficiently explore
the search space is required. To the best of our knowledge, the only current
method for attempting to attack this problem is a random generate and test
procedure [6], which draws BNs at random until either an acceptable solution is
found or the time limit is reached.

In this work we present an automatic design method for this purpose, based
on metaheuristic algorithms [5]. This approach maps the BN design into an
optimisation problem, where functions and topology of the BN are considered as
decision variables and a measure of the matching between the BN differentiation
tree generated by its ATM and a target differentiation tree is used as objective
function. The objective function we defined for our algorithms is a combination
of two tree distance measures: the edit distance, E, and the histogram distance,
H (both distance measures have been mentioned in [6]). The tree edit distance
between two trees is the minimum cost sequence of node edit operations (node
deletion, node insertion, node rename) that transforms one tree into the other3.
The histogram distance is a similarity measure between the current tree (C ) and
the desired tree (D), and is defined as:

d =
l∗∑

l=0

k∗∑

k=0

| nC(k, l) − nD(k, l) | (1)

where l∗ denotes the maximum depth and k∗ the maximum number of children
nodes in both trees. The function nC(k, l) computes the number of nodes at
the level l with k children in the current tree, and nD(k, l) respectively for the
desired tree [6]. In this way the histogram distance gives us a measure of the
structural similarity, level by level, between the two trees; obviously, the lower
the histogram distance is, the more similar two trees are. However the histogram
distance might result null even if the two trees in exam are different: this may
occur because this measure takes into consideration one level at a time. Several
combinations of the two distances have been tested; the one leading to the best
results is F = E + (E × H), which was used for the final experiments. The
intuition supporting the success of this combined function is that the product
between E and H initially prevails and guides the search towards regions of
the landscape characterised by differentiation trees close to the target one; once
this product becomes negligible, the search is then guided by E and refines the
solution. A thorough landscape analysis, which would provide insights on the
effectiveness of this specific combination, is subject of future work.

We devised two variants of the method, each based on a different metaheuris-
tic algorithm; a simpler one is based on adaptive walk, designed mainly for test
3 http://tree-edit-distance.dbresearch.uni-salzburg.at/.

http://tree-edit-distance.dbresearch.uni-salzburg.at/
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Algorithm 1. Adaptive Walk
Input: N number of nodes, K incoming degree for each node, p bias, thresholds thresh-
olds list, searchTree desired tree, maxIterations number of the maximum iterations.

1: bn ← generateRandomNetwork(N,K, p)
2: bestNetwork ← bn
3: tesTree ← createTesTree(bn, thresholds)
4: distance ← computeDistance(tesTree, searchTree)
5: i ← 0
6: while i < maxIterations & distance > 0 do
7: randomFlip ← generateFlip()
8: bn ← modifyNetwork(bn, randomFlip)
9: tesTree ← createTesTree(bn, thresholds)

10: newDistance ← computeDistance(tesTree, searchTree)
11: if newDistance > distance then
12: bn ←modifyNetwork(bn, randomFlip)
13: else
14: distance ← newDistance
15: bestNetwork ← bn
16: end if
17: i ← i + 1
18: end while
19: return bestNetwork

purposes and a more advanced one is implemented according to a strategy called
variable neighbourhood search, which is capable of efficiently exploring the search
space and escaping from local minima. It is important to stress that a BN whose
ATM can be used to obtain a given target differentiation tree just represents one
possible model for the real system to be matched. For this reason, randomised
techniques are of great help as they make it possible to explore different solutions
and provide an ensemble of hypotheses. To this aim, (stochastic) metaheuristic
methods are indeed particularly effective as they can be easily adapted so as to
provide a wide coverage of the solutions space, e.g. by penalising already visited
search space areas or by defining proper re-initialisation mechanisms that make
use of some sort of memory so as to start the new search from search space areas
not yet explored.

As a first step, we devise algorithms to search in the space of Boolean func-
tions, keeping the topology of BNs constant. We consider BNs with exactly k
inputs per node with random topology (without self-arcs). As experimentally
shown in [7], this choice is not restrictive.

In the following, we illustrate the search algorithms. For more detail see [8].

3.1 Adaptive Walk Algorithm

The AW algorithm (see Algorithm 1) performs a stochastic descent: it starts from
a randomly generated BN and after the execution of each move the resulting
solution is accepted if it is not worse—w.r.t. the objective function—than the
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current solution. A move consists in a flip, from 0 to 1 or vice versa, of a random
entry in the truth table of a randomly chosen node. So, a flip changes the genome
of the gene regulatory network since it modifies the Boolean function of a node
and therefore the response of a gene to certain stimuli.

Observe that this algorithm allows moves that produce solutions with values
of the objective function equal to the current one, called sideways moves. In this
way, the search is able to explore search landscape plateaus. From a biological
modelling point of view, sideways moves accomplish the possibility of exploring
path in the search space composed of neutral networks, i.e. different networks
with the same objective function evaluation, a concept also related to genetic
robustness.

The algorithm has been also optimised with a bit of memory: in order to
avoid the repeated evaluation of the same network, we forbid to repeat the flip
of the previous step.

The search process terminates when the objective function reaches zero (the
differentiation tree found corresponds to the target one) or when the number of
maximum iterations is reached.

3.2 VNS-Like Algorithm

The second algorithm we present is a metaheuristic technique inspired by Vari-
able Neighbourhood Search (VNS).4 This algorithm is a variant of the previously
presented algorithm. AW starts with a randomly chosen network and applies an
intensification strategy by making a flip to one output entry at a time. How-
ever in this way the search process, depending on the starting solution, might
get trapped into local minima with no possibilities to escape or into areas of
the search landscape that does not contain “good” quality solutions. For this
reason we have added a diversification strategy to our algorithm. The process
of diversification is implemented by increasing the number of flips if the search
process does not find a solution better than the current one for a given number
of steps. A better solution corresponds to a BN able to express a differentiation
dynamics more similar to the desired one, i.e. with a lower value of objective
function than to the one obtained by the current network. Increasing the num-
ber of random flips helps the search process to escape from local minima and
it is similar to the change of neighbourhood in case of no improvements that is
present in the classical VNS. As soon as a better solution is found, the number
of flips is brought back to 1 and so the intensification process restarts until the
objective function reaches zero or the number of maximum iterations is reached.
When the number of flips is equal to 1, this algorithm behaves exactly like AW.

See Algorithm 2 for a pseudocode description of the VNS algorithm.

4 See [5,9] for details on this technique.
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Algorithm 2. Variable Neighbourhood Search
Input: N number of nodes, K incoming degree for each node, p bias, thresholds
thresholds list, searchTree desired tree, maxIterations number of the maximum
iterations, maxNoImpovement number of iterations max without improvements.

1: bn ← generateRandomNetwork(N,K, p)
2: bestNetwork ← bn
3: tesTree ← createTesTree(bn, thresholds)
4: distance ← computeDistance(tesTree, searchTree)
5: noImprovement ← 0
6: numFlip ← 1
7: i ← 0
8: while i < maxIterations & distance > 0 do
9: if noImprovement = maxNoImpovement then

10: noImprovement ← 0
11: numFlip ← numFlip + 1
12: if numFlip > N then
13: return bestNetwork
14: end if
15: end if
16: randomFlips ← generateFlips(numFlip)
17: bn ← modifyNetwork(bn, randomFlips)
18: tesTree ← createTesTree(bn, thresholds)
19: newDistance ← computeDistance(tesTree, searchTree)
20: if newDistance > distance then
21: bn ←modifyNetwork(bn, randomFlips)
22: else
23: distance ← newDistance
24: bestNetwork ← bn
25: if newDistance = distance then
26: noImprovement ← noImprovement + 1
27: else
28: noImprovement ← 0
29: numFlip ← 1
30: end if
31: end if
32: i ← i + 1
33: end while
34: return bestNetwork

4 Results

We evaluated the performance of AW and VNS on target differentiation trees
that were defined on the basis of common differentiation tree features, such as
the hematopoietic lineage [10]. We defined nine different tree structures, trying
to capture the main features. Target trees are depicted in Fig. 1. The thresh-
old values at which the TESs were split have been chosen so as to be distrib-
uted in the interval [0, 1] so as to capture changes in the differentiation tree
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Fig. 1. Differentiation tree structures used as target for the search process.

corresponding to significantly different noise levels, and also to require a high
probability to return to the same TESs when at a leaf of the tree. For compar-
ison purposes, thresholds have been set to 0.2, 0.4, 0.6. The evaluation of cases
with different choices for the threshold values is subject of ongoing work.

As a baseline comparison, we also run a random search that simply generates
random BNs. This algorithm was allowed to generated as many networks as the
maximum number of evaluations allowed to AW and VNS. For trees 1 to 7, a
maximum of 104 evaluations has been allowed, while for trees 8 and 9, which
are deeper than the previous ones, we set the maximum number of evaluations
to 5 × 104.

Experiments were run on 10 nodes BNs with k = 2 and with k = 3. Initial
RBNs with k = 2 were generated with Boolean function bias equal to 0.5, so as to
start with BNs in the so-called critical regime [11]. Conversely, initial RBNs with
k = 3 were generated so that ordered, chaotic and critical regions were sampled.
More precisely, we generated networks with Boolean function bias equal to 0.1,
0.5 and 0.79, respectively.

As algorithms are stochastic, 30 independent runs for each case were run and
statistics were collected in case the algorithm attained at least 20 successes out
of 30. Results are shown in Figs. 2 and 3 by means of boxplots, which provide a
visual representation of the distributions.

Trees 1, 2 and 3 are quite trivial, as they are composed of a root and some
children nodes. Results on these trees are qualitatively similar: AW and VNS
perform better than Random and they are equivalent in terms of number of
iterations. It is interesting to observe that if initial solutions are sampled in
the ordered regime, more iterations are required to design the target BNs; this
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Fig. 2. Boxplot summarising the results for differentiation trees 1 to 4. Boxplots are
drawn only in those cases in which the algorithm attained at least a success ratio of
20/30. The success ratio is reported at the top of the plots.
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Fig. 3. Boxplot summarising the results for differentiation trees 5 to 9. Boxplots are
drawn only in those cases in which the algorithm attained at least a success ratio of
20/30. The success ratio is reported at the top of the plots.
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fact can be explained by considering that ordered BNs have typically very few
attractors, so the search has first to find networks with a sufficient number of
attractors and then to modify the attractors landscape.

Trees 4 to 7 have depth 2 and are generally more difficult to be obtained,
and the depth 3 of trees 8 and 9 are even more demanding. We first observe
that random search is much less effective than AW and VNS, if not completely
unable to find the target tree. Moreover, we note that there is no clear winner
between AW and VNS. This result is a bit surprising, as we would expect VNS
to be superior to AW; we conjecture that the cause of this behaviour has to
be found in the structure of the search landscape, which is likely to be quite
uncorrelated, which makes gradual exploration search strategies quite ineffective.
An investigation of the search landscape is subject of future work.

5 Conclusion and Future Work

The techniques presented have shown to be superior to random search and able
to robustly find BNs matching target differentiation trees with different char-
acteristics. However, this work is just the first step towards the development of
efficient techniques for the automatic design of BNs for cell differentiation. Since
the computation of the ATM is the most costly computational operation in this
process, we are trying to improve the methods so as to reduce the number of
evaluations as much as possible. This may be achieved, for example, by intro-
ducing heuristics in the choice of the local moves, with the aim of performing an
evaluation only for relevant moves. To tackle this problem, further metaheuristic
algorithms can also be used besides AW and VNS. For example, one may want
to use evolutionary computation techniques or also model-based search meth-
ods [12], which may be adapted so as to provide an estimation of the probability
of finding a solution. Moreover, the link between differentiation tree structure
and search landscape (of course depending on the objective function) has to be
investigated. In fact, information on the properties of the landscape may be used
to choose the solver most suited for a given tree. The approach presented in this
work will also enable us to identify common features among the BNs able to pro-
duce some biological plausible differentiation trees, with the aim to find generic
properties in gene regulatory networks of real organisms. In addition, following
the ensemble approach proposed by Kauffman [13] we can generate and study
different network instances and detect the properties of the ensemble that shows
statistical features that match those of real cells. The techniques we propose are
particularly suitable for this task as they perform a guided sampling in the BN
search space and they are more efficient than random search. Finally, this app-
roach may be extended by adding specific constraints motivated by biological
plausibility, such as forcing specific activation patterns among genes.

Acknowledgements. The authors thank Alex Graudenzi and Chiara Damiani for
helpful discussions and suggestions.
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Abstract. “Lead molecule” is a chemical compound deemed as a good
candidate for drug discovery. Designing a lead molecule for optimiza-
tion involves a complex phase in which researchers look for compounds
that satisfy pharmaceutical properties and can then be investigated for
drug development and clinical trials. Finding the optimal lead molecule
is a hard problem that commonly requires searching in high dimensional
and large experimental spaces. In this paper we propose to discover the
optimal lead molecule by developing an evolutionary model-based app-
roach where different classes of statistical models can achieve relevant
information. The analysis is conducted comparing two different chemi-
cal representations of molecules: the amino-boronic acid representation
and the chemical fragment representation. To deal with the high dimen-
sionality of the fragment representation we adopt the Formal Concept
Analysis and we then derive the evolutionary path on a reduced number
of fragments. This approach has been tested on a particular data set of
2500 molecules and the achieved results show the very good performance
of this strategy.

Keywords: Fragment-based lead discovery · Formal Concept Analysis ·
Evolutionary experimental design

1 Introduction

In the research field of drug discovery a key problem is the design of func-
tional molecules that affect proteins associated with diseases. This issue is usually
referred to as drug design, and the use of computer-aided methods can help in
the difficult process of the discovery and the optimization of the lead molecules,
by eliminating compounds with poor capacity to satisfy the essential properties
of a drug, such as Absorption, Distribution, Metabolism, Excretion and Toxi-
city (ADMET) and by selecting the most promising candidate solutions. This
optimization is generally an hard problem since extremely large experimental
spaces have to be analyzed. With the aim of developing a procedure able to
discover the optimal molecule, several approaches have been proposed over the
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-57711-1 9
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last few years mostly based on computational search and stochastic optimization
methods; in particular, nature-inspired algorithms such as genetic algorithms or
artificial neural networks have been quite successful in this task [1,2]. Address-
ing the optimization with an evolutionary approach, we recently developed an
experimental design where the evolution is driven by predictive statistical models
[3–5]. This model-based Evolutionary Design for Optimization (EDO) approach
leads to a drug design that is sequential, adaptive and self-organizing.

In this paper we address the problem of designing and modeling experimen-
tal data with the aim of discovering optimal molecules. In particular we study
an experimental space where molecules have a chemical fragment representa-
tion. Usually the number of fragments in molecules is extremely large (several
thousands) and this generates the problem of high dimensionality in modeling
the experimental data. To reduce the dimensionality of data, we adopt the app-
roach of Formal Concept Analysis, FCA hereafter [6–9]. FCA is a mathematical
procedure to data analysis which derives concepts of hierarchies from a collec-
tion of objects and attributes. Specifically, formal concepts are sets of objects
that share a defined subset of attributes. FCA derives these sets of objects by
building lattice nodes where each node specifies relationships among objects and
attributes.

In the drug discovery context, molecules can be considered as objects and the
fragments composing the molecules as attributes. Therefore FCA produces lat-
tice nodes which correspond to clusters of molecules sharing common fragments.
Selecting only the common fragments in the lattice nodes which represent specific
molecules for the problem under study will then reduce the high dimensionality
of the experimental space.

To evaluate the optimization procedure based on EDO design and FCA we
consider the dataset consisting of 2500 molecules reported in [1]. This dataset
represents the test set on which we can evaluate the performance of the opti-
mization procedure. The goal of the research is in fact to discover the optimal
lead molecule using a very small set of experimental points (less than 5% of the
whole experimental space).

In this paper we develop the procedure of model-based EDO approach by
estimating the following models: Lasso approach [10], Stepwise regression [11]
and Boosting regression [12].

The performance of the approach is evaluated by comparing the different
formulations of model-based EDO with the basic evolutionary procedure in the
form of genetic algorithm for optimization (GAO). The results are then compared
in terms of two different chemical structure representations of the molecules: the
amino-boronic acid composition (AiBj) and the fragment composition reduced
by FCA. The analysis shows a better performance of model-based EDO approach
with respect to GAO approach and also a better performance of fragment FCA
representation with respect to amino-boronic acid representation.

The paper is organized as follows. In Sect. 2 we provide a description of the
data analyzed in the study. Section 3 we introduce the EDO design suited for lead
molecule optimization with fragment representation and in Sect. 4 we provide the
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main results achieved in the optimization of the target of the experimentation.
In Sect. 5 we provide some conclusions.

2 Data Description

Data are concerned with a set of molecules described by a response variable,
namely pIC50 MMP12 - Activity, and a set of explanatory variables initially
in the form of amino-boronic acid compounds (AiBj) and later in the form of
fragments (with different sizes). More specifically in the first representation, we
consider a dataset of 2500 molecules described by the amino acid compound Ai

and the boronic acid compound Bj , with i, j = 1, ..., 50, as presented in [1]. This
experimental space, consisting of 2500 points with AiBj molecule representation,
is defined as Ω1.

From this dataset we derive a successive different representation of the mole-
cules by considering the fragment representation. The initial full set of fragments
describing the 2500 molecules, consists of 22272 different fragments. Starting
from this dataset we conduct FCA analysis and we achieve 4059 lattice nodes.

Each lattice node, say Ck with k = 1, . . . , 4059, is composed by the subset
of molecules AiBj that share a subset of fragments Fm ⊂ F , where F is the
full set of 22272 fragments. From FCA analysis we can identify the fragment
composition for each separate compound Ai and Bj . To achieve this result, we
identify 100 nodes of 4059, one for each possible Ai and Bj , with the following
representation

CAi = 〈{AiB1, . . . , AiB50}, {FAi}〉, with i = 1, . . . , 50
CBj = 〈{A1Bj , . . . , A50Bj}, {FBj}〉, with j = 1, . . . , 50

where FAi, FBj ⊂ F . Then taking the union of the generic FAi with FBj , we get
a new experimental space consisting of 2500 points described by 957 fragments,
where these selected fragments are those relative to each compound Ai and Bj .
With this fragment representation, each molecule of the experimental space can
be defined as

SABm = 〈{AiBj}, {FAi

⋃
FBj}〉, with i, j = 1, . . . , 50 and m = 1, . . . , 2500.

Proceeding in the analysis, we then discover the presence of linear dependences
(multicollinearity) among some fragments in the dataset: there are groups of
specific fragments that appear (or not appear) always together in the compo-
sition of the compounds. This allows us a further reduction of the dataset by
excluding the linearly dependent fragments and considering just one representa-
tive fragment. Applying this procedure we reduce the dataset from 957 to 175
fragments. This dataset Ω2 will be then used in the analysis.

Therefore with the goal of evaluating the role of different chemical represen-
tations in the optimization process, we develop the analysis on the two following
datasets:
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1. Dataset Ω1, consisting of 2500 points with AiBj molecular representation
where each point is described by 2 categorical variables with 50 levels each.

2. Dataset Ω2, consisting of 2500 points where each point has the fragment
representation of the compounds Ai and Bj achieved by FCA analysis and
multicollinearity reduction. Each point of Ω2 is then described by dummy
variables (Xdm, d = 1, . . . , 175 and m = 1, . . . , 2500), indicating the pres-
ence/absence of fragments in the particular molecule

Xdm =
{

1 if SABm is in the molecule AiBj

0 otherwise

In Fig. 1 we report the fragment representation of the whole experimental
space. In particular, in Fig. 1(a) we represent the data molecular structure when
all the 22272 original fragments are considered; whereas in Fig. 1(b) we represent
the data molecular structure when only the 175 fragments selected from FCA
are reported.

3 The Model-Based Evolutionary Design
for Optimization

Addressing high dimensional optimization problems, the Evolutionary Design
for Optimization (EDO) approach was recently proposed and successfully devel-
oped in several biochemical applications [3–5]. EDO approach selects a very small
initial set of candidate solutions, tests them and achieves a first set of experimen-
tal responses. These data are then used to estimate predictive statistical models
that yield information on the most promising candidates or hypotheses suggest-
ing new experimental tests. The process is iteratively repeated, generation after
generation, maintaining the same size in each population of experimental points
and ends when the optimum value is achieved, or the maximum total number
of experimental points is reached. The model-based design is evolutionary and
adaptive, since it can be constructed using different classes of models in each
generation depending on the data resulting from experimentation. In this paper
we focus on some classes of statistical models suited for high dimensional data
and we derive the following approaches:

– EDO-Lasso, where the statistical model is based on Least Absolute Shrinkage
and Selection Operator [10];

– EDO-Stepwise, where the statistical model is derived by estimating a forward
Stepwise regression [11];

– EDO-Boosting, where the statistical model is based on L2-Boosting regression
model [12].

Following [1], the structure of EDO design to discover the lead molecule consists
of randomly selecting an initial small population, in this study 20 molecules, and
then evaluating the response variable value of each molecule. We select as response
variable of the experimentation the molecular Activity. In this study the values of
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Fig. 1. The fragment structure of the experimental space consisting of 2500 molecules
is described in (a) with the whole set of 22272 fragments and in (b) with the selected
FCA set of 175 fragments.
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Fig. 2. The EDO approach

this response variable are achieved directly from the dataset provided by [1]. With
the goal of maximizing the Activity level, we then estimate and evaluate statistical
models and achieve the Activity predicted values on the experimental space. In
the evolutionary algorithm, the next population of experiments is then built by
selecting the 20 molecules with the best predicted response values. This new set
of candidate points is then evaluated and the process is repeated for 7 generations
to reach a total of 140 compositions. A graphical representation of EDO approach
is presented in Fig. 2.

4 The Optimization of the Activity Response Variable

We present the performance of the optimization process by developing a com-
parison of the results achieved by using the original AiBj molecular represen-
tation, i.e. Ω1, and the results achieved by FCA fragment representation Ω2.
We run 1000 Monte Carlo simulations to study the robustness of the proce-
dures with respect to changes in the initial population. The results are analyzed
and compared both with the genetic algorithm optimization (GAO) and EDO
approach constructed with the estimation of three different statistical models
previously introduced. In Table 1 we report the proportion the best Activity
value, i.e. Activity = 8, and the proportion of values in the region of optimal-
ity for the system, i.e. Activity ≥ 7.5, achieved by the procedures in 1000 runs.
With dataset Ω1, namely with the amino-boronic representation, EDO approach
shows much better performances achieving the maximum Activity value in the
83.5% of the runs with respect to the 21.5% of the GAO. Considering the region
of optimality, for Activity values grater than 7.5, both the EDO and GAO can
reach optimal performances (100% of EDO-Boosting and 99% of GAO). With
dataset Ω2, namely with the fragment representation, we notice again a better
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Table 1. Percentage of best Activity values in 1000 runs.

AiBj dataset FCA fragment dataset

Activity = 8 Activity ≥ 7.5 Activity = 8 Activity ≥ 7.5

GAO 21.5% 99.0% GAO 15.0% 86.7%

EDO-Lasso 76.4% 99.3% EDO-Lasso 84.4% 100.0%

EDO-Stepwise 63.9% 99.4% EDO-Stepwise 78.2% 99.5%

EDO-Boosting 83.5% 100.0% EDO-Boosting 82.7% 99.3%

performance of EDO approach with respect to GAO where EDO-Lasso reaches
the maximum Activity value in 84.4% of 1000 runs while the GAO reaches the
maximum Activity value just in the 15% of the runs. Also for the optimality
region, we notice the very good performance of EDO-Lasso reaching values in
the best region in the 100% of the times with respect to GAO than reaches
values in this region in 86.7% of the runs. We also notice that EDO-Lasso and
EDO-Stepwise approaches give much better performances with the fragment rep-
resentation with respect to the amino-boronic acid representation showing that
a deeper knowledge of the fragment representation can help in optimizing the
lead molecule.

In Fig. 3 we present the Monte-Carlo simulation results of the best response
values achieved with both evolutionary procedures and for both chemical rep-
resentations. In particular in this figure we compare the number of runs in
which GAO and EDO procedures achieve the best response values when devel-
oped for the AiBj dataset (Fig. 3(a)) with respect to the FCA fragment dataset
(Fig. 3(b)). We highlight the good performances of all EDO procedures in reach-
ing the global optimum in a high number of runs, especially for EDO-Lasso.

For this particular statistical model, we also report the boxplots of the 1000
runs results of the optimization procedure at each generation (Fig. 4). We notice
that the EDO-Lasso approach presents very high quartile values starting from
the second generation, and also a much smaller size of the box showing a greater
precision of the results (smaller variability) when developed for the FCA frag-
ment dataset (Fig. 4(b)) with respect to AiBj dataset (Fig. 4(a)). This represen-
tation confirms the capacity of EDO procedures to reach the optimum value (8)
from the second generation on.

Therefore, in terms of comparison between the two different molecule rep-
resentations, we can notice that the FCA chemical fragment representation can
lead to better results with respect to the AiBj amino-boronic acid representa-
tion. In this case we also notice that this representation leads to similar results
for all the EDO procedures with a much better results with respect to the GAO
procedure.
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Fig. 3. The frequency distribution of Activity experimental response values achieved
in 1000 Monte-Carlo simulations of the optimization procedures with (a) the amino-
boronic acids representation and (b) the FCA chemical fragment representation.
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Fig. 4. The boxplots of the Activity experimental values achieved in 1000 runs of
EDO-Lasso with (a) the amino-boronic acid representation and (b) the FCA chemical
fragment representation.

5 Concluding Remarks

Aim of this research was the development of efficient and effective strategies to
construct small molecules under the hypothesis that their high activity levels can
affect a particular disease state. In the experimental context, there are several
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ways to construct these molecules which involve also different chemical represen-
tations with different forms of information. Under the assumption that a deep
and more informative structure can bring new chemical information, we devel-
oped the analysis by building an evolutionary procedure to discover the highest
activity molecule and we confront two chemical representations: the combination
of selected amino-boronic acids representation and the chemical fragment rep-
resentation. Given the high dimensional structure of the fragment experimental
space, where each molecule is represented by a set of 22272 fragments, a For-
mal Concept Analysis has been developed and a smaller set of 175 fragments
has been identified. The model-based evolutionary strategy has then been con-
ducted with different statistical models and the results show that the structural
fragment representation achieved with FCA leads to a more effective optimiza-
tion with respect both to the amino-boronic acid representation and to GAO
procedures.
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collaboration in developing this research.
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Abstract. In this paper we present a methodology that can be used to
design experiments of complex systems characterized by a huge number
of variables. The strategy combines the evolutionary principles with the
information provided by statistical models tailored to the problem under
consideration. Here, we are concerned with the process of design mole-
cules, which is a quite challenging problem due to the presence of a high
number of variables with a binary structure. Recent works on cluster-
ing of binary data and variable selection in the high-dimensional setting
allow to develop an approach capable of recovering useful information
derived from the incorporation of a grouping structure into the model.

Keywords: Bayesian non-parametric clustering · Evolutionary
algorithms for optimization · High-dimensional models · Lead molecule
optimization · Penalized regression procedures

1 Introduction

In several scientific research fields, we observe an increasing number of really
imposing datasets; imposing in size, for the huge number of measurements pro-
vided by technological advances; in dimensions, for the very large number of vari-
ables that investigators wish to consider in developing their research; and in com-
plexity, for the high level of connectivity among attributes in these large dimen-
sional data spaces. The increase in the size, dimensionality and complexity of
datasets poses a challenging problem in discovering patterns and modelling struc-
tures. The development of new statistical tools proposed to analyse these data
is therefore crucial in contemporary research development. Many proposals are
available in literature with the main aim of reducing the dimensionality and select-
ing the most relevant variables for the problem under study [1,2]. In the research
field of drug discovery, we deal with very high-dimensional and complex prob-
lems. More specifically, lead molecule optimization concerns the identification
of molecules with required properties and the set of variables that affect these
c© Springer International Publishing AG 2017
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properties is extremely large. In these systems, the exploration of the experimen-
tal space entails experimentation that should to be limited since it requires high
investments of resources. The construction of efficient experimental designs can
contribute substantially to obtain valid and accurate experimental results at a
minimum cost. Several studies have focused on strategies to design experiments
inspired by evolution and the information gathered from statistical models in par-
ticular when the experimentation is conducted to search for an optimal value [3–6].
One of the great benefits of these model-based evolutionary designs is that they
are very flexible as they can be tailored to the problem under study.

In addressing the lead molecule optimization from a statistical perspective,
the task is to detect the set of relevant variables able to predict the desired
properties of molecules. Aim of this paper is to contribute to the model-based
evolutionary procedure by reducing the dimensionality of the experimental space
while achieving the essential informative elements affecting the response of the
experiments. The proposed strategy hinges on the idea of reducing the dimen-
sionality by firstly grouping fragments into non-overlapping clusters, selecting
the most relevant predictors affecting the response variable, and finally integrat-
ing the achieved information in the modelling phase. The information collected
from the clustering and modelling phases will be then integrated into the evolu-
tionary rules. Clustering of fragments is performed by Bayesian non-parametric
strategies which are flexible and computationally efficient tools. For our purposes
we focus on the proposal of [7], which is a Bayesian non-parametric clustering
approach developed for binary high-dimensional data. The approach assumes
that the distribution of clusters arises from a Dirichlet process and variables are
generated by a mixture of Bernoulli distributions whose parameters follow a Beta
distribution. The methodology allows the Beta distribution associated to each
variable to have its own set of parameters that can be updated from data. Fur-
thermore, the approach, in analogy with Bayesian clustering approaches, and
in contrast to routinely used clustering methods, dispenses the user from the
choice of the number of clusters in advance. The selection of the most relevant
explanatory clusters and variables affecting the response of the experimenta-
tion is obtained by using a penalized regression procedure. These procedures
are suited for handling high-dimensional data and can be tailored to the sub-
ject under consideration. In particular, we focus on the proposal of [8], which
is capable of identifying relevant variables by exploiting the grouping structure
achieved in the clustering phase.

The good performance of the novel procedure will be shown in its capacity
to uncover the optimum value using a very limited set of experimental points,
avoiding unnecessary experimentation.

The structure of the paper is as follows. In Sect. 2, we describe the drug
discovery process and the key ideas of the proposed design. In Sect. 3, we briefly
introduce the Bayesian non-parametric approach for clustering binary data and
penalized regression procedures. In Sect. 4, we present the results achieved by
the proposed procedure for the lead molecule optimization. Some concluding
remarks are given in Sect. 5.
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2 Designing Molecular Systems

The drug discovery process is concerned with the design of small molecules capa-
ble to inhibit or activate a protein function that can influence a certain disease.
Traditionally, the most promising candidates, known as the lead molecules, are
identified by screening large libraries composed of millions of small molecules [5].
The search of all possible molecules with the desired biological activity entails a
challenging problem which depends on the molecular structure complexity. The
search concerns in fact the exploration of a very large experimental space where
each point is high-dimensional requiring high investment of resources and time
to reach the desired target. Specifically, the lead molecule optimization problem
motivating this work emerges from the work of [5] subsequently analyzed by [4],
where the goal of the experimentation is to explore a complex experimental space
by testing only a small set of points. The experimental space consists of 2500
molecules which are characterized by a set of 22272 fragments. Each fragment is
coded as a binary variable representing the presence/absence of the fragment in
the molecule. The response of the system is a quantitative variable, which mea-
sures the biological activity of the molecule. The challenging optimization task
concerns the identification of the lead molecules with very high response values
by testing only 140 molecules, i.e. 5.6% of the possible experimental points.

2.1 The Model-Based Evolutionary Design for Optimization

There are numerous examples in the drug discovery literature demonstrating that
evolutionary algorithms are useful methods to obtain efficient designs; see for
instance [9] and references therein. In this work, we consider the design strategy
proposed by [3,4,6] which is developed according to the evolutionary paradigm.
The procedure incorporates both the ability of the evolutionary approach to
explore the whole experimental space with the capacity of statistical models to
identify information driving the optimization. In building the evolutionary design
for optimisation, namely EDO-design, a first initial population of experimental
points is randomly selected from the whole experimental space. This initial set
of experimental points is then synthesized in laboratory to provide the biological
activity values representing the response of the experimentation. The data are
then processed by estimating statistical predictive models and the information
gathered from models is then incorporated into the evolutionary rules in order to
select the next small set of candidate points. The process is repeated generation
after generation until a total amount of 140 experimental points is reached.

In EDO-design a key role is assigned to the statistical model used for predic-
tions: when the number of predictor variables is much larger than the number of
observations (the statistical challenging task known as p � n) the estimated mod-
els could be unreliable and not robust in prediction. In this work we present a
clustering-based strategy which will be embedded in a penalized regression pro-
cedure able to accomplish subset selection in a stable and computationally effi-
cient fashion. Penalized regression procedures are in fact successfully introduced
in recent literature especially in genomic and medicine; see for instance [10–12].
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3 Statistical Models for Prediction

We consider the linear regression model with p predictors (or covariates)
X1, . . . , Xp

y = Xβ + ε

where X = (X1, . . . , Xp) is an n × p design matrix, n is the number of obser-
vations, y = (y1, . . . , yn)T is the vector containing the n observations of the
response variable, ε = (ε1, . . . , εn)T is the error vector and β = (β1, . . . , βp) is
the regression vector of p parameters. The regression vector β is unknown and
must be estimated from the data. It is known that when the number of covari-
ates (dimension of the system) considerably exceeds the number of observations
(p � n), the estimation of β poses challenging methodological problems. Many
methods have been proposed to address this issue and in the two last decades
statistical literature has posed particularly attention to penalized regression pro-
cedures [1,8,13,14]. Under the sparsity assumption according to which only a
limited number of predictors can affect the response variable, these procedures
are able to select the most relevant predictors and simultaneously estimate the
regression parameters of the model. Recently, there has been some works which
hinge on the idea of simultaneously clustering the predictors and selecting the
most informative ones within these clusters by using penalized regression pro-
cedures; see for example [15] and references therein. Many of these efforts have
been motivated by the need to improve on modelling and prediction capabilities
of linear models [12].

Motivated by the aforementioned results, we develop a strategy to improve
the drug discovery process by reducing the dimensionality and by selecting the
most relevant predictors for the problem under study. The proposed strategy
consists of three steps. In the first step, we group the predictors into non-
overlapping clusters (or groups) using a Bayesian non-parametric approach suit-
able for binary data [7]; in the second step, we select the most relevant clusters
and predictors by using a penalized regression procedure in which the infor-
mation obtained in the clustering phase is embedded; finally, we integrate the
clustering and modelling steps in EDO-design to optimize the response of the
drug discovery system. In the following we introduce the most important statis-
tical features which characterize our strategy: the Bayesian non-parametric app-
roach for clustering binary data and the penalized regression procedures. The
approach that we proposed will be called Cluster-based Evolutionary Design for
Optimization, namely Clu-EDO.

3.1 The Bayesian Non-parametric Approach for Clustering Binary
Data

In this work we focus on the Bayesian non-parametric approach for cluster-
ing binary data recently proposed by [7]. Bayesian non-parametric methods are
proved to be highly flexible and very efficient in dealing with the complexity
of the data. Moreover, they are suited for problems where sparse structures are
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present and when the number of observations is smaller than the number of
covariates. The Bayesian non-parametric approach for clustering binary data
presents many benefits over classical clustering algorithms, the most notable of
which is the ability to infer the number of clusters from data. The algorithm
proposed by [7] is build on the idea of grouping together variables which have
a similar function or form a similar pattern. Specifically, assume that xij repre-
sents the presence/absence of the j-th fragment (the j-th predictor Xj) in the
i-th molecule, i.e. xij = 1 if Xj is present in the i-th molecule and xij = 0
otherwise, for i = 1, . . . , n and j = 1, . . . , p. Let cj denote a latent cluster label
for Xj , with cj = k if Xj is allocated to the k-th cluster, k = 1, . . . ,K. Here,
K denotes the unknown number of non-overlapping clusters with K � p. The
objective of the clustering approach is to associate to each Xj a unique label
cj with j = 1, . . . , p. The approach assumes that the data xij are indepen-
dent draws from a mixture of infinite Bernoulli distributions whose parameters
pjk are distributed according to a Beta distribution with parameters (ajk, bjk).
These parameters represent the prior knowledge about the presence of Xj in the
k−th cluster. According to [7], we assume that ajk = 1, while bjk is empirically
estimated as bjk = n/

∑n
i=1 xij .

The Bayesian non-parametric specification is completed by assuming that
the probability that the fragment j is allocated into cluster k is Πk, i.e.

P (cj = k) = Πk, with
K∑

k=1

Πk = 1.

The random variables Π1, . . . , ΠK have a Dirichlet distribution with parameters
α and K. The parameter α identifies the concentration parameter of the Dirichlet
distribution and controls the number of clusters: larger values of α will tend to
lead to many clusters. According to [7], this parameter has been fixed to 1.1 in
order to avoid fragmentation of data into many small clusters.

Then a simulated annealing procedure is used to obtain an optimal estimate
of cluster labels {cj |j = 1, . . . , p} and the posterior distribution of the parame-
ters. In the simulated annealing, we use the same initial parameters (temperature
and cooling factor) as in [7], while the number of iterations has been set to 50.
The Bayesian non-parametric algorithm was performed by setting the maximum
number of clusters K to 150.

3.2 Penalized Regression Procedures

Penalized regression procedures, also known as regularized regression methods,
are frequently used in high-dimensional problems as they are able to estimate
reliable models also when the number of predictors is much larger than the
number of observations. According to these procedures, the vector of regression
coefficients β is estimated by minimizing an objective function Q(·) composed
by a loss function L(·) and a penalty function P (·):

Q(β) = L(β|y,X) + P (β|λ).



Reducing Dimensionality in Molecular Systems 119

The loss L(·) measures the discrepancy between the response variable and its
prediction. We focus on the least square loss function, namely

L(β|y,X) =
1
2n

(y − Xβ)T (y − Xβ).

The penalty function P (·) encourages sparsity and avoids over-fitting in high-
dimensional dataset. The parameter λ is a trade-off between the loss and the
penalty. The choice of the parameter λ could be addressed by considering the
literature about cross-validation or information criteria such as the Akaike infor-
mation criterion and the Bayesian information criterion. Various penalties have
been proposed in the literature, for a recent review see [8]. Among them, we
mention the least absolute shrinkage selection operator (lasso) proposed by [13]
which is based on the penalty P (β|λ) = λ

∑p
j=1 |βj |. The lasso is widely used

in the context of high-dimensional models for variable selection (or dimension
reduction). The choice of the penalty function should be tailored to the sub-
ject under consideration. For instance in high-dimensional regression settings,
choices relating to cluster structures of predictors can be useful for reducing
the dimensionality of the system [8]. The information contained in the cluster
structure can in fact be exploited in the regression analysis in order to enhance
the prediction capacities of models. In these cases, the penalty should provide
insight into which are the most informative clusters as well as which are the most
relevant variables affecting the response variable within these clusters [10,12].
Specifically, let suppose that the p predictors can be naturally divided into K
non-overlapping clusters. The linear regression model can be written as

y =
K∑

k=1

X̃kβ̃k + ε,

where X̃ k is the n×dk design matrix formed by the dk predictors belonging to the
k-th cluster, β̃k = (βk1, . . . , βkdk

) ∈ IRdk is the vector of regression coefficients of
the k-th cluster and ε is the error vector.

In this paper we adopt the composite minimax concave penalty whose expres-
sion is [8]

P (β|λ) =
K∑

k=1

ρλ,γO

⎛

⎝
dk∑

j=1

ρλ,γI
(|βkj |)

⎞

⎠

where ρλ,γO
and ρλ,γI

are the outer and inner penalties, respectively, able to
identify relevant variables by exploiting the information contained in the cluster
structure. The parameters γO and γI are tuning parameters with γO = dkγIλ/2.
For the choice of these parameters we refer to [8] and references therein. The
penalty ρ is defined as in [14] and assumes the following form

ρλ,γ(β) =

{
βλ − β2

2γ if β ≤ γλ,
1
2γλ2 if β > γλ,

with γ > 0.
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4 Lead Molecule Optimization

In this section we present the results achieved by Clu-EDO in designing and
optimizing lead molecules. We build the procedure using a data set presented
and analysed in [4,5]. These data have been used by the authors as a test envi-
ronment to assess the effectiveness and the efficiency of new designs for lead
optimisation. The data concern a library of 2500 molecules, identified by their
chemical compositions (reagents) and experimental response (activity). These
data represent the whole experimental space. Unlike the original dataset, the
data we are dealing with are described by 22272 binary variables representing
the presence or the absence of a particular molecular fragment. The response
variable measures the biological activity of the reaction product. The aim of the
analysis is to find the reaction whose product maximises the molecular activ-
ity. Results are analysed and compared to Lasso-EDO, the evolutionary design
for optimization procedure based on the classical lasso procedure. Lasso-EDO
belongs to the class of EDO-designs where the statistical model used for pre-
dictions is the lasso regression proposed by [13]. In this regression model the
predictor variables are not grouped in clusters and the approach selects the most
important predictors affecting the response variable without taking advantages
of the grouping structure.

4.1 Estimation of Clusters and Penalized Regression Model

A preliminary analysis has shown linear dependencies among the predictors
(fragments) of the dataset. A first reduction of dimensionality has been there-
fore achieved by detecting sets of linear dependent fragments and by considering
just one representative fragment for each set. With this first analysis, we reduce
the total amount of fragments to 4059. It is worth noting that in this research
the dimension of the system p is 4059 while the number of observations n is at
most 140. We therefore build Clu-EDO by firstly clustering the 4059 fragments
into non-overlapping groups and then using the achieved cluster structure in the
regression analysis.

The Bayesian non-parametric approach provides a solution with 85 clusters
with a number of fragments inside each cluster varying between 1 and 232.
The procedure is able to identify 2 singletons (i.e. clusters composed by only
one fragment) as well as 6 big clusters containing more than one hundred of
fragments each. The box-plot of the number of fragments in each cluster, i.e.
cluster dimensionality, is displayed in Fig. 1. We notice that the 6 big clusters,
which can be regarded as outliers, are identified by stars in Fig. 1.

A representation useful to evaluate the relation of the cluster fragment com-
position in terms of the biological activity of molecules is presented in Fig. 2.
On the x-axis are reported all the 2500 molecules and on the y-axis the cluster
identifications (cluster id); from left to right, molecules are displayed according
to decreasing levels of activity. If one focuses on a specific row, i.e. on a par-
ticular cluster, it is possible to obtain information about which molecules have
fragments included in the cluster. The rationale of the plot is to detect if some
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Fig. 1. The box-plot of the cluster dimensionality

Fig. 2. Representation of the relation among fragments (blue dots), clusters (y-axis),
and molecules (x-axis). Red, orange, yellow, beige and white regions identify molecules
whose levels of activity are respectively 8 and in the intervals [7.5; 8), [6.5; 7.5), [5; 6.5),
and [0; 5). (Color figure online)

clusters contain fragments that are mostly present in high activity level mole-
cules. The size of the whole search space, i.e. 2500 molecules, makes it difficult
to gather information from this plot. In Fig. 3 we focus only on the 24 (out of
2500) high-activity-level molecules, i.e. those molecules whose levels of activ-
ity are greater than 7.5. From this representation, it can be inferred that some
clusters are empty or almost empty, revealing that the fragments belonging to
those clusters do not characterize molecules with high activity. The 85 cluster
structure is then used in the penalized regression analysis for selecting the most
informative predictors related to the biological activity of the molecules.

4.2 Optimisation Results

We develop Clu-EDO by embedding in EDO procedure the statistical informa-
tion obtained in the previous clustering and modelling steps. Each population
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Fig. 3. Representation of the relation among fragments (blue dots), clusters (y-axis),
and high-activity-level molecules (x-axis). Red and orange regions identify molecules
whose levels of activity are 8 and in the interval [7.5; 8), respectively. (Color figure
online)

of the evolutionary procedure is composed by 20 experimental points evolving
across 7 generations, so that a total number of 140 molecules have been tested.
In order to study the robustness of Clu-EDO with respect to changes in the ini-
tial population, we perform 1000 Monte Carlo simulations and we compare the
results with Lasso-EDO built from the same initial populations. From Table 1
and the left panel of Fig. 4 we can notice that Clu-EDO is able to find the global
optimum in 75% of the simulations, whereas the Lasso-EDO just in the 58% of
the simulations. Similar results are also obtained by estimating the distribution
of the best results with a non-parametric technique based on kernel estimators;
see the right panel of Fig. 4. This figure shows that Clu-EDO (blue line) has
a higher concentration of values around the 8 value. The comparison in per-
formance between the two methods can also be made by considering a region
of optimality (biological activity values greater than 7.5) instead of the single
optimal value. Both approaches exhibit good performances as shown in Table 1.
Comparisons between the two methods can also be made with respect to the evo-
lution across generations. The evolution of the distribution of the activity values
achieved in each generation is shown in Fig. 5. It should be pointed out that
the global optimum value of the experimentation is indicated by the red dashed
line. From this representation, we can notice that for Clu-EDO the response
value is increasing in each generation and it is very close to the optimal solution.
Moreover, the quartiles of the distribution improve generation after generation
whereas for Lasso-EDO the median of the distribution of the best response value
maintains the same value after the third generation. It is noteworthy that both
approaches reach the optimal solution in almost one run for all the seven gen-
erations. These comparisons exhibit the very good performance of Clu-EDO in
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Fig. 4. Left panel: the histogram of the best activity values achieved in 1000 runs by
the Lasso-EDO (red) and the Clu-EDO (blue). Right panel: the kernel estimate of the
distribution of the best activity values achieved in 1000 runs by the Lasso-EDO (red)
and the Clu-EDO (blue). (Color figure online)

Table 1. The number of runs out of 1000 in which the high-level activity values are
achieved.

Design Activity ≥ 7.5 Activity = 8

Lasso-EDO 995 582

Clu-EDO 981 745

Fig. 5. Box-plot of the biological activity values through generations achieved in 1000
runs by the Lasso-EDO (left) and the Clu-EDO (right).

reducing the dimensionality of the system without any loss of information in
fragment representation. Moreover, this reduction improves the capacity of the
model to provide good predictive results and guide the evolution toward the
optimum of the experimentation.
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5 Concluding Remarks

The complexity in real phenomena, such as in drug discovery process, introduces
a rise of interest in the research of new methodologies to analyse high-dimensional
data characterized by a complex structure. In this paper we proposed a novel pro-
cedure to design experiments and modelling complex systems which integrates
three strategies. The first strategy is the construction of clusters of predictors
under the rationale that they have the same function or form similar patterns.
The second strategy entails the selection of important predictors by exploiting
the information obtained in the clustering phase. The last strategy is based on
the evolutionary principles and the insight gained from the previous steps. Our
findings suggest that combining evolutionary principles with the integration of a
cluster structure in the statistical models is a promising approach to handle high-
dimensional systems. We point out that the method could be easily adapted to
handle experiments with a large number of continuous predictors. Further works
will be devoted to investigate and compare other clustering alternatives.

Acknowledgements. The authors would like to acknowledge Professor Philip J.
Brown and the GlaxoSmithKline Medicines Research Centre (UK) for the very fruitful
collaboration in developing this research.
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Abstract. The intratumor heterogeneity has been recognized to char-
acterize cancer cells impairing the efficacy of cancer treatments. We here
propose an extension of constraint-based modeling approach in order to
simulate metabolism of cell populations with the aim to provide a more
complete characterization of these systems, especially focusing on the
relationships among their components. We tested our methodology by
using a toy-model and taking into account the main metabolic pathways
involved in cancer metabolic rewiring. This toy-model is used as “individ-
ual” to construct a “population model” characterized by multiple inter-
acting individuals, all having the same topology and stoichiometry, and
sharing the same nutrients supply. We observed that, in our population,
cancer cells cooperate with each other to reach a common objective, but
without necessarily having the same metabolic traits. We also noticed
that the heterogeneity emerging from the population model is due to
the mismatch between the objective of the individual members and the
objective of the entire population.

1 Introduction

A reprogramming of cellular energy metabolism has recently been included
within the hallmarks [10] of cancer. An overall rewiring of metabolism is indeed
fundamental to most effectively support the uncontrolled and enhanced growth
characterizing all tumor cells.

An attention on the single molecules that are responsible for cancer onset
fails to handle the non-linearity and complexity of cancer metabolic rewiring [3].
For this reason, metabolomics aims at concurrently identifying and quantifying
the full set of metabolites that are present within a given cell or tissue type at
a given time, thus providing a snapshot of the cell phenotype [4,11].
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As a matter of fact, information and knowledge can be extracted from these
large collections of data only by rationalizing and integrating them into computa-
tional predictive models. In this regard, constraint-based modeling has been by far
the most applied technique to the study of metabolism. It indeed represents the
best compromise between the purely qualitative information provided by graph-
theory based topological models and the mechanistic details provided by kinetic
modeling, which is currently impracticable for networks on a genome-scale. In par-
ticular, Flux Balance Analysis (FBA) – which exploits Linear Programming to
identify the distribution of the metabolic flux that optimizes a metabolic objec-
tive – has extensively been applied to cancer research, as maximization of growth
rate may accurately describe the objective driving cancer evolution [1,2,8]. Clas-
sic FBA is limited to the simulation of a single (or average) cell that is represen-
tative of the metabolism of the entire population this cell belongs to. This is a
major drawback if we consider that a cell population is not necessarily homo-
geneous and various metabolic phenotypes may be generated. In fact, the het-
erogeneity characterizing cancer disease is not limited to the one existing among
individual tumor types, but multiple sources of intratumor heterogeneity lead-
ing phenotypic differences among cells belonging to the same population exist.
Unfortunately, many anti-cancer treatments are not able to deal with intratu-
mor heterogeneity, drastically reducing their efficacy [9,14]. As a consequence,
single-cell metabolomics techniques are currently under development as a promis-
ing strategy to unravel metabolic heterogeneity among cells belonging to the same
tumor, which metabolomics hides as a result of average measurements of popula-
tion behavior, by investigating singularly the role of distinct cell types within a
given population. However, these kind of experiments are still at an early stage
and numerous technical limitations remain to be solved [20].

To address the issue, we propose here an extension of constraint-based mod-
eling to study metabolism of cell populations in order to provide a more complete
characterization of these systems and to investigate relationships among their
components. We assume that the heterogeneity emerging from a given cell pop-
ulation is due to the fact that the objectives of the individual members do not
correspond to the objective of the entire population. As a proof of principle,
we test our methodology with a toy-model of cancer metabolism that has been
reconstructed based on the current knowledge on the metabolic pathways most
involved in cancer metabolic rewiring.

2 Flux Balance Analysis and Flux Variability Analysis

Flux Balance Analysis allows to calculate the optimal flux distribution, which is
the rate at which each of the R reactions of a network occurs at steady state.

By relying on a steady state assumption, according to which concentration
of each of the M metabolites belonging to the network remains constant over
time, FBA does not require any knowledge on enzymatic kinetic or metabolite
concentrations. The application of further constraints on the system is used to
reduce the number of putative flux distributions defining an allowable solution
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space in which any flux distribution may be equally acquired by the network.
The optimization (maximization or minimization) of a specific objective function
(e.g. maximization of adenosine triphosphate (ATP) or biomass production, min-
imization of nutrients utilization) allows to narrow the set of feasible solutions
and to identify a single optimal flux distribution.

Given a M ×R stoichiometric matrix S, whose element si,j takes value −αji

if the species Si is a reactant of reaction j, +αji if species Si is a product of
reaction Rj and 0 otherwise - where −αji is the stoichiometric coefficient of
reactant/product i in reaction j - the problem is postulated as a general Linear
Programming formulation:

maximize or minimize Z =
R∑

i=1

wivi

subject to Sv = 0, vmin ≤ v ≤ vmax.

(1)

where wi is the objective coefficient for flux vi in vector v; whereas the vectors
vmin and vmax specify, respectively, the lower and upper boundaries of the
admitted interval of each flux vi. A negative value vi conventionally indicates
flux trough the backward reaction. To achieve mass balance in an open system,
exchange of a given nutrient A with the environment is defined by unbalanced
reactions in the form of A <=> ∅. For a more comprehensive description of
FBA, the reader is referred to [15].

Frequently, although FBA only returns a single flux distribution, the con-
straints imposed on the system under investigation do not allow to obtain a
unique solution, but may confine the solution space to a feasible set of alter-
native optimal flux distributions in which the same optimal flux value of the
objective function may be reached through different but equally possible ways.
In this context, Flux Variability Analysis (FVA) [12] returns the range of flux
variability of each reaction, i.e. the allowable minimum and the maximum fluxes
by each reaction, but it does not identify all the alternative optimal solutions.
This task can be performed by exploiting recursive mixed integer linear pro-
gramming (MILP) optimization, as proposed in [16].

3 A Proposal for Using the Constraint-Based Approach
to Model Cell Populations

Metabolic networks reconstructed starting from genome annotation are today
available for different organism, spanning from micro-organisms [7] to human
metabolism. These networks may encompass virtually all reactions that can be
catalyzed by the enzymes encoded by a given genome, or only a portion of them
[17]. In order to fill the existing gap between the understanding of single cells
function (represented by a single metabolic network) within a given tissue and
their role when they are interacting with each other within a population, we
propose to replicate N copies of the reference metabolic network with univocal
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names for metabolites and reactions, so to obtain a (M · N) × (R · N) stoichio-
metric matrix. For the exchange of intracellular nutrients with the environment
(the extracellular matrix) of each of the N networks, the unbalanced reactions
Ai <=> ∅ are replaced by reactions in the form Ai <=> Amedium where Ai

refers to metabolite A in network i, whereas Amedium refers to metabolite A in
the extracellular matrix, to mimic the fact that cells in the population share the
same resources. To achieve mass balance of the population model as an open
system, a set of E exchange unbalanced reactions for metabolites within the
extracellular matrix must be included. Note that the set of metabolites that the
cells exchange with the extracellular matrix and the set of metabolites that the
cell population share with the external environment do not necessarily coincide.
A schematic representation of the population model is provided in Fig. 1. Once
the (M ·N)× (R ·N +E) stoichiometric matrix and the vector of objective coef-
ficients are obtained for the population model, standard FBA can be applied to
obtain the distribution of flux across the N cells that maximize the population
objective. For this purpose, a Python algorithm was implemented to automati-
cally replicate a number of times any constraint-based model and generate the
above defined population model. The resulting model is then exported to the
Systems Biology Markup Language (SBML) format in order to be made suit-
able for simulation by any software that allows to perform linear programming
optimization (e.g., COBRApy package [6], COBRA Toolbox [18]).

4 Results

As a proof of concept of our methodology, we constructed a generic and non-
compartmentalized toy-model, that we refer to as “single entity core model”,
based on the current knowledge on the metabolic pathways most involved in
cancer metabolic rewiring. This model consists of 45 reactions and 40 metabo-
lites and includes the following metabolic pathways: glycolysis, production and
consumption of lactate, tricarboxylic acid cycle (TCA cycle), oxidative phos-
phorylation (OXPHOS), pentose phosphate pathway (PPP), palmitate synthe-
sis and beta-oxidation of fatty acids. Uptake reactions for the nutrients glucose
and oxygen have been added as constraint to the model for defining the cell
medium composition, and the maximization of the ATP yield has been chosen
as objective function of the system, as we are focused on the reprogramming of
energy metabolism of cancer cells.

We used this toy-model as building block for constructing the “population
model” characterized by the interaction among individual components, all hav-
ing the same stoichiometry and sharing the same glucose and oxygen supply.
As for the single entity model, we chose the maximization of the overall ATP
production as objective function of the whole system. We therefore investigated
the potentialities of the constraint-based approach in the simulation of both the
single entity and the population models in order to understand if this approach
is able to highlight some differences between the two models in terms of their
resulting flux distributions. The two models under investigation have the same
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Fig. 1. Schematic representation of the population model. A single entity model is
used as building block and replicated N times to obtain a network of metabolic net-
works. All the members belonging to the population model have the same topology and
stoichiometry, share the same nutrients (in our case, glucose and oxygen) supply, and
have the same reactions to exchange some metabolites with other components of the
population (within a compartment referred to as “Extracellular matrix”), or with the
external environment (referred to as “Extracellular environment”). Abbreviations: Glc,
glucose; Lact, lactate; PRPP, phosphoribosyl pyrophosphate; Palm, palmitate; ATP,
adenosine triphoshate, O2, oxygen.

objective function, equal exchange (sink and demand) reactions and the same
boundaries on nutrients uptake.

We applied FBA to obtain the ATP production yield – computed as the ratio
between the objective function flux value and the number of entities included
in the model – as a function of the simulated number of entities, including the
classic case of one single entity. We observed that the objective function flux
value of the population model increases proportionally with the increase in the
number of its components (Fig. 2). The computed yield is, therefore, constant
and is not affected by the number of entities. This outcome confirms that FBA
on individual metabolic networks well approximates the average cell of an opti-
mal population. In fact, the net flux distribution of the different cells perfectly
mirrors the flux distribution obtained as a solution of the single FBA model
(Fig. 3, panel A). However, the population model allows to investigate the tumor
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Fig. 2. Variation of objective function flux value of the population model according
to the increasing in the number of its components. The plot shows how the objective
function flux value of the population model (“OF flux”) increases proportionally with
the increase in the number of its members (“Cell Number”).

population at a different level, elucidating the ways in which the average behav-
ior can be achieved, how the individual cells may differ in their metabolism, and
how different subpopulations of cells may interact with each other to attain the
common goal.

4.1 Metabolic Heterogeneity Within Population Models

We shifted the focus toward a more in-depth study of how the flux distribution
identified in the single entity model distributes among multiple cells within the
population model. We wanted to understand whether FBA approach could high-
light the heterogeneity factor that we know to be a long-established knowledge
of cancer populations, or, in alternative, if the different components belonging
to the system just share out the common good. In other words, we tested if a
cooperative behavior could arise within cancer population or if all tumor cells
behave the same way for achieving the common goal, which is an enhanced and
uncontrolled growth and proliferation. In this regard, we used the toy-model to
generate a population model consisting of 10 components, which are assumed to
be single cells that are representative of the metabolism of distinct subpopula-
tions this cells belong to, all having the same topology and stoichiometry, and
sharing the same glucose and oxygen supply. We performed FBA simulations
on this system maximizing its overall ATP production and then we exploited
FVA analysis in order to explore the variability range of the system across the
alternative ways for obtaining the same objective function flux value.

Given the same maximum amount of glucose and oxygen to the system, the
reached steady state is characterized by a particular ratio between glucose and
oxygen uptake flux value of 1:6, which is known to be the correct ratio so that
one glucose molecule is completely oxidize by oxygen. We observed that glucose
uptake flux value is adjusted based on the quantity of oxygen that is available in
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Fig. 3. Results obtained from the execution of Flux Balance Analysis on the single
entity model and on the population model, by giving in both cases the same maximum
amount of nutrients (glucose and oxygen). Panel A, Heatmap showing the flux values
for the reactions of both the single entity and the population models. The column
SngCell contains the flux values of the internal reactions belonging to the single entity
model, the column Cell1 contains the flux values of the internal reactions of the first
identified subpopulation of the population model, the column Cell2 contains the flux
values of the internal reactions of the second identified subpopulation of the population
model, the column Net contains the net flux values of the internal reactions of the
two different subpopulations, whereas the column Ext contains the flux values for the
exchange reactions of both the models. The color of each cell is proportional to the flux
value of the corresponding reaction according to the gray chromatic scale on the right-
hand side of each heatmap. Panel B, Bar plot showing the flux values for the objective
function (referred to as “OF”) and lactate production (referred to as “LDH”) reactions
in both the single entity and population models. Columns “Cell1” and “Cell2” refer to
the two subpopulations of the population model.
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Fig. 4. Results obtained from the execution of Flux Balance Analysis on the single
entity model and on the population model after a perturbation of the glucose/oxygen
ratio. In all the heatmaps the color of each cell is proportional to the flux value of
the corresponding reaction according to the gray chromatic scale on the right-hand
side of each heatmap. Panel A, Heatmap showing the flux values for the reactions of
the single entity model. The column SngCell contains the flux values of the internal
reactions, whereas the column Ext contains the flux values of the exchange reactions.
Panels B-C-D, Heatmaps showing the three alternative and equally optimal flux distri-
butions identified in the population model. The column Cell1 contains the flux values
of the internal reactions of the first identified subpopulation, the column Cell2 con-
tains the flux values of the internal reactions of the second identified subpopulation,
whereas the column Ext contains the flux values for the exchange reactions of the
model. Panel E, Bar plot showing the flux values for the objective function (referred to
as “OF”) and lactate production (referred to as “LDH”) reactions in both the single
entity and population models. The graph shows that following the maximization of
ATP production, a heterogeneity at objective function flux value level emerged in the
population model between the two subpopulations of each of the three identified alter-
native optimal populations (columns “Cell1 P1” and “Cell2 P1”, columns “Cell1 P2”
and “Cell2 P2”, columns “Cell1 P3” and “Cell2 P3”). The bar plot also shows, in all
cases, that between the two interacting subpopulations of each population, the one
that is responsible for the secretion of lactate in the medium produces ATP at a lower
rate compared to the subpopulation in which lactate is consumed.
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the medium, and that all the entities constituting the population under investi-
gation seek to maximize the common good for satisfying the common aim. This
aspect, showed by the analysis of the flux distribution of the population model,
emerged together with the observation that maximization of the ATP production
by the population model is obtained following the interaction between two dis-
tinct subpopulations which show a very different ATP production rate and differ
in their energy generating pathways (Fig. 3). The first subpopulation, which cor-
responds to the hypoxic cancer cells, is composed by glucose-dependent cells that
convert glucose into lactate that is then secreted in the medium; the second sub-
population, which corresponds to the better-oxygenated cancer cells, imports the
lactate produced by the first subpopulation by using it as energy source instead
of glucose, and is characterized by an active TCA cycle and respiratory chain.
The flux distribution analysis showed that these two subpopulations do not con-
tribute in an independent manner to the achievement of the common goal, but
they cooperate with each other deriving mutual benefit from this interaction.

With changing environmental conditions as in Fig. 4, by perturbing the glu-
cose to oxygen ratio and forcing the system towards more tumoral environmental
conditions (i.e. constraining glucose uptake reaction flux to a higher level than
that we found previously), the system reached different steady states having in
common the fact that an increasing glucose uptake corresponds to a lowering of
the objective function value. This happens because both there is not enough oxy-
gen to completely oxidize glucose, and the individual can produce lactate whereas
the entire population is not able. In addition to this result, we constantly noticed
that, among the interacting subpopulations within the system, those that are
responsible for the secretion of lactate in the medium, also produce ATP at a
lower rate compared to the subpopulations in which lactate is consumed (Fig. 4,
panel E). The analysis of flux variability, through FVA, showed that there is not
just one single possible way by which different components belonging to the pop-
ulation model can interact with each other. On the contrary, for the purpose of
maximizing the chosen objective function, three different scenarios (Fig. 4, pan-
els B, C and D), which represent alternative optimal solutions, emerged. This
outcome strengthens the importance of the heterogeneity factor within cancer
populations as a strategy developed for evolutionary reasons in order to resist
to anti-tumor treatments.

5 Conclusions

To investigate heterogeneity within cellular populations and as a complemen-
tary approach to either single cell or standard metabolomics, we investigated
the potentialities of a population model that is characterized by multiple inter-
acting components, all having the same topology and stoichiometry, and shar-
ing the same nutrients supply. These two elements were necessary for develop-
ing a methodology that allows to identify within a population model which
are the best strategies able to promote cancer population growth and how
many distinct subpopulations, characterized by different types of metabolism,
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interact with each other within the same tumor population. The advantage of
performing FBA simulations on a population model compared to that on single
entity model is the possibility of identifying distinct subpopulations having dif-
ferent phenotypes, but coexisting within the same system, and the possibility of
better understanding the heterogeneity degree within a cancer population.

Through our approach, we came to the conclusion that the entire cancer pop-
ulation can be represented, at a first level, through a single entity model which
provides a snapshot of the average behavior of the cell population, and at a sec-
ond level, through a “network of metabolic networks”, each of them representing
the individual subpopulations. Indeed, just knowing the average behavior results
in a limited outlook because the heterogeneity that might emerge within cancer
population is not considered. Exploiting FBA method on a network consisting
of multiple interacting components allowed us to observe that cancer cells coop-
erate with each other to reach a specific objective, and that they do not need
to have the same metabolism type in order to reach the optimal value of objec-
tive function. Through our methodology we explored another level of complexity
owned by cancer disease: the objective of the system does not correspond to the
objectives of the individual entities since different subpopulations have different
role within tumor tissue.

Since rewiring of energy-generating pathways and enhanced growth are
closely related, the results here obtained following the ATP production maxi-
mization, may be generalized to the case of maximization of biomass production
in cancer population. Accordingly, we can say that also the main metabolic trait
that unifies all cancer cells (i.e., an uncontrolled and enhanced proliferation), is
not the common objective for all individual cells belonging to the system. As
stated by the cancer stem cell theory, the tumor growth is not driven by all cells
belonging to the cancer population, but it is mainly sustained by only a specific
portion of the tumor that consists in the so-called cancer stem cells [13,19].

Further analyses on more complex metabolic models will be performed to
further validate our methodology and to investigate whether the observation
that, among interacting subpopulations of a population model, those that are
responsible for lactate consumption produce biomass at an higher level, holds
even for more biologically grounded and comprehensive metabolic models. In
principle, our modeling approach may be applied to genome-scale models. FBA
is indeed computationally efficient even for very large networks, while the FVA
computation can be sped up by parallel implementations. For example, the com-
putation time to perform FVA on a model consisting of 2593 reactions and 2414
metabolites, by means of the COBRA Toolbox parallelized FVA function [18], is
27.34 s (Laptop Windows 10–64 bit Intel(R) Core i7-4710HQ CPU @ 2.50 GHz -
RAM: 16.0 GB) and the computation time grows linearly with the model’s size.
Nevertheless, the actual problem of working with genome-scale models is the
non-straightforward interpretation of the simulation outcomes, with particular
regard to the typical large variability of optimal solutions, which may hinder the
interpretation of the cooperation phenomena. Core metabolic models of specific
aspects of metabolism may thus be more effective in uncovering system-level
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properties of cancer populations [5]. In conclusion, we would like to emphasize
that the approach discussed here, is not tailored to just analyzing cancer cells
populations, but it may be suitable for exploring, in general, how the interac-
tions among more than one component (such as different types of healthy cells,
bacteria, yeasts) may influence the overall behavior of a population for which
a mismatch between the objective of the individual members and that of the
entire population is assumed.
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Abstract. The links between metabolic dysfunctions and various dis-
eases or pathological conditions are being increasingly revealed. This
revival of interest in cellular metabolism has pushed forward new experi-
mental technologies enabling the characterization of metabolic pheno-
types. Unfortunately, while large datasets are being collected, which
encompass the concentration of many metabolites of a system under
different conditions, these datasets remain largely obscure. In fact, in
spite of the efforts to interpret alterations in metabolic concentrations,
it is difficult to correctly ascribe them to the corresponding variations in
metabolic fluxes (i.e. the rate of turnover of molecules through metabolic
pathways) and thus to the up- or down-regulation of given pathways.
As a first step towards a systematic procedure to connect alterations
in metabolic fluxes with shifts in metabolites, we propose to exploit a
Montecarlo approach to look for correlations between the variations in
fluxes and in metabolites, observed when simulating the response of a
metabolic network to a given perturbation. As a proof of principle, we
investigate the dynamics of a simplified ODE model of yeast metabolism
under different glucose abundances. We show that, although some linear
correlations between shifts in metabolites and fluxes exist, those rela-
tionships are far from obvious. In particular, metabolite levels can show
a low correlation with changes in the fluxes of the reactions that directly
involve them, while exhibiting a strong connection with alterations in
fluxes that are far apart in the network.
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1 Introduction

Metabolic profiling provides a readout of the biochemistry and physiological
status of an individual or population, resulting from genetic factors and envi-
ronmental exposure, that can be exploited in personalized medicine and public
healthcare [8]. Analyzing the full complement of metabolites in body fluids such
as urine and plasma using various spectroscopic methods allows indeed to link
human metabolic variations (biomarkers) to disease risk factors. For instance,
metabolite profiling has identified a key role for glycine in rapid cancer cell
proliferation [9].

A major limit to the informative power of newly discovered metabolic bio-
markers is posed by the impossibility to ascribe variations in metabolite concen-
trations to modifications in either their production or consumption pathways.
Knowledge about the deregulation of the involved pathways, which might be
effectively targeted for treatment of the disease, requires information about alter-
ations in the metabolic fluxes (i.e. the rate at which a substance is transformed
into another through a given reaction or pathway). Although isotopic labeling
and metabolic flux analysis allow to indirectly derive such information through
ad hoc laborious experiments, there is a quest for systematic and affordable
high-throughput techniques.

Accordingly, metabolic network modeling is increasingly being exploited as a
way to understand shifts in metabolism at a genome-wide level. As knowledge of
kinetic parameters on a large scale is currently impracticable, constraint-based
modeling is by far preferred to dynamic modeling [3]. The former models exploit
a reasonable steady state assumption for internal metabolites and deal with
fluxes only, while disregarding quantification of metabolites. Hence, the simu-
lation outcomes can be hardly compared against the growingly rich availability
of metabolomics data, with metabolic models mainly lacking validation. This
downside pushes forward the urge for a strategy capable of linking variations in
concentrations with variations in fluxes, and vice versa.

We propose to look for recurrent patterns or “rules” of association between
the changes in fluxes and metabolites observed in the steady states possibly
obtained when simulating the response to a given perturbation (e.g. change in a
metabolite level) of a fixed metabolic network stoichiometry for a large ensemble
of randomly generated kinetic parameters. The idea moves from the hypothe-
sis that properties shared by many randomly parameterized models should be
determined by the network stoichiometry and will thus pertain also to the real
biological system. Stoichiometric core models that focus on the main carbon
and nitrogen sources and on the metabolic events that sustain growth have
proven able to closely reproduce the metabolic properties of genome-wide net-
works [7,12], while reducing network complexity, and may therefore well serve
our purpose. As a proof of principle, we investigate the dynamics of a simpli-
fied model of yeast glucose metabolism, which was designed in [6] to take into
account only the pathways mainly involved in the emergence of the Crabtree
effect.
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2 Methods

Monte Carlo Simulations

Given a metabolic network model, defined by as set R = {r1, r2, . . . , rR} of
R reactions and as set M = {x1, x2, . . . , xM} of M metabolites, we ran-
domly generated N sets of kinetic constants K1 = {k1, k2, . . . , kR}, K2 =
{k1, k2, . . . , kR}, . . . ,KN = {k1, k2, . . . , kR} for the model reaction rates.

As a first approximation, the elementary mass action law was assumed for
every reaction rate. For each parameter set Kp, with p = 1, . . . , N , we performed
an ODEs-based deterministic simulation of the model until the system reached
a steady state.

The simulation was repeated under two different nutritional conditions, a and
b, each corresponding to a different availability (imposed constant concentration
value) of a given nutrient (namely, glucose).

For both conditions, we then calculated the flux values va
i,p and vb

i,p for each
ri ∈ R at steady state, according to the mass action relation:

vi = ki

M∏

w=1

[xw]αwi (1)

where ki is the kinetic constant of the rate of reaction ri, [xw] is the concentration
of species w and αwi the stoichiometric coefficient according to which species w
participate in reaction ri.

Experimental Setting

– The kinetic parameters were randomly generated from a uniform distribution
in [0,1).

– Integration of ODEs was executed by using the LSODA solver [11].
– Based on the experimental evidence that in vivo metabolism reaches a steady

state within few seconds [15], we run the simulation for a simulated time of
50 s. For the sake of efficiency, the time series of each metabolite concentra-
tion, integrated by means of an adaptive integration step method, was evenly
sampled a thousand of times.

– Cellular volume was set to 1.66667e-15 l according to literature on Saccha-
romyces cerevisiae [4].

– The initial concentration of all metabolites in the network was mined from
literature [4] and set according to the average values in Smallbone et al. [14],
and Canelas et al. [2].

– Species corresponding to nutrients coming from the environment are simulated
“in feed” (i.e. with a constant buffering). Nutrients considered: oxygen and
glucose.

– To establish whether the system reached a steady state: we first calculated for
every metabolite the standard deviation (σ) of the value of its concentration
for the last 10% of its temporal evolution. We then evaluated the ratio of the
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sum of the σs to the number of species not “in feed”. If this ratio was less
than 0.01 we considered the system at steady state and took the corresponding
random parametrization into account, otherwise we disregarded it. We iterated
the procedure until collecting N = 105 parametrization, thus ignoring about
23000 sets of random kinetic constants.

– For each random set of kinetic constants, we performed 10 different simulations
evenly spanning the glucose interval [0, 25]mMol.

From Constraints on Concentrations to Constraints on Fluxes

In order to seek possible relationships between the changes in fluxes and in
metabolites observed as a response to a network perturbation (i.e. change in a
metabolite level), for each parameter set Kp, with p = 1, . . . , N , we first com-
puted the difference in the fluxes (δvi,p = va

i,p − vb
i,p, for each reaction ri ∈ R),

and in the concentrations (δxj,p = [xa
j,p] − [xb

j,p], for each metabolite xj ∈ M).
The differences were computed between any pair of steady states, corresponding
to the same parameters set, but to different glucose availabilities, as obtained
with the Monte Carlo approach described above.

Once the vectors δvi = {δvi,1, δvi,2, . . . , δvi,N} and
δxj = {δxj,1, δxj,2, . . . , δxj,N} were obtained, we computed, as a first step, a
Pearson product-moment correlation coefficient ρ (Eq. 2) between δvi and δxj

for any pair i, j, across all the parameter sets Kp, with p = 1, . . . , N , limiting
thus the analysis to linear relationships.

ρδvi,δxj
=

cov(δvi, δxj)
σδvi

σδxj

(2)

To assess the robustness of the discovered relationships to the extent of the
perturbation, for each pair of shifts, we evaluated their correlation for different
magnitudes of the glucose variation.

The average correlation coefficient ρ̂ of all pairs was also computed, as follows:

ρ̂ =
1
N

∑

i,j∈A
|ρδvi,δxj

| (3)

where A is the set of all possible pairs i, j.

3 Results

The procedure described above was applied to the metabolic network of yeast
glucose metabolism [6] depicted in Fig. 1.

The Pearson correlation coefficients between shifts in fluxes and shifts in
metabolites – when depleting glucose from a baseline concentration of 25 mM to
zero – are reported in the heatmap in Fig. 2. Notably, several pairs show a strong
correlation, suggesting that, at steady state, alterations in metabolites are some-
how constrained by alterations in fluxes, or vice versa. Intriguingly, covariations
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Fig. 1. Core metabolic network of yeast glucose metabolism (figure readapted from
[4]). Directional arrows indicate reactions transforming substrate metabolite(s) into
product metabolite(s). Coloring of arrows (when different from black) matches the
color of the metabolite that significantly correlates with the reaction’s flux. Abbre-
viations of metabolites: 2TrP = 2 Triose phosphate (Dihydroxyacetone phosphate +
Glyceraldehyde 3-phosphate), AC = Acetate, ACD = Acetaldehyde, AcCoA = Acetyl-
CoA, ADP = Adenosine diphosphate AKG = Alpha-ketoglutarate, ATP = Adenosine
triphosphate Cit = Citrate, Eth = Ethanol, F16P = Fructose 1,6-bisphosphate, FAD
= Flavin adenine dinucleotide, FADH2 = Flavin adenine dinucleotide (hydroquinone
form), Fum = Fumarate, Glc = Glucose, Glc6P = Glucose 6-phosphate, H2O = Water,
Isocit = Isocitrate, Mal = Malate, MalCoA = Mallonyl-CoA, NA = nucleic acids, NAD
= Nicotinamide adenine dinucleotide (oxidized), NADH = Nicotinamide adenine dinu-
cleotide (reduced), NADP = Nicotinamide adenine dinucleotide phosphate (oxidized),
NADPH = Nicotinamide adenine dinucleotide phosphate (reduced), O2 = Oxygen,
OAA = Oxaloacetate, PEP = Phosphoenolpyruvate, Pmt = palmitate, PYR = Pyru-
vate, Rib5P = Ribose 5-phosphate, Succ = Succinate, SuCoA = Succinyl-CoA. (Color
figure online)
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Fig. 2. Rows: fluxes; columns: metabolites; color: correlation coefficient. Metabolites
are named as in Fig. 1. Reaction are indicated as substrate product, with substrate and
product being one among the reaction substrates and products respectively. Reverse
reactions are considered separately and are indicated with the suffix ‘ reverse’. Insertion
of a metabolite within the network is indicated by the suffix ‘ sink’, whereas removal of
a metabolite from the network is indicated with the suffix ‘ demand’. Note that NaN
values, corresponding to fluxes with 0 variance (e.g. “in feed” nutrients), are replaced
with 0.

may be not obvious at all: for instance the flux from Pyr and OAA to AccoA
shows a stronger positive correlation with a metabolite that is further in the
network (Isocit) than with the reaction product; whereas, the flux from SuCoA
to Succ surprisingly shows a negative correlation with the reaction product. We
verified that, as expected given the considerable size (105) of the sample, all the
computed correlation coefficients are statistically significant (p-value < 0.001)
except for very weak correlations (ρ ∼ 0).

Although different strategies might be followed to assess the robustness of
the predicted correlations, we assessed the variation in the estimated correlation,
when different magnitudes of the nutrient perturbations are simulated (from 25
to {0, 2.8, 16, 19.4, 22.2} millimoles). We first analyzed how the distribution of
the correlation coefficients obtained for all reactions is affected by the extent of
the glucose perturbation. We clearly observed that the smaller the perturbation,
the higher the average value of the correlation between shifts in metabolites and
fluxes (Fig. 3A). Higher averages reflect the higher variability of the correlation
strength between different pairs δvi, δxj (boxplots in Fig. 3B). We did expect a
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low variability for the perturbation δGlc = 25mM, as it corresponds to a total
glucose depletion. As glucose is the unique carbon source in the network, flux
throughout the entire network should be impossible for Glc = 0 mM, with the
exception of futile cycles. The perturbation from 0 to 25 mM would therefore
result in positive variations for all fluxes. Negative variations would be observed
only for fluxes in the reverse reaction, which are treated as negative values. In
fact, the number of positive correlations (ρ > 0) seems to decrease with the
magnitude of the perturbation, accordingly the number of negative correlations
(ρ < 0) apparently increases with the δGlc (Fig. 4).

Fig. 3. (A) Average correlation coefficient as a function of the perturbation extent
(δGlc). (B) Boxplot for the data in A.

When considering correlations above ±0.5 as strong, we also observed that
the stronger the perturbation the lower the number of strong correlations found
(Fig. 4). This result is probably a consequence of the undetectable negative cor-
relations for large perturbations. It is worth noticing that negative correlations
occur way less frequently than positive ones, reasonably in view of the positive
effect of carbon on total flux.

Table 1 ranks the reaction-metabolite pairs according to the absolute value
of their average correlation. The average (indicated as ρ̂δvi,δxj

) and standard
deviations (st. dev.) of ρ across the 5 perturbations are indicated. The table also
reports the number of perturbation magnitudes for which a strong correlation
has been observed for the pair at issue (out of 5). We also verified that the
correlation has always the same sign across the 5 values.

Several pairs show a strong correlations with a low dispersion. If we restrict
our analysis to the pairs δvi, δxj that exhibit a strong correlation (ρδvi,δxj

>
±0.5) regardless of the perturbation extent (Nselected times ≡ 5), we can mean-
ingfully represent the relationship between metabolite and flux on the metabolic
map in Fig. 1. It can be observed that, although some fluxes (red arrows) do
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Table 1. List of metabolite-flux pairs with ρ̂δvi,δxj ≥ ±0.51 ranked by | ρ̂δvi,δxj |

Rxn Met ρ̂δvi,δxj
St. dev. No selected times No positive times

Cit IsoCit reverse IsoCit 0.86 0.01 5.00 5.00

Cit IsoCit IsoCit 0.84 0.05 5.00 5.00

Fum Mal reverse Mal 0.82 0.01 5.00 5.00

F16P TrP TrP 0.76 0.04 5.00 5.00

Pyr ACD ACD 0.76 0.03 5.00 5.00

Fum Mal Mal 0.76 0.06 5.00 5.00

Pyr ACD reverse ACD 0.75 0.01 5.00 5.00

Eth EthOUT Eth 0.74 0.17 5.00 5.00

F16P TrP reverse TrP 0.73 0.05 5.00 5.00

IsoCit Glyox IsoCit 0.73 0.10 5.00 5.00

ACD Eth Eth 0.72 0.20 4.00 5.00

Pyr ACD Pyr 0.71 0.12 5.00 5.00

FADH2 H2O IsoCit 0.71 0.12 5.00 5.00

Glyox Mal IsoCit 0.68 0.11 5.00 5.00

Fum Succ IsoCit 0.67 0.12 5.00 5.00

Mal Pyr IsoCit 0.67 0.09 5.00 5.00

AcCoAm Cit IsoCit 0.66 0.14 5.00 5.00

Glc6P GlcIN IsoCit 0.66 0.11 5.00 5.00

Fum Mal IsoCit 0.65 0.16 3.00 5.00

NADH H2O IsoCit 0.64 0.11 5.00 5.00

Mal OAA Mal 0.64 0.26 3.00 5.00

GlcIN Glc6P IsoCit 0.63 0.11 5.00 5.00

ACD AC Pyr 0.62 0.15 3.00 5.00

ACD Eth reverse Eth 0.62 0.24 3.00 5.00

IsoCit AKGin IsoCit 0.61 0.12 4.00 5.00

Pyr AcCoAm IsoCit 0.61 0.10 4.00 5.00

PEP Pyr Pyr 0.60 0.14 3.00 5.00

AKG SuCoA IsoCit 0.60 0.12 3.00 5.00

TrP PEP Pyr 0.59 0.15 3.00 5.00

Pyr ACD reverse Pyr 0.59 0.09 3.00 5.00

Mal OAA IsoCit 0.57 0.12 3.00 5.00

ATP ADP ATP 0.57 0.27 3.00 5.00

ATP ADP ADP –0.57 0.27 3.00 0.00

Glc6P F16P F16P 0.56 0.03 5.00 5.00

NADH H2O Pyr 0.55 0.14 3.00 5.00

GlcIN Glc6P Pyr 0.55 0.14 3.00 5.00

Mal OAA reverse Mal 0.53 0.23 3.00 5.00

FADH2 H2O Mal 0.53 0.20 3.00 5.00

Cit IsoCit Mal 0.53 0.22 3.00 5.00

Glc6P F16P Pyr 0.52 0.14 3.00 5.00

AcCoAm Cit Mal 0.52 0.21 3.00 5.00

Fum Succ Mal 0.52 0.21 3.00 5.00

Glc6P GlcIN Pyr 0.52 0.14 3.00 5.00

PEP Pyr ACD 0.51 0.09 3.00 5.00

Pyr OAA Eth 0.51 0.32 3.00 5.00

NADH H2O NADH 0.51 0.10 3.00 5.00

NADH H2O NAD –0.51 0.10 3.00 0.00

TrP PEP NADH 0.51 0.14 3.00 5.00

TrP PEP NAD –0.51 0.14 3.00 0.00

GlcIN Glc6P NADH 0.51 0.10 3.00 5.00

GlcIN Glc6P NAD –0.51 0.10 3.00 0.00

ACD AC ACD 0.51 0.08 3.00 5.00

F16P Glc6P F16P 0.51 0.01 3.00 5.00

PEP Pyr NADH 0.51 0.14 3.00 5.00

PEP Pyr NAD –0.51 0.14 3.00 0.00

Glc6P GlcIN Mal 0.51 0.19 3.00 5.00
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Fig. 4. Fraction of values of ρ, computed for all the metabolite-reaction pairs and
across the 105 parametrizations, indicating a positive correlation (ρ > 0), a negative
correlation (ρ > 0) or a strong positive/negative correlation ρ > ±0.5, as a function of
δGlc.

directly correlate with the reaction substrate or product, the correlation is typi-
cally positive for both substrate and product. Although biologists may typically
expect an increase in flux to be associated with a decrease in substrate, when
thinking at the mass action rate law, it is not surprising that the chemical reac-
tion is directly proportional to the product of concentrations of the reactants.
Strikingly, all the selected fluxes that do not directly correlate with their sub-
strate/product seem to correlate with the same metabolite: IsoCit (isocitrate).
The central role of isocitrate is apparent in Fig. 1 and may be regarded as an
emergent property of the network dynamics. This result implies that simplis-
tic interpretations that ascribe the decrease/increase in the concentration of
isocitrate to variations in fluxes that are directly responsible for its produc-
tion/consumption should be avoided.

4 Conclusions and Perspectives

Systems biology typically exploits constraint-based modeling, and in particular
Flux Balance Analysis, to investigate the properties of a metabolic network
[10]. Stoichiometric genome-wide models of metabolism have found application
especially in Health and Medicine (see for example [1]). A major benefit of this
kind of models is that they do not require any knowledge about the kinetic
parameters, while a major drawback is the impossibility to provide information
on the transient evolution of the system and on the metabolic concentrations
either at steady state or in the transient phase.

Although an attempt to cope with the incapability of FBA to provide infor-
mation on metabolic concentrations has already been put forward [13], the pro-
posed method provides predictions on extracellular metabolites only.



Linking Alterations in Metabolic Fluxes with Shifts in Metabolite Levels 147

To cope with the absence of accurate knowledge on parameter values, Monte
Carlo based strategies have been proposed, in which the kinetic parameters are
repeatedly sampled from specific probability distributions and used for multiple
parallel simulations, to predict the effects of perturbations on signaling networks
[16], whose simulation cannot take advantage of the constraint-based approach.

We applied the Monte Carlo approach to simulate the dynamics of an ODEs
core model of glucose yeast metabolism with the aim of uncovering the possible
relationships between the shifts in metabolite concentrations and in flux values,
observed as a response to a network perturbation. Specifically, we simulated a
perturbation in glucose availability.

We identified some linear relationships between variations in fluxes and in
metabolites. In spite of the extreme simplicity of the metabolic network – e.g.
only one carbon source is considered and the contribution of nitrogen and carbon
to protein synthesis is not taken into account – and of the linearity restriction, we
found some unforeseen correlations. These results on the one hand emphasize the
inefficacy of naive predictions of flux variations from metabolites alterations and
viceversa, on the other hand they support the hypothesis that strong complex
relationships exist which, if disentangled, may make such attempt less daring.

The proposed approach represents a small step forward in the achievement of
this ambitious goal and more has yet to be done. The next step might involve the
analysis of non linear relationships between shifts in fluxes and metabolites, by
measuring the mutual dependence between two variables with measures rooted
in information theory, as for instance the Mutual Information.

Although the total computational time to produce the data set was rea-
sonable (5.5 h to run ODEs simulations on a MacBookPro with CPU 2.6 GHz
Intel Core i7, RAM 16 GB and to produce 268 Mb of data), the computation of
a large number of model trajectories may benefit form the exploitation of the
GPU-accelerated algorithms proposed in [5].

The methodology will eventually further be developed to predict variations
in fluxes, given an experimentally observed variation in metabolites, as per
metabolic profiling experiments.
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Abstract. Nowadays, science is spurred to win the Complexity Challenges.
There are challenges regarding Natural Complexity. But there are also chal‐
lenges regarding Computational Complexity. A strategy to face both of them
consists in developing Chemical Artificial Intelligence. Its development
requires an analysis of the Human Nervous System and Human Intelligence
at three levels; at the (i) Computational, (ii) Algorithmic, and (iii) Implemen‐
tation levels, respectively. The effectiveness of this approach is demonstrated
by showing three ways for implementing Fuzzy logic at the molecular level.

1 Introduction

Science is striving to tackle the Complexity Challenges. There are two types of
Complexity Challenges: one type regards Natural Complexity and the other Computa‐
tional Complexity.

Natural Complexity is synonym of intricacy. In fact, a Natural Complex System is
a network of nonlinear and often adaptive interactions among unique elements. Such
nonlinear interactions operate at different spatial scales and give rise to hierarchical
structures. They also operate at different time scales and give rise to either stationary or
periodic or aperiodic dynamics. Their dynamics are extremely sensitive on the contour
conditions. As Warren Weaver forebodingly alleged in 1948, the Complexity of a
particular system is the degree of difficulty in predicting the properties of the system
when the properties of system’s parts are given [1]. A prototype of complex system is
the planet earth with its atmosphere, its oceans, its biosphere, and its crust. The
complexity grounds on the networks of gradients and flows that make the weather fore‐
cast really difficult in the medium term and even impossible in the long term. Other
examples of complex systems are the living beings, both unicellular and multi-cellular.
In this case, the complexity grounds on the networks of the huge number of biochemical
reactions occurring within a cell. Among the living beings, the humans are the most
complex, due to their intelligence and their power of computing with words and giving
rise to social and economic organizations, which are other examples of Complex
Systems. We need to understand if there are general principles governing the behavior
of Natural Complex Systems because we still fail to predict most of the catastrophic
events in our planet; we encounter great difficulties in protecting our environment and
our ecosystems; we need to find innovative solutions for the world energy issues; we
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need to discover new effective treatments for incurable diseases, and we need, also, to
contrive new solutions for the problems of economic and social stability.

As far as the Computational Complexity is concerned, we know that there exist
exponential problems that cannot be solved accurately and in reasonable time with our
current computing facilities. Very large exponential problems are transformed in Non-
Deterministic Polynomial (NP) problems, i.e. in non-deterministic recognition prob‐
lems, feeling satisfied after finding acceptable but not necessarily exact solutions. Of
course, a compelling challenge is to propose new algorithms and/or design new
computing machines to solve accurately and in reasonable time even the exponential
problems of large dimensions. Finally, there exists another Computational Complexity
challenge that stays at the border with Natural Complexity. It is the challenge of formu‐
lating universally valid and effective algorithms for the recognition of variable patterns,
like human faces and voices, handwritten numbers and cursive words, fingerprints,
patterns in medical diagnosis, patterns in apparently uncorrelated experimental data.

How do we tackle the Complexity Challenges? Since when we face Complexity, we
are usually supposed to handle a huge number of data, we need to speed up our compu‐
tational rate and/or find out new ways to process data. At the moment, there are two
strategies to be followed. One strategy consists in improving current electronic
computers. The other consists in developing the interdisciplinary research line of Natural
Computing [2]. Researchers working on Natural Computing draw inspiration from
nature to propose new algorithms, new materials to compute and new models to interpret
Complexity, based on the rationale that every natural transformation is a kind of compu‐
tation.

We are contributing to Natural Computing by focusing our attention on the human
nervous system that has human intelligence as its own emergent property. The human
nervous system is a complex network of billions of nerve cells that allows us to handle
both accurate and vague information (by computing not only with numbers but also with
words); to make decisions in complex situations (when we encounter many intertwined
variables); to recognize quite easily variable patterns. Therefore, it is clear that to tackle
the Complexity Challenges, it is worthwhile trying to deeply understand the working
principles of human intelligence in order to reproduce them, artificially. To mimic the
performances of human intelligence, we are using not electronic circuits and software,
but chemicals and chemical reactions, i.e. wetware. In other words, we are developing
Chemical Artificial Intelligence [3].

2 Methodology

To succeed in our project of developing Chemical Artificial Intelligence, we are
following a methodology that has been proposed by the cognitive scientists Gallistel
and King [4] and by the neuroscientist Marr [5] as an effective methodology to deal with
any complex systems. It requires an analysis of a complex system like the human nervous
system, at three levels. First, an analysis at the computational level. Such analysis
consists in determining the inputs, the outputs and the computations that the system
performs and its logic. Then, an analysis at the algorithmic level follows. It consists in
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formulating algorithms that might carry out those computations. Finally, an analysis at
the implementation level starts. It consists in looking for mechanisms of the kind that
would make the algorithms work.

In this contribution, we are presenting some results of the analysis of the human
nervous system at the computational and algorithmic levels, highlighting structural and
functional analogies that it shares with Fuzzy logic. Finally, three strategies to implement
Fuzzy logic by molecules will be explained.

3 Analysis at the Computational and Algorithmic Levels

Fuzzy logic is considered a good model of human ability to compute with words and
make decisions in complex situations when Accuracy and Significance are two features
of our statements, which are mutually exclusive. Fuzzy logic has been defined as a
rigorous logic of vague reasoning [6]. It is based on the theory of Fuzzy sets [7]. A Fuzzy
set is different from a classical set because it breaks the law of excluded-middle. In fact,
an item may belong to a Fuzzy set and its complement at the same time, and with the
same or different degrees of membership. For example, if we consider the set of the days
of the weekend, a classical definition of this set will include only Saturday and Sunday.
But, what about Friday? According to the classical definition of this set, the weekend
starts at the midnight of Friday and stops at the midnight of Sunday. This description
does not encompass completely our perception of the weekend, which usually starts on
Friday evening, when we give up working. A Fuzzy description of the set of the days
of the weekend is better because it will include also Friday, although with a different
degree of membership respect to Saturday and Sunday. The degree of membership of
an item to a Fuzzy set can be any number included between 0 and 1. This means that
Fuzzy logic is an infinite-valued logic. Fuzzy logic is suitable to describe any complex
input-output relation of the type cause and effect. We need just to build a Fuzzy Logic
System. For this goal, a three-steps procedure must be followed. The first step requires
the granulation of all the variables. All the possible values for each variable are parti‐
tioned in Fuzzy sets. The number, position and shape of Fuzzy sets depend on the
context. The second step requires the graduation of all the variables. Each Fuzzy set is
labelled by an adjective. The third step consists in formulating the Fuzzy rules that
describe the cause and effect relations between the input-output variables. In fact, the
Fuzzy rules are syllogistic statements of the type If…, Then… involving the adjectives
used to label the Fuzzy sets. When there are multiple inputs, the variables are connected
through the operators AND, OR, NOT. At the end of this procedure, we have a Fuzzy
Logic System that consists of three main elements. First, the Fuzzifier that transforms
numerical values of the input variables in Fuzzy sets. Then, the Fuzzy Inference Engine,
which is based on the Fuzzy rules and activates specific output Fuzzy sets. Finally, the
Defuzzifier that transforms the activated output Fuzzy sets in a numerical value for the
output variable. This means that a Fuzzy Logic System is a predictive tool or a decision
support system for the particular phenomenon it describes.

Why is Fuzzy logic a good model of human ability to compute with words? Because
there are structural and functional analogies between a Fuzzy Logic System and the
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human nervous system [8]. In particular, the human sensory system can be described as
a collection of Fuzzifiers. We have photoreceptors to detect visible photons, chemore‐
ceptors to probe many chemicals, mechanoreceptors to sense mechanical stimuli, and
thermoreceptors to probe thermal stimuli. The multiple information of a stimulus, i.e.
its modality (M), intensity (IM), spatial distribution (IM(x,y,z)) and time evolution
(IM(x,y,z,t)), is encoded hierarchically by each element of the sensory system. As an
example, let us focus on the visual sensory system. It has a hierarchical structure. At the
bottom level, it has four types of photoreceptor proteins; each one has its own absorption
spectrum in the visible, although they all have retinal as chromophore. However, the
four proteins differ in the amino-acidic composition of the pocket embedding the retinal.
At an upper level, we have four types of photoreceptor cells. Each one contains millions
of replicas of one particular photoreceptor protein. At the highest level, we have millions
of replicas of the four types of photoreceptor cells spread on a tissue that is the retina
located inside our eyes. One type of photoreceptor cell, the so-called rod, is distributed
on the periphery of the retina and it works when there is light of low intensity. The three
other types of cells, the so-called cones, are concentrated in the center of the retina, the
fovea, and they allow us to distinguish the colors. How is it possible? The three types
of photoreceptor proteins play as three molecular fuzzy sets and the information
regarding the modality of the light stimulus is encoded as degree of membership of the
light stimulus to the molecular fuzzy sets; in other words, the modality is encoded as
Fuzzy information at the molecular level (𝜇̄ML). The three types of photoreceptor cells
play as cellular Fuzzy sets and the information regarding the intensity of the light stim‐
ulus is encoded as degree of membership of the light stimulus to the cellular Fuzzy sets;
in other words, it is encoded as Fuzzy information at the cellular level (𝜇̄CL). Finally, we
have an array of cellular Fuzzy sets on the retina, and the information regarding the
spatial distribution of the light stimulus is encoded as degree of membership to the array
of the cellular Fuzzy sets; in other words, it is encoded as Fuzzy information at the tissue
level (𝜇̄TL). At the end, a matrix of data, reproducing the distribution of the photoreceptor
cells on the fovea, represents the codification of the overall information of the light
stimulus, i.e. the Fuzzy information at the tissue level. Each term of the matrix is the
product of two contributions:

(𝜇̄ML × 𝜇̄CL) = (ΦPCI0,𝜆(1 − 10−𝜀Cl)) (1)

In Eq. (1), ΦPC is the photochemical quantum yield for the photo-isomerization of
retinal, 𝜀 is its absorption coefficient, C its concentration, l is the optical path within the
cell, and I0,𝜆 is the intensity of the light stimulus at wavelength λ.

To prove if this computational and algorithmic analysis is effective in describing the
way we distinguish colors, it is necessary to implement Eq. (1). For its implementation
we have used a collection of direct, thermally reversible, photochromic compounds, as
explained in the next paragraph.
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4 Implementation of Biologically Inspired Photochromic Fuzzy
Logic (BIPFUL) Systems

A direct thermally-reversible photochromic species is a compound that, in absence of
solar radiation, it exists in a structure that is usually uncolored, because it absorbs only
in the UV. An example is the structure of the spirooxazine labelled SpO in Fig. 1. Upon
UV irradiation, the structure changes. MC is produced. MC has an absorption band also
in the visible, centered at 600 nm in acetonitrile, conferring blue color to the solution.
MC is thermally metastable. Therefore, if the UV irradiation is discontinued, the color
bleaches at room temperature.

Fig. 1. An example of direct thermally reversible photochromism: SpO is the uncolored form
that transforms into MC upon UV irradiation. When SpO converts to MC, the solution turns to
blue.

Five photochromic compounds, whose structures are shown in Fig. 2, have been
synthesized [9]. Each compound has its own spectral profile in the UV (see panel A in
Fig. 2). Moreover, each compound produces a specific color upon UV irradiation and a
specific band in the visible region (see panel B). By mixing two or more photochromic
compounds, we wanted to obtain systems suitable to distinguish the three UV regions
(UVA, UVB and UVC) depending on the color they produce. To prepare such systems
some criteria have been followed. First, the absorption bands of the uncolored forms
have been conceived as input Fuzzy sets. Second, the absorption bands of the colored
forms play like output Fuzzy sets. Third, Eq. (2) represents the degree of membership
of UV radiation intensity I0,𝜆 to the input Fuzzy set for the i-th photochrome (𝜀UV ,i is its
absorption coefficient at wavelength λ, and C0,i is its analytical concentration in solution):

(𝜇UV ,i) = ΦPC,iI0,𝜆(1 − 10−𝜀Un,iC0,i l) (2)
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Fig. 2. Structures, spectra and colors of the five photochromic compounds used to implement
BIPFUL systems. (Color figure online)

Fourth, Eq. (3) describes the activation of the output Fuzzy set for the i-th photo‐
chrome (𝜀Co,i(𝜆an) is the absorption coefficient of the colored form at the wavelength of
analysis 𝜆an, and (1∕kΔ,i) is the lifetime of colored species):

ACo,i =
𝜀Co,i(𝜆an)

kΔ,i
𝜇UV ,i (3)

Fifth, the equation suitable to predict the color of the solution when we have N
photochromic species is:

Aexp =
∑N

i=1
ACo,i (4)

Equation (4) expresses the sum of the contribution of activated output Fuzzy sets for
all the photochromic compounds present into the system.

Based on these five criteria, we have found that many ternary, quaternary and systems
containing all the five photochromic compounds of Fig. 2 are effective in distinguishing
the UV regions and their intensities [10]. They have been called Biologically Inspired
Photochromic Fuzzy Logic (BIPFUL) systems. One of the best BIPFUL systems is a
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quaternary solution containing compounds 1 (at concentration of 5.2 × 10−5 M), 2 (at
1.4 × 10−4 M), 4 (at 7.4 × 10−5 M), and 5 (at 1.4 × 10−4 M). Such system becomes green
upon UVA, grey upon UVB, and orange upon UVC. All these colors can be predicted
by using Eqs. (2)–(4). The same equations are useful to predict the color when the
BIPFUL system is irradiated by many UV frequencies. The performances of our
BIPFUL systems could be extended to solid cellulose supports like white paper [9].

5 The Fuzziness of Molecules

In the previous paragraphs, we have seen that a strategy to implement Fuzzy logic
consists in using UV-visible absorption bands as Fuzzy sets and the photochromism
phenomenon as Fuzzy Inference Engine. But, there exists another way for implementing
Fuzzy logic. It exploits the set of conformers of a compound as Fuzzy set. In fact, the
properties of a set of conformers is context-dependent like the properties of a Fuzzy set,
and like the meaning of a word in natural language.

When the spirooxazine SpO, shown in Fig. 1, transforms in MC by UV irradiation,
it exists as a set of conformers. In fact, MC has a flexible molecular skeleton. The number
and type of conformers depend on the context [11]. For example, by heating, the number
of conformers increases and their lifetimes shorten. On the other hand, if a zwitterionic
amino-acid, like glycine, is added to the solution containing MC, the distribution of

Fig. 3. Distributions of the lifetimes of MC conformers in absence (grey points) and in the
presence (dashed points) of glycine at different temperatures. On top, the interplay between
glycine and a conformer of MC is depicted.
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conformers is significantly shrunk. This is apparent on the top part of Fig. 3 wherein the
distributions of conformers in absence of glycine (grey points) and in the presence of
glycine (black points) are shown at different temperatures.

The fuzziness of MC is clearly context-dependent. The interplay between glycine
and MC (represented on the bottom part of Fig. 3) selects the kind and number of MC
conformers.

This second strategy for implementing Fuzzy sets is particularly relevant when we
consider macromolecules, especially intrinsically unstructured proteins [12], because
they exist under many conformers. It has been demonstrated that regions or whole
proteins lacking a well-defined 3D structure can crucially contribute to recognition
functions [13]. Structural ambiguity can account for different activities of the same
protein, for example, moonlighting [12]. Therefore, structural fuzziness seems to play
a relevant role in the molecular events occurring within cells and Fuzzy logic might be
a good model for describing how cells and cellular compartments make decisions.

6 Mimicking Micro-electronics

There is also a third strategy for implementing Fuzzy logic by chemicals. It mimics the
best way for implementing Fuzzy logic by using micro-electronics [14]. In order to
process discrete logics (binary, ternary, and so on), the electronic circuits have to convey
and process electrical signals that vary steeply, in sigmoid manner; on the other hand,
the best accomplishments of Fuzzy Inference Engines have been achieved so far by
analogue electronic circuits that are based upon signals varying smoothly, for instance,
in hyperbolic manner.

It has demonstrated [15] that the chromogenic properties of the spirooxazine SpO
(see Fig. 1 for its structure) can be exploited to implement Fuzzy Logic Systems whose
rules contain all the fundamental Fuzzy logic operators: AND, OR, NOT. To quantify
the information a chromogenic species may send to human eyes, it is useful to measure
its Colorability (C):

C = xCol log2 xCol − xUnc log2 xUnc + yCol log2 yCol − yUnc log2 yUnc + zCol log2 zCol − zUnc log2 zUnc (5)

In Eq. (5), the definition of the Colorability grounds on the Shannon’s theory of
Information [11]. The terms x, y and z are the chromaticity coordinates values for the
uncolored (Unc) and colored (Col) states, respectively. The values of the chromaticity
coordinates can be changed in continuous manner by proper selection of the stimulus
and its magnitude. We already know that SpO is photochromic. Upon UV irradiation in
acetonitrile, we obtain a blue color. If the irradiation is carried out in the presence of
one equivalent of protons, the solution becomes orange. The same orange can be
achieved in the presence of one equivalent of Al+3. On the other hand, in the presence
of one equivalent of Cu+2 ions, the solution becomes yellow. More colors can be
achieved by adding the ions in analogue manner. The trends of the colorability C as
function of the equivalents of H+ and Cu+2 or H+ and Al+3 make them suitable to imple‐
ment Fuzzy Logic Systems. In particular, the asymmetric shape of the function
expressing the dependence of C on H+ and Cu+2 equivalents allows to formulate Fuzzy
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rules involving just the AND operator. On the other hand, the symmetric shape of the
function expressing the dependence of C on H+ and Al+3 equivalents allows to formulate
Fuzzy rules involving also the OR and NOT operators. Examples of Fuzzy rules are
reported in Table 1.

Table 1. Examples of Fuzzy rules for two Fuzzy Logic Systems having the number of equivalents
of H+, Cu2+, Al3+ as inputs and the colorability (C) as output. The symbols VL, L, M, H, VH stand
for Very Low, Low, Medium, High, Very High. They are labels of Fuzzy sets.

IF N° equiv. H+ Operator N° equiv.
Cu2+

THEN C

VL AND VL H
M AND VL VL
VL AND VH VH

IF N° equiv. H+ Operator N° equiv. Al3+ THEN C
M AND NOT VL L
H OR H L
VH OR VH L

7 Conclusions

The development of Chemical Artificial Intelligence can be useful to tackle the
Complexity Challenges. In fact, the analysis of the human nervous system and human
intelligence at the computational and algorithmic levels promise to unveil secrets of
Natural Complexity. For instance, the results described in this work demonstrate that
complex systems encode and process information hierarchically.

The analysis of human nervous system at the implementation level and the attempts
of mimicking the performances of human intelligence by chemicals and chemical reac‐
tions will boost the development of a new generation of computing machines. These
new computing machines will ground on wetware and they will look more like a brain
rather than like an electronic computer. These new computational machines promise to
be useful for facing the problem of recognizing variable patterns, that is one challenge
in the field of Computational Complexity.
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Abstract. In this opinion paper we describe how mathematical models
can serve as the foundation for communication within multidisciplinary
research teams by providing a useful joint context. First we consider the
role of mathematical modeling in systems biology in the light of our expe-
riences in cancer research and other biological disciplines in the realm
of big data. We examine the methodologies of machine learning, observ-
ing the differences between the modeling approach and the black box
approach. Next, we consider the role of mathematical models in natural
sciences, observing three simultaneous goals: prediction, knowledge accu-
mulation, and communication. Finally, we consider the differences of the
pathway model and the attractor model in describing genetic networks,
and explore the long-standing criticality hypothesis, discussing its value
in multidisciplinary research.

Keywords: Computational biology · Systems biology · Mathematical
modeling

1 Introduction

The prediction of the report on New Biology [1] is that serious global challenges
will arise in the fields of health, environment, energy, and food production dur-
ing the 21st century. The report makes a recommendation that biology-based
solutions to these societal problems should be sought through gaining deeper
understanding of biological systems. Equipped with working knowledge of the
organizing principles which describe the relation between structure and function
in biological systems we will improve our position in predicting, analyzing, and
modulating their behavior. To achieve this the report emphasizes scientific inte-
gration - catalyzed by new computational tools. This requires a massive sharing
of knowledge and views between fields such as biology, mathematics, engineering,
physics, chemistry, science education, and computer science. In many individual
research teams such a multidisciplinary collaboration is happening already by
necessity. When such collaboration becomes a standard and its scale increases,
we expect fast development in computational tools intended to support multi-
disciplinary collaboration for example in data integration, model development
for systems biology, and visualization of large masses of data. For example,
cancer research in particular touches many disciplines, such as bioinformatics,
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computational biology, complex systems, modeling of biological systems, and sys-
tems biology. In this paper we implicate the importance of collaborative learning
and co-creation, and ideas drawn from psychology of collaborative learning as a
source of guiding principles in the development of the computational knowledge
sharing methods. These methods can be built on the foundation laid by the long
history of research in computer-supported collaborative learning [2].

1.1 Big Data in Cancer Research

Big data is seen to hold great promise in solving complex problems. Fashionable
black box methods, such a deep learning are expected to provide a shortcut to
meaningful interpretations [3]. The main attraction in such black box approaches
is that its implementation is easy and it doesn’t require any context-specific
knowledge. The downside is that it doesn’t help in building knowledge of the
subject area. Admittedly, in classification tasks the black box approach may
provide useful results as an explorative tool, but when we try to observe what
has been learned, we see only ad hoc parameters such as number of levels etc.

The sample size requirements for black box methods will always outgrow the
number of available samples. Take for example prostate cancer: considering the
thousands of free parameters in a black box model, even 3.5 Billion samples, the
whole human male population is not enough. With extreme effort and expense it
may be possible to collect and analyze say 50 samples for a study. This may be
enough to answer a simple, well defined question, but considering the complexity
and diversity of the disease, it is not enough to form a clear picture of the
situation. Thus, the blind use of black box methods will eventually be a dead
end in analyzing big data in cancer research because we cannot build on what
has been learned. Instead, every black box effort begins from the same starting
point: zero knowledge [4].

In order to build knowledge of a disease, the use of modeling approach is
needed. This involves building mathematical models that capture meaningful
context information, capable of representing the existing domain knowledge.
For example, we have built such a model which interprets TCGA (The Can-
cer Genome Atlas) data on 8 cancers [5]. Our model utilizes publicly avail-
able information in pathway databases, forming an intermediate layer between
genomic information and the disease. The pathway layer facilitates a phenotypi-
cally meaningful interpretation of the genomic data and allows useful conclusions
to be made. As opposed to the black box methods, here we can observe what
has been learned from the data, and we can use it as a starting point for further,
improved models.

1.2 Characteristics of Mathematical Models and the Scientific
Method in Biology

Although the pathway model described above is extremely simple, just an enrich-
ment mapping from genomic data to the pathways combined with a mapping
from pathways to the diseases, it has the characteristics of a mathematical model.
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It aims at prediction of experimental results and generalization to unseen data.
The model is meaningful for cancer researchers, and therefore ways to improve
it can be planned. For example the question can be raised, how to incorporate
other generic biological information available in databases without complicating
the model too much in relation with the available data. Another good question,
in the spirit of the report on New Biology [1] is, how we can use the model in
bridge-building between scientific disciplines. Note that both of these questions
would be meaningless in the context of black box methods.

The scientific method relies on prediction based on mathematical models,
and refining those models based on controlled experiments. Let us first consider
biological experiments. The scientific method assumes our target, the biological
system, to be isolated from its environment in the experiment. However, this can
not usually be the case since living systems depend on their environment. For
example, a tumor, when removed from a patient is cut off from blood circulation,
which fundamentally alters its metabolism. What we can do about this is to try
to record relevant details of the experimental environment as well as possible.
Similar problems arise with controllability. For example, repeating experiments
concerning one metabolic pathway in yeast requires access to the exactly same
yeast in exactly same conditions, and still? Since yeast is not a simple device such
as an alarm clock, we cant be sure whether some interfering biological processes
are present in our experiment.

Another important issue that arises when the scientific method is applied
in biology is that of Occam’s razor. We choose our predictive model from the
high-dimensional space of all possible models. Then, according to the scientific
method, we refine this model depending on how its predictions agree with exper-
iments. Since there is an infinity of model refinements to choose from, we have to
regularize somehow. Typically regularization is performed by favoring simplicity,
although another meaningful choice could be computation time or expense, in
the era of computational science [6].

We can safely agree that biological systems are complex, still we should follow
Einstein’s advise “In the limited nature of the mathematically existent simple
fields and simple equations possible between them, lies the theorist’s hope of
grasping the real in all its depth” [7]. We cannot expect the simplest solution
to be more true than any other solution that produces the same predictions,
but we can expect it to be more meaningful for us. Although, in aesthetic sense
simplicity and beauty may go hand in hand, we still can’t equate beauty with
truth. We propose that the reason for favoring the simplest solution lies in the
limitations of our capacity, in understanding and mainly in communication. The
value of simplest equations arises from their efficiency in serving as a joint context
for communication. This applies to one to one discussions, as well scientific
publishing. Here, the aesthetic value of the model starts to play a role as a
factor increasing its popularity.

Let us imagine a discussion between a biologist and an engineer:

Engineer: “Hi, let’s work together on mitochondrial diseases!”
Biologist: “Ok, why?”
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Engineer: “I can analyze data and I can model things.”
Biologist: “Ok, what kind of models?”
Engineer: “Computational models.”
Biologist: “Aha, that kind of mice:)”
Engineer: “Hmm - attractor models ...”
Biologist: “Hmm?”
Engineer: “Hm?”
Biologist: “Read these thousand papers and come back next year.”

It seems that it could be very useful to have a joint context in the conver-
sation. In order to be practical, such a context shouldn’t be extremely complex
(like thousand research papers). If the parties could agree about a few concepts,
the discussion could have been much more fruitful: for example the concept of a
model - what does it represent and what it can do - can it eat cheese, can it be
used as a pointer, or does it have predictive value; do we identify attractor with
a cell type, or attractive fashion models. Altogether we conclude that justifica-
tion for the widespread use of Occam’s razor arises naturally from the need of
joint context in scientific communication, while the reality that we are trying to
describe remains overwhelmingly complex, as the case of biology clearly points
out.

1.3 Criticality and the Attractor Model

Building a picture of a biological system is extremely tedious, and it would
benefit from an efficient guiding paradigm. The key issue is, what are the entities
that we talk about in describing research and experiments. Pathways are entities
that clearly have a useful function in understanding biological processes. They
are much closer to the phenotype than genes are, and meaningful interpretation
of e.g. diseases can be achieved by considering pathways [5]. However, pathways
connect to each other and although their description casts some light on the
structure of biological systems, the functional description based on the pathway
concept doesn’t seem to be as useful.

The question can be raised, could there be other entities that we could use
as models in order to understand, not only the structure, but also the function
of biological systems? Which models would tolerate, or even make use of the
high connectivity of such systems. We propose to consider the long standing
criticality hypothesis by Stuart Kauffman [8] and its interpretation that cell
types can be meaningfully modeled as attractors. The appealing features of the
attractor model include maximal information transfer [9], maximal flexibility -
by maximizing the adjacent possible [10], small world networks [11], power-law
distributions [12], etc. Attractors are emergent manifestations of the dynamics
of their underlying system structure. Their descriptive power focuses on the
phenotypic behavior in biology, e.g. cell types.

Lot of effort has been invested in examining, whether individual biological
systems are critical or not, e.g. [13,14]. Instead of revisiting this or trying to eval-
uate whether the criticality hypothesis is true or not, we propose making use of it
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and seeing whether or not that leads to predictive value. Some practical attempts
to this direction have been made. For example Huang et al. [15] describe their
work as follows: “We used gene expression profiling to show that trajectories of
neutrophil differentiation converge to a common state from different directions of
a 2773-dimensional gene expression state space, providing the first experimental
evidence for a high-dimensional stable attractor that represents a distinct cellu-
lar phenotype.” The attractor model facilitates describing this research setting
in one sentence, while trying to describe it within the pathway paradigm would
be fruitless.

Another important effort by Heinniemi et al. identifies self-stabilizing expres-
sion states with attractors, and making use of human expression data from 166
cell types develops a method for identifying cell fate, and potentially its conver-
sion [16]. Again, without the idea of cell types described as dynamic attractors,
it would have been close to impossible to describe the research setting.

We predict that in the future new biological databases will be built based on
the organizing principles derived from the attractor model. New computational
tools will also be developed that depend on this research paradigm and support
it in visualization, viewpoint sharing, and data integration.

1.4 Conclusion

We emphasize the role of mathematical model as a socially constructed entity
[17]. Mathematical modeling in systems biology relies on the quality of human
and technologically mediated communication, shared problem representation
and knowledge building and seamless collaboration in the research teams. We
should aim at a scientific breakthrough in the study of collaborative modeling
in multidisciplinary team environments, especially in life sciences.

Several simultaneous trends in the scientific world force new competence
requirements upon the collaborating scientists: intensifying virtual collabora-
tion, larger multidisciplinary research teams, increasing computation and storage
capacity, big data, open science [18], improving scientific visualization, and even
game applications in research. Modeling complex problems is itself becoming a
scientific problem of increasing value. We expect consortia to be established with
experts on collaborative learning, co-creation, cognitive science, computational
and modeling tools, and scientists working on various aspects of systems biology.
The basic requirement within such consortia is efficient communication, and we
propose that mathematical models can serve as the foundation of shared context.
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Abstract. In this paper a new model of growing and dividing protocells is
described, whose main features are (i) an autocatalytic set of “genetic memory
molecules” (GMMs) whose reactions happen in a thin aqueous phase shell near
the membrane and (ii) a lipid container that grows according to the amphiphilic
production stimulated by the GMMs. Synchronization occur when the container
growth rate is equal to the GMMs self-replicative one: the behavior of this
model is compared with a previous version where reactions occur in the whole
internal aqueous volume. Analytical results and simulations has shown that
synchronization emerges in both models for the same set of kinetic equations,
the main difference being only in the time scale of the process. Moreover the
introduction of finite rates in the transmembrane diffusion permits the emergence
of synchronization for a significantly wide set of parameters, enough to allow
the protocell evolvability (defined as the capability of cumulating novelties, by
maintaining the already present capabilities).

1 Introduction

The term “protocell” is used in a loose sense to denote a class of (still hypothetical)
entities that are similar to, but much simpler than present-day cells (Rasmussen et al.
2004, 2008). They should be able to grow and to divide, giving birth to offsprings that
are similar but not necessarily identical to their parents. Different individuals should
reproduce at possibly different rates, thereby allowing selection to occur. The protocells
discussed here should not be confused with the “minimal cells” that have been syn-
thesized by simplifying the genome of existing microorganisms (Gibson et al. 2010),
since they should be built starting from non-living components. While the relevance of
this research for the problem of the origin of life is apparent, in this paper we will be
concerned with the behavior of possibly synthetic protocells, not referring to plausible
scenarios for abiogenesis.

While a number of alternative protocell architectures have been proposed, most of
them are based on a lipid container (e.g. a vesicle), with an internal aqueous phase and
a membrane formed by a double layer of amphiphilic molecules. Moreover, it is
assumed that there is a set of collectively self-replicating molecules, that can be referred
to as “replicators” or “genetic molecules”. Let us call for brevity “key reactions” those
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that are involved either in the growth of the container or in the duplication of the
genetic material (Villani et al. 2016). In general, one can distinguish models where the
key reactions take place inside the membrane (Surface Reaction Models or SRMs)
(Serra et al. 2007) from those models where they take place in the homogeneous
internal aqueous phase (Internal Reaction Models, shortly IRMs) (Carletti et al. 2008;
Filisetti et al. 2010). Simplifying assumptions about the concentration profiles inside
the aqueous phase are often considered, the simplest one being that of homogeneous
concentrations.

However, there is a problem with IRMs that is often overlooked: suppose indeed that
the vesicle is large enough so that composition fluctuations are small in a volume of the
same size as that of the internal phase. If the protocells are generated by some spon-
taneous process taking place in a homogeneous environment, then the internal com-
position of all the protocells will be very similar to each other, and to the external
environment. So essentially the same reactions take place in each protocell, and in the
environment – and there is really no need to have a closed compartment. Since all life
forms are based upon cells, these must instead be very important, probably from the very
beginnings of life. A possible solution to this problem is that of assuming that the initial
protocells were so small that the fluctuations were large in their very small volumes, so
their compositions are different and selection can take place (Serra et al. 2014).

However, there is an alternative possibility, which would hold also in the case
where the initial vesicles were quite large: it is possible that the key reactions take place
inside the vesicle, but only very close to its membrane, which is supposed to provide
direct catalytic activity or to give rise to a local environment that favours those reac-
tions. We will refer to these architectures as Near-Membrane Reaction Models, shortly
NMRMs (see Fig. 1).

While they resemble IRMs, where the internal phase is supposed to be homoge-
neous, the main difference is that in this case the production of new self-replicators
takes place in a narrow spherical shell close to the membrane. One might argue that the

Fig. 1. Schematic representation of an Inner Reaction Model (IRM - left) and of a Near Surface
Reaction Model (NMRM - right)
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same catalytic activity takes place on the outer side of the membrane but, if the external
volume is much larger than the internal one, the reactions products will be quickly
diluted on the outside, while this will not happen inside the protocell, if the membrane
is impermeable. Therefore the internal chemical composition may be different from the
external one.

In this paper we will introduce an abstract Near-Membrane Reaction Model
(NMRM in the following) and we will then address the important problem of
synchronization.

In a series of papers, we (Serra et al. 2007; Carletti et al. 2008; Filisetti et al. 2008;
2010; Villani et al. 2014) and others (Munteanu et al. 2007) have drawn attention on
the importance of synchronization between the replication rates of the “container” and
of its genetic material, that is obviously a necessary condition for sustained growth of a
protocell population. Using fairly abstract models, it had been possible to prove that,
under a wide set of hypotheses, such synchronization spontaneously emerges, gener-
ation after generation both in Internal Reaction Models and in Surface Reaction
Models.

In the case of NMRMs, the replication of the genetic molecules takes place only in
a fraction of the internal volume, so the self-replicators can then undergo dilution
during the growth of the protocell - and this might affect synchronization. However, we
show here that synchronization is achieved also in this case under a broad range of
assumptions concerning the type of equations and the sets of parameter values that
describe (i) the interactions among the replicators and (ii) the interactions of some
replicators with the lipid container.

We will then compare the behaviour of IRMs and NMRMs using simplified
deterministic dynamical models, and assuming that the concentrations of the
self-replicators are the same in every point of the internal aqueous phase for IRMs and
NMRMs, while only a part of the self-replicators in the NMRM case participate to the
reaction processes (that is, the part in the spherical shell close to the membrane).
Diffusion in the internal phase is supposed to be instantaneous, while transmembrane
diffusion of the precursors of the genetic molecules and of the amphiphiles can be
either instantaneous or ruled by a finite diffusion coefficient. In the first case, some
results have been obtained using analytical methods while in the second case all the
results are based upon simulations.

2 The Models

2.1 Inner- and Near Membrane-Reaction Models

The systems described in this paper require the modelling of two main interacting
subsystems: (i) the chemical reactions dynamics happening inside the container and
(ii) the container itself.

The world that the protocells inhabit is defined by chemistry, that is, a set of
chemical species and catalysed reactions. In the following we use several “random
generated” chemistries, which can differ in characteristics as number of species and
number of reactions. Moreover, the chemistries are generated at random, so the same
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molecule can catalyse a certain reaction in one chemistry and not in another one. Of
course, in the real world there is just one “chemistry”, but we consider ensembles of
randomly generated cases in order to look for generic properties.

Let Y = {X1, X2,…,XN} the whole set of N chemical species composing the
chemistry (Xi being the amount – the number of moles - of the species Xi, and [Xi] its
concentration). Some of these chemicals catalyse the formation of (other) chemicals
and/or the production of the protocell container, by using the following rules:

d C½ �
dt ¼ a1 PC½ �k X1½ �c þ . . .þ an PC½ �k Xn½ �c
d Xi½ �
dt ¼ gi;1 PXi½ �k X1½ �m þ . . .þ gi;n PXi½ �k Xn½ �m i ¼ 1; . . .; n

(
ð1Þ

where Pc and PXi are respectively the substrates (the “precursors”) of the amphiphilic
molecules forming the protocell vessel and the precursors of the chemicals that, placed
inside the vessel, compose the “metabolism” of the protocell itself. The fact that
(a subset of) these chemicals are able to catalyze the formation of (other) chemicals
and/or influence the growth of the protocell container allows them to heavily affect the
behavior of the whole system: therefore we can refer to these chemical species as a sort
of “genetic memory molecules” (GMM in the following) of the system. The matrix ηij
and the vector ai define respectively the interaction between the GMMs and their effect
on the protocell growth; the exponents k, c and m can differ from 1 in order to take into
account non-linear processes.1

We can change variables, from concentrations to quantities, by explicitly intro-
ducing the volume of the protocell Vint and the volume Veff where the main reactions
happen:

dC
dt ¼ a1Pk

CX
c
1

Veff

V cþ k
int

þ . . .þ anPk
CX

c
n

Veff

V cþ k
int

dXi
dt ¼ gi;1Pk

Xi
Xm
1

Veff

V mþ k
int

þ . . .þ gi;nPk
Xi
Xm
n

Veff

V mþ k
int

i ¼ 1; . . .; n

8<
: ð2Þ

The protocell volume is determined by the shape of the membrane and by the
amount of amphiphilic molecules: if during growth the protocell maintains more or less
the same shape protocell volume and amount of amphiphiles are deterministically
linked, and we can compute the protocell volume by knowing the amphiphiles quan-
tity. For example, in case of spherical (turgid) protocell surrounded by a membrane
having a thickness of d and a density of amphiphiles equal to q we have (Villani et al.
2014):

1 In order to simplify the discussion we use the same exponent k to describe the effect of the
concentrations of both kind of precursors on the order of their respective equations - this
simplification nevertheless does not affect the main conclusions of the paper. Another simplification
regards the exponents m (equal for all GMMs) and c (equal for all interactions among GMMs and the
precursors of the container): indeed, we are taking into consideration chemical reactions having not
too different properties.
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Veff Cð Þ ¼ Vint ¼ 1
6

ffiffiffi
p

p C
qd

� �3
2

ð3Þ

whereas if reactions happen only within a distance e from the inner surface of the
membrane we have:

Veff Cð Þ ¼ C
qd

e ð4Þ

We assume that both kinds of precursors can cross the membrane (that is, that they
are small molecules or have some affinities with the membrane). Usually the external
environment is enormously wider than the protocell size, so the processes here hap-
pening cannot change it in substantial way: in other words, the external concentrations
do not appreciably change in time (they are constant). If we assume fast transmembrane
diffusion, the same holds also for the internal concentrations, and we can simplify Eq. 2
as follows2:

dC
dt ¼ a1X

c
1
Veff

V c
int
þ . . .þ anXc

n
Veff

Vc
int

dXi
dt ¼ gi;1Xm

1
Veff

V m
int
þ . . .þ gi;nXm

n
Veff

V m
int

i ¼ 1; . . .; n

8<
: ð5Þ

Finally, we assume that when the amphiphiles quantity reaches the threshold value
h the membrane becomes unstable and the protocell splits in two parts3, from which the
process can restart (Villani et al. 2014, 2016).

Note that (without constraints) at each generation the protocell population doubles
its elements, a process that leads to an exponential growth; at the same time the inner
dynamics – which influences the duplication time - is ruled by the kinetic coefficients in
Eq. 1, and it could assume linear, sublinear or supralinear behaviors.

2.2 Releasing the Hypothesis of Fast Transmembrane Diffusion

The exchange of materials between the protocell and its environment is a very delicate
process: indeed, in our vision it plays a crucial role in assuring the protocells’ evolv-
ability. Unfortunately, we will see (in Sect. 3) that the fast cross membrane diffusion
hypothesis may have important consequences. In order to consider a more realistic
model with finite membrane crossing rates we can take into account the passive
transport of materials, which is driven by the gradient between the internal and external
chemical concentrations (Fick’s law):

2 In Eq. 5 we set a’i = a(PC/Vint)
k, and rename a’i again in ai in order to avoid an excessive

proliferation of symbols. The same holds for ηi,j.
3 The offspring do not have necessarily the same size: indeed, the preservation of the protocells’ size
among the different generations is assured by the fixed amount of the amphiphiles at the division
event.
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dP
dt

� DpS P½ �ext� P½ �int
� �

d
ð6Þ

Where dP/dt is the variation of the internal concentration of the chemical, Dp is
proportional to its diffusion coefficient through the membrane, S is the membrane
surface and d is its thickness; [P]ext and [P]int are respectively the external and internal
concentrations.

This rule, combined with the fact that chemicals can be consumed by the reactions
where they are substrates, lead to a slightly different model:

dC
dt ¼ a1Pk

CX
c
1

Veff Cð Þ
V cþ k
int Cð Þ þ . . .þ anPk

CX
c
n

Veff Cð Þ
V cþ k
int Cð Þ

dXi
dt ¼ gi;1Pk

Xi
Xm
1

Veff Cð Þ
V mþ k
int Cð Þ þ . . .þ gi;nPk

Xi
Xm
n

Veff Cð Þ
V mþ k
int Cð Þ i ¼ 1; . . .; n

dPC
dt ¼ DPC S Cð Þ

d PC½ �ext� PC
Vint Cð Þ

� �
� dC

dt

dPCi
dt ¼ DPXi

S Cð Þ
d PXi½ �ext� PXi

Vint Cð Þ
� �

� dXi
dt i ¼ 1; . . .; n

8>>>>>><
>>>>>>:

ð7Þ

that maintains the more interesting behaviors of the previous ones, by adding – as we
will see – some interesting properties.

3 Results

3.1 Fast Cross Membrane Diffusion: Equivalence of Inner- and Near
Membrane-Reaction Models

In the case of only one GMM, and with the hypothesis of fast cross membrane dif-
fusion, we can analytically prove that the IRM and NMRM models are equivalent.
Indeed, Eq. 5 becomes:

dC
dt ¼ aXc gi=n Cð Þ

gci Cð Þ
dX
dt ¼ gXm gi=n Cð Þ

gmi Cð Þ

8<
: ð8Þ

where the functions

gi Cð Þ ¼ 1
6

ffiffiffi
p

p C
qd

� �3
2

¼ aC
3
2 ð9Þ

gn Cð Þ ¼ C
qd

e ¼ bC ð10Þ

describe the volume where reactions happen. So, by using the new coordinate:
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ds
dt

:¼ dC
dt

¼ aXc gi=n Cð Þ
gci Cð Þ ð11Þ

we obtain4:

dC
ds ¼ 1
dX
ds ¼ g

aX
m�c 1

gm�c
i C sð Þð Þ

(
ð12Þ

that is an easily solvable system.
By using the mapping techniques shown in (Serra et al. 2007; Carletti et al. 2008) it

is possible to prove that a sufficient condition for the system to synchronize is m < c+1,
that is, that the order of the autocatalytic action of the GMM has to be lower than the
order of its action on the container growth (Calvanese 2016).

Moreover, the function gi/n is not present in Eq. 12, indicating that IRM and NSRM
models synchronize in the same conditions, all significant changes being simply
described by using a different time scale.

3.2 Fast Cross Membrane Diffusion: Competition Among GMMs

So, a single GMM coupled with the protocell membrane can allow the sustainable
synchronization of a population of protocells. The same holds also for a set of col-
lectively autocatalytic molecules, able to recruit the materials needed to its growth (a so
called Reflexively Autocatalytic Food generated set, or RAF set (Steel 2000; Hordijk
and Steel 2004; Villani et al. 2014, 2016), if coupled with the protocell membrane (we
can call this synchronising RAF “sRAF” (Villani et al. 2016).

But what happens if independent sRAF sets5 are present within the same protocell?
The simulations shows that, as one might expect, independent sRAFs having the same
growth rate can coexist in the same protocell, even if they have different coupling
coefficients with the membrane, or even if some of them are not coupled at all (these
last sRAFs being a sort of guests of the sRAFs that contribute to the container growth).

However, if the sRAFs do not have exactly the same growth rate, the final fate
depends on the order of autocatalysis m. Indeed, as observed also in similar dynamical
situations (Smith and Szathmáry 1995), there are three main cases:

1. m < 1 the protocell inner dynamics is sublinear: in this case almost all different
RAFs can synchronize (“survival of everyone”)

2. m = 1 the protocell inner dynamics is linear: in this case only the fastest sRAF
synchronize: all other sRAFs during the process of duplication dilute, irrespectively
with respect to the strength of their coupling with the container. The only exception
is the possible presence of an even fastest sRAF that does not interact with the
container: in this case during duplication its constituents invade the protocells’ inner

4 The symbol gi/n stand for gi or gn, depending on the involved model.
5 Note that a single autocatalytic GMM is a RAF set composed by only one reaction.
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space, till the block of the final protocells - an event out of the scope of the model
(“survival of the fastest”)

3. m > 1 the protocell inner dynamics is super linear: in this case only the sRAF
initially present with the highest concentrations synchronize: all other sRAFs during
the process of duplication dilute, irrespectively with respect to the strength of their
coupling with the container (“survival of the first”)

These scenarios are not good news for the evolvability of the system. Indeed in
many cases (typically all having m � 1) there is only one final fate: this absence of
different asymptotic behaviours totally blocks the progress of evolution, which is based
on the success of (some) variations. Moreover, the always possible introduction of
novelties (for example because of the occurrence of spontaneous reactions or because
the interference of the environment) could introduce (at low concentration) parts of
sRAFs having alternatively higher or lower growth rates. In the first case these sRAFs
replace the already existing ones (further fixing the situation); in the second case they
cannot survive and sooner or later dilute (confirming in such a way the robustness of
the already existing situation). No scenarios allows the progressive accumulation of
useful behaviours – with the only exceptions (i) of the formation of new branches of the
already existing sRAF and (ii) of sRAFs having exactly the same growth rate, a very
rare occurrence.6

3.3 The Effect of Finite Membrane Diffusion

Indeed, if we analyses the flow of chemicals that can cross the membrane in and out the
protocell, we can note that in some cases the rates are unrealistically high; typically, the
highest rates are related to the chemicals that are substrates or products of the leading
sRAFs.

If we consider a more realistic model that takes into account the passive transport of
materials – as described in Sect. 2 – the simulations outcomes change: there are sig-
nificantly wide ranges of parameters where also reaction orders with m � 1can easily
support the “survival of everyone” scenario. In particular:

• different sRAFs having dissimilar growth rates can coexist (obviously, provided
that the differences among the growth rates are not too high)

• a new sRAF can stably enter into the series of duplicating protocells, even if its
initial quantity is (not excessively7) small, and even if its growth rate is (not
excessively (see Footnote 6)) lower than the growth rates of the already existing
RAFs

6 There is an alternative way to escape from this dilemma, that is, the scenario where the new behavior
(supported by the chemical activity of the new sRAF) is providing a new functionality to the
protocell, in a sense “orthogonal” to the functionality supported by the already present sRAF (that is,
the system’s reproduction). For example, the resistance to aggressive chemical substances, of to the
crowding of the environment: both these alternatives are however out of the scope of the model (see
(Villani et al. 2014) for a detailed discussion of this theme).

7 That is, there are threshold values below which the phenomenon does not happen.
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– without replacing the already existing sRAFs, if its growth rate is (not exces-
sively (see Footnote 6)) higher than those of the already existing ones

• the IRM variant allows the coexistence of different sRAFs for differences in growth
rate higher than the NSRM8

So, the finite membrane diffusion plays a key role in allowing evolvability (defined
as the capability of cumulating novelties, by maintaining the already present capabil-
ities) (Figs. 2 and 3).

Fig. 2. IRMs with m = 1 and k = 1. (a) The (independent – that is, η1,2 = η2,1 = 0) GMMs start
from different initial quantities (X1 = 5e−16g. and X2 = 5e−19g), and have similar growth rates
(cm3 *s−1 g−1): η1,1 = η2,2 = 0,05. (b) The (independent – η1,2 = η2,1 = 0) GMMs start from
similar initial quantities (X1 = X2 = 5e−16g.) and have different growth rates (cm1,5 * s−1):
η1,1 = 0,0375 and η2,2 = 0,05. The finite trans-membrane diffusion of precursors allows their
coexistence

Fig. 3. IRMs with m = 1.5 and k = 1. (a) The (independent – that is, η1,2 = η2,1 = 0) GMMs
start from different initial quantities (X1 = 5e−16g. and X2 = 5e−19g) and have similar growth
rates (cm4.5 * s−1.5 g−1.5): η1,1 = η2,2 = 0,158114. (b) The (independent – η1,2 = η2,1 = 0) GMMs
start from similar initial quantities (X1 = X2 = 5e−16g.) and have different growth rates (cm4.5 *
s−1.5 g−1.5): η1,1 = 0,158114 and η2,2 = 0,118114. The finite trans-membrane diffusion of
precursors allows their coexistence

8 The ranges of parameters supporting synchronization is wider for system with m = 1 than for systems
with m = 3/2 (the higher the nonlinearity, the higher the synchronization difficulty). Despite this
tendency, both situations own a significant wide range of parameters.
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4 Conclusions

It turns out that the behaviour of the Near-Membrane Reaction Models are qualitatively
similar to those of the IRMs, although there are some values of the kinetic parameters
that lead to extinction (i.e. extreme dilution) in the former case but not in the second. In
general, with instantaneous diffusion, one observes coexistence of molecular species
that have different replication rates when the kinetics of the self-replicators is sublinear,
while in the linear case the fastest one (i.e. the “fittest”) prevails. Note that while the
replicator equations may be linear, the whole model is definitely nonlinear. If the
replicators kinetics are superlinear, one observes that the molecular types with a higher
initial concentration have an edge with respect to the other species (the “survival of the
first”). The above remarks refer essentially to molecular species that self-replicate
individually. When replication involves cooperation between two or more species, they
together determine the overall rate of replication - they can survive and synchronize.
The presence of several different sets of self-replicating polymers, with different rates,
is a desirable feature of protocells, as it might allow them to become more complex and
to perform a wider set of functions. It is shown in the paper that the coexistence of
different sets of this type, even when the kinetics are linear or superlinear, can be
achieved in both IRM and NMRM architectures (the IRM organization being the more
flexible one) when the diffusion rate across the membrane is finite – provided that the
replication rates of the genetic molecules are not too different from each other.
Moreover, a limited analysis is performed concerning the evolvability of the protocell,
by assuming that a new molecular species enters the scene when the system has already
reached a steady state, and by defining “evolvable” a case when the newcomers can
survive together with the pre-existing molecules. It is shown that the introduction of a
finite diffusion rate allows the protocell population to evolve, in the sense defined
above, also when the replication kinetics is linear or superlinear.

Acknowledgments. The authors gratefully acknowledge the support of the European Centre for
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Appendix A: Symbols and Main Acronyms

Main acronyms Meaning

SRM Surface Reaction Model
IRM Internal Reaction Model
NMRM Near-Membrane Reaction Model
GMM Genetic Memory Molecules
RAF Reflexively Autocatalytic Food generated set
sRAF A RAF set that allows synchronization if coupled with membrane growth
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Symbols Meaning First use

Xi [Xi] Respectively, amount (moles) and concentration of species Xi Equation 1
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Abstract. The employ of an adapted numerical scheme within the inte-
gration of differential equations shows benefits in terms of accuracy and
stability. In particular, we focus on differential equations modeling chemi-
cal phenomena with an oscillatory dynamics. In this work, the adaptation
can be performed thanks to the information arising from existing theo-
retical studies and especially the observation of time series. Such infor-
mation is properly merged into the exponential fitting technique, which
is specially suitable to follow the a-priori known qualitative behavior of
the solution. Some numerical experiments will be provided to exhibit the
effectiveness of this approach.

Keywords: Oscillating solutions · Exponential fitting · Parameter
estimation · Reaction equations · Belousov-Zhabotinsky reaction

1 Introduction

This work aims to solve systems of differential equations modeling oscillatory
chemical phenomena. In particular, it highlights how useful can be time series
of experimental data when they are properly merged into a numerical scheme.

Classic numerical methods could determine a strong reduction in stepsize
in order to accurately follow the prescribed oscillations of the exact solution
because they are developed in order to be exact (within round-off error) on
polynomials up to a certain degree. When the qualitative behavior of the exact
solution is a-priori known, it may be worthwhile to employ adapted methods
which are constructed in order to be exact on functions other than polynomials,
following the well-known strategy of exponential fitting [1–4]. Such functions are
assumed to belong to a finite-dimensional space (the so-called fitting space) and
are chosen according to the character of the exact solution. As a consequence,
the coefficients of the resulting numerical method are no longer constant as in
the classic case, but depend on a parameter characterizing the exact solution,
whose value is evidently unknown. Therefore, the advantages of this technique
c© Springer International Publishing AG 2017
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can be reached only if the fitting space is suitably chosen and the parameter is
properly computed.

We deal with these two challenges by taking into account the existing the-
oretical studies on the problem and observing the time series of experimental
data. The oscillatory dynamics emerging from both these approaches suggests
the employ of a trigonometrical fitting space. In this case, the basis functions
rely on a parameter which is the time frequency of oscillations of the exact solu-
tion. When the time series of experimental data are available, we can estimate
the parameter by means of the frequency of observed oscillations, thus avoiding
expensive procedures based on solving non-linear systems as in [5,6].

As an experimental case study, we focus on the Belousov-Zhabotinsky (BZ)
reaction, a prototypical oscillatory chemical system whose kinetics is essentially
described in the well-known Oregonator model developed by Field, Körös and
Noyes [7–9]. It consists in a system of ordinary differential equations which we
integrate by means of the above-mentioned adapted strategy.

In summary, we describe the main aspects of the Belousov-Zhabotinsky reac-
tion in Sect. 2, Sect. 3 is devoted to the development of the numerical scheme
used to integrate the Oregonator, while Sect. 4 shows some numerical experi-
ments and Sect. 5 exhibits the conclusions.

2 The Belousov Zhabotinsky Reaction

The BZ reaction was discovered in 1951 by Boris P. Belousov who observed oscil-
lations in the color of a solution while he was trying to develop a simple chemical
model for the oxidation of organic molecules in living cells [10,11]. His study was
confirmed and extended by Zhabotinsky 10 years later [12–14] and now BZ is
probably one of the most studied oscillating reaction; the popularity of the BZ is
mainly due to the fact that it is the simplest closed macroscopic system that can
be maintained far from equilibrium by an internal source of free energy homoge-
neously distributed in space. Being outside of thermodynamical equilibrium, BZ
displays several exotic dynamical regimes: periodic, aperiodic and chaotic oscil-
lations [15,16], autocatalysis and bistability [17], Turing structures and pattern
formation [18,19].

The BZ reaction consists in the oxidation of an organic substrate (generally
malonic acid) by bromate ions in an acidic medium, catalyzed by a metal complex
(iron, cerium or ruthenium, see [8,9] and references therein). The oscillations
especially occur in the concentrations of the metal ions and become evident
through a change in the color of the solution, which is more drastic for the iron.
According to Fields, Körös and Noyes, the oscillations are due to the competition
between two processes: firstly, the metal ion is mainly in its reduced state and
the concentration of bromide ions ([Br−]) is high (Process I); then the bromide
ion is consumed up to a certain critical value and the metal ion reverts to the
oxidized state (Process II); finally the metal ion reacts to produce bromide ions
and changes to its reduced state again. However, from the kinetics point of view,
oscillations are due to an Hopf instability arising from the nonlinear chemical
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mechanism (autocatalysis + inhibition), involved in the reaction. The whole
chemical kinetics has been described by Field, Körös and Noyes by means of the
following key reactions

A + Y
k1−→ X + P,

X + Y
k2−→ 2P,

A + X
k3−→ 2X + 2Z,

2X
k4−→ A + P,

B + Z
k5−→ 1

2
f Y,

where

X = HBrO2 (bromous acid), P = HOBr (hypobromous acid),
Y = Br− (bromide ion), A = BrO−

3 (bromate ion),
Z = Me(n+1)+ (metal ion in oxidized state), B = MA (malonic acid).

Applying the law of mass action, the Field-Körös-Noyes model can be converted
into the following third order system of kinetic equations [8]:

dx∗

dt∗
= k1 a y∗ − k2 x∗y∗ + k3 a x∗ − 2k4(x∗)2, (1a)

dy∗

dt∗
= −k1 a y∗ − k2 x∗y∗ +

f

2
k5 b z∗, (1b)

dz∗

dt∗
= 2k3 a x∗ − k5 b z∗, (1c)

which is known as Oregonator and involve the concentrations of the aforemen-
tioned chemical elements. Such concentrations are indicated by letters in lower
case henceforth. The occurrence of oscillations in the exact solution depends
strongly on the values of the involved parameters, especially k5 and f . Indeed,
if k5 = 0, the bromide ion (Br−) concentration decays to zero according to the
Eq. (1b), so the system cannot oscillate. With regards to f , oscillations arise only
if 0.5 < f < 2.414, whereas for f < 0.5 and f > 2.414 the reaction is in a stable
steady state, being Process II or Process I dominant, respectively (see [9] and
references therein).

It is more convenient to study the Oregonator (1) in its dimensionless form,
as follows:

ε
dx

dt
= q y − x y + x (1 − x), (2a)

ε′ dy

dt
= −q y − x y + f z, (2b)

dz

dt
= x − z, (2c)
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where

x =
2k4
k3a

x∗, y =
k2
k3a

y∗, z =
k4k5b

(k3a)2
z∗, t =

t∗

k5b
,

ε =
k5b

k3a
, ε′ =

2k4k5b

k2k3a
, q =

2k1k4
k2k3

,

(3)

or, in a more compact form,

dr

dt
= F (r; q, f, ε, ε′), (4)

where r = [x, y, z]T and F (r; q, f, ε, ε′) =

⎡
⎣

1
ε (q y − x y + x (1 − x))

1
ε′ (−q y − x y + f z)

x − z

⎤
⎦.

3 An Adapted Numerical Scheme

We aim to integrate the system (4) in a certain interval [t0, T ] provided with the
following initial condition

r(t0) = r0, (5)

in a region of the plane k5 − f where the solution is known to oscillate. For this
purpose, we discretize the interval [t0, T ] and we employ an adapted Runge Kutta
method, developed in order to be exact (within round-off error) on functions
belonging to a particular fitting space. The general expression of a s-stage Runge-
Kutta method applied to the system (4) is

Ri = rn + k
s∑

j=1

ai,j F (tn + cjk,Rj), i = 1, . . . , s,

rn+1 = rn + k

s∑
i=1

bi F (tn + cik,Ri),

(6)

where k is the stepsize. We remark that the system (4) is autonomous, so F (tn +
cjk,Rj) = F (Rj). The scheme (6) is a one-step procedure and each of its stages
can be seen as a linear multistep formula on a non-equidistant grid [20]. Following
this approach, it can be reformulated by means of the following s+1 linear stage
representation

rn+ci = rn + k

s∑
j=1

ai,j F (rn+cj ), i = 1, . . . , s, (7a)

rn+1 = rn + k

s∑
i=1

bi F (rn+ci), (7b)
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being (7a) the internal stages and (7b) the final one. In this way, it is possible
to associate a linear difference operator with each stage

Li[φ(t); k] = φ(t + cik) − φ(t) − k

s∑
j=1

ai,j φ′(t + cjk), i = 1, . . . , s, (8a)

L[φ(t); k] = φ(t + k) − φ(t) − k
s∑

i=1

bi φ′(t + k). (8b)

Annhilating it on a proper fitting space, we can obtain the required adapted
Runge Kutta.

The prescribed oscillatory behavior of the exact solution of (4) suggests the
employ of a trigonometrical fitting space

Ftrig = {1, sin(μ t), cos(μ t)} , (9)

and the above procedure leads to a trigonometrically fitted 2-stage Runge Kutta
method having the following coefficients [21]:

ai1(z) =
1

zD(z)
(sin(ciz) sin(c2z) − cos(c2z)(1 − cos(ciz))) , i = 1, 2,

ai2(z) =
1

zD(z)
(− sin(ciz) sin(c1z) + cos(c1z)(1 − cos(ciz))) , i = 1, 2,

b1(z) =
1

zD(z)
(sin(z) sin(c2z) − cos(c2z)(1 − cos(z))) ,

b2(z) =
1

zD(z)
(− sin(z) sin(c1z) + cos(c1z)(1 − cos(z))) ,

(10)

where z = μk and

D(z) = cos(c1z) sin(c2z) − sin(c1z) cos(c2z).

We remark that the coefficients (10) rely on the parameter μ, which needs to be
properly estimated. For this purpose, we consider the experiment in [22] carried
out on an unstirred ferroin catalyzed BZ system and we observe the correspond-
ing time series reported in Fig. 1. We focus on the oscillations occurring in the
concentration of ferriin, i.e. the oxidized form of the catalyst, Fe(phen)3+3 , which
corresponds to z in the Oregonator model (4). The time series exhibits an initial
exponential decay trend corresponding to the start of the reaction. We extract
the frequency of the oscillations from the time series as the inverse of the period
and we use the obtained value (0.0349) as an estimate of the parameter μ. In
this way, we can reach the benefits of the exponential fitting strategy without
increasing the computational cost to compute an accurate estimate of μ.

4 Numerical Experiments

We now show some numerical results arising from the integration of (4) in [0, 185]
provided by the initial conditions

x(0) = 0.0013, y(0) = 0.2834, z(0) = 0.1984, (11)
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Fig. 1. Time series of concentration of ferriin related to the experiment carried out in
[22] on an unstirred ferroin catalyzed BZ system.

and with the following values for the parameters

f = 1, q = 3.52 · 10−5, ε = 0.3779, ε′ = 7.56 · 10−4. (12)

We remark that the concentrations in (11) are in their dimensionless form.
We employ the trigonometrically fitted Runge Kutta method (10) described
in Sect. 3 with the vector of nodes of the implicit trapezoidal rule (c = [0, 1])
and compare it with the corresponding classic Runge Kutta, the Lobatto-IIIA
method and the well-known Gauss’ Runge Kutta of order 4, which have the
following Butcher’s arrays [23]

0
1 1/2 1/2

1/2 1/2

0
1/2 5/24 1/3 −1/24
1 1/6 2/3 1/6

1/6 2/3 1/6

1/2 − √
3/6 1/4 1/4 − √

3/6

1/2 +
√
3/6 1/4 +

√
3/6 1/4

1/2 1/2

respectively. Table 1 shows that the trigonometrically fitted Runge Kutta method
(10) is more accurate and even stabler than the classic methods. In this table, we
consider the relative error with respect to a reference solution, computed by the
Matlab routine ode15s with an accuracy equal to 10−13. As reported in Fig. 2,
the trigonometrically fitted Runge Kutta method (10) follows the oscillations of
the solution expected both from theoretical studies [9] and from the observation
of time series related to the experiment in [22]. Moreover, Fig. 2 shows that the
numerical solution obtained by this method and the reference solution computed
by the Matlab solver ode15s exhibit totally similar oscillatory profiles. We remark
that the variables concentration of ferriin (z) and time (t) have been recasted
according to the positions (3).
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Table 1. Comparison among some classic Runge Kutta methods and the trigonomet-
rically fitted Runge Kutta (10) with nodes c = [0, 1] for the integration of system (4)
with initial condition (5) and parameters chosen as in (12).

Error

k = 0.25 k = 1 k = 1.5

Trapezoidal rule 0.000109 0.750955 0.978572

LobattoIIIA Runge Kutta 0.003356 it blows up it blows up

Gauss’ Runge Kutta 0.002093 1.000013 0.995994

Trigonometrically fitted Runge Kutta 0.000070 0.577778 0.588392

Fig. 2. Numerical solution of (4) obtained by the trigonometrically fitted Runge Kutta
method (10) with nodes c = [0, 1] and stepsize k = 0.25 (on the left) and numerical
solution computed by the Matlab routine ode15s with an accuracy equal to 10−13 (on
the right). The variables concentration of ferriin (z) and time (t) have been recasted
according to the positions (3).

5 Conclusions

In this work, we have presented an adapted numerical scheme to integrate sys-
tems of ordinary differential equations modeling oscillatory chemical phenomena.
In particular, we have employed a trigonometrically fitted Runge Kutta method
in order to accurately follow the prescribed oscillations of the exact solution.
Indeed, such methods are constructed in order to be exact (within round-off
error) on trigonometric functions. However, this strategy usually requires a fur-
ther computational effort to estimate the parameter which the basis functions
depend on. For this reason, we have considered the time series coming from an
experiment which can be reasonably modelled by the system we want to inte-
grate. Therefore, we have chosen the frequency of the oscillations observed in
time series as an estimate of the parameter, thus avoiding an increase of com-
putational cost. Numerical experiments show the effectiveness of this approach.



186 R. D’Ambrosio et al.

References

1. D’Ambrosio, R., Paternoster, B.: Numerical solution of reaction-diffusion systems
of λ - ω type by trigonometrically fitted methods. J. Comput. Appl. Math. 294,
436–445 (2016)

2. D’Ambrosio, R., Esposito, E., Paternoster, B.: Exponentially fitted two-step hybrid
methods for y′′ = f(x, y). J. Comput. Appl. Math. 235(16), 4888–4897 (2011)

3. Ixaru, L.G., Berghe, G.V.: Exponential Fitting. Springer, Netherlands (2004)
4. Paternoster, B.: Present state-of-the-art in exponential fitting. A contribution dedi-

cated to Liviu Ixaru on his 70th birthday. Comput. Phys. Commun. 183, 2499–2512
(2012)

5. D’Ambrosio, R., Esposito, E., Paternoster, B.: Parameter estimation in exponen-
tially fitted hybrid methods for second order differential problems. J. Math. Chem.
50(1), 155–168 (2012)

6. D’Ambrosio, R., Esposito, E., Paternoster, B.: Exponentially fitted two-step
Runge-Kutta methods: construction and parameter selection. Appl. Math. Comp.
218(14), 7468–7480 (2012)

7. Epstein, I.R., Pojman, J.A.: An Introduction to Nonlinear Chemical Dynamics:
Oscillations, Waves, Patterns, and Chaos, 1st edn. Oxford University Press, Oxford
(1998)

8. Murray, J.D.: Mathematical Biology. Springer, New York (2004)
9. Tyson, J.J.: What everyone should know about the Belousov-Zhabotinsky reac-

tion. In: Levin, S.A. (ed.) Frontiers in Mathematical Biology. Lecture Notes in
Biomathematics, vol. 100, pp. 569–587. Springer, Heidelberg (1994). doi:10.1007/
978-3-642-50124-1 33

10. Belousov, B.P.: An oscillating reaction and its mechanism. In: Sborn. referat.
radiat. med. (Collection of abstracts on radiation medicine), p. 145. Medgiz (1959)

11. Field, R.J., Burger, M.: Oscillations and Traveling Waves in Chemical Systems.
Wiley-Interscience, New York (1985)

12. Zhabotinsky, A.M.: Periodic processes of the oxidation of malonic acid in solution
(study of the kinetics of Belousov reaction). Biofizika 9, 306–311 (1964)

13. Zaikin, A.N., Zhabotinsky, A.M.: Concentration wave propagation in two-
dimensional liquid-phase self-oscillating system. Nature 225(5232), 535–537 (1970)

14. Zhabotinsky, A.M., Rossi, F.: A brief tale on how chemical oscillations became
popular: an interview with Anatol Zhabotinsky. Int. J. Des. Nat. Ecodyn. 1(4),
323–326 (2006)

15. Marchettini, N., Budroni, M.A., Rossi, F., Masia, M., Liveri, M.L.T., Rustici,
M.: Role of the reagents consumption in the chaotic dynamics of the Belousov-
Zhabotinsky oscillator in closed unstirred reactors. Phys. Chem. Chem. Phys.
12(36), 11062–11069 (2010)

16. Rossi, F., Budroni, M.A., Marchettini, N., Carballido-Landeira, J.: Segmented
waves in a reaction-diffusion-convection system. Chaos: Interdisc. J. Nonlinear Sci.
22(3), 037109 (2012)

17. Taylor, A.F.: Mechanism and phenomenology of an oscillating chemical reaction.
Prog. React. Kinet. Mech. 27(4), 247–325 (2002)

18. Budroni, M.A., Rossi, F.: A novel mechanism for in situ nucleation of spirals con-
trolled by the interplay between phase fronts and reaction-diffusion waves in an
oscillatory medium. J. Phys. Chem. C 119(17), 9411–9417 (2015)

19. Rossi, F., Ristori, S., Rustici, M., Marchettini, N., Tiezzi, E.: Dynamics of pattern
formation in biomimetic systems. J. Theor. Biol. 255(4), 404–412 (2008)

http://dx.doi.org/10.1007/978-3-642-50124-1_33
http://dx.doi.org/10.1007/978-3-642-50124-1_33


Time Series in Numerical Schemes 187

20. Albrecht, P.: A new theoretical approach to RK methods. SIAM J. Numer. Anal.
24(2), 391–406 (1987)

21. Paternoster, B.: Runge-Kutta(-Nyström) methods for ODEs with periodic solu-
tions based on trigonometric polynomials. Appl. Numer. Math. 28(2), 401–412
(1998)

22. Rossi, F., Budroni, M.A., Marchettini, N., Cutietta, L., Rustici, M., Liveri, M.L.T.:
Chaotic dynamics in an unstirred ferroin catalyzed Belousov-Zhabotinsky reaction.
Chem. Phys. Lett. 480(4), 322–326 (2009)

23. Hairer, E., Lubich, C., Wanner, G.: Geometric Numerical Integration. Springer
Series in Computational Mathematics, vol. 31. Springer, Heidelberg (2006)



A Program for the Solution of Chemical
Equilibria Among Multiple Phases

Fulvio Ciriaco1(B), Massimo Trotta2, and Francesco Milano2
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Abstract. We present a program for the calculation of concentrations at
chemical equilibrium in systems with one or more phases. We explain the
main difficulties that such a program must surmount and the strategies
that were devised for the present one, comparing them to others that
can be found in the literature.

1 Introduction

Except for a small number of simple cases for which the computation of the
equilibrium conditions of a system of reactants has precise or approximate ana-
lytical solutions, the set of nonlinear equations and inequalities that translates
this general problem of chemistry can only be solved numerically.

Rather than solving the general problem, a manually simplified equation
system is often written ad hoc and solved with the aid of clever choice of the
variables and approximations.

Considering the importance and ubiquity of this problem, the amount of lit-
erature [1–7] and computer programs devoted to it [8–11] is outstandingly poor,
perhaps because the difficulties of the solution are erroneously underestimated.
Moreover, some of these programs have important limitations, being devoted to
important specific cases, like combustion in the gas phase. However one can also
find lots of dispersed material, mostly matlab routines using the library mini-
mization or equation solver algorithms on a set of chemical equations that must
be manually written for each separate case.

In the following sections we describe why the choice of the variables is prob-
lematic and important and the advantages of the present choice compared to the
alternatives.

The precipitation equilibria are usually translated into a set of inequalities.
We therefore also describe how we coped with the problem of precipitation so
as to deal only with equalities.

Finally we explain the structure of the present computer library and pro-
gram and the input format that was devised to describe a chemical system with
sufficient generality.

c© Springer International Publishing AG 2017
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2 The Mathematical and Thermodynamic Features
of Chemical Equilibrium

We assume that the chemical system can be completely described by means of

– a number of distinct phases;
– a number of species and their propensity to transfer from a phase to another,

described by transfer equations and transfer constants;
– the analytical amount for each of the species, i.e. the quantity of each that is

inserted during the system preparation;
– the set of all possible reactions that the mentioned species can undergo, pos-

sibly dependant on the embedding phase; the fixed proportions characterizing
the reactants disappearance and the products appearance are described by
the stoichoiometric coefficients and the reaction quotient at equilibrium by
the equilibrium constant.

For example, the set of reactions for a water solution obtained dissolving Fe(OH)2
could be schematized:

Fe(OH)2
Kb1−−⇀↽−− Fe(OH)+ + OH−

Fe(OH)+
Kb2−−⇀↽−− Fe2+ + OH−

H2O
Kw−−⇀↽−− H+ + OH−

Fe(OH)2 ↓ Ks−−⇀↽−− Fe(OH)2

where part of Fe(OH)2 might be still present as a solid precipitate.
In principle one could think to obtain the solution of such a small set of

relations straightforwardly writing the principle of mass conservation and the
laws of thermodynamic equilibrium, e.g. for our sample system:

|Fe(OH)2|0 = |Fe(OH)2| + |Fe(OH)+| + |Fe2+|
2|Fe(OH)2|0 + |H+| = |OH−|

[Fe(OH)+][OH−]
[Fe(OH)2]

= Kb1

[Fe2+][OH−]
[Fe(OH)+]

= Kb2

[H+][OH−] = Kw

[Fe(OH)2] ≤ Ks

where we indicated the concentrations in [] as usual in chemistry and the total
amounts in ||. Also, it would be necessary to introduce a positiveness condition
for each of the species, otherwise risking to obtain non physical solutions.

Already in this straightforward form, one has to take an important decision
about the nature and number of the variables involved in the calculation. In fact,
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the concentration are linearly related through the mass conservation equations
and these relations can be inverted to lessen the number of variables, for example
this is the route taken by most programs that solve the related problem of Gibbs
function minimization [3–5]. Rather than letting a linear algebra system solve
the system arbitrarily, there is an intuitive set of alternative variables one can
use, the advancement degree of each reaction, that is how much each of the
reactions progressed relatively to the initial composition, in an arbitrary scale,
usually corresponding to the amount of one of the reactants. These two positions
are most often chosen in the development of chemical equilibrium software.

However, there is a third choice, i.e. to take into consideration both the
reaction progress indices and the species concentrations, retaining of course the
equations relating them. In fact, this was our choice, except that we preferred
to retain the logarithm of the concentrations rather than the concentrations
themselves.

Working with the logarithm of concentrations has three advantages:

– the concentration is bound to be positive;
– the variation of the logarithm of concentrations is similar for different species,

i.e. the variation scale is homogeneous, the importance of this will be made
clearer below;

– the equilibrium conditions can be easily rewritten in a general linear form:∑
i χiln(ci) = ln(K), where χi are the stoichiometric coefficients, with nega-

tive sign for reactants.

The redundancy of variables has a single but very important advantage: the
chemical equations can be very stiff, with equilibrium constants and concentra-
tions easily varying by several of orders of magnitude. When working with a
minimal variables set, the laws of mass conservation are automatically preserved
during all the numerical solution, obliging the system to move in a possibly very
narrow seam. In a redundant set of variables instead, the system deviates from
solution both for the equilibrium and for the mass conservation relations and
can arrive to the solutions through a path that is otherwise not accessible. The
increase of the number of variables is secondary to the gained flexibility.

We also wanted to substitute the inequalities of the precipitation equilibria
with equalities. The obvious explanation of the precipitation equilibrium is that
the chemical potential of the precipitate is constant and factorizes out in the
equilibrium law until the precipitate disappears. Our idea consists in setting the
chemical potential to a function that is constant only when the formal concentra-
tion is greater than a very low threshold value, otherwise gradually resembling
the common log(c) shape, as in left pane of Fig. 1. In this way, below saturation,
we still have a positive amount of the precipitate but with a formal concentration
so much lower than the dissociated partners that it does not significantly alter
the relationship of the solute concentration to the total amount of the substance,
as shown in right pane of Fig. 1.

A useful trick to emulate ideal chemical buffer, i.e. to constrain the concen-
tration of a chemical species to a constant, is to introduce a fake precipitate
source for the species, with the solubility constant equal to the required species
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Fig. 1. On the left: our formulation of chemical potential of the C specie for the reaction

A + B
K−⇀↽− C ↓, threshold value set at

√
K/100. On the right [A] concentrations as

a function of [C]0, the analytical C concentration for the classical model where [C]
becomes zero under the solubility and for the model implemented in our program.

concentration. This trick also provides the amount of the chemical species that
is exogenous, i.e. how much of the precipitate source was consumed.

3 The Numerical Solution

Once the set of equations is provided, the important decision must be taken of
which numerical solver among many [12] to adopt.

The solution of chemical equations has specialized features that deserve at
least adaptation of the available solvers. As we mentioned above, the stiffness of
the chemical equation is a source of convergence and instability problems. Con-
tinuation methods are methods in which the set of equations is parameterized,
usually with a single parameter that can bring the system from an initial model
state, easier to solve, to the final seeked one in small steps. These methods are
seldom used because the parameterization of the equations is not general and
easily abstractable, leading therefore to the necessity of ad hoc solutions [13].

However, there is a very simple parameterization of the chemical equations,
that can also find a thermodynamic interpretation: one can write the equilibrium
constants in the form K = e−ΔG0/RT = e−βG0 , and introduce into the system a
fictitious inverse temperature β. When β = 0, all the equilibrium constants are
unitary and the chemical equations are much easier to solve. One can then guide
the system to the final K values by small β increments.

At each of the β increments the refinement of the equilibrium is obtained by
means of Newton-Raphson iterations. We opted for writing the Newton-Raphson
subroutine from scratch, rather than taking one of the several implementa-
tions available, e.g. minpack. Our Newton-Raphson implementation is some-
what restricted in scope compared to others generally available, for example it
requires a subroutine computing the equations jacobian whereas the minpack
implementation will compute the jacobian numerically when such subroutines
are not provided, however in the case of the chemical equations one should pro-
vide the jacobian, which is analytically derivable, at any rate, since its numeri-
cal computation is inefficient and subject to pitfalls. Moreover, contrarily to the
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Newton-Raphson implementations of our knowledge, our own also requires a
subroutine that evaluates the limit values for the variables. This dynamic esti-
mate of the limits of the parameters is available for chemical systems and should
not be neglected [2]. One of the reasons is rescaling the parameters so that they
attain a metric as homogeneous as possible. This is already so for the log(c)
parameters but not necessarily for the reaction advancement indices.

4 Program Description and Sample Usage

The program is splitted in two parts: a library for solution of chemical equi-
librium problems, which can therefore be called directly for sofisticated usages,
and a frontend program capable of parsing an input format for the description
of chemical systems of reactants.

The following sample input represents the problem of benzoic acid acidity
and partition between water and butanol [14] as represented by the following
chemical equations:

BzOH(water)
Kaw−−−⇀↽−−− BzO−(water) + H+(water)

BzOH(butanol)
Kab−−⇀↽−− BzO−(butanol) + H+(butanol)

BzOH(water)
Kp−−⇀↽−− BzOH(butanol)

H2O(water)
Kw−−⇀↽−− H+(water) + OH−(water)

---example 1---------------------------------------------------
phases

water
butanol

end phases

species
H2O 55.0
H+
OH-
BzOH
BzO-
end species

equilibria
1e-14 1 H+ 1 OH- -1 H2O
6.28e-5 1 H+ 1 BzO- -1 BzOH
7.94e-16 1 butanol%H+ 1 BzO- -1 BzOH
79.6 1 butanol%BzOH -1 water%BzOH
end equilibria
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composition
water 1

H2O 1
end water
butanol 1

BzOH 0.3 0.6
end butanol

end composition

There are four sections: phases, species, equilibria and composition. One can
write comments outside of the sections, for example the sequence of hyphens in
the header will be considered a comment.

The rules for phases are:

– each row is the name of a phase, no spaces are allowed;
– more phase names can appear than represented in the actual composition;
– the first phase name becomes the default value.

The rules for species are:

– each row is the name of a species, no spaces are allowed;
– the name may be followed by a number, representing the standard concentra-

tion of the species, as for water in water above;
– the species name can be prefixed with the phase name, e.g. “water%H2O”

would specify water in water;
– there can be more species than actually appearing in the composition.

The rules for equilibria are:

– each equilibrium starts with specification of the equilibrium constant, followed
by alternatively stoichiometric coefficients and species names, with reactants
and products being described respectively by negative and positive coefficients;

– If a phase is mentioned, that phase becomes the default value for the current
row. In example 2, the second equilibrium is e.g. all pertaining to the detergent
phase.

The rules for composition are:

– the composition is a sequence of subsections describing each phase.
– the description of each phase starts with the phase name followed by its formal

amount, usually the volume.
– only the analytical composition of the phase is usually needed and the pro-

gram should be able to deduce all the species reachable by means of chemi-
cal equilibria. For example, from the presence of butanol%BzOH the program
will allocate immediately butanol%BzO−, butanol%H+ and water%BzOH and
subsequently water%BzO−. However, the program does not make any assump-
tion about what the phase name water means, and the species H2O must be
explicitly added to it.



194 F. Ciriaco et al.

– there may be a second analytical concentration in each species input, in this
case the program will perform a ramp from one concentration to the other,
providing results at regular intervals.

We illustrate the features of this apparently simple system solving it in the
total BzOH concentration range 10−7 ÷ 1 M comparing BzOH, BzO− and H+

when butanol is present, as in the input above, and when it is absent. The results
are illustrated in Fig. 2.

Fig. 2. In the left pane: effects of dissociation on partition of BzOH between water and
butanol. In the right pane hydrogen ion concentration for BzOH in water alone and
for BzOH in a water/butanol system.

The following points can be evidentiated:

– the dependence of pH on acid concentration is the well known sigmoid curve
for the single phase case, however the dependence is smoother and featureless
in the presence of butanol;

– the total concentration of BzOH is higher in water at low concentration,
because the acidity constant and hence dissociation is much higher in water
than in butanol. At concentrations higher than about 10−5 M, with disso-
ciation decreasing, BzOH concentration is increasingly higher in the organic
phase, in the limit of very high concentration reaching the proportions pre-
dictable for the undissociated form alone from the partition constant.

The second sample input is for the calculation of the association equilibrium
of a small ligand to a membrane protein in a non-physiological environment. We
choose the ligand ubiquinone (UQ) which associates with a photoenzyme called
photosynthetic reaction center (RC) extracted from the bacterium Rhodobacter
sphaeroides and partitions between water and the detergent (LDAO) required to
maintain the photoenzyme in solution. The complete description of this problem
is outside the scope of this paper and can be found in [15]. The problem could
be described with the two simultaneous equilibria:

UQ(aq)
Krip−−−⇀↽−−− UQ(det)

UQ(det) + RC(det)
Kb−−⇀↽−− RCUQ(det)
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where aq and det denote the water and detergent phases respectively and
RCUQ is UQ bound to RC and the first equation refers to ideal partition of UQ
between water and detergent. However, the sample input refers to the similar
system:

UQ(aq) + S(det)
K′

rip−−−⇀↽−−− SUQ(det)

SUQ(det) + RC(det)
Kb−−⇀↽−− RCUQ(det) + S(det)

where the solubility of UQ in detergent micelles is limited [15], as by a site or
receptor model, with maximal concentration determined by the fictitious binding
species S and K ′

rip = Krip/[S]0 yields the same partition behaviour as the upper
equations in the limit of low UQ concentration.

The amount of the detergent phase is its volume, obtained from the molar
volume of the pure detergent (0.2557 L/mol) and the detergent concentration
(0.39 mM).

It is customary in the literature to report the binding constant of UQ to RC
referring it to the medium or bulk concentration of UQ, i.e. (UQ amount)/(total
volume) rather than to the unknown UQ concentration in detergent, as if water
and detergent constituted a single phase.

Such apparent binding constants can vary widely for different ubiquinones,
increasing steadily with UQ hydrophobicity, as measured by Krip. However a
survey of the relevant literature [15–18] shows that, if the Kb is computed with
reference to the UQ concentration in the micellar phase, the Kb value for different
quinones is remarkably similar, about 200M−1.

Fig. 3. The fraction of bound RC as a function of total UQ, on the left, and of total
UQ in the detergent phase, on the right. The continuous curves are single phase exact
solutions for the association of UQ0 to RC.

The so called “titration curve”, reported in Fig. 3, is obtained computing the
chemical equilibrium for different values of [UQ]. The computed values for UQ0

and UQ10 differ only in the water/detergent partition constant, respectively 8
and 103, assumed equal to those for water/octanol. The value 103 is really only a
representative value for a partition constant so high that it cannot be measured.

From the computation, the “true” binding constant, referring to the UQ
concentration inside the detergent phase and the “apparent” binding constant
referring to the UQ concentration in the water phase can be evaluated directly.
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The association of UQ to RC in a single phase has an analytical solution.
This is represented by the cyan curves in Fig. 3. Of course it provides the exact
ratio between the associated RC fraction and total UQ concentration in deter-
gent, as represented in the right sub-figure. It would also represent the exact
dependence against the total bulk UQ concentration for an ideal partition equi-
librium, of course with scaled constants, since in that case [UQ] (water) and
[UQ] (detergent) are proportional to one another. In this case, with increasing
UQ amounts, the association ratio should approach unity, as depicted by the
cyan line on the left of Fig. 3. The computation allows to reconduce the devia-
tion from this behaviour not to an inaccessible RC fraction, introduced ad hoc
to explain experimental results and also fitting the numerical results very well
(black line of Fig. 3), but to limited UQ solubility in the detergent phase.

---example 2--------------------------------------------------

phases
water
detergent

end phases

species
RC
RCUQ
UQ
S
SUQ
end species

equilibria
79.4 -1 detergent%S -1 water%UQ 1 detergent%SUQ
200 1 detergent%RCUQ -1 RC -1 SUQ
end equilibria

composition
water 1

UQ 7.2e-5
end water
detergent 1e-4

RC 1e-2
S 0.1

end detergent
end composition

5 Conclusions

The solution of chemical equilibria for many species or phases systems is not
straightforward. It took some effort to write a program that both suites our
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computational needs and accepts an intuitive and flexible input. We decided
to share this effort; the program will therefore be made opensource, under the
name ChemEq, as soon as this description, which is also meant to document the
program becomes public.
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5. Néron, A., Lantagne, G., Marcos, B.: Computation of complex and constrained
equilibria by minimization of the Gibbs free energy. Chem. Eng. Sci. 82, 260–271
(2012)

6. Kirkner, D.J., Reeves, H.W.: A penalty function method for computing chemical
equilibria. Comput. Geosci. 16, 21–40 (1990)

7. Meintjes, K., Morgan, A.P.: A methodology for solving chemical equilibrium sys-
tems. Appl. Math. Comput. 22, 333–361 (1987)

8. NASA: Chemical Equilibrium with Applications. http://www.grc.nasa.gov/
WWW/CEAWeb/. freeware

9. Mathtrek Systems: Eqs4win. http://www.mathtrek.com/
10. GTT-Technologies: Chemsage. http://gtt.mch.rwth-aachen.de/gtt-web/chemsage
11. OLI Systems Inc.: Oli Aqueous Electrolyte Models. http://www.olisystems.com/
12. Dent, D., Paprzycki, M., Kucaba-Pi ↪etal, A.: Comparing solvers for large systems

of nonlinear algebraic equations. In: Proceedings of the Southern Conference on
Computing the University of Southern Mississippi, 26–28 October 2000

13. Rheinboldt, W.: Numerical Analysis of Parameterized Nonlinear Equations. Wiley,
New York (1986). ISBN: 0-471-88814-1

14. Sarmini, K., Kenndler, E.: Ionization constants of weak acids and bases in organic
solvents. J. Biochem. Biophys. Methods 38, 123–137 (1999)

15. Ciriaco, F., Tangorra, R.R., Antonucci, A., Giotta, L., Agostiano, A., Trotta, M.,
Milano, F.: Semiquinone oscillations as a tool for investigating the ubiquinone
binding to photosynthetic reaction centers. Eur. Biophys. J. 44, 183–192 (2015)

16. Shinkarev, V.P., Wraight, C.A.: The interaction of quinone and detergent with
reaction centers of purple bacteria. I. Slow quinone exchange between reaction
center micelles and pure detergent micelles. Biophys. J. 72, 2304–2319 (1997)

17. McComb, J.C., Stein, R.R., Wraight, C.A.: Investigations on the influence of head-
group substitution and isoprene side-chain length in the function of primary and
secondary quinones of bacterial reaction centers. Biochimica et biophysica acta
1015, 156–171 (1990)

18. Mallardi, A., Palazzo, G., Venturoli, G.: Binding of ubiquinone to photosynthetic
reaction centers: determination of enthalpy and entropy changes in reverse micelles.
J. Phys. Chem. B 101, 7850–7857 (1997)

http://www.grc.nasa.gov/WWW/CEAWeb/
http://www.grc.nasa.gov/WWW/CEAWeb/
http://www.mathtrek.com/
http://gtt.mch.rwth-aachen.de/gtt-web/chemsage
http://www.olisystems.com/


Author Index

Amodio, Michele 65
Amoretti, Michele 14

Bellantuono, Giuseppe 65
Bevilacqua, Vitoantonio 65
Braccini, Michele 91
Brunetti, Antonio 65
Bruni, Martino 65
Budroni, Marcello A. 3
Buonamassa, Giuseppe 65

Cagnoni, Stefano 14
Caldarelli, Guido 26
Calvanese, Giordano 167
Cattaneo, Giuseppe 53
Ciriaco, Fulvio 188
Colombo, Riccardo 126, 138

D’Ambrosio, Raffaele 179
Damiani, Chiara 126, 138
Delfine, Giancarlo 65
Di Biasi, Luigi 53
Di Filippo, Marzia 126, 138
Di Nardo, Armando 26

Emmert-Streib, Frank 161

Facchini, Angelo 26
Ferraro Petrillo, Umberto 53, 77

Gentili, Pier Luigi 151
Giancarlo, Raffaele 53
Giovannelli, Alessandro 103
Guerriero, Andrea 65

Khoroshiltseva, Marina 103, 114

Lattanzi, Nicola 26
Liberatore, Giovanni 26
Lunardon, Nicola 114

Magaletti, Domenico 65
Mameli, Valentina 114
Maso, Lorenzo Dal 26
Mauri, Giancarlo 126, 138
Milano, Francesco 188
Moccaldi, Martina 179
Mordonini, Monica 14

Pastor-Satorras, Romualdo 3
Paternoster, Beatrice 179
Pecori, Riccardo 14
Pescini, Dario 126, 138
Piotto, Stefano 53
Poli, Irene 103, 114

Riezzo, Marco 65
Righi, Riccardo 42
Roli, Andrea 14, 42, 91
Roscigno, Gianluca 53
Rossi, Federico 179
Russo, Margherita 42

Sani, Laura 14
Scala, Antonio 26
Serra, Roberto 14, 42, 91, 167
Slanzi, Debora 103, 114

Trotta, Gianpaolo Francesco 65
Trotta, Massimo 188

Verrino, Luca 65
Vicari, Emilio 14
Villani, Marco 14, 42, 91, 167
Vitali, Roberto 77
Yli-Harja, Olli 161
Yli-Hietanen, Jari 161


	Preface
	Organization
	Contents
	Evolutionary Computation, Genetic Algorithms and Applications
	Scale-Free Networks Out of Multifractal Chaos
	1 Introduction
	2 Model
	3 Scale-Free Networks Out of Chaos
	4 Concluding Discussion
	References

	GPU-Based Parallel Search of Relevant Variable Sets in Complex Systems
	1 Introduction
	2 Method
	3 Parallel Algorithm
	3.1 Computation of the Probability Distribution Function
	3.2 Homogeneous System Generation
	3.3 DCI Computation on the Homogeneous System
	3.4 Tc Computation
	3.5 Resource Occupation and Scalability

	4 Experimental Results
	5 Conclusion and Final Remarks
	References

	Complexity Science for Sustainable Smart Water Grids
	1 Introduction
	2 A Multidisciplinary Approach to Sustainable Water Infrastructures Management
	2.1 Smart Water Infrastructures
	2.2 Complex Systems, Nonlinear Time Series, and Complex Networks

	3 Integrated Sustainability Reporting for Water Utilities
	4 Conclusions
	References

	New Paths for the Application of DCI in Social Sciences: Theoretical Issues Regarding an Empirical Analysis
	1 Introduction
	2 DCI Analysis for the Detection of Functional Groups of Agents
	3 The Case Study: A Regional Programme to Support Innovation Networks
	4 DCI Analysis and Discontinue Network Dynamics
	5 The Application of DCI in a Socio-economic Context of Analysis
	6 The Data Structure and the Definition of Agents' Activity
	7 DCI Analysis and Unobserved Relations Among Agents
	8 Conclusion
	References

	MapReduce in Computational Biology - A Synopsis
	1 Introduction
	2 Distributed Computing in the Management of Big Data: Architectural and Middleware Issues
	2.1 MapReduce Paradigm

	3 State of Art of MapReduce-Based Software in Bioinformatics
	4 Conclusion
	References

	Photogrammetric Meshes and 3D Points Cloud Reconstruction: A Genetic Algorithm Optimization Procedure
	1 Introduction
	2 Photogrammetry
	2.1 Acquisition Techniques
	2.2 Reconstruction Techniques

	3 Mesh Improvement
	3.1 Subdivision Algorithms

	4 Genetic Algorithm
	4.1 The Hausdorff Distance

	5 Results
	6 Discussion and Conclusion
	References

	Benchmarking Spark Distributed Data Structures: A Sequence Analysis Case Study
	1 Introduction
	2 Related Work
	3 Spark
	3.1 The Programming Model
	3.2 Distributed Data Structures

	4 Objective of the Paper
	4.1 The k-mer Counting Problem

	5 Experimental Study
	5.1 The Proposed Implementations
	5.2 Dataset
	5.3 Configuration
	5.4 Results

	6 Conclusion
	References

	Modelling and Simulation of Artificial and Biological Systems
	Automatic Design of Boolean Networks for Cell Differentiation
	1 Introduction
	2 TES Differentiation Model
	3 Automatic Design of BN with Predefined TES Tree Structures
	3.1 Adaptive Walk Algorithm
	3.2 VNS-Like Algorithm

	4 Results
	5 Conclusion and Future Work
	References

	Model-Based Lead Molecule Design
	1 Introduction
	2 Data Description
	3 The Model-Based Evolutionary Design for Optimization
	4 The Optimization of the Activity Response Variable
	5 Concluding Remarks
	References

	Reducing Dimensionality in Molecular Systems: A Bayesian Non-parametric Approach
	1 Introduction
	2 Designing Molecular Systems
	2.1 The Model-Based Evolutionary Design for Optimization

	3 Statistical Models for Prediction
	3.1 The Bayesian Non-parametric Approach for Clustering Binary Data
	3.2 Penalized Regression Procedures

	4 Lead Molecule Optimization
	4.1 Estimation of Clusters and Penalized Regression Model
	4.2 Optimisation Results

	5 Concluding Remarks
	References

	Constraint-Based Modeling and Simulation of Cell Populations
	1 Introduction
	2 Flux Balance Analysis and Flux Variability Analysis
	3 A Proposal for Using the Constraint-Based Approach to Model Cell Populations
	4 Results
	4.1 Metabolic Heterogeneity Within Population Models

	5 Conclusions
	References

	Linking Alterations in Metabolic Fluxes with Shifts in Metabolite Levels by Means of Kinetic Modeling
	1 Introduction
	2 Methods
	3 Results
	4 Conclusions and Perspectives
	References

	Systems Chemistry and Biology
	A Strategy to Face Complexity: The Development of Chemical Artificial Intelligence
	Abstract
	1 Introduction
	2 Methodology
	3 Analysis at the Computational and Algorithmic Levels
	4 Implementation of Biologically Inspired Photochromic Fuzzy Logic (BIPFUL) Systems
	5 The Fuzziness of Molecules
	6 Mimicking Micro-electronics
	7 Conclusions
	References

	Mathematical Modeling in Systems Biology
	1 Introduction
	1.1 Big Data in Cancer Research
	1.2 Characteristics of Mathematical Models and the Scientific Method in Biology
	1.3 Criticality and the Attractor Model
	1.4 Conclusion

	References

	Synchronization in Near-Membrane Reaction Models of Protocells
	Abstract
	1 Introduction
	2 The Models
	2.1 Inner- and Near Membrane-Reaction Models
	2.2 Releasing the Hypothesis of Fast Transmembrane Diffusion

	3 Results
	3.1 Fast Cross Membrane Diffusion: Equivalence of Inner- and Near Membrane-Reaction Models
	3.2 Fast Cross Membrane Diffusion: Competition Among GMMs
	3.3 The Effect of Finite Membrane Diffusion

	4 Conclusions
	Acknowledgments
	Appendix A: Symbols and Main Acronyms
	References

	On the Employ of Time Series in the Numerical Treatment of Differential Equations Modeling Oscillatory Phenomena
	1 Introduction
	2 The Belousov Zhabotinsky Reaction
	3 An Adapted Numerical Scheme
	4 Numerical Experiments
	5 Conclusions
	References

	A Program for the Solution of Chemical Equilibria Among Multiple Phases
	1 Introduction
	2 The Mathematical and Thermodynamic Features of Chemical Equilibrium
	3 The Numerical Solution
	4 Program Description and Sample Usage
	5 Conclusions
	References

	Author Index



