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Preface

Wireless data transmission suffers from the fading nature of wireless channels,
where the instantaneous channel conditions and hence transmission rates randomly
fluctuate over time. Consequently, data arrivals at each transmitter might not be
transmitted instantly. To cope with this situation, the transmitter employs buffer
to store the data temporarily for later transmission. While data buffering enables
more efficient radio resource allocation to opportunistically select the good fading
conditions for transmission, it introduces queuing delay that needs to be controlled
in order to meet the end-to-end delay quality-of-service (QoS) requirements in sup-
porting delay-sensitive communications. This SpringerBrief presents radio resource
allocation schemes for buffer-aided communications systems over fading channels
under statistical delay constraints in terms of upper-bounded average delay or delay-
outage probability.

This Brief starts by considering a source-destination communications link with
data arriving at the source transmission buffer. In the first scenario, the joint optimal
data admission control and power allocation problem for throughput maximization
is considered, where the source is assumed to have a maximum power and an
average delay constraint. In the second scenario, optimal power allocation problems
for energy harvesting (EH) communications systems under average delay or delay-
outage constraints are explored, where the EH source harvests random amounts
of energy from renewable energy sources, and stores the harvested energy in a
battery during the course of data transmission. Online resource allocation algorithms
are developed when the statistical knowledge of the random channel fading, data
arrivals, and EH processes governing the system dynamics is unknown a priori. The
Brief continues with a source-relay-destination communications link with buffers
available at both source and relay, as part of a multi-hop network. Optimal resource
allocation schemes for this 3-node relaying system to maximize its effective
capacity under a delay-outage constraint are proposed, with special emphasis on
relay roles: Half-duplex (HD) or full-duplex (FD) relay operation. With HD relay,
the adaptive link selection relaying problem jointly with both fixed and adaptive
power allocation schemes is investigated. In each transmission frame, either the
source-relay link or the relay-destination link is selected to be active depending on

v



vi Preface

the channel conditions. With FD relay under the presence of non-zero residual self-
interference (SI), this Brief presents source and relay power allocation schemes for
both cases of available knowledge of the channel state information at transmitter
(CSIT): instantaneous or statistical.

The target readers of this informative and practical SpringerBrief are researchers
and professionals working in wireless networking and communications areas.
The content is also valuable for advanced-level students interested in network
communications and radio resource allocation.

We dedicate this work to our families.

Clayton, VIC, Australia Khoa Tran Phan
Montreal, QC, Canada Tho Le-Ngoc



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Resource Allocation Under Delay Constraints . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Structure of the Brief. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Power Allocation Over Fading Channels Under Delay
Constraints: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Average Delay Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Delay-Outage Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.1 Asymptotic Delay Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Effective Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 EC-Based Resource Allocation and Performance Analysis . . 15

2.3 Energy Harvesting Communications Systems . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Buffer-Aided Relaying Communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4.1 Half-Duplex Relaying with Adaptive Link Selection . . . . . . . . . 19
2.4.2 Full-Duplex Relaying. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3 Joint Data Admission Control and Power Allocation Over
Fading Channel Under Average Delay Constraint . . . . . . . . . . . . . . . . . . . . . . . 29
3.1 System Model and Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.1 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.3 Optimal Throughput-Delay Trade-Off . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Joint Data Admission Control-Power Allocation . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1 MDP-Based Optimal Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.2 Post-decision State-Value Function Approach . . . . . . . . . . . . . . . . 34
3.2.3 Structural Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.4 Online Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

vii



viii Contents

3.3 Illustrative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.1 Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Power Allocation with Energy Harvesting Over Fading Channel
Under Statistical Delay Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 System Model and Problem Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.1.1 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.2 Problem Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.2 Power Allocation Under Average Delay Constraint . . . . . . . . . . . . . . . . . . 46
4.2.1 Optimal Allocation Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.2 Online Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.3 Baseline Transmission Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3 Power Allocation Under Delay-Outage Constraint . . . . . . . . . . . . . . . . . . . 53
4.3.1 Effective Capacity Maximization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.2 Online Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.3 Baseline Transmission Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.4 Illustrative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.1 Average Delay Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.2 Delay-Outage Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.3 Average Delay Versus Delay-Outage Constraints . . . . . . . . . . . . . 62
4.4.4 Convergence Study of the Online Algorithms. . . . . . . . . . . . . . . . . 63

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5 Resource Allocation for Buffer-Aided Half-Duplex Relaying
Under Delay-Outage Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1 System Model and Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.1.1 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2 Delay-Outage Constraint Transformation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2.1 Asymptotic Delay Analysis for Buffer-Aided Relaying

Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2.2 Delay-Outage Constraint Transformation . . . . . . . . . . . . . . . . . . . . . 71

5.3 Adaptive Link Scheduling with Fixed Power Allocation . . . . . . . . . . . . . 72
5.3.1 Optimal Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.2 Special Cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.3 Comparison Benchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.4 Adaptive Link Scheduling with Adaptive Power Allocation. . . . . . . . . . 82
5.4.1 Optimal Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4.2 Special Cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.4.3 Resource Allocation Algorithm Over Unknown Fading

Links . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86



Contents ix

5.5 Illustrative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5.1 Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5.2 Fixed Power Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5.3 Adaptive Power Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6 Power Allocation for Buffer-Aided Full-Duplex Relaying with
Imperfect Self-Interference Cancellation Under Delay-Outage
Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.1 System Model and Problem Formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.1.1 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.1.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.2 Adaptive Power Allocation with Instantaneous CSIT . . . . . . . . . . . . . . . . . 99
6.2.1 Optimal Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2.2 Special Cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.2.3 Iterative Power Allocation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.3 Static Power Allocation with Statistical CSIT . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.3.1 Optimal Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.3.2 Properties of the Optimal Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3.3 Special Cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.4 Power Allocation in Non-buffer Full-Duplex Relaying . . . . . . . . . . . . . . . 108
6.4.1 Adaptive Power Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.4.2 Static Power Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.5 Illustrative Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.5.1 Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.5.2 Effects of SI Cancellation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.5.3 Effects of Total Power Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.5.4 Effects of the Delay Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117



Acronyms

5G Fifth-generation
AC-PA Admission control-power allocation
AWGN Additive white Gaussian noise
B-FD Buffer-aided full-duplex relaying
B-FD-APA Buffer-aided full-duplex relaying with adaptive power allocation
B-FD-SPA Buffer-aided full-duplex relaying with static power allocation
B-HD Buffer-aided half-duplex relaying
B-HD-ALS Buffer-aided half-duplex relaying with adaptive link scheduling
B-HD-FLS Buffer-aided half-duplex relaying with fixed link scheduling
CSI Channel state information
CSIT Channel state information at the transmitters
DT Direct transmission
E2E End-to-end
EC Effective capacity
ECCA Energy constrained control algorithm
EH Energy harvesting
FD Full-duplex relaying
HD Half-duplex relaying
i.i.d. Independent and identically distributed
INR Self-interference-to-noise power ratio
KKT Karush-Kuhn-Tucker
LMGF Log moment generating function
LTE Long-term evolution
M2M Machine-to-machine
MDP Markov decision process
MIMO Multiple-input multiple-output
N-FD-APA Non-buffer full-duplex relaying with adaptive power allocation

xi



xii Acronyms

N-FD-SPA Non-buffer full-duplex relaying with static power allocation
pdf Probability distribution function
QoS Quality-of-service
RVIA Relative value iterative algorithm
SI Self-interference
SINR Signal-to-interference-plus-noise power ratio
SNR Signal-to-noise power ratio



Chapter 1
Introduction

1.1 Motivation

The past decade has seen the tremendous growth of wireless communications
with the increasing demand for various emerging applications such as video
transmissions, mobile entertainment, mobile healthcare etc., which require higher
data rate and/or more stringent delay quality-of-service (QoS). Consequently, in
the development of next-generation wireless systems, it is a crucial task to provide
wireless connections with better QoS such as higher data rate, smaller delay etc.
[1, 2]. However, such task is not easy due to many inherent challenges. One
challenge is the fact that wireless signal strength randomly fluctuates over time
due to varying fading [3]. There are large-scale fading effects, where the received
signal strength changes over distance because of the path loss and shadowing, and
small-scale fading effects, where the received signal strength changes because of the
constructive and destructive interference of multiple reflecting and refracting signal
paths. In addition, the available radio resources are limited. Hence, efficient (radio)
resource allocation is crucial to combat the fading effects of wireless channels, and
providing satisfactory QoS to the users [4].

On the communications over fading channels with data arrivals at the transmitter,
due to the instantaneous transmission rate fluctuation over time, the arriving data
might not be transmitted to the receiver instantly without delay. To cope with this
situation, the transmitter uses a buffer to store the arriving data temporarily. Such
data buffering enables the transmitter to exploit the temporal fading diversity by
transmitting more data under more favorable channel conditions, which can result in
power savings. With data buffering and appropriate power allocation, fading indeed
becomes a benefit rather than an obstacle for wireless communications. On the other
hand, data buffering incurs unavoidable queuing delay, which needs to be taken
into consideration when developing resource allocation schemes [5–7]. It is well-
known that providing delay QoS guarantees through efficient resource allocation is

© Springer International Publishing AG 2017
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Statistical Delay Constraints, SpringerBriefs in Electrical and Computer Engineering,
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2 1 Introduction

critical to the successful deployment of future wireless systems, which are expected
to support various types of delay-sensitive applications such as real-time multimedia
streaming, online games, video conferencing, intelligent transport systems etc. [1, 2,
8]. In these applications, latency is the key QoS metric, and information has to be
communicated from the transmitter to the receiver subject to different forms of delay
constraints. Existing literature has considered two popular delay constraint models,
namely average delay and delay-outage constraint models, each of which is suitable
for a particular set of wireless applications in practice [7, 9, 10].

One of the main concerns when deploying wireless systems is the energy
consumption. In traditional wireless communications systems, the devices have
access to a fixed power supply, or are powered by replaceable/rechargeable batteries.
In these cases, data transmissions are limited by power constraints of the battery-
powered nodes to lengthen the system operational life. However, in many scenarios,
a fixed power supply is not available, and even periodical battery replacement may
not be a feasible option, for example, in large wireless sensor networks etc. In such
situations, the use of energy harvesting (EH) for wireless communications appears
appealing, or even essential by converting mechanical vibration into energy [11], by
using solar panels [12], by utilizing thermoelectric generators [13], or by converting
ambient radio power into energy [14]. EH provides a potentially infinite network
operating time. Additionally, EH can help to reduce green-house gas emission level
and cut down mounting energy cost for cellular service providers as compared to
traditional energy sources such as fossil fuels. Due to its many advantages, EH
technology is tempting in fifth-generation (5G) communications systems, where
the wireless nodes are envisaged to be not only energy-efficient and but also
self-sustainable [15]. Numerous enabling applications of EH can be found in the
recently emerging Internet of Things (IoT) such as machine-to-machine (M2M)
type communications [16], remote sensing, smart homes, smart cities [17], tactical
networks [18] etc. To take full advantage of the EH technology, there has been a
growing interest to develop resource allocation schemes for EH communication
systems under various practical conditions [15, 19–21].

Motivated by the above discussions, this Brief presents novel resource allocation
schemes for practical point-to-point and relaying communications systems to
support delay-sensitive communications. In the considered systems, to overcome
fading nature of wireless channels, the nodes (source and relay) use buffers to
store the data arrivals, optimally allocate resources, and adapt transmissions to the
instantaneous channel conditions to enhance the throughput. We also consider the
case when the source is equipped with an EH module.

In the following, we briefly sketch the existing resource allocation designs under
delay constraint.
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1.2 Resource Allocation Under Delay Constraints

Consider a point-to-point communication system over a fading channel with data
arriving to the source transmission buffer. Due to fading, the amount of information
being transmitted to the destination is random, which leads to random queuing
delay for the buffered packets. Since it is hard to characterize the delay distribution,
resource allocation to provide delay QoS guarantees is not trivial. In spite of that,
there have been much progresses in this research area, for example, see [22] and
references therein.

One well-known approach for delay QoS guarantees is to impose average
delay constraint [9, 23]. Average delay constraint model can be applicable to some
wireless applications such as file downloading, emails, and web browsing etc. which
may require an average throughput under certain average delay. Power allocation
under average delay constraint has been extensively studied, for example, see [22]
and references therein. Several allocation algorithms with different complexities and
performances have been developed using tools and results in large deviation the-
ory [24], Lyapunov optimization theory [25], and Markov decision process (MDP)
and stochastic control theory [26, 27]. The former two approaches, although simple,
perform well under large delay regime only. On the other hand, the latter approach
with higher complexity is optimal under all delay regimes.

In general, average delay constraint model is suitable for wireless applications,
which do not require a specific bounded delay. However, for most emerging delay-
sensitive applications such as real-time multimedia streaming etc., the key delay
QoS requirement is the bounded delay. In other words, packets have to be delivered
at the destination within a delay bound to be useful. Satisfying the average delay
requirements does not necessarily satisfy the bounded delay requirements because
the actual delay can differ much from the average delay. For instance, in case of call
admission control of IEEE 802.11 standard, the distributed coordinated function
results in a delay, which may be very different from its average value [28]. The
works [29, 30] consider power allocation problems for bounded delay constraints.
Due to the random variations of the wireless fading channels with possible deep
fades, providing bounded delay guarantees is either infeasible or results in a very
high energy consumption or low transmission rate, in practice. For instance, the only
lower bound of the transmission rate for bounded delay guarantees over a Rayleigh
fading channel is zero [31].

Fortunately, most real-time multimedia applications can tolerate a certain small
probability of delay bound violation. Hence, in order to support multimedia
applications, delay-outage constraint can be employed, where the delay is allowed
to exceed a delay bound within a maximum acceptable delay-outage probability. In
general, the delay bound and delay-outage probability parameters are determined to
satisfy the quality of experience (QoE) of the users. Note that when the delay-outage
probability is close to 0, delay-outage constraint becomes bounded delay constraint.
When the delay-outage probability is close to 1, it becomes unconstrained delay.
Another advantage of delay-outage constraint is that it can relax the need for high
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power consumption, especially when the delay-outage probability is not too small
because the source might not need to transmit under deep fades to save power. Using
the delay-outage constraint model, a wide range of delay-sensitive applications
can be modeled with different delay bounds and/or delay-outage probabilities.
Assuming large delay regime assumption, and employing asymptotic delay analysis
[32], the works [33, 34] have proposed the effective capacity (EC) concept, which
is defined as the maximum supported constant arrival rate under statistical delay
constraint. EC framework has been employed for performance analysis and resource
allocation of many delay-sensitive communications systems [7, 10, 35]. Note that
when the delay-outage probability converges to 1, the EC becomes the ergodic
capacity.

1.3 Structure of the Brief

We have seen that the central design challenge in future wireless systems is how
to satisfy certain data rate and delay QoS requirements while making efficient
use of available radio resources. The primary objective of this Brief is to present
novel resource allocation schemes to support delay-sensitive communications over
fading channels for practical point-to-point and relaying communications scenarios
as follows.

After the Brief motivation, and objectives presented in this chapter, Chap. 2
reviews the most relevant works on resource allocation under delay constraints.

On the communications over fading channels, the works [9, 22, 23, 26, 27] have
not considered the realistic case where only a portion of the random data arrivals
can be buffered (or admitted) for transmissions. One scenario requiring admission
control is to ensure queue stability (finite queue length) when there is insufficient
power to stabilize the queue if all arriving data were to be buffered. In general, the
admission control goal is to ensure as much arriving data as possible buffered for
transmission without violating the delay (or queue stability) and power constraints.
Chapter 3 addresses the optimal joint data admission control- power allocation
(AC-PA) problem for throughput maximization under average delay and power
constraints. To incorporate the randomness of channel fading, data arrival processes,
as well as the constraints, we formulate the AC-PA problem as an infinite horizon
constrained MDP [36]. Then, we propose a novel solution approach based on the
so-called post-decision state-value function, which is used to rewrite the Bellman’s
optimality dynamic programming equation. The proposed approach requires smaller
complexity than the traditional (pre-decision) state-value function approach since it
does not include the channel states as its argument. Using the proposed approach,
we can conveniently study the monotonicity and convexity properties of the optimal
AC-PA solution with respect to the data arrival, channel fading, and queue length
states. Numerical results for different delay and power constraints are compared and
analyzed.
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We next look at optimization for EH communications systems over fading
channels, where random amounts of energy are harvested and stored in a battery
by the transmitter during the course of data transmission from renewable energy
sources [37–39]. While these existing contributions do not consider delay con-
straints, Chap. 4 presents our findings on optimal power allocation for EH systems
for source arrival rate maximization under average delay or delay-outage constraint.
In the latter case, we convert the original problem into an EC maximization problem.
By adapting the approach in Chap. 3, the resulting problems are solved using MDP
and post-decision state-value function approach. The proposed approach imposes
causality constraint on the use of the harvested energy, where the transmitter is
constrained to use at most the amount of stored energy currently available in every
time slot, although more energy may become available in the future. The optimal
solutions take into account the random variations in amounts of harvested energy,
and channel conditions to compute the power allocation in each time slot. Moreover,
in the case of delay-outage constraint, the power allocation algorithm does not need
to keep track of the data queue length since large delay regime is assumed. Hence,
the algorithm requires less complexity as compared to the case of average delay
constraint. The monotonicity of the optimal solutions is studied, revealing valuable
insights into how to optimally allocate the power with respect to the channel fading,
battery, and data queue length states. It is illustrated that the proposed approach
achieves higher data rates than existing heuristic approaches. We demonstrate the
different effects of the two delay constraint models on the system performance in
terms of supported rates and delay performance.

In general, the pre-decision state-value functions (as well as the optimal solu-
tions) of the MDP problems considered in Chaps. 3, and 4 can be computed
using relative value iteration algorithm (RVIA) or dynamic programming when the
statistical knowledge of the underlying random (e.g., channel fading, data arrival,
EH) processes is known [40]. When such knowledge is unavailable, which is typical
in real-life communications, we also propose online allocation algorithms, which
update the state-value functions as new samples of the random processes are realized
during transmissions. The proposed algorithms provide less complexity, and faster
convergence than the conventional reinforcement learning algorithms, which learn
the pre-decision state-value functions instead [41]. From the results in stochastic
approximation theory, the proposed algorithms converge to the optimal solutions
for all channel models (e.g., discrete or continuous channel fading states) [42].

In Chaps. 3, and 4, we have considered point-to-point communications, which
is not always possible in practice, for example, due to long distance, or severe
shadowing. In such scenarios, wireless relaying provides an efficient means to
improve the coverage, throughput, and reliability of wireless networks. Consider
a simple 3-node source-relay-destination relaying system. Recently, the works
[43, 44] introduce the idea of buffer-aided relaying, where the relay employs
buffer to store the received data from the source for future transmission to the
destination. Thanks to the buffer-aided relaying capability, adaptive link selection
relaying is possible, where either the source-relay link or the relay-destination link
is active depending on the channel state information (CSI) in each transmission
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frame [45–47]. While adaptive relaying is able to exploit the link fading diversity,
one disadvantage is the (queueing) delay incurred at the relay buffer, which is
assumed to be unconstrained or under average delay constraint in existing works
[43–47]. Alternatively, in Chap. 5, we study the optimal adaptive relaying problem
under delay-outage constraint. Both cases of fixed and adaptive power allocation
are considered. In general, the delay-outage constraint is intractable since we
need to know the tail distributions of the source and relay queue lengths. To
overcome the difficulty, we employ asymptotic delay analysis to transform the
delay-outage constraint into constraints on the minimum exponential decay rates
(or delay exponents) of tail distributions. The relationships between the delay expo-
nents and resource allocation variables are then derived. Consequently, we obtain
tractable constrained optimization problems. We then derive the optimal solutions
as functions of the instantaneous CSI and delay exponents (or equivalently, delay-
outage constraint) using Lagrangian approach and convex optimization. Moreover,
based on the derived optimal solutions, impacts of the delay constraint on the
resource allocation solutions are studied. Specifically, the power allocation solution
is shown to converge to the conventional water-filling and channel-inversion policies
under very loose and stringent delay constraints, respectively. In general, the power
allocation solution swings between the two policies. In addition, we show that,
under very loose delay constraints, the allocation solutions converge to the solutions
derived in [46] under unconstrained delay assumption. Illustrative results show that
the proposed adaptive relaying outperforms fixed relaying under sufficiently loose
delay constraints.

Last, under adaptive relaying, the relay can either receive data from the source
or transmit data to the destination. Such half-duplex (HD) relaying avoids self-
interference (SI) at the expense of low spectral efficiency. Moreover, recently-
developed SI mitigation methods can leverage the potential of full-duplex (FD)
relaying in which a relay can receive and transmit simultaneously over the same
frequency band [48–50]. However, SI still cannot be completely mitigated in
practical systems, and the resulting non-zero residual SI reduces the performance
of FD relaying. Hence, in order to evaluate the potential benefits of FD relaying
over HD relaying, such non-zero residual SI needs to be taken into account.
Chapter 6 addresses the power allocation problems for buffer-aided FD relaying
with imperfect SI cancellation under delay-outage constraint. The non-zero residual
SI is assumed to be zero-mean, additive and Gaussian with the variance proportional
to the relay transmit power as commonly assumed in existing literature [51–54].
We investigate two power allocation problems: (1) Buffer-aided FD relaying with
adaptive power allocation when the instantaneous CSI is available at the transmitters
(CSIT); (2) Buffer-aided FD relaying with static power allocation when only
statistical CSIT is available. While instantaneous CSIT may be unavailable due
to high signaling complexity for CSI feedback from the receivers, statistical CSIT
can always be accessible, since the duration over which channel fading processes
are stationary is several orders of magnitude longer than the duration of the fades.
The optimal solutions are derived using asymptotic delay analysis. Solutions for
special cases of statistical delay constraint and residual SI are studied. Specifically,
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it is shown with instantaneous CSIT, FD relaying approaches HD relaying with
adaptive link selection studied in Chap. 5 when the residual SI becomes very large.
Consequently, FD relaying always outperforms HD relaying since the former can
dynamically switch between HD/FD operation modes depending on the instanta-
neous channel conditions. On the other hand, with statistical CSIT, FD relaying
outperforms HD relaying under good SI cancellation only. Also, buffer-aided FD
relaying is more beneficial than non-buffer FD relaying.
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Chapter 2
Power Allocation Over Fading Channels Under
Delay Constraints: A Review

In many wireless communication scenarios, energy management is an important
issue for reasons such as extending a device’s usable life-time. Since transmission
power is one of the main energy consumers in wireless devices, efficient power
allocation has been an important challenge, which has attracted significant research
interests. Consider a point-to-point communications link over a fading channel with
random data arrivals at the source. Due to fading, the channel conditions (and
the corresponding instantaneous transmission rates) unpredictably fluctuate over
time. Hence, the arriving data might not be transmitted to the destination instantly
without delay. To overcome the fading nature of wireless channels, the source uses a
buffer to store the data arrivals temporarily, which introduces random queuing delay
as a consequence. Intuitively, for power savings, the source can simply defer the
packet transmission during ‘bad’ channel states, and transmit more packets during
‘good’ channel states, i.e., more power is allocated under more favorable channel
conditions. However, such transmission mechanism can lead to long delays for
buffered packets since ‘bad’ channel states can happen often. As a result, delay
QoS guarantees cannot be provided as required in order to support delay-sensitive
communications. Toward this end, several power allocation schemes over fading
channels have been proposed to support delay QoS guarantees as briefly discussed
in Chap. 1. In this chapter, we will discuss this topic in greater detail.

2.1 Average Delay Constraint

For delay QoS guarantees, one possible power allocation goal is to minimize the
(average) power under a constraint on the (maximum) average delay. Depending on
the delay constraint, transmissions can take place even under unfavorable channel
conditions since the power allocation is based not only on the channel conditions
but also on the current delay of the buffered data. Such design problem has
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been addressed in many works, for example, see [1–10] and references therein.
The central concept is the optimal power-delay trade-off, i.e., the minimum power
required to attain a delay bound [2]. As the delay bound increases implying looser
delay constraints, less power is needed since the source can delay transmissions until
more favorable channel conditions happening to save power. The structural results of
the policies achieving the optimal trade-off (or optimal policies) have been studied
in [2, 5, 9]. In general, it is proved that the optimal power allocation increases as the
queue length increases, and decreases as the channel state goes from good to bad. It
means that the optimal decision is to transmit a certain amount of data at any given
instant, where this amount increases with the current queue length and decreases
with the channel state. Thus for a fixed channel gain, the greater the queue length
the more you transmit, and for a fixed queue length, the better the channel, the more
you transmit. Such transmission mechanism, intuitively, can help to reduce the delay
and save power simultaneously.

There are several approaches with different complexities and performances to
develop power allocation algorithms under average delay constraint, for example,
see [11] and references therein. The proposed approaches rely on tools and results in
large deviation theory [12], Lyapunov optimization theory [3], or Markov decision
process (MDP) and stochastic control theory [2, 4, 5, 8, 9]. While the former
two approaches allow potentially simple solutions depending on the channel state
information (CSI) only, the resulting policies perform well only for the large delay
regime, i.e., asymptotically optimal, where the transmission buffers are assumed
to be non-empty. This is because the dynamics of the queue length (or buffer) is
not considered when allocating the transmit power. On the other hand, the MDP-
based approach achieves optimal performance for all delay regimes at the expense
of higher control complexity since it needs to take into account both the CSI and the
queue length state, as well as their dynamics when calculating the allocated power.
It incorporates the randomness of the channel fading and data arrival processes
in the optimal solutions. When the statistical knowledge of the random channel
fading and data arrival processes is known, optimal power allocation policies
as solutions of the MDP problems can be computed off-line, for instance by
using dynamic programming techniques [13]. However, such statistical knowledge
is often unavailable in real-life communications, and hence, developing online
allocation algorithms without requiring known statistics of the random processes
is an important issue [4, 5, 10].

In [1, 2, 4, 5], it is shown that a given delay bound can be attained by allocating a
sufficient amount of transmit power. In Chap. 3, we consider a practical scenario
where the source is assumed to have a maximum power constraint, which is
insufficient to attain the given delay bound. In this case, admission control needs
to be applied on random data arrivals to the source buffer to avoid (delay and
power) constraint violation. The goal of admission control (jointly with power
allocation) is to maximize the average admitted rate, i.e., throughput maximization.
In [3], the author proposes the energy constrained control algorithm (ECCA) for
joint admission control and power allocation (AC-PA) using Lyapunov optimization
theory. While ECCA cannot achieve optimal outcomes, Chap. 3 studies the optimal
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AC-PA problem using MDP and stochastic control tools. Unlike the ECCA, the
proposed AC-PA algorithm incorporates the dynamics of the buffer as well as
the random variations of the channel fading, and data arrivals when computing
the admission control and power allocation solution in each transmission time
slot. Hence, the proposed algorithm provides higher throughput than ECCA under
similar delay and power constraints.

2.2 Delay-Outage Constraint

In the above-mentioned works, the resource allocation designs are to provide
average delay bound guarantees, which are suitable for applications such as email,
file downloading, etc. These applications do not require a specific bounded delay,
which is the case for most other delay-sensitive applications such as real-time
multimedia streaming, video conference etc. Moreover, it is clear that average
delay bound satisfaction do not necessarily guarantee bounded delay requirement.
Moreover, due to the random variations of the wireless fading channels with possible
deep fades, providing bounded delay guarantees is either infeasible or results in
a very high energy consumption or low transmission rate. Fortunately, most real-
time multimedia applications can tolerate a certain small probability of delay
bound violation. Hence, to support real-time multimedia applications, delay-outage
constraint can be employed, where the delay is allowed to exceed a delay bound
within a maximum acceptable delay-outage probability [14, 15]. In particular, on
the communications over fading channels as described above, we are interested in
resource (or power) allocation to maximize the supportable constant data arrival rate
to the source transmission buffer under given delay-outage constraint.

To handle the delay-outage constraint, we need to know the (tail) distribution
of the delay, which is difficult to derive in general for given arrival and service (or
capacity) processes. However, if large delay regime is assumed, we can then employ
the asymptotic delay analysis to characterize the tail distribution of the delay using
an exponentially decreasing function [16, 17].

2.2.1 Asymptotic Delay Analysis

Consider a time-slotted stable queue with infinite buffer size as in Fig. 2.1. Consider
stationary and ergodic arrival process faŒt�g and service process frŒt�g with the
domain, range, and unit being Œ0;1/, t D 1; 2; : : :, and bits per time-slot,
respectively. The processes are assumed to satisfy the Gartner-Ellis limit [17], i.e.,
for all � � 0, their differential asymptotic logarithmic moment generating functions
(LMGFs) ˝a.�/ and ˝r.�/ defined as:
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Fig. 2.1 Dynamic queue
with arrival and service
processes
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exist, where Ef�g denotes mathematical expectation operator. Note that for i.i.d.
processes faŒt�g, and frŒt�g, we have:

˝a.�/ D logE
n
e�aŒt�

o
; ˝r.�/ D logE

n
e�rŒt�

o
:

Assume independent processes with EfaŒt�g < EfcŒt�g. If there exists an unique
delay exponent N� > 0 satisfying the following equation:

˝a. N�/C˝r.� N�/ D 0; (2.2)

then, for sufficiently large x, the tail distribution the steady-state queue-length
random variable Q is given as follows [17, Theorem 2.1]:

Pr
�
Q > x

� D e� N�x; (2.3)

where Pr.Q > x/ denotes the probability of the event Q > x. The rigorous proof
based on large deviations principles is presented in [16], and is omitted for brevity.
We can see that, under large queue length (or delay) regime, the tail distribution
function of the queue length is an exponentially decreasing function with decay
rate N� . A smaller N� corresponds to a slower decay rate, while a larger N� leads to a
faster decay rate.

2.2.2 Effective Capacity

Consider the queue in Fig. 2.1 with constant data arrival process faŒt� D �g with
LMGF ˝a.�/ D �� instead and some service process frŒt�g with LMGF ˝r.�/.
Suppose that we impose the following delay-outage constraint in terms of the
maximum queue-length-outage probability constraint:

Pr
�
Q > Qmax

� � �Q (2.4)



2.2 Delay-Outage Constraint 15

for given queue length bound Qmax 2 .0;1/ and queue-length-outage probability
�Q 2 .0; 1�. The constraint on a small �Q is applicable to delay QoS requirements,
in which the user applications are acceptable as long as the queue length (or delay)
does not exceed a threshold Qmax, and �Q indicates how stringent the delay constraint
is. For a given Qmax, smaller �Q indicates more stringent delay constraints. As �Q

approaches 0, the queue length cannot exceed Qmax, i.e., (deterministic) bounded
delay constraint. As �Q approaches 1, we allow unconstrained queue length.

Assume Qmax sufficiently large (but finite) so that the asymptotic delay analysis
result (2.3) can be applied. From (2.2) and (2.3), we can see that, in order to meet
the constraint (2.4), the arrival rate � has to satisfy the following conditions:

� N� C˝r.� N�/ D 0I N� � � tar , � log.�Q/=Qmax (2.5)

for some delay exponent N� > 0. This is because from (2.3), we would have:
Pr
�
Q > Qmax

� D e� N�Qmax � �Q as required. Then, it can be seen that the maximum
supportable arrival rate �max satisfying (2.5) is achieved when N� D � tar, and is
given by:

�max D �˝r.�� tar/

� tar
: (2.6)

�max is called the effective capacity (EC) of the service process frŒt�g with delay
exponent � tar, which is derived from the delay-outage constraint (2.4).

We shall call the function �˝r.��/=� the EC function of the service process
frŒt�g (with delay exponent � ).

2.2.3 EC-Based Resource Allocation and Performance
Analysis

Delay-outage constraint model and EC framework have been employed to analyze
the performance and develop many resource allocation schemes for various wireless
communications systems. This is because it is particularly convenient for analyzing
the delay-outage performance of wireless transmissions where the service process
frŒt�g is determined by the instantaneous capacity of the wireless fading channel.

As an example, consider power allocation for EC maximization for point-to-
point communications system over fading channel with bandwidth B (Hz) [18].
We assume ergodic stationary independent and identically distributed (i.i.d.) block-
fading channel with fading duration T (seconds) equal to the transmission frame,
i.e., the channel power gains remain unchanged during a frame but vary indepen-
dently from frame to frame. Denote hŒt�, and PŒt� the instantaneous (normalized)
channel gain, and transmit power, respectively, in frame t D 1; 2; : : :. Let rŒt� denote
the corresponding instantaneous transmission rate (or capacity) in frame t, which is
given by the Shannon’s formula:
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rŒt� D log2.1C PŒt�hŒt�/:

From (2.6), the optimal power allocation problem to maximize the effective
capacity (with delay exponent � ) under maximum average power constraint can
be formulated as:

max
PŒt��0 � 1

�TB
logE

n
e��TBrŒt�

o
s.t.: E

˚
P�Œt�

� � NPmax (2.7)

where NPmax is the maximum power. Using Lagrangian approach, after some simple
manipulations, the optimal power allocation can be shown to be:

P�Œt� D

8̂̂
<
ˆ̂:
 

O�
�
�

hŒt�
�

O�

! 1

1CO�

� 1
hŒt� ; hŒt� � �

O� ;

0; otherwise

where we denote (normalized) delay exponent O� D �TB= log.2/, and � is the
Lagrange multiplier satisfying the following condition:

E
˚
P�Œt�

� D NPmax:

Alternatively, we can consider the power minimization problem subject to the min-
imum EC constraint. In [19–21], the authors study the power allocation problems
for EC or energy efficiency maximization for multi-channel settings, i.e., orthogonal
frequency division multiplexing (OFDM). We omit the details here for brevity.

EC framework has also been considered in many other communications scenar-
ios. For example, the effective capacities of multiple-input multiple-output (MIMO)
antenna systems, and multiple access channels are analyzed in [22], and [23],
respectively. In [24, 25], the authors studied scheduling policies for multi-user
cellular networks. In [26, 27], the authors consider sub-channel and power allocation
for power minimization for multi-user OFDM systems under minimum effective
capacity constraints of the users. In [28], the authors propose a framework to jointly
optimize effective spectrum efficiency and effective power efficiency under different
delay-outage constraints.

In Chaps. 4, 5, and 6, we will employ the delay-outage constraint and EC
notion as criteria to develop resource allocation schemes for two communications
systems: (1) A source-destination communications link with energy harvesting; (2)
A 3-node source-relay-destination buffer-aided relaying system, where the buffers
are employed at both the source and relay. In this case, the delay-outage constraint
is imposed on the end-to-end delay, which is the sum of delays at the source and
relay buffers.
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2.3 Energy Harvesting Communications Systems

We have seen that future wireless communications systems are expected to
accommodate an ever increasing number of wireless applications with high
capacity demands and/or stringent QoS requirements such as real-time multimedia
streaming, connected and autonomous vehicles etc. [29]. Moreover, supporting
higher data rates under strict delay QoS requirements increases the energy
consumption, which results in a detrimental impact on the environment. A challenge
for future wireless system design is to meet the increasing energy demand,
while lowering the emission of greenhouse gases for achieving the environment
sustainability. Consequently, green communications has attracted significant
attention in academia and industry. An efficient and promising technology to
tackle this issue is energy harvesting (EH), where wireless EH nodes harvest
energy from the renewable sources of their surrounding environment, convert
it to electrical energy, and use the electrical energy in order to carry out their
functions. In addition to greenhouse gas emission reduction, EH technology is
also appealing for communications scenarios when a fixed power supply is not
available, and even periodical battery replacement may not be a feasible option
for communications devices, for example, in large wireless sensor networks etc. In
such cases, EH provides a way of operating the network with a potentially infinite
lifetime. EH nodes are particularly suitable for machine-to-machine (M2M), and
Internet-of-Things (IoT) communication systems etc. as they are envisaged to be
both energy-efficient and self-sustainable [30, 31].

There has been a growing interest in the optimization of EH communication
systems, which has to address the challenging issue of instability of renewable
energy resources. In particular, power allocation issues for EH communication
systems have been investigated [32–37]. Unlike the case of fixed power supply,
power allocation for EH transmitters is subject to EH constraints, where in every
time slot, each transmitter is constrained to use at most the amount of stored energy
currently available, although more energy may become available in the future slots.
Consider EH communications systems over fading channels, where the random
energy arrivals are stored in battery for data transmission as in Fig. 2.2. In [35],

Fig. 2.2 A source-
destination communications
link with EH transmitter
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the authors study the throughput maximization problem assuming delay-limited
communications, where a randomly arriving packet at the source is decided to be
either transmitted or dropped without buffering. A learning theoretic approach is
introduced, which does not require any statistical information on the random fading
channel, energy arrival, and data arrival processes. The works [36, 37] explore
various throughput maximization problems assuming data arrivals being stored in a
data buffer. However, it is noted that these works do not consider delay constraints.
In [38, 39], power allocation schemes for EH systems are proposed to ensure the
stability of the data and energy queues (or battery) using Lyapunov optimization
theory. In [40], the authors derived the EC for EH systems for given power allocation
policies. The derived expressions were then exploited to evaluate commonly used
power allocation policies, e.g., greedy policy, constant power policy, etc. assuming
the statistical knowledge about the random processes is known.

In Chap. 4, consider the EH system as in Fig. 2.2, we explore optimal stochastic
power allocation problems for EH systems as shown in Fig. 2.2 over fading
channels under average delay or delay-outage constraints. We develop online power
allocation algorithms when the statistical knowledge of the random channel fading,
EH processes is unknown, which is typical in real-life communications. The studies
provide valuable insights into how to optimally allocate power under different types
of delay constraints.

2.4 Buffer-Aided Relaying Communications

The above-mentioned works concern resource allocation for point-to-point commu-
nications. In practice, it is not always possible for a source to communicate directly
with the destination, for example, due to long distance, or severe shadowing. An
example is downlink communications from the base station to the cell-edge users.
In such scenarios, wireless relaying provides an efficient means to improve the
coverage, throughput, and reliability of wireless networks. Typical situations where
wireless relaying is needed are depicted in Fig. 2.3.

Relaying has been adopted by recent wireless communications standards, e.g.,
3GPP-Long Term Evolution (LTE) [41]. There has been a great deal of research on
the 3-node relay network over the past decades under different configurations, (e.g.,
with or without direct source-destination link) and relaying schemes, (e.g., decode-
and-forward or amplify-and-forward relaying), for example, see [42], and references
therein. In these works, the relay receives packets from the source in one time slot,
and forwards it to the destination in the next time slot, which is referred to as fixed
relaying (or fixed link scheduling) in the sequel. Such fixed relaying schemes may
suffer significant performance degradation over fading channels, where the source-
relay (S-R) or relay-destination (R-D) link signal strengths can greatly vary with
time since the end-to-end transmission rate is dominated by the weaker link of the
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Fig. 2.3 Relaying in wireless cellular communications

two links. For example, for a 3-node decode-and-forward relaying network without
a direct S-D link, the capacity is given by the minimum of the S-R and the R-D link
capacities [43].

2.4.1 Half-Duplex Relaying with Adaptive Link Selection

Recent works have introduced buffer-aided relaying, where the relay employs
buffer to store the received data from the source for future forwarding to the
destination [44, 45]. Under buffer-aided relaying, the relay has more transmission
flexibility since it might not need to forward the received data to the destination
immediately after receiving it as in the case of fixed relaying. Hence, buffer-aided
relaying can overcome the fading effects of wireless channels. In general, fixed
relaying schemes developed under non-buffer relaying setting can be modified to
exploit the relay buffering. However, the resulting relaying schemes may fail to
achieve the maximum diversity gain offered by buffer-aided relaying over the non-
buffer relaying since the relay still receives and transmits sequentially in every
time slot [44, 46–48]. Thus, to exploit the transmission flexibility offered by the
relay buffering capability, adaptive link selection relaying must be considered,
where the relay transmission and reception schedule is not fixed. Such adaptive
relaying efficiently schedules the S-R link and R-D link depending on their channel
conditions in each frame. As a result, adaptive relaying can attain significant
throughput gains over fixed relaying since it can exploit the link diversity by
transmitting over the link with more favorable channel condition [49–51].
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S R D

Fig. 2.4 Buffer-aided relaying model

One disadvantage of buffer-aided adaptive relaying is that it introduces random
queuing delay at the relay, which is not present under non-buffer relaying. Most
existing adaptive relaying schemes are developed under the unconstrained delay or
average delay constraint settings which are reviewed in the following.

2.4.1.1 Case of Unconstrained Delay

Consider a 3-node buffer-aided relay network in Fig. 2.4. Assume the source always
has data to transmit. We assume ergodic stationary i.i.d. block-fading channels
with fading duration equal to the transmission frame. Denote h1Œt�, and h2Œt� the
instantaneous (normalized) channel gains in frame t D 1; 2; : : : of the S-R link and
R-D link, respectively. hiŒt�; i D 1; 2 are assumed to be statistically independent
random variables. Let P1 and P2 denote the transmit powers of the source and
relay, respectively. Similarly, denote riŒt�; i D 1; 2 the corresponding instantaneous
transmission rates in frame t D 1; 2; : : : of the links:

riŒt� D log2.1C PihiŒt�/; i D 1; 2:

In [50], the authors consider the adaptive link selection relaying problem described
as follows. Let �Œt� 2 f0; 1g;8t denote a binary variable for frame t where we set
�Œt� D 1 if the R-D link is active and �Œt� D 0 if the S-R link is active. The adaptive
relaying scheme for throughput maximization is shown to have the following form
[50]:

�Œt� D
(
0; r1Œt�=r2Œt� � 	;

1; otherwise
(2.8)

where the parameter 	 > 0 is determined to maintain the following equality:

E
˚
.1 � �Œt�/r1Œt�

� D E
˚
�Œt�r2Œt�

�
: (2.9)

Intuitively, the link scheduling solution ensure equal average arrival rate and
departure rate of the relay buffer. We can see that the adaptive link scheduling
exploits the link fading diversity by transmitting over a link when the ratio between
its rate and rate of the other link is larger than a threshold value 	 . The threshold
	 takes into account the fading statistics and average signal-to-noise power ratios
(SNRs) of the S-R and R-D links. Then, the (average) throughput of the adaptive
relaying scheme is:



2.4 Buffer-Aided Relaying Communications 21

TB-ALS D E
˚
.1 � �Œt�/r1Œt�

�
:

To show the advantages of adaptive link selection relaying, consider the case
that the links have the similar fading distributions with equal average SNRs as an
example. The optimal 	 in (2.8) can be easily seen to be 1, i.e., the link with larger
instantaneous rate is selected in each slot. The throughput of adaptive link selection
relaying can be shown to be:

TB-ALS D 1

2
E
˚
maxfr1Œt�; r2Œt�g

�
:

Consider two non-buffer and buffer-aided relaying schemes with fixed link sched-
ules. With non-buffer relaying, the relay receives a packet in one time slot and
transmits it in the next, and the corresponding average throughput is [43]:

TN-FLS D 1

2
E
˚
minfr1Œt�; r2Œt�g

�
:

With buffer-aided fixed relaying scheme, the relay receives data from the source
in the first N=2 (N is even) time slots and sends this cumulative information to
the destination in the next N=2 slots [44]. The corresponding maximum achievable
throughput is obtained for N ! 1 and given by:

TB-FLS D 1

2
min

n
Efr1Œt�g;Efr2Œt�g

o

We can see that it always holds true that:

TB-ALS > TB-FLS � TN-FLS:

Note that adaptive power allocation in each slot can be considered in addition to the
link selection [50].

The work [51] considers the similar buffer-aided relaying model as in [50], and
studies two adaptive link scheduling schemes with different requirements regarding
the availability of CSIT. In the first scheme, neither the source nor the relay has
full CSIT, and consequently, both nodes are forced to transmit with fixed rates.
On the other hand, in the second scheme, the source does not have full CSIT and
transmits with fixed rate but the relay has full CSIT and adapts its transmission
rate accordingly. The optimal link scheduling solutions and the corresponding
throughput are derived. We omit the details for brevity.

Buffer-aided adaptive relaying has been considered in other settings too. For
example, in [52–54], the authors study the adaptive link scheduling schemes for
throughput maximization for two-way relaying. Moreover, buffer-aided adaptive
relaying is also employed in 3-hop relay network [55].

We can see that buffer-aided adaptive link selection relaying has significantly
improved the performance of non-buffer relaying due to its capability to exploit the



22 2 Power Allocation Over Fading Channels Under Delay Constraints: A Review

link fading diversity. However, we should emphasize that the QoS-blind adaptive
relaying schemes in the aforementioned works introduce unconstrained (or infinite)
relaying delay, i.e., the relaying delay can be very large [50, 51]. Hence, in order to
support delay-sensitive communications, new adaptive relaying schemes have to be
developed.

2.4.1.2 Case of Average Delay Constraint

There have been several attempts to develop buffer-aided adaptive relaying schemes
to provide delay QoS guarantees. In particular, several relaying schemes have
been developed by heuristically modifying the aforementioned QoS-blind relaying
schemes to satisfy maximum average delay constraint [50, 51, 54, 55]. The schemes
take into account the instantaneous link conditions and amount of data in the relay
buffer based on the observation that the (average) delay can be controlled via
the arrival rate and the relay buffer size. Two different approaches to adjust the
arrival rate and the queue size are proposed. One approach is to ‘starve’ the buffer
by intentionally limiting the arrival rate by choosing a threshold which is strictly
smaller than 	 in (2.8). Another approach is to limit the buffer size by forcing the
relay to transmit if the relay buffer gets full. We omit the details for brevity. Note that
both proposed relaying schemes are heuristic in nature, i.e., sub-optimal schemes.

We have seen that the developed adaptive relaying schemes assume uncon-
strained delay or average delay constraint. Alternatively, in Chap. 5, we study
optimal adaptive relaying scheme under (end-to-end) delay-outage constraint to
maximize the EC, i.e., constant supportable arrival rate to the source buffer. Under
the proposed design, the link selection solution depends not only on the link
conditions as in the case of unconstrained delay but also on the delay constraint.
To tackle the delay-outage constraint, we apply the asymptotic delay analysis
in Sect. 2.2, to transform the delay-outage constraint into the constraints on the
minimum delay exponents at the source and relay buffers. We then derive the
relationship between the link selection variables and the delay exponents, which
is used to obtain tractable constrained optimization problem. The solution derived
under delay-outage constraint is expected to converge to the solution (2.8) derived
under unconstrained delay assumption when the delay-outage probability is close
to 1.

2.4.2 Full-Duplex Relaying

Under adaptive relaying, the relay can either receive data from the source or transmit
data to the destination. Such half-duplex (HD) relaying avoids self-interference (SI)
at the expense of low spectral efficiency. Recently, several effective SI mitigation
techniques have been developed, based on combinations of antenna, analog, and
digital cancellations, e.g., [56–58]. Such results promise a potential full-duplex (FD)
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relaying operation, in which a relay can receive and transmit simultaneously to
enhance the relay system spectral efficiency [59]. Earlier works on FD relaying,
e.g., [60–63] (for one-way relaying) and [64, 65] (for two-way relaying), assumed
the ideal FD case with zero residual SI, which can lead to overestimation of the
gains due to FD relaying over HD relaying. The works [66–75] assumed a more
practical imperfect SI cancellation with non-zero residual SI. Also, in [66–69], the
residual SI power is assumed to be proportional with parameter ˇ > 0 to the relay
transmit power, which has been validated by the experiments in [57, 58].

Since the residual SI power depends on the relay transmit power, we can see that
source and relay power allocation plays a critical role in improving the performance
of FD relaying systems. While power allocation for non-buffer FD relaying systems
has been extensively studied as reviewed above, power allocation for buffer-aided
FD relaying systems has been under-explored. In [63], a buffer-aided FD relaying
scheme is proposed, which provides significant throughput gains compared to non-
buffer FD relaying schemes. However, zero residual SI and unconstrained relaying
delay are assumed. In Chap. 6, we investigate the power allocation problems for
buffer-aided FD relaying with imperfect SI cancellation and delay-outage constraint.
We investigate two power allocation problems for source arrival rate maximization:
(1) Buffer-aided FD relaying with adaptive power allocation when the instantaneous
CSI is available at the transmitters (CSIT); (2) Buffer-aided FD relaying with static
power allocation when only statistical CSIT is available.
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Chapter 3
Joint Data Admission Control and Power
Allocation Over Fading Channel Under
Average Delay Constraint

In this chapter, we consider a point-to-point communications link over a fading
channel with randomly arriving data at the source buffer for transmission to the des-
tination. For delay quality-of-service (QoS) requirement, (maximum) average delay
constraint is imposed. Also, the source is assumed to have (maximum) average
power constraint. To avoid constraint violation, it is assumed that only a portion of
the arriving data can be buffered (or admitted). Note that the considered data buffer
admission control is different from the common user (or stream) admission control.
In the latter case, we admit a particular user (among many users) into the system
while in the former, we admit data packets of an already admitted user (or stream)
into the transmission buffer. Under such settings, this chapter studies the joint data
admission control-power allocation (AC-PA) to maximize the throughput defined as
the average admitted rate. In particular, we first analyze the structural properties of
the optimal AC-PA policy with respect to fading channel, data arrival, and queue
length states. We then propose an online AC-PA algorithm when the statistical
knowledge of the system random channel fading, and data arrival processes is
unknown.

In the AC-PA problem, due to the time-varying nature of the channel fading
and data arrival processes, admission control needs to be done intelligently to
balance the throughout and queue length. We can see that increasing the throughput
increases the queue length (and hence, the delay) and vice versa. Admission control
is even more challenging when the statistical knowledge of the random processes
is unknown, which is typical in real-life communications. To address this issue, the
AC-PA problem is formulated as an infinite-horizon constrained Markov decision
process (MDP) problem, which captures the dynamics of the random processes. We
then define so-called post-decision state-value function, which is used to rewrite
the Bellman’s optimality dynamic programming equation. Using the proposed post-
decision state-value function, the monotonicity and convexity of the optimal AC-PA
policy w.r.t. the fading channel, data arrival, and queue length states can be studied.
The trade-off between maximizing the throughput and minimizing the average
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queue length (or delay) is also studied. An online AC-PA algorithm is developed,
which updates (or learns) the state-value function based on the realizations of
the random processes. The algorithm does not require the statistical knowledge
of the random processes, and its optimality and convergence are based on the
results in stochastic approximation theory. The proposed algorithm is shown to
require less storage complexity and converge faster than the conventional Q-
learning algorithms [1]. Illustrative results demonstrate that the proposed algorithm
achieves higher throughput than the algorithm in [2] under similar delay and power
constraints.

3.1 System Model and Problem Formulation

3.1.1 Model Description

We consider a point-to-point communications link where a source transmits data
stored in a buffer over a fading channel of bandwidth B (Hz) to the destination.
Transmissions happen over frames of equal duration T (seconds). The model is
depicted in Fig. 3.1, where the dynamics of the buffer (or queue) is controlled
using admission control and scheduling (or equivalently, power allocation) actions.
Specifically, in each frame, the scheduling action determines the amount of data
(or equivalently, the amount of transmit power) removed from the buffer for
transmission to the destination. Also, the admission control action determines the
amount of data from the newly arriving data to be stored (or admitted) into the
buffer. Under the average power constraint, it is clear that there are two conflicting
objectives. One objective is to maximize the throughput. The second objective is to
minimize the average queue length (or delay). For notional simplicity, we normalize
the frame duration T and bandwidth B in the following. Hereafter, we describe the
model in detail.

The wireless channel is assumed to be block-fading over the transmission frames.
Denote hŒt� as the channel state representing the (normalized) channel power gain
in frame t, t D 1; 2; : : :. We assume the channel fading process fhŒt�g 2 H is
stationary ergodic, and independent and identically distributed (i.i.d.) over frames
with general probability distribution function (pdf) pH .h/ over the channel state
space H , which can be discrete or continuous.

Fig. 3.1 A source-destination communications link with source buffer
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Let Q 2 Œ0;1/ denote the queue state space, and let qŒt� 2 Q denote the queue
state representing the queue length (in number of bits) in frame t. We allow the
buffer to be an arbitrary real value for mathematical convenience [3, 4]. Let yŒt�, and
aŒt�, aŒt� 2 Œ0; yŒt�� (in number of bits) represent the amount of data arrival, and the
amount of data admitted into the buffer in frame t. We assume the arrival process
fyŒt�g 2 Y is stationary ergodic, and i.i.d. over frames with general pdf pY .y/ over
the data arrival state space Y .

Let rŒt� 2 Œ0; qŒt�� represent the scheduling action in frame t, i.e., the amount of
data removed from the buffer and transmitted to the destination. Given qŒ1� as the
initial backlog, the queue dynamics across time slots satisfy the Lindley’s recursion:

qŒt C 1� D qŒt� � rŒt�C aŒt�;8t: (3.1)

Note that without admission control, aŒt� D yŒt�;8t. Also, the arriving data in frame
t can only be scheduled in the next frame earliest.

Given the scheduling action rŒt�, the corresponding power consumption PŒt� in
frame t under channel state hŒt� is given by the Shannon formula:

PŒt� D P.hŒt�; rŒt�/ D .2rŒt� � 1/=hŒt�;8t:

We can see that the power function P.h; r/ is convex increasing in r for fixed h.
We now define the throughput, average queue length, and average power as

follows:

NR , lim inf
t!1

1

t
E

(
tX

�D1
aŒ� �

)
; NQ , lim sup

t!1
1

t
E

(
tX

�D1
qŒ� �

)
; NP , lim sup

t!1
1

t
E

(
tX

�D1
PŒt�

)
:

3.1.2 Problem Formulation

The AC-PA problem for throughput maximization under average queue length and
power constraints can be posed as:

max
rŒt��qŒt�;aŒt��yŒt�;8t

NR s.t.: NQ � NQmax; NP � NPmax; (3.2)

where NQmax, and NPmax are the maximum average queue length and power constraints.
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3.1.3 Optimal Throughput-Delay Trade-Off

We have mentioned the trade-off between maximizing throughput and minimizing
the queue length. We now study this trade-off in more details.

Fix some NPmax and vary NQmax D NQ in (3.2). Let NR. NQ/ denote the corresponding
optimal value of (3.2), i.e., NR. NQ/ is the maximum throughput such that the average
queue length is less than or equal to NQ. The following proposition characterizes the
optimal trade-off NR. NQ/ under average power constraint.

Proposition 3.1 Throughput NR. NQ/ is concave increasing in NQ.

Proof Fix NPmax. We can see that the optimal policies will always achieve NPmax.
Otherwise, we can increase the scheduling rate to increase the throughput for a
similar queue length. We prove NR. NQ/ is concave increasing with NQ. That NR. NQ/ is
increasing with NQ is obvious since more data can be admitted if the queue length is
allowed to be larger (for the same scheduling rate). We show that it is concave. Let
NQ1 and NQ2 be two queue length values with corresponding throughputs NR. NQ1/ and
NR. NQ2/. We remind that NR. NQ/ is the maximum throughput such that the queue length
is less than or equal to NQ. We want to show that for any 
 2 Œ0; 1�:

NR.
 NQ1 C .1 � 
/ NQ2/ � 
 NR. NQ1/C .1 � 
/ NR. NQ2/: (3.3)

We will prove this using sample path arguments. Let fhŒt�.w/g1
tD1 and fyŒt�.w/g1

tD1 be
given sample paths of the channel states and data arrival states. Note that w denotes
a sample path of the random process realization. Let fr1Œt�.w/g1

tD1 and fa1Œt�.w/g1
tD1

be sequences of control actions corresponding to the policy which attains NR. NQ1/.
Let fq1Œt�.w/g1

tD1 be the corresponding sequence of backlog states. Likewise, define
fr2Œt�.w/g1

tD1, fa2Œt�.w/g1
tD1, and fq2Œt�.w/g1

tD1 corresponding to NR. NQ2/. Note that
riŒt�.w/ � qiŒt�.w/ and aiŒt�.w/ � yŒt�.w/ for i D 1; 2 for all sample paths w and for
all t. We have:

lim
t!1

1

t

tX
�D1

E

n
P.hŒ� �.w/; riŒ� �.w//

o
D NPmax; i D 1; 2 (3.4)

where the expectation is taken over all sample paths. Now consider the 
-policy, a
new sequences of control actions, fr
Œt�.w/g1

tD1 and fa
Œt�.w/g1
tD1 where for all t

r
Œt�.w/ D 
r1Œt�.w/C .1 � 
/r2Œt�.w/
a
Œt�.w/ D 
a1Œt�.w/C .1 � 
/a2Œt�.w/: (3.5)

We show that 
-policy is a feasible policy. Let fq
Œt�.w/g1
tD1 be the sequence of

backlog states using this policy.
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• It can be seen that a
Œt�.w/ � yŒt�.w/ for all w and t.
• For scheduling sequence fr
Œt�.w/g1

tD1, due to the convexity of P.h; r/ with r for
given h, for each t, we have:

P.hŒt�.w/; r
Œt�.w// � 
P.hŒt�.w/; r1Œt�.w//C.1�
/P.hŒt�.w/; r2Œt�.w// (3.6)

and hence,

lim
t!1

1

t

tX
�D1

E

n
P.hŒ� �.w/; r
Œ� �.w//

o
� NPmax: (3.7)

Hence, the 
-policy satisfies the power constraint.
• Assume at time t D 1, q
Œ1�.w/ D q1Œ1�.w/ D q2Œ1�.w/ D 0 for all sample paths

w. By definition, we have qiŒt C1�.w/ D qiŒt�.w/� riŒt�.w/C aiŒt�.w/ for i D 1; 2

and t � 1. Then, using recursion, we have q
Œt�.w/ D 
q1Œt�.w/C .1�
/q2Œt�.w/
for all t. Consequently, we conclude that r
Œt�.w/ D 
r1Œt�.w/C.1�
/r2Œt�.w/ �
q
Œt�.w/ for all t.

Hence, we conclude that 
-policy is a feasible policy.
We have the average queue length by the 
-policy:

NQ
 D lim
t!1

1

t

tX
�D1

E

n
q
Œ� �.w/

o
D 
 NQ1 C .1 � 
/ NQ2: (3.8)

Summing both sides of (3.5) and taking expectations, we have:

NR
 D lim
t!1

1

t

tX
�D1

E

n
r
Œ� �.w/

o
D 
 NR. NQ1/C .1 � 
/ NR. NQ2/ (3.9)

The 
-policy achieves average queue length NQ
 D 
 NQ1 C .1� 
/ NQ2 and throughput
NR
 D 
 NR. NQ1/C .1 � 
/ NR. NQ2/. Moreover, by (3.7), the optimal policy with average
power NPmax can achieve the same average queue length but with higher throughput.
Thus, we must have NR.
 NQ1 C .1� 
/ NQ2/ � 
 NR. NQ1/C .1� 
/ NR. NQ2/ as desired. We
conclude that NR. NQ/ is concave increasing with NQ.

In the following section, we study the optimal solution of (3.2).

3.2 Joint Data Admission Control-Power Allocation

3.2.1 MDP-Based Optimal Solution

It can be seen that the problem (3.2) is a constrained MDP. Using [5, Theorem 12.7],
the problem (3.2) admits an optimal solution that can be found using the Lagrangian
approach:
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min
��0;��0

(
max

rŒt��qŒt�;aŒt��yŒt�;8t

(
NR � � NQ � � NP

)
C � NQmax C � NPmax

)
: (3.10)

Therefore, to study (3.10) (and thus (3.2)), we can first study the inner maximization
for a given positive multipliers �, and �:

max
rŒt��qŒt�;aŒt��yŒt�;8t

(
NR � � NQ � � NP

)
: (3.11)

In the following sections, we study the optimal solution of (3.11).
In frame t, the controller observes the system state .qŒt�; hŒt�; yŒt�/ and determines

the actions rŒt� (or equivalently PŒt�) and aŒt� simultaneously [6]. Hence, a stationary
control policy can be represented by a 2-tuple function .r; a/ W Q � H � Y !
R

C �R
C specifying the control actions in slot t as rŒt� D r.qŒt�; hŒt�; yŒt�/ 2 Œ0; qŒt��

and aŒt� D a.qŒt�; hŒt�; yŒt�/ 2 Œ0; yŒt�� where R
C denotes the set of non-negative

numbers.
Define J.q; h; y/ as the (pre-decision) state-value function of (3.11), i.e., J.q; h; y/

is the optimal value of (3.11) with the starting state .qŒ1�; hŒ1�; yŒ1�/ D .q; h; y/. The
Bellman’s optimality dynamic programming equation for (3.11) is:

J.q; h; y/ D max
r�q;a�y

(
a � �q � �P.h; r/C

X
h02H

X
y02Y

pH .h0/pY .y0/J.q � r C a; h0; y0/
)

�J.q0; h0; y0/ (3.12)

for some arbitrary but fixed state .q0; h0; y0/. The optimal policy is the optimal
solution of (3.12). We can see that (3.12) requires known pdfs to evaluate the
expectation. However, the pdfs are often unknown in real-time systems which makes
the exact computation of the expectation impossible. Conventional reinforcement
Q-learning algorithms [1, 6] can be used to learn the optimal AC-PA policy
via learning the so-called state-action Q function without requiring known pdfs.
Note that after knowing Q function, the state-value function J.q; h; y/ can also be
computed. However, Q-learning algorithms require large complexity, and exhibit
slow convergence [4]. We will propose an alternative approach with less complexity
and faster convergence in the following.

3.2.2 Post-decision State-Value Function Approach

Similar to [4, 7], we define the post-decision state-value function Jpost.Lq/ as:

Jpost.Lq/ D
X

h02H

X
y02Y

pH .h
0/pY .y0/J.Lq; h0; y0/ (3.13)
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for post-decision states Lq 2 Q. The post-decision state LqŒt� in frame t is the resulting
queue length after the control decisions are made. Hence, we have the queue
dynamics as qŒt C 1� D LqŒt� , qŒt�� rŒt�C aŒt�. Using (3.12) and (3.13), the optimal
policy can be computed using the state-value function Jpost.Lq/ as follows:

arg max
r�q;a�y

(
a � �q � �P.h; r/C Jpost.q � r C a/

)
: (3.14)

As we will see in the following, studying the structural properties of the optimal
policy using (3.14) and Jpost.Lq/ is easier than using (3.12) and J.q; h; y/. Moreover,
to compute the optimal policy, it is sufficient to know Jpost.Lq/. In the following,
we propose an online learning algorithm for Jpost.Lq/ without requiring known pdfs.
Moreover, as we will see, learning Jpost.Lq/ requires less complexity and converges
faster than learning the Q function as in the conventional Q-learning algorithms.

From (3.12) and (3.13), we can write the optimality functional equation
on Jpost.Lq/:

Jpost.Lq/ D
X

h02H

X
y02Y

pH .h0/pY .y0/ max
r�Lq;a�y0

(
a � � Lq � �P.h0; r/C Jpost.Lq � r C a/

)

�Jpost.Lq0/ (3.15)

for some arbitrary but fixed state Lq0.

3.2.3 Structural Results

The structural properties of the optimal policy are now stated.

Theorem 3.1 The optimal control policy has the following properties:

1. Jpost.Lq/ is concave decreasing with Lq.
2. r�.q; h; y/ is non-decreasing with q and y.
3. a�.q; h; y/ is non-increasing with q and non-decreasing with y.
4. r�.q; h; y/ and a�.q; h; y/ are non-decreasing with h.

Proof We prove the decreasing concavity property of Jpost.Lq/ with Lq 2 Q. Note
that the monotonic property is obvious. To prove the concavity property, we show
that Jpost.Lq/Œt� in the RVIA equation (3.16) is concave for t D 1; 2; : : : and since
lim

t!1 Jpost.Lq/Œt� D Jpost.Lq/, we conclude that Jpost.Lq/ is also concave. We use

induction.
By initialization Jpost.Lq/Œ1� D 0. Using induction and supposing that Jpost.Lq/Œ1�

is concave for some t � 1. Hence, for some fixed h 2 H , we can easily see that
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a � � Lq � �P.h; r/C Jpost.Lq � r C a/Œt�

is jointly concave in .Lq; r; a/ for r 2 Œ0; Lq� and a 2 Œ0; y�. Hence, the function

max
r�Lq;a�y

(
a � � Lq � �P.h; r/C Jpost.Lq � r C a/Œt�

)

is concave with Lq because the maximum of jointly concave function is also concave.
Then, from (3.16), we have Jpost.Lq/Œt C1� is concave since the expectation preserves
the concavity. We conclude that Jpost.Lq/ is concave decreasing with Lq.

We now prove the monotonicity of the control actions. By the concavity of
Jpost.Lq/, we have the function a � �q � �P.h; r/C Jpost.q � r C a/ is supermodular
in .q; r/ for r 2 Œ0; q� and submodular in .q; a/ for a 2 Œ0; y�. Then, by applying
Topkis’s Monotonicity Theorem [8, Theorems 1, 2] to (3.14), the scheduling action
r�.q; h; y/ is non-decreasing with q and the admission control action a�.q; h; y/ are
non-increasing with q. Moreover, that a�.q; h; y/ is non-decreasing with y is obvious
since when y increases, the optimization domain Œ0; y� for a becomes larger.

The monotonicity of the control actions with respect to h can be established using
the analogous arguments.

Theorem 3.1 reveals that with the increasing buffer occupancy q, more data
should be scheduled and less new data should be admitted. When there is more
newly arriving data, more data should be scheduled as such to make room for new
data to improve the throughput.

3.2.4 Online Algorithm

To compute the optimal policy in (3.14), we need to compute the state-value
function Jpost.Lq/. Using (3.15), Jpost.Lq/ can be computed using the sequential relative
value iteration algorithm (RVIA) as follows

Jpost.Lq/Œt C 1� D
X

h02H

X
y02Y

pH .h
0/pY .y0/ max

r�Lq;a�y0

(
a � � Lq � �P.h0; r/

CJpost.Lq � r C a/Œt�

)
� Jpost.Lq0/Œt� (3.16)

for t D 1; 2; : : : with initial condition Jpost.Lq/Œ1� D 0. The purpose of subtracting
the scalar offset is to keep the iterations stable. Iterations (3.16) converge to Jpost.Lq/
satisfying (3.15) [5].

The iterations (3.16) require known pdfs to evaluate the expectation. However,
Eq. (3.16) has a nice structure such that the expectations are moved outside of the
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maximization, and hence, we can use online time-averaging to learn Jpost.Lq/ under
unknown pdfs, i.e., it solves the MDP (3.11) for fixed �, and �. Moreover, to find
the solution of (3.10), the multipliers �, and � can be updated using stochastic
sub-gradient method. The optimality and convergence results of the online learning
algorithm are ensured using the results in stochastic approximation theory. Using
(3.16), the following online control algorithm is employed, which based on the
realizations of the random processes.

• Initialization phase: Initialize Jpost.Lq/Œ1� and �Œ1�; �Œ1� � 0, and fix Lq0 2 Q.
• Data admission control and scheduling phase: In frame t D 1; 2; : : :, based on

the current state .qŒt�; hŒt�; yŒt�/, the control action .rŒt�; aŒt�/ is determined by
solving the following problem:

arg max
r�qŒt�;a�yŒt�

(
a � �Œt�qŒt� � �Œt�P.hŒt�; r/C Jpost.qŒt� � r C a/Œt�

)
: (3.17)

• State-value function updating phase: We update the post-decision state-value
function as:

Jpost.Lq/Œt C 1� D .1 � �Œt�/Jpost.Lq/Œt�C �Œt�

 
max

r�Lq;a�yŒt�

(
a � �Œt�Lq � �Œt�P.hŒt�; r/

CJpost.Lq � r C a/Œt�

)
�Jpost.Lq0/Œt�

!
: (3.18)

• Multiplier updates: The multipliers �Œt�, and �Œt� are updated as follows:

�Œt C 1� D
h
�Œt�C �Œt�

�
P.hŒt�; rŒt�/ � NPmax

�iL

0

�Œt C 1� D
h
�Œt�C �Œt�.qŒt� � NQmax/

iL

0
(3.19)

where Œx�ba denotes the projection of x on the interval Œa; b� for a � b, i.e., Œx�ba D
a; x; and b for x < a; x 2 Œa; b�; and x > b, respectively, and L is sufficiently large
number to ensure boundedness of the multipliers.

The learning rate sequences �Œt� and �Œt� satisfy the following properties [7]:

1X
�D1

�Œ�� D
1X
�D1

�Œ�� D 1I
1X
�D1
.�Œ��/2 C .�Œ��/2 < 1I lim

�!1
�Œ��

�Œ��
D 0: (3.20)

While the conditions (3.20) guarantee convergence of the proposed algorithm under
stationary channel fading statistics, the use of decreasing learning rate sequences
may not be viable in practice due to non-stationary channel fading statistics. In such
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scenarios, alternatively, we can use a fixed and sufficiently small step size. However,
the multipliers will only converge to within a (small) neighborhood of the optimal
values.

It is worth noting that in (3.18), we batch-update Jpost.Lq/Œt C 1� for all post-
decision states Lq 2 Q, not only the previously-visited state LqŒt�. This is possible
because the traffic arrival and the channel processes are independent of the post-
decision queue state LqŒt� [4]. Equation (3.18) can be viewed as stochastic estimate
of their counterpart (3.16), and is updated based on instantaneous traffic arrival state
yŒt� and channel state hŒt� without requiring known pdfs.

From the results in stochastic approximation theory and two-timescale analysis
[7, 9], we can see that in the proposed online allocation algorithm, the state-value
function and the multiplier updates converge to the optimal state-value function, and
optimal multipliers of (3.10).

The proposed online learning algorithm does not assume any specific pdfs
of the system dynamics. Hence, it is very robust to channel and traffic arrival
model variations. Due to batch updates, the learning process converges faster. It
is mentioned in [4] that batch updates result in twice faster convergence rate than
updating one state in each slot. Also, the batch updates preserve the concavity of
the value functions, i.e., the functions Jpost.Lq/Œt� is concave decreasing for all t.
Hence, the computational complexity of updating the value functions in (3.18)
involves solving convex optimization problems. The convexity preservation of the
value functions can also be exploited to derive approximate learning algorithm as
in [4]. Compared to Q-learning which learns the state-action Q function with large
complexity (which is approximately jQj2�jH j�jY j2 where j:j denotes cardinality
of a set) and slow convergence [1, 6], the proposed learning requires less complexity
(which is jQj) and converges faster. This is because Q-learning maintains a value
table for each state-action pair and updates one table entry in each slot.

We can see that the primal variables and the dual Lagrange multipliers are iterated
simultaneously albeit on different timescales. The latter is updated at a slower
timescale than the former. As seen from the slower timescale variable, the faster
timescale variables appear to be equilibrated to the optimal values corresponding to
its current value. Also, as viewed from the faster timescale variables, the slower
timescale variable appears to be almost constant. Such two timescales updates
converge to the optimal solution of (3.10) [7, 9].

3.3 Illustrative Results

3.3.1 Settings

We implement the proposed learning algorithms using MATLAB. It is assumed
Rayleigh fading channel with average channel power gain 10 dB, i.e., hŒt� is
exponential random variable with EfhŒt�g D 10. We assume (truncated) Poisson
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arrival process with an average rate of 5 (bits per slot), where the smallest and largest
arrival states in each frame are assumed to be 0 and 10.

The learning rate sequences are chosen as �Œt� D .1=t/0:7 and �Œt� D .1=t/0:85.

3.3.2 Numerical Results

We plot in Fig. 3.2 the optimal power-queue length trade-off [3]. Note that in
this case, all data arrivals are buffered and maximum throughput NR D 5 (bits)
is achieved. We can see that for a given average power NP D 4:5 (Watts), the
corresponding average queue length NQ (bits) is approximately 20. It means that
if we want to achieve an average queue length smaller than 20 for NPmax D 4:5,
admission control is required, which reduces the throughput. Also, the minimum
average power NP.1/ required to ensure finite queue length (or queue stability)
without admission control is approximately 3.75.

We now fix NPmax D 4:5. We are looking at the performance of the data admission
control and power allocation policy. Figure 3.3 plots the optimal trade-off curve
achieved by the proposed online learning algorithm. We also plot the trade-off
obtained by the ECCA in [2]. We can observe that for the same (average) queue
length, the proposed algorithm is able to achieve higher throughput than the ECCA.
Alternatively, for the same throughput, the learning algorithms achieve smaller
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queue length (and delay). When the average queue length approaches NQ D 20,
the throughput approaches the average arrival rate or the maximum throughput. In
this case, almost all the arrivals are buffered. The results also confirm the concavity
increasing characteristic of the optimal trade-off which is analytically proved in
Proposition 3.1.

In the last experiment, we demonstrate the use of the proposed learning algorithm
to stabilize the queue when the maximum power is NPmax D 3 < NP.1/. Figure 3.4
shows the trade-off curves obtained by the proposed algorithm and the ECCA.
Again, the proposed algorithm is more efficient in terms of higher throughput for
a given average queue size or smaller average queue size for a given throughput.
However, the performance gap is smaller compared to that in Fig. 3.3 for stablizable
arrival process.
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Chapter 4
Power Allocation with Energy Harvesting Over
Fading Channel Under Statistical Delay
Constraints

Next-generation wireless systems are expected to support an ever increasing number
of wireless connections with better quality-of-service (QoS), e.g., higher data rate
and smaller delay [1, 2]. As a result, energy consumption, as well as energy cost,
and greenhouse gas emission are increased, which pose challenges in the design
of wireless systems. One promising method to tackle this issue is energy harvesting
(EH), where wireless nodes have the capability to harvest energy from the renewable
sources (e.g., solar, and thermoelectric, etc.) of the surrounding environment, and
store the harvested energy in batteries to carry out their functions. In this chapter, we
explore power allocation problems for such EH systems to support delay-sensitive
communications.

More specifically, this chapter considers an EH system communicating over a
fading channel. The stochastic power control problems for source arrival rate max-
imization under EH and delay constraints are studied. The EH constraint ensures
that the randomly available (random in time and amount) renewable energy cannot
be spent until it is harvested and subsequently stored in the battery. Also, it cannot
spend more energy than the currently available amount in the battery. Moreover,
in addition to the average delay constraint model considered in Chap. 3, we also
consider delay-outage constraint model. In the latter case, we have converted the
original problem into effective capacity maximization problem using asymptotic
delay analysis. We formulate the problems as infinite-horizon constrained Markov
decision process (MDP) problems. We employ the post-decision state-value func-
tion approach in MDP to study the structural properties of the optimal policies,
i.e., the monotonicity of the power allocation with channel, EH, and battery states.
Throughout this work, it is assumed that the statistics of the system random
(channel fading, and EH) processes are unknown to the source. For the model
under consideration, reinforcement learning techniques such as Q-learning can be
employed to optimize the resource dynamically. However, the post-decision state
approach is much more appealing than the Q-learning as the former approach
provides less storage complexity and faster convergence [3, 4]. Towards this end, we
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develop online power allocation algorithms without requiring known statistics of the
random processes. Illustrative results demonstrate the advantages of the proposed
approach over existing approaches, i.e., larger arrival rates can be supported under
similar channel and EH conditions, and delay constraints.

4.1 System Model and Problem Formulations

4.1.1 Model Description

We consider a point-to-point communication system of bandwidth B (Hz), where
the source communicates with the destination, as illustrated in Fig. 4.1. The source
is equipped with an EH module, which can harvest renewable energies from the
surrounding environment, and then store the harvested energies in an energy queue
(or battery). Data is assumed to arrive at the source buffer with the constant
rate �. We consider that the transmission happens over frames of equal duration
T (seconds). For notional simplicity, we normalize the frame duration T and
bandwidth B in the following. We next describe different parts of the system and
their assumptions in detail.

1. Channel fading model: We assume block-fading channels with fading duration
equal to the frame duration. The channel power gain hŒt� in frame t D 1; 2; � � �
represent the channel state in frame t. The channel fading process

˚
hŒt�
� 2 H is

assumed to be ergodic, stationary, and i.i.d. with probability distribution function
(pdf) pH .h/ over the channel state space H , which can be discrete or continuous.

2. EH and battery model: The source harvests energy amount eŒt� from its
surroundings during frame t. Moreover, eŒt� is then stored in a battery and will
be available for use in frame t C 1 onwards. The random EH process

˚
eŒt�
� 2 E

is modeled as a stationary, ergodic i.i.d. process with pdf pE .e/ over the EH state
space E . Let NE denote the average harvested energy in each frame.

Let bŒt� 2 B denote the energy amount currently stored in the battery in frame t,
where B denotes the battery (energy queue) state space. Let PŒt� 2 Œ0; bŒt�� denote
the transmit power of the source in frame t. We assume that the power required
for signal processing is negligible compared to the transmit power, and hence, the

Fig. 4.1 A source-
destination communications
link with EH transmitter

D
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b[t]
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energies stored and depleted from the battery are only used for data transmissions.
The battery dynamics is updated as follows:

bŒt C 1� D '.bŒt�;PŒt�; eŒt�/;8t: (4.1)

Here '.�/ represents a function, which depends on the battery dynamics, e.g.,
storage efficiency, leakage effects etc. Here, we consider battery with infinite storage
capacity. This assumption is with the current trend of the battery technology, where
a large amount of energy can be stored in the battery with negligible leakage effect,
e.g., a super-capacitor [5]. Therefore, as a good approximation in practice, the
battery dynamics (4.1) increases and decreases linearly as follows [6–8]:

bŒt C 1� D bŒt� � PŒt�C eŒt�;8t; (4.2)

We can see that the battery dynamics
˚
bŒt�
�

follows a first-order Markov chain
that depends only on the present and immediate past conditions. Moreover, when
transmitting with power PŒt� under channel state hŒt�, the achievable throughput rŒt�
is assumed to be given by Shannon’s formula:

rŒt� D r.hŒt�;PŒt�/ D log2.1C PŒt�hŒt�/;8t: (4.3)

Our considered model can be extended for correlated channel fading and
correlated EH processes with necessary modifications. In this case, the control
actions and state-value functions (considered in Sects. 4.2 and 4.3) would include
the immediate past channel and/or EH states.

The EH and channel fading processes can vary in different time-scales. In
practice, the incoming energy variation is typically slower than that of the channel
state. Throughout this work, we consider the scenario of very fast change of the
incoming energy, where energy varies in the same time-scale as the channel state.
The proposed approaches can be applied with appropriate modifications for the case
of slow EH variation.

3. Data queue dynamics: The source utilizes its data buffer to store the traffic
arriving with a constant rate �. Note that the service process of the data queue
is
˚
rŒt�
�

in (4.3). Let qŒt� 2 Q denote the data queue length in frame t, where
Q denotes the queue length state space. So, the queue length dynamics can be
expressed as follows:

qŒt C 1� D qŒt� � min
˚
qŒt�; rŒt�

�C �;8t: (4.4)

We assume that the queue is stable, i.e., the steady-state queue length random
variable Q is bounded. The average queue length NQ can be expressed as:

NQ D lim
t!1 sup

1

t
E

(
tX

�D1
qŒ� �

)
: (4.5)
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4.1.2 Problem Formulations

We formulate the stochastic power control problem to maximize the constant arrival
rate � under the maximum average delay constraint as follows:

max
�;PŒt��bŒt�;8t

� s.t.: NQ � NQmax; (4.6)

where NQmax is the average queue length bound.
Similarly, the corresponding optimization problem under the delay-outage con-

straint can be formulated as follows:

max
�;PŒt��bŒt�;8t

� s.t.: Pr.Q > Qmax/ � �Q; (4.7)

where Qmax 2 .0;1/ and �Q 2 .0; 1� are the queue length bound and queue-length-
outage probability, respectively.

We assume that the pdfs of the channel fading and EH processes are unknown to
the source. Such assumption makes the solution approach much more challenging as
compared to the scenario with known pdfs, for example, in [6, 9]. We solve problems
(4.6) and (4.7) optimally in the next two sections and provide intuitive explanations
on how to optimally control the transmit power while satisfying the delay and EH
constraints without knowing the pdfs of the random processes.

4.2 Power Allocation Under Average Delay Constraint

4.2.1 Optimal Allocation Solution

We observe that problem (4.6) is an infinite-horizon MDP. To this end, it is sufficient
that we focus on policies that are independent of time, i.e., stationary policies. The
stationary policy A can be represented by a function A W B � Q � H !
R

C specifying the power control action in frame t as PŒt� D A.bŒt�; qŒt�; hŒt�/
such that PŒt� 2 Œ0; bŒt��, where R

C represents the set of non-negative numbers.
Furthermore, from (4.4), we can also impose another constraint on PŒt� such that
rŒt� � qŒt� is satisfied. This finding implies PŒt� 2 Œ0;Pmax.bŒt�; qŒt�; hŒt�/�, where
Pmax.x; y; z/ D min

˚
.2y � 1/=z; x

�
. According to [10, Theorem 12.7], the optimal

solution of the constrained MDP problem (4.6) can be obtained by exploiting the
Lagrangian approach as follows:

min
��0

(
max

�;PŒt��Pmax.bŒt�;qŒt�;hŒt�/;8t

(
� � � NQ

)
C � NQmax

)
; (4.8)
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where � � 0 represents the Lagrange multiplier associated with constraint average
delay constraint. Therefore, to study (4.8), we can first study the inner maximization
for a given � � 0 as follows:

max
�;PŒt��Pmax.bŒt�;qŒt�;hŒt�/;8t

(
� � � NQ

)
: (4.9)

It is worth mentioning that we update � by sub-gradient method [11]. In the
following, we discuss the structural properties of the optimal power allocation policy
�

A for (4.9) and show how to allocate the power optimally in each frame t.
Let J.b; q; h/ denote the (pre-decision) state-value function for problem (4.9) for

a fixed � > 0. In particular, J.b; q; h/ is the optimal value of problem (4.9) with
the initial state .bŒ1�; qŒ1�; hŒ1�/ D .b; q; h/. The Bellman’s optimality equation for
problem (4.9) can be written as follows [12]:

J.b; q; h/ D max
�;P�Pmax.b;q;h/

(
� � �q C

X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/J.b � P C Oe; q � r.h;P/

C �; Oh/
)

� J.b0; q0; h0/; (4.10)

for some fixed state .b0; q0; h0/. The optimal policy �
A is the optimal solution of

(4.10).
We now adopt the post-decision state-value function approach in Chap. 3 for the

problem under consideration. Similar to (3.13), we define the (post-decision) state-
value function Jpost.Lb; Lq/ from the (pre-decision) state-value function J.b; q; h/ as
follows:

Jpost.Lb; Lq/ D
X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/J.Lb C Oe; Lq; Oh/ (4.11)

for (post-decision) states .Lb; Lq/ 2 B�Q. We have the following relationships on the
dynamics of the energy and data queues: LbŒt� D bŒt�� PŒt� and LqŒt� D qŒt�� rŒt�C�;
and bŒt C 1� D LbŒt�C eŒt� and qŒt C 1� D LqŒt�.

Using (4.10) and (4.11), the optimal policy �
A can be computed using Jpost.Lb; Lq/

as follows:

arg max
�;P�Pmax.b;q;h/

(
� � �q C Jpost.b � P; q � r.h;P/C �/

)
: (4.12)

Before we study the monotonicity of the optimal policy with respect to the data
queue length and battery states, we need the following results.
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Lemma 4.1 Jpost.Lb; Lq/ is a concave decreasing function of Lq for a given Lb.

Proof At first, we prove the decreasing monotonic property of Jpost.Lb; Lq/. The
monotonicity is obvious since � � �Lq is decreasing due to increasing Lq. We use
induction method to prove the concavity of Jpost.Lb; Lq/with respect to Lq. In particular,
we show that Jpost.Lb; Lq/Œt� in (4.17) is concave in Lq for t D 1; 2; : : : and since
lim

t!1 Jpost.Lb; Lq/Œt� D Jpost.Lb; Lq/, we conclude Jpost.Lb; Lq/ is concave.

We initialize Jpost.Lb; Lq/Œt� as Jpost.Lb; Lq/Œ1� D 0. We assume Jpost.Lb; Lq/Œt� as
concave in Lq for fixed Lb 2 B and Oh 2 H . Now, we have to prove Jpost.Lb; Lq/Œt C 1�

as concave in Lq according to the induction method. Note that � � �Lq is linear in Lq
and as we assume that Jpost.Lb; Lq/Œt� is concave in Lq, therefore, ���LqCJpost.Lb�PC
Oe; Lq � r.h;P/C �/Œt� is concave in Lq as well. The maximum of a concave function
is also a concave function. Hence,

max
�;P�LPmax.LbCOe;Lq;h/

(
� � �Lq C Jpost.Lb � P C Oe; Lq � r.h;P/C �/Œt�

)
(4.13)

is concave in Lq. Since the expectation operation preserves the concavity property, we
conclude Jpost.Lb; Lq/Œt C 1� in (4.17) is concave in Lq. Therefore, Jpost.Lb; Lq/ is concave
decreasing function in Lq for a given Lb.

Lemma 4.2 Jpost.Lb; Lq/ is a concave function of Lb for a given Lq.

Proof We show the concavity of Jpost.Lb; Lq/ by the induction method. By following
the similar steps to prove Lemma 4.1, we can show that Jpost.Lb; Lq/Œt� in (4.17) is
concave in Lb for t D 1; 2; : : : and since lim

t!1 Jpost.Lb; Lq/Œt� D Jpost.Lb; Lq/, we conclude

Jpost.Lb; Lq/ is concave.
We initialize Jpost.Lb; Lq/ D 0 and assume Jpost.Lb; Lq/Œt� as concave in Lb for given

values of Lq 2 Q and Oh 2 H . Next, we have to prove that Jpost.Lb; Lq/ŒtC1� is concave
in Lb by induction method. As � � �.Lq C �/ is independent of Lb and Jpost.Lb; Lq/Œt� is
assumed to be concave in Lb, hence ���.LqC�/CJpost.Lb�PC Oe; Lq�r.h;P/C�/Œt�
is also concave in Lb. Using similar arguments mentioned in the proof of Lemma 4.1,
we can conclude that Jpost.Lb � P C Oe; Lq � r.h;P/C �/Œt C 1� is concave in Lb for a
given Lq.

For convenience, let us drop the index of time interval Œt� and denote f .Lb � P/ D
Jpost.Lb � P C Oe; Lq � r.h;P/ C �/. We apply Topkis’ monotonicity theorem [13,
Theorem 2] to prove that P is a non-decreasing function of Lb. Therefore, at first,
we have to prove that for a given Oh and Lq, Jpost.Lb; Lq/ has an increasing difference in
(Lb;P) for P 2 Œ0; Lb� and a given Lq. In particular, we need to show

f .Lb0 � P0/ � f .Lb � P0/ � f .Lb0 � P/ � f .Lb � P/; 8Lb0 � Lb;8P0 � P: (4.14)
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From Lemma 4.1, we know Jpost.Lb�PC Oe; Lq�r.Oh;P/C�/, i.e., f .Lb�P/ is concave
in Lb. Hence, from the fundamental property of concave functions, we have [11]:

f .u C ı/ � f .u/ � f .v C ı/ � f .v/; u � v; ı � 0: (4.15)

Substituting u D Lb � P0, v D Lb � P, and ı D Lb0 � Lb, we obtain (4.14). Thus, we
obtain that Jpost.Lb � P C Oe; Lq � r.Oh;P/C�/ has an increasing difference in (Lb;P) for
P 2 Œ0; Lb� and a given Lq.

We now study the monotonicity of the optimal power control policy.

Theorem 4.1 The optimal power control policy �
A has the following properties:

1. �
A .b; q; h/ is a non-decreasing function of q for given h and b.

2. �
A .b; q; h/ is a non-decreasing function of b for given h and q.

Proof Let us consider Lemma 4.1. As Jpost.Lb; Lq/ is a concave decreasing function of
Lq, hence ���LqCJpost.Lb�PC Oe; Lq�r.h;P/C�/ is supermodular in .Lq; r.h;P// for
r.h;P/ 2 Œ0; Lq�. As r.h;P/ is a concave function of P, we can say that���.LqC�/C
Jpost.Lb � P C Oe; Lq � r.h;P/C�/ is supermodular in .Lq;P/ for P 2 Œ0; .2Lq �1/=Oh� for
given Lb and Oh. As the pre-decision and post-decision parameters are proportional to
each other, therefore, we can conclude that �

A.b; q; h/ is a non-decreasing function
of q for given h and b.

Next, to show that �
A.b; q; h/ is a non-decreasing function of b for given h and

q, consider Lemma 4.2. By applying Topkis’ monotonicity theorem [13, Theorem
2] and representing the parameters in terms of pre-decision state, we conclude that
�

A.b; q; h/ is a non-decreasing function of b for given h and q.
Theorem 4.1 prescribes that more power is used for transmission over a given

channel and available energy when there are more data-bits in the data-queue. In
other words, with the increasing buffer occupancy q, more data should be scheduled
to provide more ‘room’ for new incoming data traffic without violating the delay
constraint. We also observe from Theorem 4.1 that we should increase transmit
power for a given channel and data-queue condition if we have more energy in
the battery. These findings help to reduce the search space to solve (4.12) by
restricting the search space towards specified direction. Intuitively, Theorem 4.1
helps to reduce the data queue length in order to meet the average delay constraint.

4.2.2 Online Algorithm

Now we propose an online algorithm to obtain the optimal policy �
A without

requiring known statistics of the underlying random processes. It is equivalent to
learn Jpost.Lb; Lq/ since we can obtain �

A from Jpost.Lb; Lq/ using (4.12).
From the relationship (4.11), we first write the optimality equation for Jpost.Lb; Lq/

as follows:
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Jpost.Lb; Lq/ D
X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/ max
�;P�Pmax.LbCOe;Lq;Oh/

(
� � �Lq C Jpost.Lb C Oe � P; Lq

� r.Oh;P/C �/

)
� Jpost.Lb0; Lq0/ (4.16)

for some fixed state .Lb0; Lq0/. Toward this end, notice that when the statistics of the
channel fading and EH processes is known, Jpost.Lb; Lq/ can be computed using the
sequential relative value iteration algorithm (RVIA) as follows

Jpost.Lb; Lq/Œt C 1� D
X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/ max
�;P�Pmax.LbCOe;Lq;Oh/

(
���LqCJpost.LbCOe�P;

Lq �r.Oh;P/C �/Œt�

)
� Jpost.Lb0; Lq0/Œt�; (4.17)

for t D 1; 2; : : : with initial value function Jpost.Lb; Lq/Œ1�.
Using the post-decision approach helps reducing the number of states to compute

the state-value function, as we do not need to keep track of the channel states
over the time intervals in Jpost.Lb; Lq/Œt� to achieve the optimal state-value function.
Learning the value function J.b; q; h/Œt� as in the conventional Q-learning approach
would ultimately increase the computational complexity to a large extent.

We now resort to an online time-averaging algorithm to obtain (4.17) without
requiring known fading and EH distributions. We now describe the implementation
strategy of the proposed online algorithm as follows:

• Initialization phase: Initialize Jpost.Lb; Lq/Œ1� and �Œ1� � 0, and fix .Lb0; Lq0/2B�Q.
• Transmission phase: For t D 1; 2; : : :, based on the current state .bŒt�; qŒt�; hŒt�/,

the optimal power control action P�Œt� is determined by solving the following
problem:

arg max
�;PŒt��Pmax.bŒt�;qŒt�;hŒt�/

(
� � �qŒt�C Jpost.bŒt� � PŒt�; qŒt� � r.hŒt�;PŒt�/C �/Œt�

)
:

(4.18)

• State-value function updating phase: We update the state-value function as:

Jpost.Lb; Lq/Œt C 1� D .1��Œt�/Jpost.Lb; Lq/Œt�C�Œt�
 

max
�;P�Pmax.LbCOe;Lq;Oh/

(
���Œt�LqC

Jpost.Lb C OeŒt� � P; Lq � r.hŒt�;P/C �/Œt�

)
� Jpost.Lb0; Lq0/Œt�

!
: (4.19)
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• Multiplier update: The multiplier �Œt� is updated as follows:

�Œt C 1� D
h
�Œt�C �Œt�.qŒt� � NQmax/

iL

0
(4.20)

where Œx�ba denotes the projection of x on the interval Œa; b� for a � b and L is
sufficiently large number to ensure boundedness of the multiplier.

The learning rate sequences �Œt� and �Œt� represent the decreasing step-size param-
eters for the value-iteration function and the Lagrange multiplier update equation,
respectively. The step-size parameters satisfy the following properties [3]:

1X
tD1

�Œt� D
1X

tD1
�Œt� D 1I

1X
tD1
.�Œt�/2 C .�Œt�/2 < 1I lim

t!1
�Œt�

�Œt�
D 0:

(4.21)

We can see that (4.19), being a stochastic estimate of (4.17), is updated based on
the instantaneous realizations of the underlying random processes without requiring
their statistics. Moreover, this algorithm is applicable to any distributions of the
channel fading and EH processes, and hence, is considered as robust to the variations
of channel fading and EH models. The convergence of proposed online algorithm to
Jpost.Lb; Lq/ satisfying (4.16) can be found by following the similar steps described in
[3, Appendix].

4.2.3 Baseline Transmission Schemes

To show the effectiveness of the developed optimal power control scheme for the
average delay model by simulations in Sect. 4.4, we propose two baseline schemes
in this subsection based on the results available in the existing literature. The first
baseline scheme, namely benchmark scheme, does not keep track of the battery
states in each time interval to achieve the optimal throughput. Therefore, instead
of constraining the instantaneous transmit power, the average power consumption
is upper bounded by the average harvested energy. We show by simulations that
our developed scheme and the benchmark scheme result in the same optimal
throughput for a given average delay requirement. The second baseline scheme,
denoted as naive scheme, heuristically calculates the transmit power as a function
of the amount of remaining energy at the battery and the number of bits to be
transmitted.

1. Benchmark scheme: It has been shown in [14] that the optimal utility of an
EH system can be calculated by knowing the average harvested energy only without
requiring the dynamics of the battery to be considered. Based on this finding, we
formulate an optimization problem for the benchmark scheme as follows:
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max
�;PŒt�

� s.t.: E
˚
PŒt�

� � NE NQ � NQmax; (4.22)

where we remind that NE is the average harvested energy in each frame. Note that the
difference between problems (4.22) and (4.6) is that problem (4.6) keeps track of
both the battery and queue length states in each time interval, whereas problem
(4.22) keeps track of the queue length state only. Therefore, the computational
complexity to solve problem (4.22) is much less than that involved to solve
problem (4.6). The optimal solution of problem (4.22) can be obtained by using
the Lagrangian approach as follows:

min
��0;  �0

(
max
�;PŒt�

n
� � � NQ �  E˚PŒt��oC � NQmax C  NE

)
; (4.23)

where � and  are the multipliers. The optimal solution for the benchmark scheme
can be obtained by exploiting the same post-decision state approach as used in the
scheme developed in Sect. 4.2.1.

Problem (4.23) is a single-dimensional constrained MDP as opposed to the
two-dimensional MDP (4.9). Therefore, the post-decision state approach is only
a function of the queue length state q for given � and  . As such, the computational
complexity to update the post-decision state is much less than the developed
scheme.

In this benchmark scheme, it is implicitly assumed that the available energy
in each time interval is infinite, even if the average transmit power is constrained
by finite NE. It is worth mentioning that the benchmark scheme is a theoretical
abstraction to obtain the optimal throughput for an EH system. Hence, this scheme
cannot be applied in real-time systems (as may not be feasible for certain time
intervals), where the available energy in each time interval depends on the random
EH process and the past-control actions. Nonetheless, the reason to consider the
benchmark scheme in this paper is to show that our scheme can achieve the same
optimal throughput as that offered by the benchmark scheme. In fact, our developed
online algorithm in Sect. 4.2.2 takes into account the dynamics of the available
energy, unlike the benchmark scheme while providing the same optimal solution.
We show this comparison in detail in Sect. 4.4.

2. Naive Scheme: In this scheme, in each frame t, we assign PŒt� D
min

n
bŒt�; 2

qŒt��1
hŒt�

o
. This scheme neither takes into account the impact of channel

and energy arrival statistics nor apply any learning technique to improve the
power control policy. The purpose of considering the naive scheme is to show
the effectiveness of controlling the transmit power intelligently, as developed in our
proposed scheme, over the transmission frames.



4.3 Power Allocation Under Delay-Outage Constraint 53

4.3 Power Allocation Under Delay-Outage Constraint

In this section, we propose an approach to solve problem (4.7).

4.3.1 Effective Capacity Maximization

In order to handle the delay-outage constraint, we need to study the tail distribution
of steady-state queue length random variable Q, which is very cumbersome. To
overcome this difficulty, we assume large delay region, i.e., Qmax is sufficiently
large, and employ the asymptotic delay analysis. More specifically, using (2.6), the
problem (4.7) can be reformulated as the effective capacity maximization problem
as follows:

max
PŒt��bŒt�;8t

� 1

� tar
logE

n
e�� tarrŒt�

o
; � tar , � log.�Q/=Qmax; (4.24)

where rŒt� is given by (4.3). In the following, for the sake of convenience and
generalization, let us denote the normalized delay exponent as � D � tar= log.2/:
Using the monotonicity of log.�/, problem (4.24) can be re-expressed as follows:

min
PŒt��bŒt�;8t

E

n
.1C hŒt�PŒt�/��

o
: (4.25)

We can now observe that problem (4.25) is an infinite-horizon MDP. In the
following, we present an approach to solve and analyze problem (4.25).

We focus on the stationary policies S for problem (4.25). The policy S can be
represented by function S W B � H ! R

C specifying the power control action in
frame t as PŒt� D S.bŒt�; hŒt�/ such that PŒt� 2 Œ0; bŒt��. Note that in contrast to A

(the policy for the average delay constraint model), S does not depend on Q and
hence is not a function of qŒt�. The optimal value of � for a given feasible policy
S obtained from problem (4.25) represents the effective capacity of the considered
EH system [15, 16]. Note that when � ! 0, i.e., no constraint is imposed on the
delay requirement, the solution of problem (4.25) can also be obtained from the
classical optimal online schemes described in [6, 9] for a sufficiently large number
of transmission frames and for a known channel fading and EH statistics. Similar
to the average delay constraint model, we assume that the channel fading and EH
statistics are unknown for the delay-outage constraint model as well.

Let V.b; h/ denotes the (pre-decision) state-value function for problem (4.25),
i.e., V.b; h/ is the optimal value of problem (4.25) with the initial state .bŒ1�; hŒ1�/ D
.b; h/. The Bellman’s optimality equation for problem (4.25) can be written as
follows [12]:
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V.b; h/ D min
P�b

(
.1C hP/�� C

X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/V.b � P C Oe; Oh/
)

� V.b0; h0/

(4.26)

for a fixed state .b0; h0/. The optimal policy �
S is the optimal solution of (4.26).

4.3.1.1 Post-decision State-Value Function Approach

Similar to the average delay model, we adopt the post-decision state-value approach
for the delay-outage constraint model to optimally control the transmit power. The
post-decision state-value function for delay-outage constraint model Vpost.Lb/ can be
defined as follows:

Vpost.Lb/ D
X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/V.Lb C Oe; Oh/ (4.27)

for post-decision states Lb 2 B. The dynamics of the battery can be represented as
LbŒt� D bŒt� � PŒt�, and bŒt C 1� D LbŒt� C eŒt�. Using (4.26) and (4.27), �

S can be
computed as:

arg min
P�b

(
.1C hP/�� C Vpost.b � P/

)
: (4.28)

Lemma 4.3 Vpost.Lb/ is a convex decreasing function of Lb.

Proof At first, we prove the decreasing monotonic property of Vpost.Lb/. The
monotonicity is obvious since .1C OhP/�� is decreasing due to increasing P, which
is proportional to the stored energy. We use induction method to prove the convexity
of Vpost.Lb/. In particular, we show that Vpost.Lb/Œt� in (4.31) is convex for t D 1; 2; : : :,
and since lim

t!1 Vpost.Lb/Œt� D Vpost.Lb/, we conclude Vpost.Lb/ is convex.

We initialize Vpost.Lb/Œt� as Vpost.Lb/Œ1� D 0. We assume Vpost.Lb/Œt� as convex for
a given Oh 2 H . Now, we have to prove Vpost.Lb/Œt C 1� as convex according to the
induction method. Note that .1C OhP/�� is convex in P, and as we assume Vpost.Lb/Œt�
is convex in Lb, therefore, we conclude .1 C OhP/�� C Vpost.Lb � P C Oe/Œt� is jointly
convex in P and Lb for P 2 Œ0; Lb� [11]. Moreover, the minimum of jointly convex
function is convex. Hence,

min
P�LbCOe

(
.1C OhP/�� C Vpost.Lb C Oe � P/

)
(4.29)
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is convex with Lb. Then, from (4.31), we conclude Vpost.Lb/Œt� is convex, since the
expectation operation preserves the convexity property. So, we conclude Vpost.Lb/ is
a convex decreasing function of Lb.

Theorem 4.2 The optimal control policy �
S .b; h/ is a non-decreasing function of

b for a given h.

Proof Using [13, Lemma 1] and Lemma 4.3, we can show that .1COhP/��CVpost.Lb�
P C Oe/ is an increasing difference function in .Lb;P/ for P 2 Œ0; Lb C Oe�. Then by
applying Topkis’ monotonicity theorem, we deduce that the control action P is non-
decreasing with Lb for a given Oh. Intuitively, P is non-decreasing with Lb is obvious,
since when Lb increases, the optimization domain Œ0; LbC Oe� for P becomes larger. The
larger set helps to reduce .1C hP/�� C Vpost.Lb � P C Oe/ more. Hence, representing
the parameters in terms of pre-decision state, we can conclude that �

S .b; h/ is non-
decreasing with b for a given h.

Similar to Theorem 4.1, we observe that we should allocate more power for
transmission to increase the throughput if we have more energy available in the
battery. This finding helps to reduce the computational complexity to solve (4.28)
as we restrict the search space towards one direction to achieve the optimal solution.

Proposition 4.3 and Theorem 4.2 provide insights about the structural properties
of the post-decision state-value function Vpost.Lb/ and the optimal power control
policy towards developing the online algorithm in Sect. 4.3.2. However, as the post-
decision state-value function Vpost.Lb/ is a convex decreasing function of Lb, following
the approximation method developed in [4], we can approximate Vpost.Lb/ as a
convex function to alleviate the computational complexity and develop a suboptimal
online algorithm.

4.3.2 Online Algorithm

We propose an online algorithm to obtain the optimal policy �
S under the delay-

outage constraint.
From (4.26) and (4.27), we can write the optimality equation for delay-outage

constraint model as follows:

Vpost.Lb/D
X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/ min
P�LbCOe

(
.1C OhP/�� C Vpost.Lb C Oe � P/

)
�Vpost.Lb0/

(4.30)

for some fixed state Lb0.
Notice that when the channel and EH processes are known, Vpost.Lb/ can be

computed using the sequential RVIA as follows for t D 1; 2; � � � :
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Vpost.Lb/Œt C 1� D
X
Oh2H

X
Oe2E

pH .Oh/pE .Oe/ min
P�LbCOe

(
.1C OhP/�� C Vpost.Lb C Oe � P/Œt�

)

�Vpost.Lb0/Œt�; (4.31)

with initial value function Vpost.Lb/Œ1�. For online implementation, we can follow the
same procedures, i.e., initialization, transmission, and learning phases as described
for the average delay model in Sect. 4.2.

4.3.3 Baseline Transmission Schemes

Based on the concepts behind developing the baseline schemes for the average delay
model, we describe two similar types of baseline schemes for the delay-outage
constraint model to show the effectiveness of our developed scheme.

1. Benchmark Scheme: It has been shown in [14] that the optimal utility of an
EH system can be calculated by knowing the average harvested energy only without
requiring the exact distribution of the EH process to be known. Hence, with a
given average harvested energy NE, we formulate an optimization problem for the
‘benchmark scheme’ as follows:

min
PŒt��0 E

(
.1C hŒt�PŒt�/��

)
s.t.: E

˚
PŒt�

� � NE: (4.32)

The Lagrangian of problem (4.32) is given by

L D E

n
.1C hŒt�PŒt�/��

o
C 
.EfPŒt�g � NE/; (4.33)

where 
 represents Lagrange multiplier associated with the only constraint of
problem (4.32). Applying Karush-Kuhn-Tucker (KKT) optimality conditions [11],
we obtain optimal PŒt� as follows:

P�Œt� D
8<
:
�

�


.hŒt�/�

� 1
1C� � 1

hŒt� ; if hŒt� � 


�

0; otherwise.

9=
; : (4.34)

From the KKT optimality conditions, we can show that the constraint of problem
(4.32) is satisfied with equality at the optimal point. Hence, the optimal solution of

 can be obtained numerically by solving the following equation
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1Z


�

 � �


h�

� 1
1C� � 1

h

!
pH .h/dh D NE: (4.35)

We can see that combining (4.34) and (4.35) provides the same result as that
obtained for a non-EH system, e.g., [16, Eqs. (8), (9)], if the average available energy
is replaced by the average harvested energy NE. Note that in this benchmark scheme,
it is assumed that the available energy in each frame is infinite (see (4.34)), even if
the average energy is constrained by NE. Hence, similar to the average delay model,
this scheme cannot be applied in real-time systems when the available energy in
each frame depends on realizations of the random EH process and the past control
actions.

2. Offline Scheme: In this baseline scheme, we formulate an offline optimization
problem motivated by the contributions made in [6, 9] for performance comparison.
This offline scheme was originally proposed for finite number of transmission time
intervals in [6, 9]. However, we consider infinite time horizon. Hence, to make a fair
comparison in the numerical results, we consider a large number of time intervals
for this scheme to compare its performance with the developed and benchmark
schemes. We formulate an optimization problem as follows:

min
PŒt��0;8t

1

T

TX
tD1
.1C hŒt�PŒt�/��

s. t.:
tX

kD1
PŒk� �

t�1X
kD0

eŒk�; t D 1; : : : ;T (4.36)

where T denotes the maximum number of time intervals. Problem (4.36) is a
convex optimization problem and hence can be solved optimally and efficiently [11].
Applying KKT optimality condition in problem (4.36), we can obtain optimal power
allocation P�Œt� as follows:

P�Œt� D

8̂̂<
ˆ̂:
 

�

.hŒt�/�
TP

kDt
�Œk�

! 1
1C�

� 1
hŒt� ; if hŒt� �

TP
kDt
�Œk�=�

0; otherwise,

where �Œk�, k D 1; : : : ;T denote the Lagrange multipliers associated with
constraint (4.36). Please note that when � ! 0, i.e., any amount of delay is allowed,
then (4.37) provides the same solution as that obtained in [9] for fading channels.

3. Naive Scheme: In this naive scheme, in each transmission frame t, we assign
PŒt� D eŒt�, irrespective of the channel condition. Note that this scheme, being overly
aggressive in spending energy, does not take into account the impact of channel
and energy arrival statistics, and hence the long-term effect of the power allocation
policy is completely ignored.
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4.4 Illustrative Results

In this section, we evaluate the performances of the developed power control
schemes and the baseline schemes for both average delay and delay-outage con-
straint models. We assume exponentially distributed channel power gain with an
average value of 0 dB. We assume a random energy profile that is uniformly
distributed between 0 and 2 NE [6]. Note that our developed scheme is general
enough to be accommodated with any ergodic energy distribution. To incorporate
the delay-outage constraint, we consider the maximum queue length, Qmax D 8

in Figs. 4.4 and 4.5. Further, the step-size parameters for learning rate sequences
and for Lagrange multiplier update equations are chosen as �Œt� D .1=t/0:70 and
�Œt� D .1=t/0:85, respectively.

4.4.1 Average Delay Constraint

Figure 4.2 shows the optimal supportable throughput versus queue length bound
trade-off curves for the proposed and baseline schemes under the average delay
constraint model. We set the average EH rate NE D 2, and evaluate the optimal
throughputs for a given range of maximum time-averaged queue length NQmax. We
observe that the throughput increases with increasing queue length bound for both
proposed and baseline schemes. However, the increasing rate of the throughput is
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Fig. 4.2 Throughput versus maximum average queue length NQmax
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high for smaller values of queue length bound, while the (increasing) rate slows
down for higher values of the bound. Figure 4.2 also shows that we achieve
the same throughput for the proposed and the benchmark schemes. Recall that
the benchmark scheme for the average delay model does not keep track of the
battery state in each time interval, and hence the control action taken in each time
interval may not always be feasible. For instance, the calculated optimal power in
a given time interval may be greater than the amount of remaining energy in the
battery. Therefore, in spite of the lower computational complexity offered by the
benchmark scheme, this scheme is not implementable in practice. In contrast, our
developed scheme keeps track of both the battery and data queue length states, takes
optimal control actions in each time interval, and still achieves the same optimal
throughput as is achieved by the benchmark scheme. Further, we observe that the
proposed scheme outperforms the naive scheme and the performance gap between
the proposed and naive schemes increases with increasing queue length bound
requirement. The naive scheme does not learn the channel and energy statistics
over the transmission time and yields deteriorated performance by spending a large
amount of energy that the battery contains in each time interval. Therefore, we can
conclude that although the proposed scheme incurs higher complexity compared to
the naive scheme, it is worth implementing the former scheme because of the large
performance gap between the two schemes, particularly in the range of NQmax � 3.

In Fig. 4.3, we show throughput versus average harvested energy NE for the
proposed scheme for different values of the maximum average queue length NQmax. In
particular, we consider NQmax D f0:75; 1:5; 2:5; 4:5g. We observe that the throughput
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increases with increasing NE for a given NQmax. The higher available energy helps to
transmit more data bits even when there is a stringent delay-requirement. However,
the increasing rate of throughput is low for smaller values of NQmax, whereas the
(increasing) rate is high for higher values of NQmax. For instance, increasing the
average harvested energy NE from 0.5 to 5 increases the throughput by 0.15 when
NQmax D 0:75. On the other hand, with the same amount of incremental harvested
energy, the throughput increases by 0.52 when NQmax D 4:5.

4.4.2 Delay-Outage Constraint

We compare the performance of our proposed scheme with that of the baseline
schemes in Fig. 4.4 for NE D 2. Note that similar to the conventional non-EH system
[16], the effective capacity of a single link EH system increases with �Q. This result
has already been shown in [17] for a single link EH system with known channel
and energy profiles. Moreover, similar to Fig. 4.2, we observe that the proposed
scheme provides the same optimal result as that obtained from the benchmark
scheme for all the considered values of �Q. Therefore, we can conclude for the
delay-outage constraint model that by considering the dynamics of the battery and
applying the optimal control action according to the proposed learning algorithm,
we can still achieve the same optimal effective capacity even for unknown channel
and energy statistics. Moreover, the performance gap between our scheme and the
naive baseline scheme for the considered range of �Q exemplifies the impact of an
intelligent power allocation strategy over a heuristic one, which does not take into
account the channel and energy statistics to allocate the transmit power.

In Fig. 4.5, we show the behavior of the effective capacity with NE for �Q D
f10�6; 10�4; 10�2; 10�1; 0:4; 1g. We observe that the effective capacity increases
with increasing NE for a given queue-length-outage probability �Q. Note that �Q,A

denotes (simulated) outage probability for average delay model; NQS denotes the
(simulated) time-averaged queue length for delay-outage model. For instance, in
case of �Q D 1, i.e., unconstrained delay, the effective capacity can be increased
by 1.53 if NE is increased from 0.5 to 5. However, the increasing rate of the
effective capacity is comparatively less when there is a stringent delay constraint.
For example, when �Q D 10�6, the effective capacity can be improved by 0.82 if we
increase NE from 0.5 to 5. Furthermore, changing �Q provides small impact on the
effective capacity for small NE (e.g., 0.31 of effective capacity is decreased when �Q is
changed from 1 to 10�6 for NE D 0:5) and a larger variation in the effective capacity
for large NE (e.g., the effective capacity decreases by 1.02 when �Q is changed from
1 to 10�6 for NE D 5).
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4.4.3 Average Delay Versus Delay-Outage Constraints

We compare the performances of the average delay and delay-outage constraint
models in Tables 4.1 and 4.2. We fix Qmax D 8 for both tables and consider two cases
of queue-length-outage probabilities. Precisely, we set �Q D 0:1 and �Q D 0:01 for
Tables 4.1 and 4.2, respectively for the delay-outage constraint model. We vary NE
from 0.5 to 5 in steps of 0.5 and evaluate the effective capacity and the average
queue length for each value of NE of the delay-outage constraint model. Then, we set
the maximum average queue length for the average delay model in such as a way
so that we achieve the throughput same as the effective capacity obtained by the
delay-outage constraint model. We calculate the outage probability for the average
delay model by considering the events when the instantaneous queue length exceeds
Qmax D 8 (the queue length bound for the delay-outage constraint model). By
assuming Qmax D 8, we ensure that the maximum queue length is sufficiently long
as compared to the average queue length in order to satisfy delay-outage constraint
for all the considered values of NE. It is worth mentioning that we can show by KKT
optimality conditions that the maximum average queue length is same as the time-
averaged queue length for the average delay model.

Table 4.1 �Q D 0:1 NE �Q �Q,A � NQS NQmax

0.5 0.1 0.19 0.56 2.07 1.55

1.0 0.1 0.22 0.85 2.41 1.85

1.5 0.1 0.23 1.06 2.72 2.13

2.0 0.1 0.25 1.23 2.96 2.34

2.5 0.1 0.26 1.38 3.10 2.49

3.0 0.1 0.28 1.51 3.21 2.58

3.5 0.1 0.29 1.63 3.35 2.65

4.0 0.1 0.29 1.73 3.47 2.78

4.5 0.1 0.3 1.81 3.55 2.88

5.0 0.1 0.31 1.88 3.64 3.01

Table 4.2 �Q D 0:01 NE �Q �Q,A � NQS NQmax

0.5 0.01 0.0031 0.48 1.36 1.01

1.0 0.01 0.0035 0.74 1.62 1.37

1.5 0.01 0.0037 0.93 1.79 1.56

2.0 0.01 0.0039 1.09 1.92 1.70

2.5 0.01 0.0042 1.22 2.03 1.81

3.0 0.01 0.0043 1.33 2.12 1.89

3.5 0.01 0.0046 1.44 2.22 1.95

4.0 0.01 0.0048 1.53 2.33 2.03

4.5 0.01 0.0050 1.61 2.43 2.11

5.0 0.01 0.0053 1.69 2.51 2.20
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We observe that the average queue length for the delay-outage constraint model
is higher than that for the average delay constraint model. In particular, the former is
not intended to minimize the average queue length as opposed to the main objective
of the latter. On the contrary, the latter yields higher queue-length-outage probability
compared to the former. In the average delay constraint model, we cannot control
the events, where the queue length exceeds a certain queue-threshold and hence
we end up with a higher outage probability. Therefore, we can conclude that both
average delay and delay-outage constraint models are important to be considered
depending on the system applications. For instance, in case of real-time applications,
where stringent delay outage probability is required, delay-outage constraint model
is more appealing to be employed. On the contrary, in case of tight average delay
requirement, average delay model is always a better choice.

4.4.4 Convergence Study of the Online Algorithms

We show the convergence behavior of the proposed online power allocation
algorithms. In order to avoid redundancy, we only show the results for the delay-
outage constraint model.

In Fig. 4.6, we show the convergence of the effective capacity for the proposed
learning algorithm for the delay-outage constraint model for two scenarios of queue-
length-outage probability �Q. We assume �Q D 0:90 and �Q D 10�6, respectively.
Further, we adopt NE D 2 and determine the running average parameter RavŒt� D
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t�1
t RavŒt � 1� C 1

t .1 C hŒt�PŒt�/�� to evaluate the effective capacity RECŒt� in each
time interval t � 1 as RECŒt� D � 1

� log.2/ log RavŒt�: The results confirm that the
proposed method converges to the optimal solution after 6000 transmission frames
for both scenarios.

We further show the convergence of the average transmit power for two scenarios
of the average harvested energy NE. We consider NE D 4 and NE D 2, respectively
and assume �Q D 0:90. Similar to Fig. 4.6, we evaluate the running average of the
transmit power PavŒt� in each time frame t by PavŒt� D t�1

t PavŒt � 1�C 1
t PŒt�, t � 1

(Fig. 4.7). We observe that the average transmit powers converge after 6000 time
frames for both scenarios. It is worth mentioning that the average transmit powers
converge to the average harvested energy. This finding complies with the fact that the
average transmit power for the proposed scheme achieves the same average value as
that obtained from the benchmark scheme, because the constraint in (4.32) always
meets with equality at the optimal point [14].

References

1. M. Agiwal, A. Roy, and N. Saxena, “Next Generation 5G Wireless Networks: A Comprehen-
sive Survey,” Commun. Surveys Tuts., vol. 18, no. 3, pp. 1617–1655, Feb. 2016.

2. J. Andrews, S. Buzzi, W. Choi, S. Hanly, A. Lozano, A. Soong, and J. Zhang, “What Will 5G
be?” IEEE J. Sel. Areas Commun., vol. 32, no. 6, pp. 1065–1082, June 2014.



References 65

3. N. Salodkar, A. Bhorkar, A. Karandikar, and V. S. Borkar, “On-Line Learning Algorithm for
Energy Efficient Delay Constrained Scheduling over Fading Channel,” IEEE J. Sel. Areas
Commun., vol. 26, no. 4, pp. 732–742, May 2008.

4. F. Fu, and M. van der Schaar, “Structure-Aware Stochastic Control for Transmission Schedul-
ing,” IEEE Trans. Veh. Tech., vol. 61, no. 9, pp. 3931–3945, Nov. 2012.

5. M. Jayalakshmi, and K. Balasubramanian, “Simple Capacitors to Supercapacitors - An
Overview,” Int. J. Electrochem. Sci., vol. 3, no. 11, pp. 1196–1217, Oct. 2008.

6. C. K. Ho, and R. Zhang, “Optimal Energy Allocation for Wireless Communications with
Energy Harvesting Constraints,” IEEE Trans. Signal Process., vol. 60, no. 9, pp. 4808–4818,
Sept. 2012.

7. P. Blasco, D. Gunduz, and M. Dohler, “A Learning Theoretic Approach to Energy Harvesting
Communication System Optimization,” IEEE Trans. Wireless Commun., vol. 12, no. 4,
pp. 1872–1882, Apr. 2013.

8. L. Huang, and M. Neely, “Utility Optimal Scheduling in Energy-harvesting Networks,”
IEEE/ACM Trans. Net., vol. 21, no. 4, pp. 1117–1130, Aug. 2013.

9. O. Ozel, K. Tutuncuoglu, J. Yang, S. Ulukus, and A. Yener, “Transmission with Energy
Harvesting Nodes in Fading Wireless Channels: Optimal Policies,” IEEE J. Sel. Areas
Commun., vol. 29, no. 8, pp. 1732–1743, Sept. 2011.

10. E. Altman, Constrained Markov Decision Processes: Stochastic Modeling. London, UK.:
Chapman & Hall CRC, 1999.

11. S. Boyd, and L. Vandenberghe. Convex Optimization. Cambridge University Press, 2004.
12. D. P. Bertsekas. Dynamic Programming and Optimal Control Vol. 1. Belmont, MA: Athens

Scientific, 1995.
13. R. Amir, “Supermodularity and Complementarity in Economics: An Elementary Survey,”

Southern Economic Journal, vol. 71, no. 3, pp. 636–660, 2005.
14. N. Zlatanov, Z. Hadzi-Velkov, and R. Schober, “Asymptotically Optimal Power Allocation

for Point-to-Point Energy Harvesting Communication Systems,” in Proc. 2013 IEEE GLOBE-
COM, Atlanta, GA, USA.

15. D. Wu, and R. Negi, “Effective Capacity: A Wireless Link Model for Support of Quality of
Service,” IEEE Trans. Wireless Commun., vol. 2, no. 4, pp. 630–643, Jul. 2003.

16. J. Tang and X. Zhang, “QoS-driven Power and Rate Adaptation over Wireless Links,” IEEE
Trans. Wireless Commun., vol. 6, no. 8, pp. 3058–3068, Aug. 2007.

17. M. Gatzianas, L. Georgiadis, and L. Tassiulas, “Control of Wireless Networks with Recharge-
able Batteries,” IEEE Trans. Wireless Commun., vol. 9, no. 2, pp. 581–593, Feb. 2010.



Chapter 5
Resource Allocation for Buffer-Aided
Half-Duplex Relaying Under Delay-Outage
Constraint

In Chaps. 3 and 4, we have considered scenarios where the source communicates
directly with the destination. When such direct communications is not possible,
relaying communications is necessary to improve the coverage, throughput, and
reliability of wireless networks. In this chapter, we focus on resource allocation
for a dual-hop source-relay-destination buffer-aided half-duplex (B-HD) relaying
network over fading channels. To exploit the buffer-aided relaying capability, the
B-HD relaying with adaptive link scheduling (B-HD-ALS) is proposed to efficiently
schedule the source-relay link and relay-destination to be active in each frame
depending on the instantaneous channel conditions.

This chapter investigates the optimal B-HD-ALS relaying under delay-outage
constraint to maximize the constant supportable arrival rate � to the source,
(i.e., the effective capacity). In the considered model, the (end-to-end) delay is
the summation of the delays at the source and relay buffers. Both cases of fixed
and adaptive source and relay power allocation are investigated. In order to handle
the delay-outage constraint, we need to know the tail distributions of the source and
relay queue lengths, which are not tractable to derive in general. To overcome this
difficulty, we assume large delay and employ asymptotic delay analysis to transform
the delay-outage constraint into constraints on the minimum exponential decay rates
(also called delay exponents) of the tail distributions. Next, the relationship between
the delay exponents and resource allocation variables is derived. Consequently,
we obtain a more tractable constrained optimization problem. We derive the
link selection (or scheduling) and power allocation solutions as functions of the
instantaneous link conditions and delay constraint using Lagrangian approach and
convex optimization. Special cases on the link fading statistics and delay constraint
are studied. Particularly, the proposed analysis is shown to converge to the existing
results when the delay-outage constraint becomes very loose. Illustrative results are
performed to demonstrate the effectiveness of the proposed QoS-aware B-HD-ALS
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Statistical Delay Constraints, SpringerBriefs in Electrical and Computer Engineering,
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relaying schemes over existing relaying schemes such as QoS-blind B-HD-ALS
[1], QoS-aware B-HD with fixed link scheduling (B-HD-FLS) [2], and non-buffer
relaying [3] under different link conditions and delay constraints.

5.1 System Model and Problem Formulation

5.1.1 Model Description

We consider a relaying network where a source (S) communicates with a destination
(D) with the help of an intermediate decode-and-forward relay (R) using the
same channel with bandwidth B (Hz) as shown in Fig. 5.1. We assume no direct
communication link between the source and destination.

We assume block-fading channels with fading duration equal to the transmission
frame T (seconds), i.e., the channel power gains remain unchanged during a
frame but vary independently from frame to frame. Let h1Œt�, and h2Œt� denote the
normalized channel power gains of the S-R and R-D links in frame t D 1; 2; : : :,
respectively. Moreover, hiŒt�; i D 1; 2 are assumed to be statistically independent
with means Efhig. Let P1 and P2 denote the power levels of the source and
relay, respectively. The instantaneous signal-to-noise power ratio (SNR) values of
the S-R link and R-D link in frame t are thus snr1Œt� D P1h1Œt�, and snr2Œt� D
P2h2Œt�, respectively. Using Shannon’s formula, the corresponding instantaneous
link transmission rates (b/s/Hz) if active are:

riŒt� D log2.1C snriŒt�/; i D 1; 2: (5.1)

The average link SNR values are SNRi D EfsnriŒt�g; i D 1; 2.
In this work, we consider the B-HD-ALS relaying problem described as follows.

Let �Œt� 2 f0; 1g;8t denote a binary variable for frame t where we set �Œt� D 1 if the
R-D link is active and �Œt� D 0 if the S-R link is active. One way to implement the
adaptive relaying scheme is that the relay makes link selection decision and informs
the source, for example, by using one-bit feedback. We next describe the objective
and the constraint for the link selection problem.

As shown in Fig. 5.1, the source utilizes its buffer to store the arriving traffic
with the constant rate � (b/s/Hz). The relay also employs its own buffer to store
the received data from the source before transmitting to the destination. Using the

DRS

Q1 2Q
μ

Fig. 5.1 B-HD relaying model
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above notations, the service processes of the source and the relay queues are
˚
.1 �

�Œt�/TBr1Œt�
�
, and

˚
�Œt�TBr2Œt�

�
, respectively.

Denote q1Œt�, q2Œt� � 0 as the queue lengths of the source and relay buffers,
respectively, in frame t D 1; 2; : : :. Then, the corresponding queue-length dynamics
are given as:

q1Œt C 1�Dq1Œt� � min
n
q1Œt�; .1 � �Œt�/TBr1Œt�

o
C TB�;

q2Œt C 1�Dq2Œt�C min
n
q1Œt�; .1 � �Œt�/TBr1Œt�

o
� min

n
q2Œt�; �Œt�TBr2Œt�

o
;

where we account for the fact that the maximal number of bits transmitted from
the source (or the relay) is limited by the number of bits available in the source (or
the relay) buffer and the instantaneous capacity of the S-R link (or the R-D link).
The last term of the second equation represents the actual amount of data arriving at
the destination.

Assume stable source and relay queues, i.e., the queue lengths q1Œt� and q2Œt� do
not grow unboundedly large as t ! 1, and hence, having steady-state distributions.
Denote the steady-state queue length random variables as Q1 and Q2. In this work,
we consider the queue-length-outage constraint on the maximum acceptable E2E
queue length Q D Q1 C Q2, which can be expressed as:

Pr
�

Q > Qmax
�

� �Q: (5.2)

5.1.2 Problem Formulation

We formulate the optimal B-HD-ALS relaying design problem to maximize the
supportable rate � to the source under the queue-length-outage constraint as
follows:

max
�;�Œt�2f0;1g

� s.t.: Constraint (5.2): (5.3)

The optimal value of (5.3) is called the effective capacity of the B-HD-ALS relaying.
It can be seen that, to solve problem (5.3), we need to know the tail distribution of

Q, which is very difficult to obtain in general. One way to circumvent this problem is
to consider the large queue length (or delay) region and then employ the asymptotic
delay analysis to attain the tail distribution of Q [4]. Hence, in the remaining of this
paper, Qmax is assumed to be sufficiently large (but finite).

We next show how to transform the queue-length-outage constraint (5.2) into
more tractable constraints.
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5.2 Delay-Outage Constraint Transformation

5.2.1 Asymptotic Delay Analysis for Buffer-Aided Relaying
Network

Assume that the optimal relaying scheme ��Œt� of (5.3) achieves the delay exponents
�1, and �2 at the source and relay queues, respectively. It implies that for sufficiently
large x, from (2.3), we have the following tail distributions of the queue lengths:

Pr
�
Q1 > x

� D e��1x; Pr
�
Q2 > x

� D e��2x:

The probability density functions (pdfs) of the corresponding queue lengths are
given by:

fQ1 .x/ D �1e
��1x; fQ2 .x/ D �2e

��2x:

We can see that the relaying scheme ��Œt� must attain the constraint (5.2) with
equality; otherwise, we can always increase the supportable arrival rate without
violating the delay constraint. On the other hand, for a given queue length bound,
the optimal relaying scheme ��Œt� with �1 and �2 must achieve the smallest outage
probability.

We can derive the queue length Q D Q1 C Q2 outage probability as follows [5]:

Pr
�

Q>x
�

D1 � Pr
�

Q1 C Q2 � x
�
D1�

Z x

0

fQ1 .y/
Z x�y

0

fQ2 .z/dzdy

D �1e��2x � �2e��1x

�1 � �2
D
he��x � 1

��
�M C 1

i
e��Mx; (5.4)

where �M D maxf�1; �2g, 0 � �� D maxf�1; �2g � minf�1; �2g < �M . For the
assumed sufficiently large x � 1, as �� decreases, the term .e��x �1/=�� decreases
and reaches the smallest value at �� D 0 (i.e., �1 D �2), which is lim��!0.e��x �
1/=�� D x by using L’Hopital rule. In other words, the optimal relaying scheme
��Œt� must achieve �1 D �2 to obtain the smallest outage probability

Pr
�
Q>x

� D .1C �1x/e
��1x:

Hence, the constraint (5.2) becomes: Pr
�
Q > Qmax

� D .1C �1Qmax/e��1Qmax D �Q:

The delay exponents can be computed as:
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�1 D �2 D � tar , � 1

Qmax

 
1C W�1

�
��Q

e

�!
; (5.5)

where W�1.:/ denotes the lower branch of the real-valued Lambert W function [6],
and the Lambert W function is the inverse of Z.W/ D WeW .

Note that by applying the Little’s law to the considered source and relay queues
in tandem and using the tail distribution of the end-to-end queue-length Q, we can
express the tail distribution of the end-to-end delay D (in seconds) with �1 D �2 D
� tar as follows:

Pr
�

D > x
�

D Pr
�

Q > x��B
�

D .1C x��B� tar/e�x��B� tar
;

where �� is the optimal value of (5.3).

5.2.2 Delay-Outage Constraint Transformation

By applying condition (2.2) at the source and relay queues, from the previous
analysis, we can see that in order to obtain the largest supportable arrival rate
� while satisfying the delay constraint (5.2), the following conditions must be
satisfied:

TB��1 C˝1.��1/ D 0;

˝arv
2 .�2/C˝2.��2/ D 0;

�1 D �2 D � tar; (5.6)

where ˝1.�/ and ˝2.�/ are the log moment generating functions (LMGFs) of the
service processes of the source and relay queues, i.e.,:

˝1.�/ D logE
n
e�.1��Œt�/TBr1Œt�

o
; ˝2.�/ D logE

n
e��Œt�TBr2Œt�

o
; (5.7)

where r1Œt� and r2Œt� are given by (5.1). ˝arv
2 .�2/ is the LMGF of the arrival process

to the relay which is the same as the LMGF of the departure process of the source
and is given by Chang [7, Example 2.5]:

˝arv
2 .�/ D

(
TB��; 0 � � � �1;

TB��1 C˝1.� � �1/; � > �1:
(5.8)

From (5.6) and (5.8), we have: ˝arv
2 .�/ D TB��:
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We can see that the delay-outage constraint (5.2) can be transformed into
the following equivalent constraints in terms of arrival rate � and link selection
variables:

�TB� tar C˝i.�� tar/ D 0; i D 1; 2: (5.9)

5.3 Adaptive Link Scheduling with Fixed Power Allocation

5.3.1 Optimal Solution

Using (5.9), the problem (5.3) can be now re-formulated as:

max
�;�Œt�2f0;1g

� s.t.: TB�� tarC˝i.�� tar/D0; i D 1; 2: (5.10)

The problem (5.10) involves link selection variables whose solutions are studied
next.

Using the expressions in (5.7) and the increasing monotonicity of the log
function, after some simple manipulations, the problem (5.10) can be re-expressed
as follows:

min
�Œt�2f0;1g

E

n
e�� tar.1��Œt�/TBr1Œt�

o

s.t.: E

n
e�� tar.1��Œt�/TBr1Œt�

o
D E

n
e�� tar�Œt�TBr2Œt�

o
: (5.11)

We can see that the objective function and the left-hand side of the equality con-
straint increase while the right-hand side decreases with increasing �Œt�. Hence, we
can replace the equality constraint in (5.11) by the greater-than-or-equal inequality
constraint without loosing optimality because the inequality constraint must be met
with equality under optimal solution ��Œt�. Otherwise, we can always find another
feasible solution with smaller objective value. In other words, the problem (5.11)
can be expressed as:

min
�Œt�2f0;1g

E

n
e��.1��Œt�/r1Œt�

o
s.t.: E

n
e��.1��Œt�/r1Œt�

o
�E

n
e���Œt�r2Œt�

o
;

(5.12)
where � , TB� tar. The optimal value of (5.3) or the effective capacity is:

�B-HD-ALS D � logE
n
e��.1���Œt�/r1Œt�

o
=�: (5.13)

We can observe that under more stringent delay constraints, i.e., larger � , the
effective capacity is smaller and approaches zero as � tends to infinity.
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To solve problem (5.12), we employ the Lagrangian approach [1, 8–10]. Toward
this end, for ease of understanding, we re-write the optimization problem (5.12) for
T ! 1 as follows:

min
�Œt�2f0;1g

1

T

TX
tD1

e��.1��Œt�/r1Œt� s.t.:
1

T

TX
tD1

e��.1��Œt�/r1Œt� � 1

T

TX
tD1

e���Œt�r2Œt�:

(5.14)
The equivalent Lagrangian function of problem (5.14) can be written as follows:

L .�;�/ D 1

T

TX
tD1

h
.1 � �/e��.1��Œt�/r1Œt�C�e���Œt�r2Œt�

i
; (5.15)

where � D .�Œ1�; : : : ; �ŒT �/ denotes the vector of (binary) link selection variables;
� is non-negative Lagrange multiplier associated with the inequality constraint in
(5.14). Note that if we are to minimize L .�;�/ with respect to � for a given �, and
� is determined to satisfy the constraint in (5.14) with equality at optimality, we will
obtain the optimal solution of (5.14) as follows [10].

First, we need to determine the optimal solution �� D .��Œ1�; : : : ; ��ŒT �/ for a
given value of � to minimize the Lagrangian, i.e.,:

min
�Œt�2f0;1g;tD1;:::;T

L .�;�/: (5.16)

By carefully studying the Lagrangian function (5.15), we can see that the opti-
mization problem (5.16) can be decomposed into T sub-problems, each for one
particular frame t D 1; : : : ;T as:

min
�Œt�2f0;1g

.1 � �/e��.1��Œt�/r1Œt� C �e���Œt�r2Œt�: (5.17)

By computing the objective function value at �Œt� D 0 or 1, the optimal link
selection solution ��Œt� in frame t can be easily obtained as:

��Œt�D
(
0; .1 � �/e��r1Œt� C � � .1 � �/C �e��r2Œt�;

1; otherwise:
(5.18)

Note that, in (5.18), breaking ties is randomly performed, i.e., the S-R and R-D links
are selected with equal probability 0.5. It must hold true that � 2 .0; 1/. Otherwise,
we would have trivial solution ��Œt� D 1 (for � D 0) or 0 (for � � 1),8t.

Second, the multiplier � is determined such that �� satisfies (5.14) with equality.
In general, a closed-form solution for � does not exist, however, we can use
numerical search to find �.

For further analysis, we define 	 D �=.1 � �/ > 0, and have the following
cases:



74 5 Resource Allocation for Buffer-Aided Half-Duplex Relaying Under Delay-. . .

(i) For 	 2 .0; 1/, the link selection solution (5.18) can be expressed as:

��Œt�D
8<
:0; r1Œt� � � 1

�
log
�
1C 	.e��r2Œt� � 1/

�
;

1; otherwise:
(5.19)

(ii) For 	 D 1, the link selection solution (5.18) can be expressed as:

��Œt� D
(
0; r1Œt� � r2Œt�;

1; otherwise:
(5.20)

(iii) For 	 2 .1;1/, the link selection solution (5.18) can be expressed as:

��Œt�D
8<
:0; r2Œt��� 1

�
log
�
1C	�1.e��r1Œt� � 1/

�
;

1; otherwise:
(5.21)

For each of the above three cases, the multiplier 	 can be determined so that the
inequality constraint in (5.12) holds with equality. Hence, 	 captures the statistical
information on the link fading and SNR values. The link selection exploits the fading
diversity. In case (ii) with 	 D 1, the link selection depends only on the instanta-
neous link rates. However, in both cases (i) and (iii), the link selection depends on
the instantaneous link rates as well as the delay exponent � . For example, more
insights into the link selection solution can be revealed by considering the case

(i) with 	 2 .0; 1/. When r2Œt� is sufficiently small, � 1
�

log
�
1 C 	.e��r2Œt� � 1/

�
approaches 0, and the S-R link is often selected. Moreover, when r2Œt� is very large,
it approaches a strictly positive constant value, namely � log

�
1� 	�=� . Hence, only

when r1 is larger than this value, the S-R link is selected.

5.3.2 Special Cases

5.3.2.1 Case of Very Loose Delay Constraints

When � approaches 0, using L’Hopital rule, we can derive the following limits:

lim
�!0

� 1
�

log
�
1C 	.e��r2Œt� � 1/

�
D lim

�!0

	r2Œt�e��r2Œt�

1C 	.e��r2Œt� � 1/ D 	r2Œt�;

lim
�!0

� 1
�

log
�
1C 	�1.e��r1Œt� � 1/

�
D 	�1r1Œt�;
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for the cases 	 2 .0; 1/, and 	 2 .1;1/, respectively.
Hence, in this case, the link selection solutions (5.19) and (5.21) converge to the

following general form:

��Œt� D
(
0; r1Œt� � 	r2Œt�

1; otherwise;
(5.22)

for 	 2 .0;1/. In addition, this solution satisfies the following condition:

lim
�!0

� 1
�
E

n
e��.1���Œt�/r1Œt�

o
D lim

�!0
� 1
�
E

n
e����Œt�r2Œt�

o
: (5.23)

Again, by applying the L’Hopital rule for both sides, the above condition becomes:

E
˚
.1 � ��Œt�/r1Œt�

� D E
˚
��Œt�r2Œt�

�
: (5.24)

The link selection solution (5.22) was derived in [1] under a-priori unconstrained
delay assumption, e.g., see Sect. 2.4.1.1. Hence, the our analysis with delay-outage
constraint contains the unconstrained delay assumption as a special case.

5.3.2.2 Case of Very Stringent Delay Constraints

When � approaches 1 (as the outage probability �Q approaches 0), 	 D 1 and the
link selection solution (5.20) applies. However, as mentioned previously, under very
stringent delay constraints, the effective capacity approaches 0.

5.3.2.3 Case of Negligible Fading Variation

When the R-D link has an almost constant capacity due to negligible fading variation
r2Œt� D R2;8t, the link selection solution (5.19) is used with r2Œt� D R2 and 	 < 1.
As a result, the S-R link is selected when its instantaneous rate r1Œt� is larger than a
(fixed) threshold, otherwise, the R-D link is selected. Similarly, when the S-R link
has negligible fading variation with an almost constant rate r1Œt� D R1;8t, the link
selection solution (5.21) applies with r1Œt� D R1 and 	 > 1.

5.3.2.4 Case of Similar Link Fading Distributions

When both the S-R and R-D links have similar fading distributions, whether 	 is
less than, equal to, or larger than 1 depends only on the average link SNR values
SNR1 and SNR2.



76 5 Resource Allocation for Buffer-Aided Half-Duplex Relaying Under Delay-. . .

If SNR1 D SNR2, then 	 D 1, and the link selection solution (5.20) applies.
If SNR1 < SNR2, then 	 increases with increasing � , approaches 1 for sufficiently
large � , and the link selection solution (5.19) applies. If SNR1 > SNR2, then 	
decreases with increasing � , approaches 1 for sufficiently large � , and the link
selection solution (5.21) applies.

The above results can be used to devise a numerical search algorithm for the
multiplier 	 as follows.

For x;  > 0, and O� D �= log.2/, define: r.x/ D 2x �1, and f .x;  / D � log
�
1C

 ..1C x/� O� � 1/
�
=
� O� log.2/

�
:

We first consider case (i) with 	 2 .0; 1/. Then, the link selection solution (5.19)
can be expressed in terms of the link instantaneous SNR values as follows:

��Œt� D
(
0; snr1Œt� � r.f .snr2Œt�; 	//;

1; otherwise:
(5.25)

Hence, we can compute the expectation terms in (5.12) as:

E

n
e��.1���Œt�/r1Œt�

o
D
Z 1

0

"hZ r.f .x2;	//

0

1C
Z 1

r.f .x2;	//
.1C x1/

� O�ifsnr1.x1/dx1

#

fsnr2.x2/dx2; (5.26)

E

n
e����Œt�r2Œt�

o
D
Z r
�

� log.1�	/=�
�

0

"hZ r.f .x1;	�1//

0

1C
Z 1

r.f .x1;	�1//

.1C x2/
� O�i

fsnr2.x2/dx2

#
fsnr1.x1/dx1 C

Z 1

r
�

� log.1�	/=�
� fsnr1.x1/dx1; (5.27)

where fsnr1.x1/ and fsnr2.x2/ denote the probability density functions of snr1Œt� and
snr2Œt�.

Notice that the terms increase in (5.26), and decrease in (5.27) with increasing 	 .
Hence, as described in Algorithm 1, a simple one-dimension bisection search over
	 2 .0; 1/ can be carried out to determine 	 in which the terms in (5.26), (5.27) are
equal. Such value can be computed offline since these terms involve only statistical
properties of the S-R and R-D links.

We now consider case (iii) with 	 2 .1;1/. The link selection solution (5.21)
can be expressed in terms of the link instantaneous SNRs as:

��Œt� D
(
0; snr2Œt� � r.f .snr1Œt�; 	�1//;
1; otherwise:

(5.28)
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Algorithm 1 Bisection search for 	 2 .0; 1/
Input: " > 0 is a given tolerance.
Initialization:
Set 	min D 0, 	max D 1, 	 D .	min C 	max/=2:

Set � D E

n
e��.1���Œt�/r1Œt�

o
� E

n
e����Œt�r2Œt�

o
.

while � > j"j do
if � > " then

Update 	max D 	 .
else

Update 	min D 	 .
end
Update 	 D .	min C 	max/=2:

Update � D E

n
e��.1���Œt�/r1Œt�

o
� E

n
e����Œt�r2Œt�

o
.

end

When snr1Œt� becomes very large, r.f .snr1Œt�; 	�1// approaches a strictly positive
constant value r

�� log.1�	�1/=�
�
. We can compute the expectation terms in (5.12)

as follows:

E

n
e��.1���Œt�/r1Œt�

o
D
Z r
�

� log.1�	�1/=�
�

0

"hZ r.f .x2;	//

0

1C
Z 1

r.f .x2;	//
.1C x1/

� O�i

f .x1/dx1

#
fsnr2.x2/dx2C

Z 1

r
�

� log.1�	�1/=�
� fsnr2.x2/dx2 (5.29)

E

n
e����Œt�r2Œt�

o
D
Z 1

0

"hZ r.f .x1;	�1//

0

1C
Z 1

r.f .x1;	�1//

.1C x2/
� O�ifsnr2.x2/dx2

#

fsnr1.x1/dx1: (5.30)

Similarly, we can find 	 such that the two terms (5.29) and (5.30) are equal.

5.3.2.5 Rayleigh Fading Links

For Rayleigh fading links, we have the pdfs for the two links as fsnr1.x/ D �1e��1x

where �1 D 1=SNR1 and fsnr2.x/ D �2e��2x where �2 D 1=SNR2. Let us first
consider the case 	 2 .0; 1/. From (5.26), we have:

E

n
e��.1���Œt�/r1Œt�

o
D
Z 1

0

"
1 � e��1r.f .x2;	// C �

O�
1 e�1�

�
� O� C 1;

#

�1
�
r.f .x2; 	//C 1

��
�2e

��2x2dx2;
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where � .s; x/ D R1
x ts�1e�tdt is the incomplete gamma function. Similarly, from

(5.27), we have:

E

n
e����Œt�r2Œt�

o
D
Z r
�

� log.1�	/=�
�

0

"
1 � e��2r.f .x1;	�1// C �

O�
2 e�2�

�
� O� C 1;

�2
�
r.f .x1; 	

�1//C 1
��#

�1e
��1x1dx1 C exp

 
� �1r

�� log.1 � 	/=��
!
:

We can evaluate these functions using available software such as MATLAB. The
expectation terms (5.29) and (5.30) for the case 	 2 .1;1/ can be computed
analogously. We omit the details for brevity.

5.3.2.6 Illustration

For numerical illustration, we fix the average SNR2 D 10 dB and we plot 	 versus �
for SNR1 D 5; 15 dB in Fig. 5.2. It is observed that 	 increases, and decreases with
increasing � for SNR1 < SNR2 and SNR1 > SNR2, respectively. Moreover, when
� becomes larger, 	 approaches 1 in both cases. When � becomes sufficiently small,
	 approaches its minimum and maximum values (which is 	0 satisfying (5.22) and
(5.24)), respectively.
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Fig. 5.2 Multiplier 	 versus delay exponent � with SNR2 D 10 dB
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Fig. 5.3 F.�; r2/ versus r2

To further illustrate the effect of delay constraint on the link selection solution,
in Fig. 5.3, we plot the following function:

F.�; r2/ D � 1
�

log
�
1C 	.e��r2 � 1/

�
(5.31)

versus r2 for three values of � D 10�1; 1; and 10 for SNR1 D 5 dB (and hence,
	 < 1). Note that from (5.19), the S-R link is selected in frame t if and only if
r1Œt� � F.�; r2Œt�/. We also plot the linear function 	0 � r2. We can observe that
when � is sufficiently small, e.g., � D 10�1, F.�; r2/ becomes linear as expected. It
can be seen that the delay constraint has different impacts on the link selection. For
example, for large � , when r1Œt� � 1:8, the S-R link is selected whenever r1Œt� �
r2Œt�. However, when r1Œt� > 1:8, the S-R link is always selected.

5.3.3 Comparison Benchmarks

We compare the effective capacity of the proposed QoS-aware B-HD-ALS with
those of the QoS-aware B-HD-FLS [2], QoS-blind B-HD-ALS [1], and non-buffer
relaying [3]. We next describe these relaying schemes and present how to derive the
corresponding effective capacities.
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5.3.3.1 QoS-Aware B-HD-FLS

In the fixed relaying, each transmission frame t is divided into two time slots with
(possibly) unequal durations. In the first slot of duration �T (seconds), � 2 .0; 1/,
the source transmits packets to the relay with rate r1Œt� and in the second slot of
duration .1� �/T (seconds), the relay transmits its currently buffered packets to the
destination with rate r2Œt�. The effective capacity of the fixed relaying scheme with
equal delay exponent � at the source and relay is given as [2]:

�B-HD-FLS.Q
max; �Q/ D � 1

�
logE

n
e����r1Œt�

o
; (5.32)

where �� 2 .0; 1/ satisfies:

E

n
e����r1Œt�

o
D E

n
e��.1���/r2Œt�

o
; (5.33)

where r1Œt� and r2Œt� are given by (5.1).

5.3.3.2 QoS-Blind B-HD-ALS

The QoS-blind adaptive relaying scheme maximizes the (ergodic) capacity under
unconstrained delay assumption [1]. It has the following form:

�Œt� D
(
0; r1Œt� � �r2Œt�;

1; otherwise;
(5.34)

where � is determined to maintain the following equality:

E
˚
.1 � �Œt�/r1Œt�

� D E
˚
�Œt�r2Œt�

�
: (5.35)

We can see that � in this case is optimized in consideration of the link fading
distributions and average SNR values only. Recall that (5.35) is the limiting case
of (5.19) or (5.21) when � approaches 0 as we discussed previously. It can be shown
that the effective capacity of the QoS-blind relaying scheme is given by:

�
QoS-blind
B-HD-ALS.Q

max; �Q/Dmin

(
� 1

�
�1.��/;� 1

�
�2.��/

)
; (5.36)

where�1 and�2 are, respectively, the LMGFs of the service processes of the source
and relay queues, which are computed using the relaying scheme (5.34) as follows:
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�1.�/D log
Z 1

0

"hZ .1Cx2/��1

0

1C
Z 1

.1Cx2/��1
.1Cx1/

�= log.2/
i
fsnr1 .x1/dx1

#
fsnr2 .x2/dx2

�2.�/ D log
Z 1

0

"hZ .1Cx1/1=��1

0

1C
Z 1

.1Cx1/1=��1
.1C x2/

�= log.2/
i
fsnr2 .x2/dx2

#

fsnr1 .x1/dx1:

Note that the first term and the second term in (5.36) are the effective capacities of
the S-R link, and R-D link, respectively. The end-to-end effective capacity is the
minimum of the two. The proof can be adapted from that in [2] and is omitted for
brevity. We can see that the capacity �QoS-blind

B-HD-ALS D �B-HD-ALS is achieved only under
the following two scenarios:

• either � is close to 0, i.e., very loose delay constraints,
• or the S-R and R-D links have similar fading distribution and average SNR. In

this case, the two adaptive relaying schemes are the same where the link with
better instantaneous rate is selected.

In other scenarios, it is expected that �B-HD-ALS > �
QoS-blind
B-HD-ALS.

5.3.3.3 Non-buffer Relaying

In the non-buffer relaying, (i.e., the relay queue Q2 in Fig. 5.1 does not exist), the
relay forwards the received packets from the source immediately in the next time-
slot. Consider the constant arrival rate �N-HD to the source buffer and suppose that
each frame t is divided into two equal time slots. During the first time-slot, the
source transmits packets to the relay. In the second time-slot, the relay decodes and
forwards the decoded packets to the destination. As previously defined, P1, and
P2 are the power levels of the source and relay. The achievable rate in frame t is
given by:

rŒt� D 1

2
min

n
log2.1C P1h1Œt�/; log2.1C P2h2Œt�/

o
:

With non-buffer relaying, the packets are delayed at the source buffer only. The
effective capacity of the non-buffer relaying is given by Wu and Negi [11]:

�N-HD.Q
max; �Q/ D �1

N�1
logE

n
e� N�1rŒt�

o
; N�1 D �TB log.�Q/=Qmax:

In Sect. 5.5, we will compare the effective capacities of these relaying schemes
under different delay constraints and link average SNR values.
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5.4 Adaptive Link Scheduling with Adaptive
Power Allocation

Previously, we have assumed fixed source and relay transmit power levels P1, and
P2, respectively. However, we can jointly and adaptively optimize the link selection
and power allocation in each transmission frame to potentially enhance the capacity
as follows. Denote the source and relay transmit power levels in frame t as P1Œt�
and P2Œt�, respectively. If �Œt� D 0 then P1Œt� � 0 and P2Œt� D 0 while if �Œt� D 1

then P1Œt� D 0 and P2Œt� � 0. Then, the average total power is given by E

n
.1 �

�Œt�/P1Œt�C �Œt�P2Œt�
o
:

In this section, we consider the joint adaptive link selection and power
allocation problem under the delay-outage and the maximum average power
constraints.

5.4.1 Optimal Solution

After some simple manipulations, similar to (5.12), the joint adaptive relaying and
power allocation problem to maximize the capacity can be equivalently written as:

min
P1Œt��0;P2Œt��0;�Œt�2f0;1g

E

n�
1C P1Œt�h1Œt�

�� O�.1��Œt�/o

s.t.: E

n�
1C P1Œt�h1Œt�

�� O�.1��Œt�/o � E

n�
1C P2Œt�h2Œt�

�� O��Œt�o
;

E

n
.1 � �Œt�/P1Œt�C �Œt�P2Œt�

o
� NPmax; (5.37)

where NPmax denotes the maximum average power constraint.
We can see that at optimality, the inequality constraints in (5.37) must be met

with equality. Also, it can be verified that if P1Œt�, P2Œt� are fixed, then the problem
(5.37) reduces to the problem (5.12). The effective capacity with joint adaptive link
selection and power allocation is:

�B-HD-APA D �1
O� log.2/

logE
n�
1C P�

1 Œt�h1Œt�
�� O�.1���Œt�/o

; (5.38)

where P�
1 Œt�, P�

2 Œt�; and ��Œt� are the optimal solutions of (5.37).
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To solve (5.37), again, we employ the Lagrangian approach. The Lagrangian of
(5.37) is:

L D E

(
L Œt� D .1 � !/

�
1C P1Œt�h1Œt�

�� O�.1��Œt�/

C!
�
1CP2Œt�h2Œt�

�� O��Œt�C�
�
.1��Œt�/P1Œt�C�Œt�P2Œt�

�)
; (5.39)

where !, and � are the non-negative Lagrange multipliers associated with the
inequality constraints in (5.37). Again, we can see that ! 2 .0; 1/; otherwise, we
would have trivial solution ��Œt� D 1;8t.

We first study the power allocation solution assuming the link selection solution
is given. First, suppose that ��Œt� D 0, then we have:

P�
1 Œt�Darg min

P1Œt��0

(
.1 � !/

�
1C P1Œt�h1Œt�

�� O� C �P1Œt�

)
: (5.40)

The second-order derivative of the objective function of (5.40) is found as:

.1 � !/ O�. O� C 1/.h1Œt�/
2
�
1C P1Œt�h1Œt�

�� O��2
;

which is non-negative for P1Œt� � 0. Hence, the objective function is a convex func-
tion in P1Œt�, and (5.40) is a convex optimization problem. Thus, by differentiating
the objective function, setting it equal to 0, and accounting for the non-negativeness
of the power allocation, we can derive the optimal power allocation P�

1 Œt� as:

P�
1 Œt�D

8<
:

1
h1Œt�

�
.1�!/ O�h1Œt�

�

�1=. O�C1/� 1
h1Œt�
; h1Œt� � �

.1�!/ O� ;

0; otherwise:
(5.41)

Now consider the case ��Œt� D 1, then we have:

P�
2 Œt� D arg min

P2Œt��0

(
!
�
1C P2Œt�h2Œt�

�� O� C �P2Œt�

)
: (5.42)

Analogous to (5.40), we can derive the optimal power allocation P�
2 Œt� as follows:

P�
2 Œt� D

8<
:

1
h2Œt�

�
! O�h2Œt�
�

�1=. O�C1/ � 1
h2Œt�
; h2Œt� � �

! O� ;

0; otherwise:
(5.43)

Using the derived power allocation solutions P�
1 Œt� and P�

2 Œt� , we can derive the
optimal link selection solution to minimize the Lagrangian (5.39) in each frame as
follows:
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��Œt� D

8̂̂<
ˆ̂:
0; .1 � !/.1C P�

1 Œt�h1Œt�/
� O� C �P�

1 Œt�C !

� .1 � !/C !.1C P�
2 Œt�h2Œt�/

� O� C �P�
2 Œt�;

1; otherwise:

The Lagrange multipliers ! and � can be determined so that the inequality
constraints in (5.37) are met with equalities. We can see that at optimality, all the
power budget must be consumed as expected.

To obtain more insights, we study the optimal power allocation policies P�
1 Œt� and

P�
2 Œt�. By examining @P�

1 Œt�=@h1Œt� (or @P�
2 Œt�=@h2Œt�), we can see that P�

1 Œt� (or P�
2 Œt�)

increases with increasing h1Œt� when h1Œt� is less than a threshold value and then
decreases with increasing h1Œt� otherwise. Hence, the power allocation solutions
swing between the water-filling (for smaller h1Œt�) and channel inversion (for larger
h1Œt�) policies.

The maximum sum power constraint has been considered in many scenarios
[12–15]. Although the source and relay may not be able to share the power,
the maximum sum power constraint allows performance comparison with other
schemes to support the same source-destination path (e.g., direct source-destination
link, buffer-aided relaying, non-buffer relaying, QoS-aware relaying, QoS-blind
relaying, fixed relaying, adaptive relaying, and so on) in a fair manner on the basis of
the same maximum total power constraint. Furthermore, the total power constraint
is a way to limit the interference from one network to other coexisting networks.

The proposed solution approach can be extended to study the problem with
individual power constraints at the source and relay. By introducing three Lagrange
multipliers: one for the delay constraint and the other two for the source and relay
individual power constraints, the link selection and power allocation solution in
each frame t depends on these Lagrange multipliers. It can be verified that the delay
constraint and at least one of the two power constraints must hold with equality at
optimality. Detailed analysis of each possible case must be developed to determine
the Lagrange multipliers.

5.4.2 Special Cases

5.4.2.1 Case of Very Loose Delay Constraints

When the delay constraint becomes very loose, i.e., O� is small, the power allocation
P�
1 Œt� in (5.41) and P�

2 Œt� in (5.43) approach the following:

P�
1 Œt� D

(
.1�!/ O�
�

� .h1Œt�/�1; h1Œt� � �=..1 � !/ O�/;
0; otherwise
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and

P�
2 Œt� D

(
! O�
�

� .h2Œt�/�1; h2Œt� � �=.! O�/;
0; otherwise:

Hence, the power allocation solutions tend to the conventional water-filling policies,
albeit with two different water-levels. Again, this result has been derived in [1] under
infinite delay assumption.

5.4.2.2 Case of Very Stringent Delay Constraints

When the delay constraint becomes more stringent, i.e., O� becomes large, the power
allocation P�

1 Œt� in (5.41) and P�
2 Œt� in (5.43) become:

P�
1 Œt� D 1

h1Œt�

"� .1 � !/ O�
�

�1=. O�C1/ � 1
#
; h1Œt� � �

.1 � !/ O�

and

P�
2 Œt� D 1

h2Œt�

"�! O�
�

�1=. O�C1/ � 1
#
; h2Œt� � �=.! O�/

which are similar to the channel-inversion policies. We re-emphasize that under
very stringent delay constraints, the effective capacity still approaches 0, even under
optimal power allocation.

Intuitively, under loose delay constraints, since the queue length bound violation
is allowed with large probability, more data can be stored in the (source and relay)
queues for longer duration. Hence, it is better to transmit at higher power under
more favorable channel conditions to exploit the temporal fading diversity, i.e., the
water-filling policy. On the other hand, under more stringent delay constraints, in
order to avoid queue length bound violation, it is better to transmit at lower power
levels under more favorable channel conditions, i.e., channel-inversion policy. For
illustration, in Fig. 5.4, we plot P�

1 Œt� versus h1Œt� for ! D 0:1, � D 0:05, and
different values of � D 10�2; 10�1; and 1. This figure shows that the power
allocation policies approach the water-filling and channel-inversion policies for
small and large � , respectively, as analyzed. For medium � , the allocation policy
swings between these two policies as we discussed above.
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Fig. 5.4 Optimal power allocation P�

1 Œt� versus h1Œt�

5.4.3 Resource Allocation Algorithm Over Unknown
Fading Links

The link selection and power allocation solutions depend on the fading statistics
through the Lagrange multipliers ! and � , which are determined so that the
inequality constraints (5.37) are met with equality. We can use a (two-dimension)
numerical search method as in the case of fixed power allocation. However, such
numerical approach has two possible limitations: (1) It requires the fading statistics
to be known, which is usually not the case in reality; (2) Even when the fading
statistics are known, it may be complicated, if not impossible, to compute the
expectation terms in closed-form which are then used for numerical computation.
Hence, in general, it may not be possible to employ the numerical method to
compute the Lagrange multipliers ! and � . To overcome these limitations, we
can utilize the following online allocation algorithm. We initialize the Lagrange
multipliers with !Œ1� 2 .0; 1/, and �Œ1� > 0. Then, in transmission frame t D
1; 2; : : :, we carry out the following updates:

!Œt C 1� D
"
!Œt�C �Œt�

�
.1C P�

2 Œt�h2Œt�/
� O���Œt� � .1C P�

1 Œt�h1Œt�/
� O�.1���Œt�/

�#1
"

�Œt C 1� D
h
�Œt�C �Œt�

�
.1 � ��Œt�/P�

1 Œt�C ��Œt�P�
2 Œt� � NPmax

�iL

"
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for small positive coefficient ", where Œx�ba denotes the projection of x on the interval
Œa; b� for a � b and L is sufficiently large to ensure boundedness of �Œt C 1�. The
decreasing positive sequence �Œt� that dictates the convergence speed, satisfies:

1X
tD1

�Œt� D 1I
1X

tD1
.�Œt�/2 < 1:

The allocation solutions P�
1 Œt�, P�

2 Œt�, and ��Œt� in frame t are computed using the
current estimates !Œt� and �Œt�. These iterative stochastic-approximation updates
are guaranteed to converge to the optimal multipliers. We can see that these updates
do not require the fading statistical knowledge and have very low implementation
complexity. Moreover, the allocation algorithm does not assume any specification on
the fading statistics, and it converges for any independent link fading distributions.
Hence, it is very robust to channel model variations.

5.5 Illustrative Results

5.5.1 Settings

For illustrative purposes, we assume Rayleigh fading links with block-fading
duration T D 5ms, the bandwidth B D 10 kHz. For the delay-outage constraint,
we fix the queue length bound Qmax D 3000 (bits) to obtain numerical results in this
section. The queue-length-outage probability �Q can be fixed or varied depending
on the simulation scenarios.

5.5.2 Fixed Power Allocation

For a given delay constraint (5.2), we wish to demonstrate that by provisioning
similar delay statistics (performance)at the source and relay, i.e., �1 D �2, we can
achieve the largest effective capacity.

We fix �Q D 10�2 and SNR2 D 10 dB and assume �1 D ��2 where the scaling
parameter � > 0 represents the relative required delay performance at the source
and relay queues. In particular, � < 1means that more delay is allowed at the source
than the relay due to �1 < �2. On the other hand, � > 1 means that more delay
is allowed at the relay. In Fig. 5.5, we plot the capacity versus � 2 Œ10�2; 102�
for SNR1 D 5; 10; 15 dB. We use (5.4) to compute the delay exponents �1 and �2
corresponding to each value of � . We can see that for all three values of SNR1,
the capacities are largest when � D 1, i.e., �1 D �2. Even when the links have
different signal strengths, applying the same delay exponent at the source and relay
queues achieves the largest capacity. This is because the QoS-aware relaying scheme
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Fig. 5.5 Effective capacity versus scaling parameter �

takes into account the delay allocation at the source and relay and link average SNR
values. In contrast, it can be observed that provisioning different delay performance
at the source and relay reduces the capacity. We study the power allocation at
source and relay to achieve the largest capacity under the same average total power
constraint. Note that this power allocation is determined before transmission (i.e.,
off-line calculation). For this purpose, we fix �Q D 10�2 and set up the experiment
as follows.

First, we assume that Efh1g D Efh2g D 1 for convenience. Hence, P1 and P2
are also the average link SNR values. Now, for unequal power allocation at the
source and relay, we fix P2 D 10 dB and vary P1. For each value of P1, we determine
the optimal B-HD-ALS relaying scheme and compute its corresponding capacity
�UNEQ. We also compute the average total power as follows:

NP D Pr
�
��Œt� D 0

�
P1 C Pr

�
��Œt� D 1

�
P2: (5.44)

We next compute the capacity �EQ of the B-HD-ALS relaying scheme with equal
source and relay transmit power. To ensure that the two schemes utilize the same
average power, in the latter scheme, the source or the relay transmit with power
P1 D P2 D NP in (5.44) if active in each frame. In Fig. 5.6, we plot the capacities
versus P1. We can see that equal power allocation at the source and relay, and hence,
equal link average SNR, achieves the highest capacity. Otherwise, the link with
smaller average SNR becomes the bottleneck link that reduces the capacity even
though B-HD-ALS does consider the link average SNR values. However, note that
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Fig. 5.6 Effective capacity versus P1

equal average SNR might not achieve the highest capacity if the links have different
fading distributions.

We numerically compare the capacities of the proposed QoS-aware B-HD-ALS
and the other relaying schemes: (1) QoS-aware B-HD-FLS [2]; (2) QoS-blind B-
HD-ALS [1]; (3) Non-buffer relaying. The capacities of these schemes are described
in Sect. 5.3.3. To conduct the comparisons, we fix SNR2 D 10 dB.

First, we set �Q D 10�2. Figure 5.7 shows the capacities of the relaying schemes
versus SNR1. It can be observed that the QoS-aware B-HD-ALS attains the highest
capacity for all values of SNR1. Note that when SNR1 D 10 dB, the QoS-aware and
QoS-blind B-HD-ALS schemes are similar, hence, they achieve similar capacity.
Also, QoS-blind B-HD-ALS does not capitalize on the increased SNR1 when
SNR1 > SNR2 because the S-R link is forced to transmit less often resulting
in small supportable arrival rates. Moreover, it can be seen that the gain due to
adaptive link selection relaying over fixed relaying is reduced when SNR1 becomes
larger. In this case, fixed relaying performs well since both links now have favorable
channel conditions in each frame. When SNR1 is small, the S-R link is still active
in each frame even if it might have unfavorable channel conditions, which leads to
reduced capacity for the fixed relaying. We can see that buffer-aided relaying is more
effective than non-buffer relaying to support delay-sensitive applications because in
non-buffer relaying, the end-to-end rate is dominated by the weaker of the two links.

Figure 5.8 shows the capacities of the relaying schemes versus �Q for SNR1 D 15

dB. It is clear that as �Q becomes larger, higher capacities can be achieved for all
schemes. For each case, we can see that adaptive relaying outperforms fixed relaying
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when �Q is higher than a certain threshold. QoS-aware relaying performs better than
QoS-blind relaying for all queue-length-outage probabilities as shown previously
and the gain becomes smaller under looser delay constraints.

5.5.3 Adaptive Power Allocation

In this numerical study, we assume that Efh1g D Efh2g D 1 for convenience.
We study the capacity gains achieved by the adaptive power allocation over

fixed power allocation. We assume equal average power consumption NPmax in both
relaying schemes. For fixed power allocation, we further assume P1 D P2 D NPmax in
order to attain the highest capacity as studied in Fig. 5.6. For the case that P1 ¤ P2
in fixed power allocation scheme, we expect to achieve higher gains due to power
adaption for the same average power.

Figure 5.9 shows the capacities of the relaying schemes versus NPmax for different
�Q D 10�2; 10�1. It can be observed that power adaptation is more beneficial at
lower SNR, e.g., NPmax � 5 dB. This can be explained as follows. At low SNR,
since the capacity is dominated by the transmission rates, and hence, by adaptively
allocating the power to the source and relay to exploit the link and temporal
diversities, higher capacity gains can be achieved. On the other hand, at high SNR,
the capacity is dominated by the delay constraint, and hence, power adaption is not
much advantageous. As a result, under more stringent delay constraints, the gains
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Fig. 5.9 Effective capacity versus NPmax
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due to power adaptation are expected to be reduced. This observation is further
confirmed in the following investigation.

We plot the capacities of the relaying schemes versus �Q for average power
NPmax D 0; 5 dB in Fig. 5.10. We can see that power adaptation is less beneficial
under more stringent delay constraints because the capacity is dominated by
the delay constraints. Particularly, for large NPmax, the gains are marginal under
stringent delay constraints. However, under looser delay constraints, power adaption
can provide significant capacity gains over fixed power allocation. Since data
transmissions can be delayed for longer time, temporal diversity can be exploited
better by transmitting more under more favorable channel conditions and vice versa.
From the above numerical studies, we can conclude that power adaption is useful
when sufficiently long delay can be tolerated and/or when the power budget is
limited.
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Chapter 6
Power Allocation for Buffer-Aided Full-Duplex
Relaying with Imperfect Self-Interference
Cancellation Under Delay-Outage Constraint

In Chap. 5, we have considered half-duplex (HD) relaying where the relay either
transmits or receives in each transmission frame to avoid self-interference (SI) at
the expense of low spectral efficiency. Recently-developed SI mitigation methods
can leverage the potential full-duplex (FD) relaying, in which a relay can receive and
transmit simultaneously over the same frequency. However, SI cannot be completely
mitigated in practice. In this chapter, we consider a buffer-aided FD (B-FD) relaying
with imperfect SI cancellation, where the non-zero residual SI is assumed to be
proportional with parameter ˇ > 0 to the relay transmit power. We investigate
two source and relay transmit power allocation problems for effective capacity
maximization, which depend on the availability of the channel state information
at the transmitters (CSIT).

First, when the instantaneous CSIT is available, we investigate the B-FD relaying
with adaptive power allocation (B-FD-APA) problem. The source and relay powers
are adaptively allocated in each frame depending on the channel conditions.
Depending on the channel conditions, the relay can switch between HD and FD
operation modes, i.e., hybrid HD/FD relaying [1]. Moreover, the optimal B-FD-APA
solutions for special cases on the delay constraint and SI cancellation parameter ˇ
are also studied. In particular, for large ˇ and loose delay constraint, B-FD-APA
approaches buffer-aided HD (B-HD) relaying with adaptive link scheduling (B-HD-
ALS) [2].

Second, it is known that instantaneous CSIT is not always possible in wireless
systems due to CSI feedback complexity from the receivers. Then, the source and
relay might not be able to adapt their transmit powers efficiently and need to transmit
with fixed powers. On the other hand, statistical CSIT (or link fading statistics) is
more accessible than instantaneous CSIT since the duration over which the fading
processes are stationary is much longer than the duration of the fades. By exploiting
the statistical CSIT, we study the B-FD relaying with static power allocation (B-FD-
SPA) problem. The optimal B-FD-SPA solution is derived taking into account the
fading statistics, SI cancellation parameter ˇ, as well as the delay constraint. Several
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properties of the optimal B-FD-SPA solution are investigated. Also, solutions for
various special cases on the delay constraint and ˇ are analyzed.

Furthermore, to investigate the potential benefits of B-FD relaying over non-
buffer FD (N-FD) relaying, we also study two power allocation problems in N-
FD relaying under delay-outage constraint: (1) N-FD relaying with adaptive power
allocation (N-FD-APA) when instantaneous CSIT is available; (2) N-FD relaying
with static power allocation (N-FD-SPA) when only statistical CSIT is available.
The solutions for both problems are derived. Illustrative results are performed to
demonstrate the effectiveness of the proposed relaying schemes over the existing
relaying schemes (e.g., B-HD relaying and N-FD relaying).

6.1 System Model and Problem Formulations

6.1.1 Model Description

Consider a decode-and-forward buffer-aided relaying network where a source (S)
communicates with its destination (D) with the help of an intermediate relay (R)
with FD relaying capability over a channel with bandwidth B (Hz) as shown in
Fig. 6.1. Data packets are assumed to arrive at the source buffer with constant rate �.

We consider block-fading channels with fading duration T (seconds) which is
equal to the transmission frame duration, i.e., the instantaneous channel power gains
in frame t D 1; 2; : : :, hiŒt�; i D 1; 2 of the S-R and R-D links, respectively, remain
unchanged during frame t but vary independently from frame to frame. Moreover,
hiŒt�; i D 1; 2 are assumed to be statistically independent with means EfhiŒt�g. We
assume that perfect instantaneous channel state information (CSI) is available at the
receivers in each frame, i.e., the relay knows h1Œt� and the destination knows h2Œt�.

Let P1Œt�, P2Œt� � 0 denote the source and the relay transmit power levels in
frame t, respectively. It can be seen that, in HD relaying, at most one of P1Œt� or
P2Œt� is positive, i.e., the relay cannot simultaneously receive and transmit, while in
FD relaying, it is possible that both P1Œt� and P2Œt� are non-zero. Moreover, in FD
relaying, the residual SI is assumed to be zero-mean, additive and Gaussian with
the variance proportional to the relay transmit power P2Œt� as commonly assumed
in existing literature [3, 4], i.e., ˇP2Œt� represents the residual SI power, and the
parameter ˇ � 0 represents the SI cancellation quality. Larger ˇ implies worse SI
cancellation performance. In this work, we study two following power allocation
schemes for P1Œt�, and P2Œt�.

S R D

Q1 2Q
μ

Self-interference

Fig. 6.1 B-FD relaying model
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Case 1: Adaptive power allocation (B-FD-APA). When instantaneous CSIT is
available, P1Œt�, and P2Œt� are adaptively allocated in each frame t according to h1Œt�,
and h2Œt�. The instantaneous signal-to-SI-plus-noise power ratio (SINR) of the S-R
link and signal-to-noise power ratio (SNR) of the R-D link can be expressed as:

sinr1Œt� D h1Œt�P1Œt�

ˇP2Œt�C 1
; snr2Œt� D h2Œt�P2Œt�; (6.1)

where the noise power is taken as reference and normalized to 1. It is noted that the
path loss (including both transmitter and receiver antenna gains) is also normalized
to 1. ˇP2Œt� also represents the residual-SI-to-noise ratio (INR). The instantaneous
transmission rates of the S-R link and R-D link (b/s/Hz) are:

r1Œt� D log2.1C sinr1Œt�/; r2Œt� D log2.1C snr2Œt�/: (6.2)

Note that instantaneous CSIT is achieved by using feedback from the receiver. Since
there is feedback delay, instantaneous CSIT is meaningful when the fading block
duration is (much) larger than the CSI feedback delay.

Case 2: Static power allocation (B-FD-SPA). When only statistical CSIT is
available, the source and relay might not be able to adapt their transmit powers
efficiently. In this case, they should transmit with constant powers over frames, i.e.,
P1Œt� D P1 > 0, and P2Œt� D P2 > 0;8t. The instantaneous transmission rates of
the S-R link and R-D link are:

r1Œt� D log2

 
1C h1Œt�P1

ˇP2 C 1

!
; r2Œt� D log2

�
1C h2Œt�P2

�
: (6.3)

In (6.3), it is assumed that the transmission rates are still given by (6.2) and
hence the transmitters employ variable-rate transmission schemes, even though the
transmitters do not know the instantaneous CSI [5, 6]. This can be accomplished by
using recently developed rateless codes such as LT codes [7], Raptor codes [8],
which enable the transmitter to adapt its rate to the channel realization without
requiring CSIT [9]. We omit the details here.

As shown in Fig. 6.1, using the above notations, the service processes of the
source and the relay queues are

˚
TBr1Œt�

�
, and

˚
TBr2Œt�

�
, respectively where r1Œt�

and r2Œt� are given by (6.2) (for B-FD-APA) or (6.3) (for B-FD-SPA). Let q1Œt�,
q2Œt� � 0 denote the source and relay queue lengths in frame t, respectively. Then,
the corresponding queue length dynamics are given as:

q1Œt C 1� D q1Œt� � min
n
q1Œt�;TBr1Œt�

o
C �TB

q2Œt C 1� D q2Œt�C min
n
q1Œt�;TBr1Œt�

o
� min

n
q2Œt�;TBr2Œt�

o
: (6.4)

The delay-outage constraint can be imposed as follows:
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Pr
�
Q > Qmax

� � �Q: (6.5)

Using (5.9), the delay-outage constraint (6.5) can be transformed into the
following constraints in terms of arrival rate � and power allocation variables:

�TB� tar C˝i.�� tar/ D 0; i D 1; 2; (6.6)

where the delay exponent � tar is given by (5.5); ˝1.�/ and ˝2.�/ are the log
moment generating functions (LMGFs) of the service processes of the source and
relay queues, i.e.,:

˝i.�/ D logE
n
e�TBriŒt�

o
; i D 1; 2: (6.7)

6.1.2 Problem Formulation

Using (6.6) as the constraint transformation of (6.5), we formulate the power
allocation problems with instantaneous CSIT or statistical CSIT.

With instantaneous CSIT, the B-FD-APA problem to maximize � can be cast as
follows:

max
�;P1Œt�;P2Œt��0

�

s.t.: �TB� tarC˝i.�� tar/ D 0; i D 1; 2;

P1Œt�C P2Œt� � Pmax;8t; (6.8)

where Pmax is the maximum total transmit power of the source and relay.
On the other hand, with only statistical CSIT, the B-FD-SPA problem can be cast

as:

max
�;P1;P2�0

�

s.t.: �TB� tarC˝i.�� tar/ D 0; i D 1; 2;

P1 C P2 � Pmax; (6.9)

Let �B-FD-APA, and �B-FD-SPA denote the optimal values of (6.8) and (6.9), respec-
tively, which are refereed as the effective capacities of the B-FD relaying under the
corresponding power allocation schemes.

We now solve the optimization problems (6.8), and (6.9) in the following
sections.
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6.2 Adaptive Power Allocation with Instantaneous CSIT

6.2.1 Optimal Solution

Using (6.7) where riŒt�; i D 1; 2 are given by (6.2), the first set of constraints in (6.8)
can be explicitly expressed as:

�D�˝1.�� tar/

TB� tar
D�

logE

( 
1C h1Œt�P1Œt�

ˇP2Œt�C1

!� O�)

O� log.2/

�D�˝2.�� tar/

TB� tar
D�

logE

( �
1C h2Œt�P2Œt�

�� O�
)

O� log.2/
; (6.10)

where we denote the (normalized) delay exponent:

O� D � tarTB= log.2/: (6.11)

Substituting the latter expression in (6.10) for � into the objective function, the
problem (6.8) can be equivalently re-written in terms of power allocation variables
as:

max
P1Œt�;P2Œt��0

�
logE

(�
1C h2Œt�P2Œt�

�� O�
)

O� log.2/

s.t.:

� logE

( 
1C h1Œt�P1Œt�

ˇP2Œt�C1

!� O�)

O� log.2/
D

� logE

(�
1C h2Œt�P2Œt�

�� O�
)

O� log.2/

P1Œt�C P2Œt� � Pmax;8t: (6.12)

The effective capacity �B-FD-APA under a given delay constraint set by O� is:

�B-FD-APA D �
logE

n�
1C h2Œt�P�

2 Œt�
�� O�o

O� log.2/
; (6.13)

where P�
1 Œt�, and P�

2 Œt� is the optimal solution of (6.12).
From the monotonic property of log function, the problem (6.12) is now

equivalent to the following problem:
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min
P1Œt�;P2Œt��0

E

n�
1C h2Œt�P2Œt�

�� O�o

s.t.: E

( 
1C h1Œt�P1Œt�

ˇP2Œt�C 1

!� O�)
D E

( �
1C h2Œt�P2Œt�

�� O�
)

P1Œt�C P2Œt� � Pmax;8t (6.14)

The equality constraint can be equivalently replaced by the smaller-or-equal
inequality constraint. This is because at optimality, the inequality has to be satisfied
with equality, otherwise, we can find another feasible solution with smaller objective
function value.

To solve the constrained optimization problem (6.14), we employ Lagrangian
approach. The (partial) Lagrangian of (6.14) is given by:

L D E
˚
L Œt�

�
(6.15)

where we have:

L Œt� D .1 � !/
�
1C h2Œt�P2Œt�

�� O� C !

 
1C h1Œt�P1Œt�

ˇP2Œt�C 1

!� O�
; (6.16)

where ! 2 .0; 1/ is the Lagrange multiplier associated with the first � inequality
constraint in (6.14).1

We can see that, in order to minimize the Lagrangian L in (6.15), the B-FD-APA
solutions P�

1 Œt�, and P�
2 Œt� are found to minimize L Œt� in (6.16) in each frame t, i.e.,:

min
P1Œt�;P2Œt��0

L Œt� s.t.: P1Œt�C P2Œt� � Pmax: (6.17)

Moreover, the multiplier ! is determined such that the following relationship holds
at optimality:

E

( 
1C h1Œt�P�

1 Œt�

ˇP�
2 Œt�C 1

!� O�)
D E

( �
1C h2Œt�P

�
2 Œt�
�� O�

)
: (6.18)

1Note that ! cannot not be equal to zero or equal-or-larger than 1, otherwise, we would have trivial
solutions.
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Algorithm 2 Hybrid HD/FD relaying
Input: Multiplier ! and CSI h1Œt� and h2Œt� in frame t.
Solve (6.17) for P�

1 Œt� and P�

2 Œt�.
if P�

1 Œt� D Pmax or P�

2 Œt� D Pmax then
HD relaying

else
FD relaying

end

Proposition 6.1 The optimal B-FD-APA solution has P�
1 Œt�C P�

2 Œt� D Pmax;8t.

Proof Since L Œt� decreases with increasing P1Œt�, hence, at optimality, P�
1 Œt� C

P�
2 Œt� D Pmax. Otherwise, we can find another feasible solution with smaller

objective function value.
Using Proposition 6.1, by substituting P1Œt� D Pmax � P2Œt�, the optimization

problem (6.17) has single variable P2Œt�. Then, the optimal solution P�
2 Œt� (and P�

1 Œt�)
can be found using numerical search. We omit the details for brevity.

Depending on the instantaneous CSI h1Œt� and h2Œt�, when the resulting P�
1 Œt� D

Pmax or P�
2 Œt� D Pmax, the relay actually operates in HD mode. In other words,

the optimal B-FD-APA solution includes a built-in dynamic switching mechanism
between HD and FD relaying as described in Algorithm 2.

In the following, we study the optimal B-FD-APA solution under special cases
on the delay constraint and SI cancellation parameter ˇ.

6.2.2 Special Cases

6.2.2.1 Very Loose Delay Constraints

When the delay constraint becomes very loose, i.e., �Q ! 1 (and O� ! 0), omitting
the intermediate steps, we can show that the B-FD-APA problem in each frame t
can be written as follows:

max .1 � �/ log2
�
1C h2Œt�P2Œt�

�C� log2

 
1C h1Œt�P1Œt�

ˇP2Œt�C 1

!

s.t.: P1Œt�C P2Œt� � Pmax: (6.19)

The multiplier � 2 .0; 1/ is determined such that:

E

(
log2

�
1C h1Œt�P�

1 Œt�

ˇP�
2 Œt�C 1

!)
D E

n
log2

�
1C h2Œt�P

�
2 Œt�
�o
: (6.20)
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The problem (6.19) is similar to the weighted sum-rate maximization problem [10].
We can see that in this case, the optimal B-FD-APA solution ensures equal average
(ergodic) rates of the S-R and R-D links.

6.2.2.2 Very Stringent Delay Constraints

Under very stringent delay constraints, i.e., �Q ! 0 (and O� ! 1), as seen
from (6.13), the effective capacity �B-FD-APA approaches 0. It implies that B-FD
relaying cannot support applications with very stringent delay constraints over
fading channels. This result is not surprising since the delay-limited capacity of
fading channels is shown to be zero.

6.2.2.3 Zero Residual SI

Under the ideal FD assumption with zero residual SI, i.e., ˇ D 0, by omitting
the intermediate steps, similar to (6.17), we have the following power allocation
problem in each frame t:

min .1 � 	/
�
1C h2Œt�P2Œt�

�� O� C 	
�
1C h1Œt�P1Œt�

�� O�

s.t.: P1Œt�C P2Œt� � Pmax; (6.21)

where 	 2 .0; 1/ is the multiplier which is determined such that:

E

n�
1C h1Œt�P

�
1 Œt�
�� O�o D E

n�
1C h2Œt�P

�
2 Œt�
�� O�o

: (6.22)

It can be seen that the problem (6.21) is a convex optimization problem by verifying
the non-negativeness of the second-order derivative of the objective function. Using
Lagrangian approach, we can differentiate the objective function in (6.21), and set
the resulting equations to zero, and accounting for the non-negativeness of the power
allocation solution, we can derive the optimal solution with zero residual SI as:

P�
1 Œt� D 1

h1Œt�

"�	 O�h1Œt�


Œt�

�1=. O�C1/ � 1
#C
; (6.23)

and

P�
2 Œt� D 1

h2Œt�

"� .1 � 	/ O�h2Œt�


Œt�

�1=. O�C1/ � 1
#C
; (6.24)
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where the multiplier 
Œt� > 0 is determined such that:

P�
1 Œt�C P�

2 Œt� D Pmax: (6.25)

6.2.2.4 Very Large SI Cancellation Parameter ˇ

For simplicity, consider the unconstrained delay case with the optimization problem
(6.19). It can be observed that for large ˇ, any positive P2Œt� will result in large INR,
which then significantly reduces the rate of the S-R link if the source is transmitting.
It implies that FD relaying mode is not beneficial. Mathematically, the optimal
solution of (6.19) mostly prescribes either P�

1 Œt� or P�
2 Œt� being positive depending

on h1Œt� and h2Œt�. It implies that when the SI cancellation quality is very bad, B-FD-
APA approaches B-HD-ALS relaying [2]. This finding will be demonstrated in the
illustrative examples in Sect. 6.5.

6.2.3 Iterative Power Allocation Algorithm

The optimal B-FD-APA solution depends on the multiplier !, which satisfies
(6.18). Numerical approaches can be used to determine !, which require the fading
statistics to be known. When the fading statistics are unknown, which is common
in real-life communications, we can utilize the following iterative algorithm. We
initialize the multiplier with !Œ1� 2 .0; 1/. Then, in transmission frame t D 1; 2; : : :,
we carry out the following update:

!ŒtC1� D
"
!Œt�C�Œt�

 �
1C h1Œt�P�

1 Œt�

ˇP�
2 Œt�C 1

�� O� �
�
1Ch2Œt�P

�
2 Œt�
�� O�

!#1�&
&

(6.26)

where Œx�ba denotes the projection of x on the interval Œa; b� for a � b and & is
some small positive number. The decreasing positive sequence �Œt� that dictates the
convergence speed, satisfies:

1X
tD1

�Œt� D 1I
1X

tD1
.�Œt�/2 < 1:

The power allocation P�
1 Œt�, and P�

2 Œt� in frame t is computed from (6.17) using the
current estimate!Œt�. The iterative update (6.26) converges, and satisfies the equality
constraint (6.14) at convergence. The algorithm does not assume any specification
on the fading statistics.
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6.3 Static Power Allocation with Statistical CSIT

We recall that implementing B-FD-APA requires instantaneous CSIT. However,
in real-life system, instantaneous CSIT may be unavailable due to high signaling
complexity for CSI feedback from the receivers. In such scenario, the source and
relay should transmit with constant powers. Moreover, statistical information about
the channels, can always be accessible to the transmitters, e.g., statistical CSIT, since
the duration over which channel fading processes are stationary is several orders of
magnitude longer than the duration of the fades. Exploiting the statistical CSIT, we
can optimize source and relay power allocation for source arrival rate maximization,
i.e., the B-FD-SPA problem (6.9). In the following, we derive the optimal solution
of (6.9) and study its properties.

6.3.1 Optimal Solution

Consider static source and relay power allocation P1, and P2, respectively. In the
following, for the sake of clarity, we explicitly express the LMGFs of the service
processes of the source and relay queues in (6.7) as functions of (normalized) delay
exponent � , P1, and P2 as follows:

˝1.�;P1;P2/ D logE

(�
1C h1Œt�P1

ˇP2C1
��)

;

˝2.�;P2/ D logE
n�
1C h2Œt�P2

��o
: (6.27)

Using the above notations, the B-FD-SPA problem (6.9) can be re-written as:

max
�;P1;P2�0

� s.t.: � O� log.2/C˝1.� O�;P1;P2/ D 0;

� O� log.2/C˝2.� O�;P2/ D 0;

P1 C P2 � Pmax; (6.28)

where O� is given by (6.11). From the first two constraints in (6.28), we have:

� D �˝1.� O�;P1;P2/
O� log.2/

; � D �˝2.� O�;P2/
O� log.2/

: (6.29)

Substituting the latter expression in (6.29) for � into the objective function, and
after some simple manipulations, the optimal B-FD-SPA solution P�

1 , and P�
2 of

(6.28) can be shown to be the solution of the following problem:
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min
P1;P2�0

˝2.� O�;P2/ s.t. W ˝1.� O�;P1;P2/ D ˝2.� O�;P2/;

P1 C P2 � Pmax: (6.30)

The following proposition is needed.

Proposition 6.2 ˝1.��;P1;P2/ decreases with increasing P1, and increases with
increasing P2. ˝2.��;P2/ decreases with increasing P2.

Proof Proposition 6.2 follows directly from the expressions in (6.27).

Theorem 6.1 The effective capacity of B-FD-SPA is given by:

�B-FD-SPA D �˝2.� O�;P�
2 /=.

O� log.2//

where the optimal B-FD-SPA solution P�
1 D Pmax �P�

2 , and P�
2 2 .0;Pmax/ uniquely

satisfies:

˝1.� O�;Pmax � P�
2 ;P

�
2 / D ˝2.� O�;P�

2 /: (6.31)

Proof First, we prove that P�
1 , and P�

2 satisfy P�
1 C P�

2 D Pmax by contradiction.
Suppose P�

1 C P�
2 < Pmax, and from (6.30), ˝2.� O�;P�

2 / is minimized.
Consider another feasible solution P�1, and P�2 such that P�1 > P�

1 , P�2 > P�
2 ,

P�1 C P�2 D Pmax, and, by Proposition 6.2,

˝1.� O�;P�1;P�2/ D ˝2.� O�;P�2/

Hence, we have ˝2.� O�;P�2/ < ˝2.� O�;P�
2 / by Proposition 6.2, contradicting our

assumption that ˝2.� O�;P�
2 / is minimized. We conclude that at optimality, P�

1 C
P�
2 D Pmax.

By substituting P�
1 D Pmax � P�

2 in the equality constraint of (6.30), we obtain
(6.31). Moreover, using the monotonicity of the functions in Proposition 6.2, the
solution P�

2 2 .0;Pmax/ satisfying (6.31) is unique.
To obtain more insights, we study several properties of the optimal B-FD-SPA

solution in Theorem 6.1.

6.3.2 Properties of the Optimal Solution

Proposition 6.3 The optimal B-FD-SPA solution P�
1 , and P�

2 increases with
increasing Pmax.

Proof Notice that while ˝1.� O�;Pmax � P2;P2/ decreases with Pmax and increases
with P2, ˝2.� O�;P2/ decreases with P2. Hence, when Pmax increases, P�

2 increases
in order to satisfy (6.31). That P�

1 increases with increasing Pmax can be argued
analogously.
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A consequence of Proposition 6.3 is that�B-FD-SPA increases with increasing Pmax

as expected.

Proposition 6.4 The optimal relay power allocation P�
2 decreases with increasing

ˇ.

Proof Let us define the following function:

g.P2; ˇ/ D ˝1.� O�;Pmax � P2;P2/ �˝2.� O�;P2/; (6.32)

By Proposition 6.2, we can see that g.P2; ˇ/ increases with increasing P2. Moreover,
g.P2; ˇ/ increases with increasing ˇ. Hence, as ˇ increases, P2 D P�

2 decreases in
order to satisfy g.P�

2 ; ˇ/ D 0.
Proposition 6.4 indicates that for larger ˇ, less power is allocated to the relay

to avoid excessively large INR. A consequence of Proposition 6.4 is that �B-FD-SPA

decreases under worse SI cancellation quality.

Proposition 6.5 When the links have similar fading distributions, the optimal relay
power allocation P�

2 satisfies:

Efh1Œt�g.Pmax � P�
2 /

ˇP�
2 C 1

D Efh2Œt�gP�
2 : (6.33)

Proof From (6.27), we can see that in order to satisfy (6.31), the links have to have
equal average signal strengths. Hence, (6.33) follows because the terms in the left
side, and right side are the average SINR of the S-R link and average SNR of the
R-D link, respectively.

Proposition 6.5 implies that when the links have similar fading distributions, the
optimal B-FD-SPA solution is independent of the delay constraint.

6.3.3 Special Cases

We study the B-FD-SPA solution for various special cases on the delay constraint
and SI cancellation parameter ˇ.

6.3.3.1 Very Loose Delay Constraints

Proposition 6.6 Under very loose delay constraints, i.e., O� ! 0, the optimal relay
power allocation P�

2 satisfies:

E

(
log2

 
1C h1Œt�.Pmax � P�

2 /

ˇP�
2 C 1

!)
D E

(
log2

�
1C h2Œt�P

�
2

�)
: (6.34)
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Proof Dividing both sides of (6.31) by O� log.2/ and then taking the limits of both
sides when O� ! 0 using L’Hopital rule, we obtain (6.34).

Proposition 6.6 implies that under very loose delay constraints, the optimal B-
FD-SPA solution guarantees equal ergodic rates of the S-R and R-D links, which is
similar to the case of B-FD-APA.

6.3.3.2 Very Stringent Delay Constraints

Under very stringent delay constraints, similar to the case of B-FD-APA, the
effective capacity �B-FD-SPA approaches 0.

6.3.3.3 Zero Residual SI

Under zero residual SI assumption, from (6.27), the LMGF of the service process of
the source queue is:

˝Ideal
1 .�;P1/D logE

n�
1C h1Œt�P1

��o
:

The LMGF of the service process of the relay queue remains ˝2.�;P2/ in (6.27).

Proposition 6.7 The effective capacity of the B-FD-SPA with zero residual SI is
given by:

�Ideal
B-FD-SPA D �˝2.� O�;P�2/=. O� log.2//

with optimal power allocation P�1 D Pmax � P�2, and P�2 2 .0;Pmax/ uniquely
satisfies:

˝Ideal
1 .� O�;Pmax � P�2/ D ˝2.� O�;P�2/: (6.35)

Proof Proposition 6.7 can be viewed as a special case of Theorem 6.1 when the SI
cancellation parameter ˇ D 0.

6.3.3.4 Very Large SI Cancellation Parameter ˇ

For large ˇ, the optimal relay power allocation P�
2 satisfying (6.31) becomes small

and approaches 0 (due to Proposition 6.4). Hence, �B-FD-SPA approaches 0.
We can see the benefits of B-FD-APA over B-FD-SPA. For large INR, while

�B-FD-APA approaches the effective capacity of HD relaying, �B-FD-SPA approaches
0. This fact will be demonstrated in the numerical studies in Sect. 6.5.
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6.4 Power Allocation in Non-buffer Full-Duplex Relaying

In this section, we deal with power allocation and effective capacity analysis for
non-buffer FD (N-FD) relaying, which was not reported in existing literature. In N-
FD relaying, the relay forwards the received packets to the destination immediately
without buffering them, i.e., the queue Q2 in Fig. 6.1 does not exist. Hence, the
delay-outage constraint (6.5) for this case is described as follows:

Pr
�

Q1 > Qmax
�

� �Q: (6.36)

For decode-and-forward relaying scheme, the equivalent end-to-end rate in frame t
is equal to the minimum of the rates of the S-R and R-D links [1], [4]:

rŒt� D min
˚
r1Œt�; r2Œt�

�
; (6.37)

where r1Œt�, r2Œt� are given in (6.2) (for adaptive power allocation) or (6.3) (for static
power allocation). The effective capacity of the N-FD relaying can be shown to be
[11]:

�N�FD D � 1

N�1
logE

n
e� N�1rŒt�

o
; (6.38)

where the (normalized) delay exponent N�1 can be derived from (6.36) as:

N�1 D �TB log.�Q/=Qmax: (6.39)

The power allocation problems for N-FD relaying are described next.

6.4.1 Adaptive Power Allocation

With instantaneous CSIT, the N-FD relaying with adaptive power allocation (N-FD-
APA) problem can be cast as:

max
P1Œt�;P2Œt��0

�N-FD s.t. W P1Œt�C P2Œt� � Pmax: (6.40)

It can be seen that the optimal N-FD-APA solution P?1 Œt�, and P?2 Œt� of (6.40) should
ensure r1Œt� D r2Œt� in each frame t. Also, it must be true that P?1 Œt� C P?2 Œt� D P.
Hence, we have:

h2Œt�P
?
2 Œt� D h1Œt�.Pmax � P?2 Œt�/

ˇP?2 Œt�C 1
:
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Then, we can solve for P?1 Œt�, and P?2 Œt�. Let �N-FD-APA denote the optimal value of
(6.40). We can see that when ˇ becomes large, the end-to-end rate rŒt� becomes
small, and hence, �N-FD-APA becomes small and approaches 0.

6.4.2 Static Power Allocation

With statistical CSIT, the N-FD relaying with static power allocation (N-FD-SPA)
problem can be expressed as:

max
P1;P2�0

�N-FD s.t. W P1 C P2 � Pmax: (6.41)

The optimal N-FD-SPA solution P?1 , and P?2 should satisfy P?1 C P?2 D Pmax. Let
�N-FD-SPA denote the optimal value of (6.41).

From (6.37), we have:

rŒt� D log2
�
1C min

˚
sinr1Œt�; snr2Œt�

��
:

Consider the case of Rayleigh fading links. Consequently, from (6.3), we have
sinr1Œt�, and snr2Œt� are exponential random variables with hazard rates z1, and z2,
respectively, where:

z1 D ˇP2 C 1

Efh1Œt�gP1
I z2 D 1

Efh2Œt�gP2
: (6.42)

Hence, the random variable minfsinr1Œt�; snr2Œt�g is also exponentially distributed
with hazard rate z D z1 C z2 and mean 1=z. Hence, in order to maximize �N-FD,
we need to maximize 1=z, and equivalently, minimize z. Hence, the optimal P?2 for
N-FD-SPA can be found as the optimal solution of the following problem:

min
P2�0

ˇP2 C 1

Efh1Œt�g.Pmax � P2/
C 1

Efh2Œt�gP2
: (6.43)

By differentiating the objective function and setting the resulting expression to 0,
we can solve for P?2 .
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6.5 Illustrative Results and Discussions

6.5.1 Settings

We consider a decode-and-forward S-R-D link as shown in Fig. 6.1 where the relay
is assumed to be in the middle of the source and the destination with equal S-R and
R-D distances. As previously mentioned, the path loss (including both transmit and
receive antenna gains) is normalized to 1 in both S-R link and R-D link. We assume
Rayleigh fading links with average channel power gains Efh1Œt�g D Efh2Œt�g D
Efhg D 0 dB, block-fading duration T , and bandwidth B. Hence, the average SINR
of the S-R link, and average SNR of the R-D link are P1=.ˇP2 C 1/, and P2,
respectively. Also, ˇP2 represents the INR. For the delay constraint (6.5), we fix
Qmax D 3000.

In the following, we illustrate the effects of the SI cancellation quality (by varying
ˇ), the total power constraint (by varying Pmax), and the delay constraint (by varying
queue-length-outage probability �Q) on the performance of the various relaying
schemes including the proposed B-FD, and N-FD relaying schemes (B-FD-APA,
B-FD-SPA, N-FD-APA, N-FD-SPA), and existing B-HD relaying schemes. Recall
that, in HD relaying, the relay can only transmit or receive during a frame. With
statistical CSIT, Qiao et al. [12] proposed and analyzed the effective capacity of
a B-HD relaying with fixed link scheduling (B-HD-FLS), where the source and
relay alternatively transmit over transmission frames independently of the CSI. With
instantaneous CSIT, Phan et al. [2] studied the B-HD relaying with adaptive link
scheduling (B-HD-ALS) under delay-outage constraint. In each frame, depending
on h1Œt� and h2Œt�, either the S-R link or the R-D link is selected to be active.

For fair comparisons, all the transmission schemes have similar total power and
delay constraints.

6.5.2 Effects of SI Cancellation

We first investigate the optimal static power allocation when ˇ varies. The results
are displayed in Fig. 6.2 for Pmax D 20 dB, and 10 dB. Under the assumptions of
Rayleigh fading links with Efh1Œt�g D Efh2Œt�g D 1, from (6.33) and (6.43), we
can see that B-FD-SPA and N-FD-SPA offer the same optimal solutions, that are
independent of the delay constraint. We can verify that P�

1 CP�
2 D Pmax as expected.

For a given ˇ, P�
1 , and P�

2 increase with increasing Pmax as stated in Lemma 6.3.
Also, due to non-zero residual SI, P�

2 is always smaller than P�
1 , i.e., for ideal FD

with ˇ D 0, P�
1 D P�

2 , and for a given Pmax, P�
2 decreases (and P�

1 increases)
with increasing ˇ (i.e., worse SI cancellation) to reduce the resulting INR ˇP�

2 as
expected by Lemma 6.4.

With the total power Pmax D 20 dB, Figs. 6.3 and 6.4 plot the (effective)
capacities of the relaying schemes versus ˇ for two values of �Q D 1, and

6 Power Allocation for Buffer-Aided Full-Duplex Relaying Under Delay-Outage: : :
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10�4, respectively. Notice that the performances of the HD relaying schemes are
independent of ˇ. In both figures, we can observe that the capacities of the FD
relaying schemes decrease with increasing ˇ as expected.

Consider the case of unconstrained delay, i.e., �Q D 1. With instantaneous CSIT,
B-FD-APA always outperforms B-HD-ALS, which is expected as we mentioned
previously, the latter can be considered as a special case of the former. For instance,
for ˇ D 0:03, and 0:1, B-FD-APA achieves 129.8%, and 117.9%, respectively,
higher capacity than B-HD-ALS. When ˇ becomes large, B-FD-APA approaches
B-HD-ALS as mentioned in Sect. 6.2. In fact, B-HD-ALS can be viewed as a special
case of the proposed B-FD-APA when only either P1Œt� or P2Œt� can be non-zero (and
equal to Pmax) in each frame t. Also, B-FD-APA attains higher capacity than N-FD-
APA for all values of ˇ. With statistical CSIT, similar observations regarding the
performances of the relaying schemes as in the case of instantaneous CSIT can be
made. For ˇ D 0:01, and 0:1, B-FD-SPA attains 159.2% and 133.5%, respectively,
higher capacity than B-HD-FLS. However, while B-FD-APA always outperforms
B-HD-ALS for all ˇ, B-FD-SPA outperforms B-HD-FLS only under sufficiently
small ˇ, i.e., ˇ �� 0:75 for the considered example. The reason is that for large
ˇ, the signal qualities of the S-R and R-D links are severely degraded under B-
FD-SPA relaying since FD relaying mode is always employed. Furthermore, from
Fig. 6.3, we can observe the gain of adaptive power allocation (APA) over static
power allocation (SPA) in B-FD relaying increasing with ˇ. For small ˇ, the gain
is marginal. This implies that we might not need instantaneous CSIT when the SI
cancellation is good. In other words, good SI cancellation can save CSI feedback
complexity.
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Now, consider the case of stringent delay constraint with �Q D 10�4 in Fig. 6.4.
In this case, B-HD-FLS performs better than B-HD-ALS as mentioned previously.
We can see that B-FD-SPA attains higher capacity than B-HD-FLS when ˇ is
sufficiently small. However, unlike in the case �Q D 1, B-FD-APA can be worse
than B-HD-FLS for sufficiently large ˇ. Under such setting, while the data needs to
be transmitted soon to the destination, FD relaying mode is preferred, but still inef-
ficient (due to large ˇ). Moreover, the capacity gain of B-FD-APA over B-FD-SPA
for �Q D 10�4 is decreased as compared with the unconstrained delay case. This is
because the capacity is dominated by the (stringent) delay constraints, and hence,
adaptive power allocation to increase the instantaneous rates become less beneficial.

6.5.3 Effects of Total Power Constraint

In this section, we fix the SI cancellation parameter ˇ D 0:1, and investigate the
performance of various transmission schemes when the total power Pmax varies.

For comparison, we also include the direct transmission (DT) from source (S)
to (D), i.e., without relay (D) in Fig. 6.1. In this case, the source transmits with
power Pmax in each frame. The effective capacity of the direct S-D link under delay
constraint (6.5) is given as:

�DT D � 1

N�1
logE

n
.1C PmaxhSDŒt�/

� N�1= log.2/
o

where N�1 is given by (6.39); hSDŒt� is the channel power gain of the S-D link in
frame t with mean EfhSDŒt�g. We also assume Rayleigh fading S-D link. Due to our
assumptions that the S-D distance is twice the S-R (or R-D) distance, we have hSDŒt�
is exponentially distributed with EfhSDŒt�g D Efh1g=2� D Efh2g=2� , where � is the
path-loss exponent. In the following, we choose � D 2 for illustrative purpose.

Figures 6.5 and 6.6 plot the capacities of the relaying schemes and DT scheme
versus Pmax for two values of �Q D 1, and 10�4, respectively.

It can be observed that B-FD relaying outperforms B-HD relaying and N-FD
relaying under similar CSIT availability assumption. The gain of B-FD relaying
over B-HD relaying increases with increasing Pmax, implying the advantages of the
former in high SNR region. For small Pmax, while the gaps between B-FD-APA
and B-HD-ALS are small, the gaps between B-FD-SPA and B-HD-FLS are more
significant. This demonstrates the benefits of B-FD relaying with statistical CSIT
in low SNR region. In comparing with DT mode, we can see that B-FD relaying
outperforms DT when Pmax is sufficiently small. This is expected since, in general,
relaying is preferable to DT mode when the direct link power is weak. Moreover,
the gaps between B-FD-APA and B-FD-SPA remain almost constant for all Pmax

and are smaller under more stringent delay constraints (Fig. 6.6). Hence, the choice
between B-FD-APA and B-FD-SPA depends very much on the trade-off between
the required effective capacity and the CSI feedback complexity/costs.
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To provide more insights into the performances of various transmission schemes,
we consider the statistical CSIT case with �Q D 1 for simplicity. Assume total
power Pmax, SI cancellation parameter ˇ with corresponding B-FD-SPA and N-FD-
SPA power allocation P�

1 , and P�
2 . We can derive the capacities of the different

transmission schemes as:

�B-FD-SPA D E
˚
log2.1C h2Œt�P

�
2 /
�
;

�N-FD-SPA D E
˚
log2.1C minfh1Œt�; h2Œt�gP�

2 /
�
;

�B-HD-FLS D 1

2
E
˚
log2.1C h2Œt�P

max/
�
;

�DT D E
˚
log2.1C hSDŒt�P

max/
�

D E
˚
log2.1C h2Œt�P

max=4/
�
:

From the above expressions, we can see that �B-FD-SPA > �N-FD-SPA. Also, that
�B-FD-SPA > �B-HD-FLS holds true when P�

2 is larger than a threshold, or equivalently,
ˇ needs to be smaller than a threshold, i.e., sufficiently good SI cancellation.
Compared with DT, we can see that �B-FD-SPA > �DT when P�

2 > Pmax=4, i.e.,
P�
2 is within �6 dB from Pmax. For instance, consider the case ˇ D 0:1. For

Pmax D 20 dB, from Fig. 6.2, we have P�
2 D 13:64 dB, and hence, �B-FD-SPA < �DT

as shown in Fig. 6.5; For Pmax D 10 dB, from Fig. 6.2, we have P�
2 D 6:11 dB,

and hence, �B-FD-SPA > �DT as shown in Fig. 6.5. It implies that in order to have
�B-FD-SPA > �DT, for a given Pmax, ˇ has to be smaller than a threshold; Or for a
given ˇ, Pmax should be smaller than a threshold. Note that when ˇ D 0, i.e., zero
residual SI, we have P�

2 D Pmax=2, implying B-FD-SPA is always more efficient
than DT. These discussions are reflected in Figs. 6.3 and 6.5.

6.5.4 Effects of the Delay Constraint

In this section, we fix Pmax D 20 dB, and SI cancellation parameter ˇ D 0, 0.1
or 1, which correspond to three different levels of SI cancellation. Note that the
corresponding B-FD-SPA and N-FD-SPA optimal solutions are shown in Fig. 6.2.
We then vary �Q and investigate its effects on the effective capacities of the relaying
schemes.

Consider the case with instantaneous CSIT. The capacities of B-FD-APA and
N-FD-APA versus �Q are shown in Fig. 6.7. We also plot the capacities of B-HD-
ALS and B-HD-FLS. As mentioned previously, under sufficiently stringent delay
constraints, B-HD-FLS is more efficient than B-HD-ALS. First, we can see that
B-FD-APA outperforms N-FD-APA as shown in the previous results, where the
capacity gains are smaller under more stringent delay constraints (for a given ˇ).
This is because the data needs to be forwarded to the destination with very small
delay, and hence, buffer-aided relaying may not be much useful. Second, B-FD-APA
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outperforms H-FD relaying for sufficiently small ˇ, and the gains are larger under
more stringent delay constraints. For large ˇ D 1, B-FD-APA performs worse than
B-HD-FLS under sufficiently stringent delay constraints. As the delay constraint
becomes looser, B-FD-APA provides capacity gains over B-HD-FLS as well as B-
HD-ALS. Under very loose delay constraints, B-FD-APA approaches B-HD-ALS
as mentioned in Sect. 6.2 and also illustrated in Fig. 6.3. We can see that, even for
very bad SI cancellation, i.e., ˇ D 1, B-FD relaying can offer noticeable gains
over B-FD relaying under neither stringent nor loose delay constraint region with
instantaneous CSIT.

Next consider the case with statistical CSIT. The capacities of B-FD-SPA, N-
FD-SPA, as well as B-HD-FLS versus �Q are shown in Fig. 6.8. As seen, B-FD-
SPA outperforms N-FD-SPA, and the gains are larger as compared with the case of
instantaneous CSIT. Moreover, B-FD-SPA outperforms B-FD-SPA for sufficiently
small ˇ. For large ˇ D 1, B-FD-SPA performs worse than B-FD-SPA, unlike the
case with instantaneous CSIT, where B-FD-APA can even be more efficient than
H-FD-ALS under sufficiently loose delay constraints.

6 Power Allocation for Buffer-Aided Full-Duplex Relaying Under Delay-Outage: : :
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