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Preface

Since the early ages of Pattern Recognition, researchers try to make computers
imitate the perception and understanding of visual content by humans. In the era of
structural pattern recognition, the algorithms of contour and skeleton extrapolation
in binary images tried to link missing parts using the principle of optic illusions
described by Marr and Hildreth.

Modeling of Human Visual System (HVS) in perception of visual digital content
has attracted a strong attention of research community in relation to the development
of image and video coding standards, such as JPEG, JPEG2000, and MPEG1,2. The
main question was how strongly and where in the image the information could be
compressed without a noticeable degradation in the decoded content, thus ensuring
quality of experience to the users. Nevertheless, the fundamental research on the
borders of signal processing, computer vision, and psycho-physics continued and in
1998 has appeared the model of Itti, Koch and Niebur which has become the most
popular model for prediction of visual attention. They were interested in both pixels-
wise saliency and the scan-path, “static” and dynamic components. A tremendous
amount of saliency models for still images and video has appeared during 2000
ties addressing both “low-level”, bottom-up or stimuli-driven attention and high-
level,“top-down”, task-driven attention.

In parallel, content-based image an video indexing and retrieval community
(CBIR and CVIR) has become strongly attached to the so-called “salient features”,
expressing signal singularities: corners, blobs, spatio-temporal jams in video. Using
the description of the neighbourhood of these singularities, we tried to describe,
retrieve and classify visual content addressing classical tasks of visual information
understanding: similarity search in images, recognition of concepts, objects and
actions. Since a few years these two streams have met. We are speaking today
about “perceptual multimedia”, “salient objects”, and “interestingness” and try to
incorporate this knowledge into our visual indexing and retrieval algorithms, we
develop models of prediction of visual attention adapted to our particular indexing
tasks. . . and we all use models of visual attention to drive recognition methods.
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viii Preface

In this book we tried to give a complete state of the art in this highly populated
and exploding research trend: visual information indexing and retrieval with psycho-
visual models. We hope that the book will be interesting for researchers as well as
PhD and master’s students and will serve as a good guide in this field.

Bordeaux, France Jenny Benois-Pineau
Nantes, France Patrick Le Callet
March 2017
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Visual Content Indexing and Retrieval
with Psycho-Visual Models

Patrick Le Callet and Jenny Benois-Pineau

Abstract The present chapter is an introduction to the book. The subject we
propose has seen an exploded interest since last decade from research community
in computer vision and multimedia indexing. From the field of video quality
assessment where models of Human Visual System (HVS) were generally used
to predict where humans will foveate and how will they perceive the degradation,
these methods moved to classical Image and Video Indexing and retrieval tasks,
recognition of objects, events, actions in images and video. In this book we try to
give the most complete overview of the methods for visual information indexing
and retrieval using prediction of visual attention or saliency. But also consider new
approaches specifically designed for these tasks.

1 From Low to High Level Psycho Visual Models: Perceptual
Computing and Applications

Along the last two decades, perceptual computing has emerged as a major topic for
both signal processing and computer science communities. Taking care that many
technologies produce signals for humans or process signals produced by humans, it
is all the more important to consider perceptual aspects in the design loop. Whatever
the uses cases, perceptual approaches rely on perceptual models that are supposed
to predict and/or mimic some aspects of the perceptual system.

Such models are not trivial to obtain. Their development implies a multidis-
ciplinary approach, in addition to signal processing of computer science encom-
passing neurosciences, psychology, physiology to name few. Perceptual modeling
depends on the ability to identify the part of the system under study. In the case
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2 P. Le Callet and J. Benois-Pineau

of visual perception, sub-part of human visual system are easier to identify than
some others, especially through psychophysics. With such approaches, relatively
sufficient models have been successfully developed, mainly regarding “low level”
of human vision. First order approximation for contrast perception such as Weber’s
law is a good and classic example, but we have been able to go much further,
developing models for masking effects, color perception, receptive fields theory. In
the late 1990s, there were already pretty advanced and practical perceptual models
suitable for many image processing engineers. Most of them, such as Just Noticeable
Difference (JND) models, are touching the visibility of signals and more specifically
the visual differences between two signals. This knowledge is naturally very useful
for applications such as Image quality prediction or image compression.

For years, these two applications have constituted a great playground for per-
ceptual computing. They have probably pushed the evolution of perceptual models
along the development of new immersive technologies (increasing resolution,
dynamic range . . . ), leading not only to more advances JND models [19] but also to
explore higher levels of visual perception.

Visual attention modeling is probably the best illustration of this trend, having
concentrating massive efforts by both signal processing and computer science the
last decade. From few papers in the mid 2000s, it is now a major topic covering
several sessions in major conferences. High efforts on visual attention modeling
can be legitimated also by applications angle. Knowing where humans are paying
attention is very useful for perceptual tweaking of many algorithms: interactive
streaming, ROI compression, gentle advertising [17]. Visual content indexing and
retrieval field is not an exception and a lot of researchers have started to adopt visual
attention modeling for their applications.

2 Defining and Clarifying Visual Attention

As the term Visual Attention has been used in a very wide sense, even more in
the community that concerns this book, it requires few clarification. It is common
to associate visual attention to eye gaze location. Nevertheless, eye gaze location
do not necessarily fully reflect what human observers are paying attention to. One
should first distinguish between overt and covert attention:

• Overt attention is usually associated with eye movements, mostly related to gaze
fixation and saccades. It is easily observable nowadays with eye tracker devices,
which record gaze tracking.

• Covert attention: William James [13] explained that we are able to focus
attention to peripheral locations of interest without moving eyes. Covert attention
is therefore independent of oculomotor commands. A good illustration is how a
driver can remain fixating road while simultaneously covertly monitoring road
signs and lights.

Even if overt attention and covert attention are not independent, over attention has
been from far much more studied mostly because it can be measured in a straight-
forward way by using eye-tracking techniques. This is also one of the reasons why
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the studies of computational modeling of visual attention are tremendously focused
on overt attention. In that sense, visual attention is often seen in a simplified manner
as a mechanism having at least the following basic components: (1) the selection
of a region of interest in the visual field (2) the selection of feature dimensions and
values of interest (3) the control of information flow through the network of neurons
that constitutes the visual system; the shifting from one selected region to the next
in time.

An important classification for Visual content indexing and retrieval field implies
to distinguish between endogenous and exogenous mechanisms that drive visual
attention. The bottom-up process is passive, reflexive, involuntary also known as
exogenous as being driven by the signals, while the top-down process is active
and voluntary and referred as endogenous attention. Attention can consequently
either be task driven (Top-Down attention modeling) or feature driven (Bottom-
Up attention modeling). The former is reflexive, signal driven, and independent of a
particular task. It is driven involuntarily as a response to certain low-level features:
motion, and in particular sudden temporal changes, is known to be dominant
features in dynamic visual scenes whereas color and texture pop-outs represent the
dominant features in the static scenes. Top-down attention, on the other hand, is
driven by higher level cognitive factors and external influences, such as, semantic
information, contextual effects, viewing task, and personal preference, expectations,
experience and emotions. It is now widely known in the community that top-down
effects are an inherent component of gaze behavior and these effects cannot be
reduced or overcome even when no explicit task is assigned to the observers.

2.1 Interaction Between the Top-Down and Bottom-Up
Attention Mechanisms

Itti et al. [12] describe the neurological backbone behind the top-down and bottom-
up attention modeling as natural outcomes of the Inferotemporal cortex and
Posterior parietal cortex based processing mechanisms respectively.

Whatever of the considered neurological model, it is more important in most
usage of them, to appreciate the relative weights to be used or the mechanisms
of interaction between these top-down and bottom-up approaches. Schill et al.
[27] highlighted that humans gaze at regions where further disambiguation of
information when required. After the gaze is deployed towards such a region, it
is the bottom-up features which stand up by feature selection that helps achieve this
goal. The work in [23] also highlights some important aspects of free-viewing in
this regard, where the variation of the relative top-down versus bottom-up weight
�.t/ was examined as a function of time. While attention was initially found to
be strongly bottom-up driven, there was a strong top-down affect in the range of
100–2000 ms. Later however the interaction between the two processes reach an
equilibrium state.



4 P. Le Callet and J. Benois-Pineau

2.2 The Concept of Perceived Importance/Interest: A Visual
Attention Concept for Visual Content Indexing and
Retrieval

From the application angle addressed in this book, it is desirable to get some models
of visual attention. Despite their common goal of identifying the most relevant
information in a visual scene, the type of relevance information that is predicted
by visual attention models can be very different. While some of the models focus
on the prediction of saliency driven attention locations, others aim at predicting
regions-of-interest (ROI) at an object level.

Several processes are thought to be involved in making the decision for an
ROI, including, attending and selecting a number of candidate visual locations,
recognizing the identity and a number of properties of each candidate, and finally
evaluating these against intentions and preferences, in order to judge whether or not
an object or a region is interesting. Probably the most important difference between
eye movement recordings and ROI selections is related to the cognitive functions
they account for. It is very important to distinguish between three “attention”
processes as defined by Engelke and Le Callet [6]:

• Bottom-up Attention: exogenous process, mainly based on signal driven visual
attention, very fast, involuntary, task-independent.

• Top-down Attention: endogenous process, driven by higher cognitive factors (e.g.
interest), slower, voluntary, task-dependent, mainly subconscious.

• Perceived Interest: strongly related to endogenous top-down attention but involv-
ing conscious decision making about interest in a scene.

Eye tracking data is strongly driven by both bottom-up and top-down attention,
whereas ROI selections can be assumed to be mainly driven by top-down attention
and especially perceived interest. It is the result of a conscious selection of the ROI
given a particular task, providing the level of perceived interest or perceptual
importance. Consequently, from a conceptual point of view, it might interesting to
distinguish between two different types of perceptual relevance maps of a visual
content: Importance versus Salience maps. While Salience refers to the pop-out
effect of a certain feature: either temporally or spatially, importance maps indicates
the perceived importance as it could be rated by human subjects. A saliency map is
a probabilistic spatial signal, that indicates the relative probability with which the
users regard a certain region. Importance maps on the other hand could be obtained
by asking users to rate the importance of different objects in a scene.

2.3 Best Practices for Adopting Visual Attention Model

As stated before, the terms visual attention and saliency can be found in literature
with various meaning. Whatever models adopted, researchers should be cautious
and check if the selected model is designed to meet the requirements of the targeted



Visual Content Indexing and Retrieval with Psycho-Visual Models 5

application. Moreover, one should also carefully verify the data on which models
have been validated. In the context of Visual content indexing and retrieval appli-
cations, models touching concepts related to top down saliency, ROI and perceived
interest/importance seem the more appealing. Nevertheless, while practically useful,
it is very rare that these concepts are explicitly refereed as such, including some of
the chapters in this book. The careful reader should be able to make this distinction
when visual attention is concerned.

3 Use of Visual Attention Prediction in Indexing
and Retrieval of Visual Content

Modeling the selective process of human perception of visual scenes represents
an efficient way to drive the scene analysis towards particular areas considered
‘of interest’ or ‘salient’. This is why it has become a very active trend in visual
information indexing and retrieval [9]. Due to the use of saliency maps, the search
for objects in images is more focused, thus improving the recognition performance
and additionally reducing the computational burden. Even more, saliency methods
can be naturally applied to all models which have been used up to now in these tasks,
such as Bag-of-Visual-Words (BoVW) [25], sliding window approaches for visual
object recognition [2, 31], image retrieval [4] or action recognition [32]. Saliency
maps are used for generation of “object proposals” for recognition of objects in
images and video with Deep Convolutional Neural Networks [5]. Hence in this
book we give a large overview of the use of different visual attention models in
fundamental tasks of visual information indexing: image and video querying and
retrieval, action recognition, emotional analysis, visualization of image content.
Models of visual attention, such as the one proposed by Itti et al. [12], Harel’s
graph implementation [10] are frequently used in literature for computing saliency
maps. Nevertheless, as a function of target application and visual task, new forms
of saliency can be predicted. Recently, the notion of saliency has been extended to
the “interestingness” of visual content [24]. The latter can be understood globally
for images and video fragments or locally, in which case it roughly delimits the area
in image plane, where the objects of interest can be situated. This notion is also
addressed in the present book.

We start with introduction of perceptual models in the problem of visual
information retrieval at quite a general level. Visual textures represent areas in
images which appears to be uniform from the perspective of human perception.
It is difficult to speak here about salient areas, as this is the case in structural
visual scenes with objects of interest. In chapter “Perceptual Texture Similarity for
Machine Intelligence Applications” the authors are interested in how perceptual
models can help in similarity matching of textures. The chapter reviews the theories
of texture perception, and provides a survey about the up-to-date approaches for
both static and dynamic textures similarity. The authors target video compression
application.
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In chapter “Deep Saliency: Prediction of Interestingness in Video with CNN”
the authors propose a first approach to the prediction of areas-of-interest in video
content. Deep Neural Networks have become winners in indexing of visual infor-
mation. They have allowed achievement of better performances in the fundamental
tasks of visual information indexing and retrieval such as image classification and
object recognition. In fine-grain indexing tasks, namely object recognition in visual
scenes, the CNNs have to evaluate multiple “object proposals”, that is windows in
the image plane of different size and location. Hence the problem of recognition is
coupled with the problem of localization. In [8] a good analysis of recent approaches
for object localization has been proposed, such as “regression approaches” as in
[1, 28], and “sliding window approaches” as in [29] when the CNN processes
multiple overlapping windows. The necessity to classify multiple windows makes
the process of recognition heavy. The authors of Girshick et al. [8] proposed a
so called Region-based convolutional network (R-CNN). They restrict number of
windows using “selective search” approach [31] thus the classifier has to evaluate
a limited number of (2K) “object proposals”. Prediction of the interestingness of
windows is another way to bound the search space. This prediction can be fulfilled
with the same approach: a deep CNN trained on the ground truth of visual saliency
maps build upon recorded gaze fixations of observers in a large-scale psycho-visual
experiment.

In chapter “Introducing Image Saliency Information into Content Based Indexing
and Emotional Impact Analysis” the authors are interested in the influence of pixel
saliency in classical image indexing paradigms. They use the BoVW paradigm
[22] which means building of image signature when selecting features in image
plane, quantizing them with regard to a built dictionary and then computing the
histogram of quantized features. The authors predict visual saliency of image pixels
with Harel’s model [10]. They compute a dense set of local image features by four
methods: (1) Harris detector [11], (2) Harris-Laplace detector [18], (3) Difference-
of-Gaussians (DOG) used in [16] to approximate Harris-Laplace detector and
(4) Features from Accelerated Segment Test (FAST) detector [26]. They define
“saliency” features on the basis of underlining saliency map. They experimentally
show that when filtering out salient features, the drop of image retrieval accuracy
is almost four times stronger compared to the removal of “non-salient” features.
Such a study on a publicly available databases is a good experimental witness of
the importance of saliency in selection of content descriptors and thus justifies the
general trend.

Chapter “Saliency Prediction for Action Recognition” develops on the same idea.
Here the problem of action recognition in video content is addressed. In order
to reduce computational burden, the authors propose a non-uniform sampling of
features accordingly to the saliency maps build on the gaze fixations available for a
public Hollywood dataset. They follow the standard (improved) Dense Trajectories
pipeline from [33–35]. Based on optical flow fields, trajectories are computed first,
and then descriptors are extracted along these trajectories from densely sampled
interest points. These descriptors comprise the shape of the trajectory, Histogram
of Gradients (HOG), Histogram of Optical Flow (HOF), and Motion Boundary
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Histograms (MBH). In order to exclude irrelevant trajectories corresponding to the
background they compensate motion along the video sequence. Based on the a priori
knowledge of video scenes they exclude detected humans from this compensation.
Following the objective of selection of action-salient features, they compute several
saliency maps. First of all, the central bias saliency map is computed. It expresses
Buswell’s central bias hypothesis that humans fixate the center of an image [3]
or a video frame, and thus in video production the most important objects are
situated in the center of video frames in footage. Then they compute an empirical
saliency maps identifying smooth pursuit gaze fixation. These saliency maps are
specifically relevant to the action recognition as humans perform smooth pursuit
movement accommodating to the moving objects. Finally, an analytical saliency
map using 2D +t Hessian is computed. Pruning of features is proposed considering
Weibull distribution on saliency measures of computed maps. Their detailed studies
on the Hollywood2 dataset convincingly show that using saliency—based pruning
of features in a classical BoVW with Fisher encoding indexing scheme improves
with regard to the base line when a smaller amount of descriptors is used.

In chapter “Querying Multiple Simultaneous Video Streams with 3D Interest
Maps” the interestingness of an object in a visual scene is defined by the user. The
method is designed for the selection of the best view of an object-of-interest in
the visual scene in real-time when a 3D reconstruction of the scene is available.
The user selects the region-of-interest on his/her mobile phone, then the 2D ROI is
back-projected on a 3D view of the video scene which is obtained from independent
cameras. The objects of interest are found inside a projection cone in a 3D scene
and the view with the highest entropy is selected expressing the best contrasts in
video. The framework is different from a classical Content-Based Image Retrieval
schemes. It is designed for real-time and real-life scenarios where the quality of the
video being captured in a querying process with the mobile phone can be very poor.
Hence the intervention of the user is necessary do delimit the “saliency”, which is
region/object-of-interest in this case.

While in chapter “Querying Multiple Simultaneous Video Streams with 3D Inter-
est Maps” the entropy is used for selection of the best view of the object-of-interest,
in chapter “Information: Theoretical Model for Saliency Prediction—Application to
Attentive CBIR” the authors propose an information—theoretical model of saliency
itself. The novelty of the proposed work is to present an application of Frieden’s
well established information framework [7] that answers to the question: how to
optimally extract salient information based on the low level characteristics that the
human visual system provides? The authors integrate their biologically inspired
approach into a real-time visual attention model and propose an evaluation which
demonstrates the quality of the developed model.

Chapter “Image Retrieval Based on Query by Saliency Content” is devoted to
the study on how the introduction of saliency in image querying could improve the
results in terms of information retrieval metrics. They propose a Query by Salience
Content Retrieval (QCSR) framework. The main parts of the QSCR system consist
of image segmentation, feature extraction, saliency modelling and evaluating the
distance in the feature space between a query image and a sample image from the
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given pool of images [21]. The authors proposed to consider saliency of images
at two levels: the local level is the saliency of segmented regions, the global level
is the saliency defined by image edges. For querying image database they select
salient regions using underlying Harel’s (GBVS) saliency map [10]. To select salient
regions to be used in a query the authors use the statistics which is a mean saliency
value across a region. Salient regions are selected accordingly to the criterion of
retrieval performance by thresholding of its histogram for the whole image partition.
The authors use various thresholding methods including the well-known Otsu’s
method [20]. The querying is fulfilled by computation of Earth Mover Distance
from regions of Query Image and the Database Image with saliency weighting.
The global saliency expressed by the energy of contours is also incorporated into
the querying process. They conduct multiple tests on CORELL 1000 and SIVAL
databases and show that taking into account saliency allows for better top ranked
results: more similar images are returned at the top of the rank list.

In chapter “Visual Saliency for the Visualization of Digital Paintings” the authors
show how saliency maps can be used in a rather unusual application of visual content
analysis, which is creation of video clips from art paintings for popularization
of cultural heritage. They first built a saliency map completing Itti’s model [12]
with a saturation feature. Then the artist is selecting and weighting salient regions
interactively. The regions of interest (ROIs) are then ordered accordingly to the
central bias hypothesis. Finally, an oriented graph of salient regions is built. The
graph edges express the order in which the regions will be visualized and the edges
of the graph are weighted with transition times in the visualization process set by the
artist manually. Several generated video clips were presented to eight naive users in
a psycho-visual experiment with the task to score how the proposed video animation
clip reflects the content of the original painting. The results, measured by the mean
opinion score (MOS) metric, show that, in case of four-regions visualization, the
MOS values for randomly generated animation clips and those generated with
proposed method differ significantly up to 12%.

Finally, chapter “Predicting Interestingness of Visual Content” is devoted to
the prediction of interestingness of multimedia content, such as image, video and
audio. The authors consider visual interestingness from a psychological perspective.
It is expressed by two structures “novelty-complexity” and a “coping potential”.
The former indicates the interest shown by subjects for new and complex events
and the latter measures a subject’s ability to discern the meaning of a certain
event. From the content-driven, automatic perspective, the interestingness of content
has been studied in a classical visual content indexing framework, selecting the
most relevant image-based features within supervised learning (SVM) approach
[30]. Interestingness of media content is a perceptual and highly semantic notion
that remains very subjective and dependent on the user and the context. The
authors address this notion for a target application of a VOD system, propose a
benchmark dataset and explore the relevance of different features, coming from
the most popular local features such as densely sampled SFIT to the latest CNN
features extracted from fully connected layer fc7 and prob features from AlexNet
Deep CNN [14]. The authors have conducted the evaluation of various methods
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for media content interestingness assessment in the framework of the MediaEval
Benchmarking Initiative for Media Evaluation [15]. In this evaluation campaign 12
groups were participating using prediction methods from SVM to Deep NNs with
pre-trained data. The conclusion of the authors are that the task still remains difficult
and open as the highest Mean Average Precision (MAP) metric values for image
interestingness was 0.22 and for video interestingness it was only 0.18.
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Perceptual Texture Similarity for Machine
Intelligence Applications

Karam Naser, Vincent Ricordel, and Patrick Le Callet

Abstract Textures are homogeneous visual phenomena commonly appearing in the
visual scene. They are usually characterized by randomness with some stationarity.
They have been well studied in different domains, such as neuroscience, vision
science and computer vision, and showed an excellent performance in many applica-
tions for machine intelligence. This book chapter focuses on a special analysis task
of textures for expressing texture similarity. This is quite a challenging task, because
the similarity highly deviates from point-wise comparison. Texture similarity is key
tool for many machine intelligence applications, such as recognition, classification,
synthesis and etc. The chapter reviews the theories of texture perception, and
provides a survey about the up-to-date approaches for both static and dynamic
textures similarity. The chapter focuses also on the special application of texture
similarity in image and video compression, providing the state of the art and
prospects.

1 Introduction

Textures are fundamental part of the visual scene. They are random structures often
characterized by homogeneous properties, such as color, orientation, regularity and
etc. They can appear both as static or dynamic, where static textures are limited to
spatial domain (like texture images shown in Fig. 1), while dynamic textures involve
both the spatial and temporal domain Fig. 2.

Research on texture perception and analysis is known since quite a long time.
There exist many approaches to model the human perception of textures, and also
many tools to characterize texture. They have been used in several applications such
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Fig. 1 Example of texture images from VisTex Dataset

Fig. 2 Example of dynamic textures from DynTex Dataset [93]. First row represents the first
frame, and next rows are frames after respectively 2 s

as scene analysis and understanding, multimedia content recognition and retrieval,
saliency estimation and image/video compression systems.

There exists a large body of reviews on texture analysis and perception. For
example, the review of Landy [57, 58] as well as the one from Rosenholtz [98] give
a detailed overview of texture perception. Besides, the review of Tuceryan et al. in
[117] covers most aspects of texture analysis for computer vision applications, such
as material inspection, medical image analysis, texture synthesis and segmentation.
On the other hand, the book Haindl et al. [45] gives an excellent review about
modeling both static and dynamic textures. A long with this, there are also other
reviews that cover certain scopes of texture analysis and perception, such as
[29, 62, 88, 124, 135].

This chapter reviews an important aspect of texture analysis, which is texture
similarity. This is because it is the fundamental tool for different machine intelli-
gence applications. Unlike most of the other reviews, this covers both static and
dynamic textures. A special focus is put on the use of texture similarity concept in
data compression.
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The rest of the chapter is organized as follows: Sect. 2 discusses about the
meaning of texture in both technical and non-technical contexts. The details of
texture perception, covering both static texture and motion perception, are given in
Sect. 3. The models of texture similarity are reviewed in Sect. 4, with benchmarking
tools in Sect. 5. The application of texture similarity models in image and video
compression is discussed in Sect. 6, and the conclusion is given in Sect. 7.

2 What is Texture

Linguistically, the word texture significantly deviates from the technical meaning
in computer vision and image processing. According to Oxford dictionary [86], the
word refers to one of the followings:

1. The way a surface, substance or piece of cloth feels when you touch it
2. The way food or drink tastes or feels in your mouth
3. The way that different parts of a piece of music or literature are combined to

create a final impression

However, technically, the visual texture has many other definitions, for exam-
ple:

• We may regard texture as what constitutes a macroscopic region. Its structure
is simply attributed to pre-attentive patterns in which elements or primitives are
arranged according to placement order [110].

• Texture refers to the arrangement of the basic constituents of a material. In a
digital image, texture is depicted by spatial interrelationships between, and/or
spatial arrangement of the image pixels [2].

• Texture is a property that is statistically defined. A uniformly textured region
might be described as “predominantly vertically oriented”, “predominantly
small in scale”, “wavy”, “stubbly”, “like wood grain” or “like water” [58].

• We regard image texture as a two-dimensional phenomenon characterized by
two orthogonal properties: spatial structure (pattern) and contrast (the amount
of local image structure) [84].

• Images of real objects often do not exhibit regions of uniform and smooth
intensities, but variations of intensities with certain repeated structures or
patterns, referred to as visual texture [32].

• Textures, in turn, are characterized by the fact that the local dependencies
between pixels are location invariant. Hence the neighborhood system and the
accompanying conditional probabilities do not differ (much) between various
image loci, resulting in a stochastic pattern or texture [11].

• Texture images can be seen as a set of basic repetitive primitives characterized
by their spatial homogeneity [69].

• Texture images are specially homogeneous and consist of repeated elements,
often subject to some randomization in their location, size, color, orienta-
tion [95].
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• Texture refers to class of imagery that can be characterized as a portion of infinite
patterns consisting of statistically repeating elements [56].

• Textures are usually referred to as visual or tactile surfaces composed of
repeating patterns, such as a fabric [124].

The above definitions cover mostly the static textures, or spatial textures.
However, the dynamic textures, unlike static ones, have no strict definition. The
naming terminology changes a lot in the literature. The following names and
definitions are summary of what’s defined in research:

• Temporal Textures:

1. They are class of image motions, common in scene of natural environment,
that are characterized by structural or statistical self similarity [82].

2. They are objects possessing characteristic motion with indeterminate spatial
and temporal extent [97].

3. They are textures evolving over time and their motion are characterized by
temporal periodicity or regularity [13].

• Dynamic Textures:

1. They are sequence of images of moving scene that exhibit certain stationarity
properties in time [29, 104].

2. Dynamic textures (DT) are video sequences of non-rigid dynamical objects
that constantly change their shape and appearance over time[123].

3. Dynamic texture is used with reference to image sequences of various natural
processes that exhibit stochastic dynamics [21].

4. Dynamic, or temporal, texture is a spatially repetitive, time-varying visual
pattern that forms an image sequence with certain temporal stationarity [16].

5. Dynamic textures are spatially and temporally repetitive patterns like
trees waving in the wind, water flows, fire, smoke phenomena, rotational
motions [30].

• Spacetime Textures:

1. The term “spacetime texture” is taken to refer to patterns in visual spacetime
that primarily are characterized by the aggregate dynamic properties of
elements or local measurements accumulated over a region of spatiotemporal
support, rather than in terms of the dynamics of individual constituents [22].

• Motion Texture:

1. Motion textures designate video contents similar to those named temporal or
dynamic textures. Mostly, they refer to dynamic video contents displayed by
natural scene elements such as flowing rivers, wavy water, falling snow, rising
bubbles, spurting fountains, expanding smoke, blowing foliage or grass, and
swaying flame [19].
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• Texture Movie:

1. Texture movies are obtained by filming a static texture with a moving camera
[119].

• Textured Motion:

1. Rich stochastic motion patterns which are characterized by the movement of a
large number of distinguishable or indistinguishable elements, such as falling
snow, flock of birds, river waves, etc. [122].

• Video Texture:

1. Video textures are defined as sequences of images that exhibit certain
stationarity properties with regularity exhibiting in both time and space [42].

It is worth also mentioning that in the context of component based video coding,
the textures are usually considered as details irrelevant regions, or more specifically,
the region which is not noticed by the observers when it is synthesized [9, 108, 134].

As seen, there is no universal definition of the visual phenomena of textures, and
there is a large dispute between static and dynamic textures. Thus, for this work, we
consider the visual texture as:

A visual phenomenon, that covers both spatial and temporal texture, where
spatial textures refer to homogeneous regions of the scene composed of small
elements (texels) arranged in a certain order, they might exhibit simple motion
such as translation, rotation and zooming. In the other hand, temporal textures are
textures that evolve over time, allowing both motion and deformation, with certain
stationarity in space and time.

3 Studies on Texture perception

3.1 Static Texture Perception

Static texture perception has attracted the attention of researchers since decades.
There exists a bunch of research papers dealing with this issue. Most of the
studies attempt to understand how two textures can be visually discriminated, in
an effortless cognitive action known as pre-attentive texture segregation.

Julesz extensively studied this issue. In his initial work in [51, 53], he posed the
question if the human visual system is able to discriminate textures, generated by a
statistical model, based on the kth order statistics, and what is the minimum value
of k that beyond which the pre-attentive discrimination is not possible any more.
The order of statistics refers to the probability distribution of the of pixels values,
in which the first order measures how often a pixel has certain color (or luminance
value), while the second order measures the probability of obtaining a combination
of two pixels (with a given distance) colors, and the same can be generalized for
higher order statistics.
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Fig. 3 Examples of pre-attentive textures discrimination. Each image is composed of two textures
side-by-side. (a) and (b) are easily distinguishable textures because of the difference in the first and
the second order statistics (resp.), while (c), which has identical first and the second but different
third order statistics, is not

First, Julesz conjectured that the pre-attentive textures generated side-by-side,
having identical second order statistics but different third order and higher, cannot be
discriminated without scrutiny. In other words, textures having difference in the first
and/or second order statistics can be easily discriminated. This can be easily verified
with the textures given in Fig. 3. The textures are generated by a small texture
element (letter L) in three manners. First, to have different the first order statistics,
where the probability of black and while pixels is altered in Fig. 3a (different sizes
of L). Second, to have difference in second order statistics (with identical first order
statistics) by relatively rotating one texture to the other. Third, to have difference
in third order statistics (with identical first and second order statistics) by using a
mirror copy of the texture element (L). One can easily observe that conjecture holds
here, as we just observe the differences pre-attentively when the difference is below
the second order statistics. Several other examples can be found in [53] to support
this conjecture.

However, it was realized then it is possible to generate other textures having
identical third order statistics, and yet pre-attentively discriminable [54]. This is
shown in Fig. 4, in which the left texture has an even number of black blocks in
each of its 2 � 2 squares, whereas the left one has an odd number. This led to
the modified Julesz conjecture and the introduction of the texton theory [52]. The
theory proposes that the pre-attentive texture discrimination system cannot globally
process third or higher order statistics, and that discrimination is the results of few
local conspicuous features, called textons. This has been previously highlighted by
Beck [8], where he proposed that the discrimination is a result of differences in first
order statistics of local features (color, brightness, size and etc.).

On the other side, with the evolution of the neurophysiological studies in
the vision science, the research on texture perception has evolved, and several
neural models of human visual system (HVS) were proposed. The functionality
of the visual receptive field in [48], has shown that HVS, or more specifically
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Fig. 4 Example of two textures (side-by-side) having identical third order statistics, yet pre-
attentively distinguishable

the visual cortex, analyzes the input signal by a set of narrow frequency channels,
resembling to some extent the Gaborian filtering [94]. According, different models
of texture discrimination have been developed, based on Gabor filtering [85, 118],
or difference of offset Gaussians [65], etc. These models are generally performing
the following steps:

1. Multi-channel filtering
2. Non linearity stage
3. Statistics in the resulting space

The texture perception models based on the multi-channel filtering approach is
known as back-pocket model (according to Landy [57, 58]). This model, shown in
Fig. 5, consists of three fundamental stages: linear, non-linear, linear (LNL). The
first linear stage accounts for the linear filtering of the multi-channel approach. This
is followed then by a non-linear stage, which is often rectification. This stage is
required to avoid the problem of equal luminance value which will on average cancel
out the response of the filters (as the filters are usually with zero mean). The last
stage refers to us as pooling, where a simple sum can give an attribute for a region
such that it can be easily segmented or attached to neighboring region. The LNL
model is also occasionally called filter-rectify-filter (FRF) as how it performs the
segregation [98].
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Fig. 5 The Back-pocket perceptual texture segregation model [57]

3.2 Motion Perception

Texture videos, as compared to texture images, add the temporal dimension to the
perceptual space. Thus, it is important to include the temporal properties of the
visual system in order to understand its perception. For this reason, the subsection
provides an overview of studies on motion perception.

The main unit responsible for motion perception is the visual cortex [40].
Generally, the functional units of the visual cortex, which is responsible for motion
processing, can be grouped into two stages:

1. Motion Detectors
The motion detectors are the visual neurons whose firing rate increases when

an object moves in front of the eye, especially within the foveal region. Several
studies have shown that the primary visual cortex area (V1) is place where the
motion detection happens [20, 83, 102, 116]. In V1, simple cells neurons are often
modeled as a spatio-temporal filters that are tuned to a specific spatial frequency
and orientation and speed. On the other hand, complex cells perform some non-
linearity on top of the simple cells (half/full wave rectification and etc.).

The neurons of V1 are only responsive to signal having the preferred
frequency-orientation-speed combination. Thus, there is still a lack of the motion
integration from all neurons. Besides, the filter response cannot cope with the
aperture problem. As shown in Fig. 6, the example of the signal in the middle of
the figure shows a moving signal with a certain frequency detected to be moving
up, while it could actually be moving up-right or up-left. This is also true for the
other signals in the figure.

2. Motion Extractors
The motion integration and aperture problem are solved at a higher level of

the visual cortex, namely inside the extra-striate middle temporal (MT) area. It
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Fig. 6 Examples of the
aperture problem: Solid arrow
is the detected direction, and
the dotted arrow is the other
possible directions

is generally assumed that the output of V1 is directly processed in MT in a feed-
forward network of neurons [83, 90, 99, 102]. The velocity vectors computation
in the MT cells can be implemented in different strategies. First, the intersection
of constraints, where the velocity vectors will be the ones that are agreed by
the majority of individual motion detectors [10, 102, 105]. Other than that, one
can consider a maximum likelihood estimation, or a learning based model if the
ground truth is available. An example of this could be MT response measured by
physiological studies [83], or ground truth motion fields such as [15, 68].

It is worth also mentioning that there are other cells responsible for motion
perception. For example, the medial superior temporal (MST) area of the visual
cortex is motion perception during eye pursuit or headings [41, 87]. Another thing,
the above review is concerning the motion caused by a luminance traveling over
time, which is known as the first order motion. However, there exist the second and
third order motion which are due to contrast moving and feature motion (resp.).
These are outside the scope of this chapter, as they are not directly related to the
texture perception.

3.3 Generalized Texture Perception

Up to our knowledge, a perceptual model that governs both static and dynamic
textures doesn’t not exist. The main issue is that although extensive perceptual
studies on texture images exist, the texture videos have not been yet explored.

Looking at the hierarchy of the visual system in Fig. 7, we can differentiate two
pathways after V1. The above is called the dorsal stream, while the lower is called
the ventral stream. The dorsal stream is responsible for the motion analysis, while
the ventral stream is mainly concerned about the shape analysis. For this reason, the
dorsal stream is known as the “where” stream, while the ventral is known as the
“what” stream [40].

One plausible assumption about texture perception is that texture has no shape.
This means that visual texture processing is not in the ventral stream. Beside this,
one can also assume that the type of motion is not a structured motion. Thus, it is not
processed by the dorsal stream. Accordingly, the resulting texture perception model
is only due to V1 processing. That is, the perceptual space is composed of proper
modeling of V1 filters along with their non-linearity process. We consider this type
of modeling as Bottom-Up Modeling.
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Fig. 7 Hierarchy of the human visual system [91]

On the other hand, another assumption about the texture perception can be
made. Similar to Julesz conjectures (Sect. 3.1), one can study different statistical
models for understanding texture discrimination. This includes either higher order
models, or same order at different spaces. One can also redefine what is texton.
These models impose different properties about the human visual system that
don’t consider the actual neural processing. We consider this type of modeling as
Top-Down Modeling.

4 Models for Texture Similarity

Texture similarity is a very special problem that requires a specific analysis of the
texture signal. This is because two textures can look very similar even if there is
a large pixel-wise difference. As shown in Fig. 8, each group of three textures has
overall similar textures, but there is still a large difference if one makes a point by
point comparison. Thus, the human visual system does not compute similarity using
pixel comparison, but rather considers the overall difference in the semantics. For
this reason, simple difference metrics, such mean squared error, can not accurately
express texture (dis-)similarity, and proper models for measuring texture similarity
have always been studied.

This is even more difficult in the case of dynamic textures, because there exists a
lot of change in details over time, the point-wise comparison would fail to express
the visual difference. In the following subsections, a review of the existing texture
similarity models is provided, covering both static and dynamic textures.
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Fig. 8 Three examples of
similar textures, having large
pixel-wise differences. These
images were cropped from
dynamic texture videos in
DynTex dataset [93]

4.1 Transform Based Modeling

Transform based modeling has gained lots of attention in several classical as well
as recent approaches of texture similarity. This is because of the direct link with
the neural processing in the visual perception. As explained in Sect. 3, both neural
mechanisms of static texture and motion perception involve kind of subband filtering
process.

One of the early approaches for texture similarity was proposed by Manjunath
et al. [67], in which the mean and standard deviation of the texture subbands
(using Gabor filtering) are compared and the similarity is assessed accordingly.
Following this approach, many other similarity metrics are defined in a similar way,
using different filtering methods or different statistical measures. For example, the
Kullback Leiber divergence is used in [25] and [26]. Other approach is by using
the steerable pyramid filter [101] and considering the dominant orientation and
scale [69].

Knowing the importance of subband statistics, Heeger et al. proposed to syn-
thesize textures by matching the histogram of each subband of the original and
synthesized textures. To overcome the problem of irreversibility of Gabor filtering,
they used the steerable pyramid filter [101]. The resulting synthesized textures were
considerably similar to the original, especially for the case of highly stochastic
textures. The concept has also been extended by Portilla et al. [95], where larger
number of features defined in the subband domain are matched, resulting in a better
quality of synthesis.
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The significance of the subband statistics has led more investigation of texture
similarity in that domain. Recently, a new class of similarity metrics, known as
structural similarity, has been introduced. The structural texture similarity metric
(STSIM) was first introduced in [137], then it was enhanced and further developed
in [138, 140] and [64]. The basic idea behind them is to decompose the texture,
using the steerable pyramid filter, and to measure statistical features in that domain.
The set of statistics of each subband contains the mean and variance. Besides, the
cross correlation between subbands is also considered. Finally, these features were
fused to form a metric, that showed a high performance in texture retrieval.

The filter-bank approach, which was applied for static textures, has been also
used in dynamic texture modeling by several studies. However, the concept was used
in a much smaller scope compared to static textures. In [103], three dimensional
wavelet energies were used as features for textures. A comparison of different
wavelet filtering based approaches, that includes purely spatial, purely temporal and
spatio-temporal wavelet filtering, is given in [30].

A relatively new study on using energies of Gabor filtering is found in [39]. The
work is claimed to be inspired by the human visual system, where it resembles to
some extent the V1 cortical processing (Sect. 3).

Beside this, there exist also other series of papers, by Konstantinos et al. [21, 22],
employed another type of subband filtering, which is the third Gaussian derivatives
tuned to certain scale and orientation (in 3D space). The approach was used for
textures representation recognition and also for dynamic scene understanding and
action recognition [23].

4.2 Auto-Regressive Modeling

The auto-regressive (AR) model has been widely used to model both static and
dynamic textures, especially for texture synthesis purposes. In its simplistic form,
AR can be expressed in this form:

s.x; y; t/ D

NX

iD1

�is.x C�yi; y C�yi; t C�ti/C n.x; y; t/ (1)

Where s.x; y; t/ represents the pixel value at the spatio-temporal position .x; y; t/,
�i is the model weights, �xi,�yi,�ti are the shift to cover the neighboring pixels.
n.x; y; t/ is the system noise which is assumed to be white Gaussian noise.

The assumption behind AR is that each pixel is predictable from a set of its
neighboring spatio-temporal pixels, by the means of weighted summation, and the
error is due to the model noise n.x; y; t/. An example of using model for synthesis
can be found in [4, 12, 55].

The auto-regressive moving average (ARMA) model is an extension of the
simple AR model that is elegantly suited for dynamic textures. It was first introduced
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by Soatto and Dorreto [29, 104] for the purpose of dynamic texture recognition. The
ARMA model is mathematically expressed in this equation:

x.t C 1/ D Ax.t/C v.t/

y.t/ D �x.t/C w.t/
(2)

Where x.t/ is a hidden state and y.t/ is the output state, v.t) and w.t/ are system
noise (normally distributed) and A, � are the model weights as in AR. The output
state is the original frame of the image sequence. Comparing Eq. (2) with Eq. (1),
it is clear that the model assumes that the hidden state x.t/ is modeled as an AR
process, and the observed state is weighted version of the hidden state with some
added noise.

Both AR and ARMA can be directly used to measure texture similarity by
comparing the model parameters. In other words, the parameters can be considered
as visual features to compare textures and express the similarity. This has been
used in texture recognition, classification, segmentation and editing [27, 28]. Other
than that, it has been extended by several studies to synthesize similar textures.
For example, by using Fourier domain [1], by including several ARMA models
with transition probability [59], using higher order decomposition [18] and others
[35, 131].

Although there is no direct link between the texture perception and the auto-
regressive models, we can still interpret its performance in terms of Julesz con-
jectures (Sect. 3.1). The assumption behind these models is that textures would
look similar if they are generated by the same statistical model with a fixed set
of parameters. While Julesz has conjectured that the textures look similar if they
have the same first and second order statistics. Thus, it can be understood that these
models are an extension of the conjecture, in which the condition for similarity is
better stated.

4.3 Texton Based Modeling

Recalling that textons are local conspicuous features (Sect. 3.1), a large body of
research has been put to define some local features that can be used to measure the
texture similarity. One of the first approaches, and still very widely used, is the local
binary pattern approach (LBP) [84]. This approach is simply comparing each pixel
with each of its circular neighborhood, and gives a binary number (0–1) if the value
is bigger/smaller than the center value. The resulting binary numbers are gathered
in a histogram, and any histogram based distance metric can be used.

The approach has gained a lot of attention due to its simplicity and high
performance. It was directly adopted for dynamic textures in two manners [136].
First, by considering the neighborhood to be a cylindrical instead of circular in
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the case of Volume Local Binary Pattern (V-LBP). Second, by performing three
orthogonal LBP on the xy, xt and yt planes, which is therefore called Three
Orthogonal Planes LBP (LBP-TOP).

Several extensions of the basic LBP model have been proposed. For example,
a similarity metric for static textures known as local radius index (LRI)[132, 133],
which incorporates LBP along with other pixel to neighbors relationship. Besides,
there is another method that utilizes the Weber law of sensation, that is known as
Weber Local Descriptor (WLD) [14].

Rather than restricting the neighborhood relationship to binary descriptors, other
studies have introduced also trinary number [6, 46, 47] in what is known as texture
spectrum.

It is worth also mentioning that some studies consider the textons as the results
of frequency analysis of texture patches. The study of Liu et al. [61] considered the
marginal distribution of the filter bank response as the “quantitative definition” of
texton. In contrast, textons are defined [120] as the representation that results from
codebook generation of a frequency histogram.

4.4 Motion Based Modeling

The motion based analysis and modeling of dynamic textures has been in large body
of studies. This is because motion can be considered as a very important visual cue,
and also because the dynamic texture signal is mostly governed by motion statistics.
To elaborate on motion analysis, let’s start with basic assumption that we have an
image patch I.x; y; t/ in a spatial position .x; y/ and at time .t/, and this patch would
appear in the next frame, shifted by .�x; �y/. Mathematically:

I.x; y; t/ D I.x C�x; y C�y; t C 1/ (3)

This equation is known as Brightness Constancy Equation, as it states that the
brightness doesn’t change from one frame to another. The equation can be simplified
by employing the Taylor expansion as follows (removing the spatial and temporal
indexes for simplicity):

I D

1X

nD0

� Ixn

nŠ
��x C

Iyn

nŠ
��y C

Itn

nŠ
��t

�
(4)

where Ixn, Iyn and Itn are the nth order partial derivatives with respect to x, y and t.
The equation can be further simplified by neglecting the terms of order higher than
one, then it becomes:

Ix � Vx C Iy � Vy D �It (5)
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where Vx, Vy are the velocities in x and y directions (Vx D �x=�t and so on).
The solution of Eq. (5) is known as optical flow. However, further constraints
are needed to solve the equation because of the high number of unknowns. One
of the constraints is the smoothness, in which a patch is assumed to move with
the same direction and speed between two frames. This is not usually the case
for dynamic texture, in which the content could possibly change a lot in a short
time instant. Accordingly, there exists also another formulation of the brightness
constancy assumption, that doesn’t require the analytical solution. This is known as
the normal flow. It is a vector of flow, that is normal to the spatial contours (parallel
to the spatial gradient), and its amplitude is proportional to the temporal derivative.
Mathematically, it is expressed as:

NF D
�Itq

Ix
2 C Iy

2
N (6)

where N is a unit vector in the direction of the gradient.
The normal flow, as compared to the optical flow, is easy to compute. It needs

only the image derivatives in the three dimensions .x; y; t/, and no computation of
the flow speed is needed. One drawback of normal flow is that it can be very noisy
(especially for low detailed region) when the spatial derivatives are low. For this
reason, a threshold is usually set before evaluating any statistical property of the
normal flow.

The motion based modeling of dynamic textures was pioneered by Nelson
and Palonan in [82], where they used normal flow statistics for dynamic textures
classification. This model has been extended in [89] to include both the normal flow
and some static texture features (coarseness, directionality and contrast). Other than
that, Peteri et al. [92] have augmented the normal flow with a regularity measure,
computed from correlation function.

The optical flow has been also used in dynamic texture analysis. In [33], the
authors compared different optical flow approaches to normal flow, and showed that
the recognition rate can be significantly enhanced by optical flow.

Similar to the concept of co-occurrence matrix, Rahman et al. have developed
the concept of motion co-occurrence [96], in which they compute the statistics of
occurrence of a motion field with another one for a given length.

It is worth also mentioning here there are other approaches beyond the concept
of brightness constancy. Since dynamic textures can change their appearance over
time, it is more logical to move towards brightness conservation assumption. It can
be mathematically expressed as [3, 34]:

I.x; y; t/.1 ��xx ��yy/ D I.x C�x; y C�y; t C 1/ (7)

Where�xx and�yy are the partial derivatives of the shifts in x and y. Comparing
this equation to Eq. (3), the model allows the brightness I to change over time
to better cover the dynamic change inherited in the dynamic textures. The model



26 K. Naser et al.

has been used for detecting dynamic textures [3], in which regions satisfying this
assumption are considered as dynamic textures. However, further extensions of this
ideas were not found.

4.5 Others

Along with other aforementioned models, there exist other approaches that cannot
be straightforwardly put in one category. This is because the research on texture
similarity is quite matured, but still very active.

One major approach for modeling texture and expressing similarity is by using
the fractal analysis. It can be simply understood as an analysis of measurements at
different scales, which in turn reveals the relationship between them. For images,
this can be implemented by measuring the energies of a gaussian filter at different
scales. The relationship is expressed in terms of the fractional dimension. Recent
approaches of fractal analysis can be found in [126–128].

Another notable way is to use the self avoiding walks. In this, a traveler walks
through the video pixels using a specified rule and memory to store the last steps. A
histogram of walks is then computed and considered as features for characterizing
the texture (cf. [37, 38]).

Beside these, there exist also other models that are based on the physical behavior
of textures (especially dynamic textures). This includes models for fire [24], smoke
[7] and water [70].

Although these models suit very well specific textural phenomenon, they cannot
be considered as perceptual ones. This is because they are not meant to mimic the
visual processing, but rather the physical source. For this reason, these are out of
scope of this book chapter.

5 Benchmarking and Comparison

After viewing several approaches for assessing the texture similarity (Sect. 4), the
fundamental question here is how to compare these approaches, and to establish a
benchmark platform in order to differentiate the behavior of each approach. This
is of course not a straightforward method, and a reasonable construction of ground
truth data is required.

Broadly speaking, comparison can either be performed subjectively or objec-
tively. In other words, either by involving observers in a kind of psycho-physical
test, or by testing the similarity approaches performance on a pre-labeled dataset.
Both have advantages and disadvantages, which are explained here.

The subjective comparison is generally considered as the most reliable one. This
is because it directly deals with human judgment on similarity. However, there are
several problems that can be encountered in such a methodology. First, the selection
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and accuracy of the psycho-physical test. For example, a binary test can be the
simplest for the subjects, and would result in very accurate results. In contrast, this
test can be very slow to cover all the test conditions, and possibly such a test would
not be suitable. Second, the budget-time limitation behind the subjective tests would
result in a limited testing material. Thus, it is practically unfeasible to perform a
large scale comparison with subjective testing.

Accordingly, there exist few studies on the subjective evaluation of texture
similarity models. For example, the subjective quality of the synthesized textures
were assessed and predicted in [42, 109], and adaptive selection among the synthesis
algorithms was provided in [121]. The similarity metrics correlation with subjective
evaluation was also assessed in [5, 139].

As explained earlier, subjective evaluation suffers from test accuracy and budget
time-limitation. One can also add the problem of irreproducibility, in which the
subjective test results cannot be retained after repeating the subjective test. There is
also a certain amount of uncertainty with the results, which is usually reported in
terms of confidence levels. To encounter this, research in computer vision is usually
leaded by objective evaluations.

One commonly used benchmarking procedure is to test the performance on
recognition task. For static textures, two large datasets of 425 and 61 homogeneous
texture images are cropped into 128x128 images with substantial point-wise
differences [140]. The common test is to perform a retrieval test, in which for a test
image if the retrieved image is from the correct image source then it is considered
as correct retrieval. This is performed for all of the images in the dataset, and the
retrieval rate is considered as the criteria to compare different similarity measure
approaches. For example, Table 1 provides the information about the performance
of different metrics. In this table, one can easily observe that simple point-wise
comparison metric like the Peak Signal to Noise Ratio (PSNR) provides the worst
performance.

For dynamic textures, similar task is defined. Commonly, the task consists
of classification of three datasets. These are the UCLA [100], DynTex [93] and
DynTex++ [36] datasets. For each dataset, the same test conditions are commonly
used. For example, DynTex++ contains 36 classes, each of 100 exemplar sequences.
The test condition is to randomly assign 50% of the data for training and the rest for

Table 1 Retrieval rate as a
benchmark tool for different
texture similarity metrics

Metric Retrieval rate (%)

PSNR 4

LBP 90

Wavelet features [25] 84

Gabor features [67] 92

STSIM 96

LRI 99

Results obtained from [133, 140]
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Table 2 Recognition rate on
the DynTex++ as a
benchmark tool for different
texture similarity metrics

Metric Recognition rate (%)

VLBP 94.98

LBP-TOP 94.05

WLBPC [115] 95.01

CVLBP [113] 96.28

MEWLSP [114] 98.48

Results obtained from [113, 114]

testing. The train data are used for training the models, and the recognition rate is
reported for the test data. The procedure is repeated 20 times and the average value
is retained. This is shown in Table 2.

6 Texture Similarity for Perceptual Image and Video
Compression

Image/Video compression is the key technology that enables several applications
related to storage and transmission. For video, the amount of data is increasingly
huge, and research on better compression is always growing.

In the context of compression, texture is usually referred to homogeneous regions
of high spatial and/or temporal activities with mostly irrelevant details. According to
this, textures would usually consume high amount of bitrate for unnecessary details.
Thus, a proper compression of texture signal is needed. In the following subsections,
an overview of different approaches for texture similarity in video compression is
provided.

6.1 Bottom-Up Approaches

As mention in Sect. 3.3, bottom up approaches try to perform the same neural
processing of the human visual system. We have seen many transform based models
(Sect. 4.1) that showed good performance for measuring the texture similarity.
These models can be also used in image/video compression scenario, such that the
compression algorithm is tuned to provide the best rate-similarity trade-off instead
of rate-distortion. By doing so, the compression is relying more on a perceptual
similarity measure, rather than a computational distortion metric. Consequently, this
could perceptually enhance the compression performance.

In our previous studies [71, 73, 74], we have used the perceptual distortion
metrics inside the state of the art video compression standard, known as High
Efficiency Video Coding (HEVC [106]), and evaluated their performance. We used
the two metrics of STSIM and LRI (Sects. 4.1 and 4.3) inside as distortion measure
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Fig. 9 Examples of decoded textures using the same QP. From left to right: Original texture,
compressed using HEVC with default metrics, with STSIM and with LRI

(dissimilarity) inside the rate-distortion function of HEVC reference software (HM
software [50]). The measured distortion is used to select the prediction mode and
the block splitting. Examples of the results are shown in Fig. 9.

The visual comparison between the compression artifacts of the default HEVC
versus texture similarity metrics based optimization shows that structural informa-
tion are better preserved. We can also clearly see the point-wise differences, when
using texture metrics, but the overall visual similarity is much higher. We have also
performed objective evaluation for comparing the rate-similarity performance at
different compression levels. For this, we used another metric [67] that is based
on comparing the standard deviations of the Gabor subbands. The results shown
in Fig. 10 indicate that both LRI and STSIM outperform HEVC default metrics,
especially for the case of high compression (low bitrate).

Beside this, Jin et al. presented another method for using STSIM in image
compression. They developed an algorithm for structurally lossless compression
known as Matched-Texture Coding [49]. In this algorithm, a texture patch is copied
from another patch of the image, if the similarity score, measured by STSIM, is
above a certain threshold. By doing this, higher compression is achieved as it is
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Fig. 10 Rate Distortion (using Gabor distance metric [67]) of the textures shown in Fig. 9. x-axes:
Bytes used to encode the texture, y-axes: distance to the original texture

not necessary to encode the patch but rather its copy index. The visual comparison
showed some point-wise difference, but high overall similarity.

6.2 Top-Down Approaches

In contrast to Bottom-Up approaches, Top-Down approaches do not try to model the
neural processing of the human visual system, but rather to formulate a hypothesis
about human vision properties, and validate it with some examples (Sect. 3.3). In
the context of image/video compression, the common hypothesis is that original
and synthesized textures would look similar, if a good synthesis algorithm is used.
By synthesizing the textures, there is no need to encode them, but rather to encode
the synthesis parameters, which needs to be significantly easier to encode in order
to provide an improved compression ratio.

One of the first approaches for synthesis based coding was introduced by Ndjiki-
Nya et al. in [78, 79]. The proposed algorithm consists of two main functions: texture
analyzer (TA) and texture synthesizer (TS). The TA is responsible of detecting
regions of details irrelevant textures, via spatial segmentation and temporal grouping
of segmented textures. The TS, on the other hand, is responsible of reproducing
the removed parts in the decoder side. TS contains two types of synthesizers,
one employs image warping, which is used to warp texture with simple motion
(camera motion mostly), the other one is based on Markov Random Fields and is
responsible for synthesizing textures containing internal motion. This algorithm was
implemented in the video coding standard, in which irrelevant texture signals are
skipped by the encoder, and only the synthesis parameters is sent to the decoder as
side information.

Ndjiki-Nya et al. produced several extensions of the above mentioned approach.
In [80], a rate distortion optimization was also used for the synthesis part. The rate
is the number of bits required to encode the synthesis parameters and the distortion
accounts for the similarity between the original and synthesized texture, in which
they used an edge histogram as well as color descriptor for computing the quality.
A review of their work, as well as others, is given in [81].
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Similar to these approaches, many other researchers have developed texture
removal algorithms varying in their compression capability, complexity, synthesis
algorithm and distortion measure. Interested reader may refer to [9] and [134]. For
HEVC, there exist also initial investigations about the pyramid based synthesis [111]
and motion based synthesis for dynamic textures [17].

Recently, as a part of study on texture synthesis for video compression, a new
approach for texture synthesis has been proposed by Thakur et al. in [112]. In this
approach, half of the frames is encoded, and the rest is synthesized based on subband
linear phase interpolation. This is shown in Fig. 11, where each intermediate frame is
skipped at the encoder side, and synthesized at the decoder side after reconstructing
the previous and next frames. With this approach, the half of the frames are encoded,
and the rest is synthesized.

Visually, the synthesized frames as compared to the compressed frames, at a
similar bitrate, are in much better quality (Fig. 12). There is significant reduction of
the blocking artifacts. The results have been verified with a subjective testing, and
it was shown that observers tend to prefer the synthesis based model against the
default compression, for the same bitrate.

One issue of the synthesis based approaches is the necessity of altering the
existing standard by modifying the decoder side. This is certainly undesired as it
required changing the users’ software and/or hardware, and thus could negatively
impact the user experience. To encounter this issue, Dumitras et al. in [31] proposed

Fig. 11 Dynamic texture synthesis approach for alternative frames [112]. E is a decoded picture
and S is synthesized one

Fig. 12 An example of visual comparison between default compression and proposed method in
[112]. Left: original frame, middle: is compressed frame with HEVC and right: synthesized frame
at the decoder side
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Fig. 13 Algorithmic overview of the local texture synthesis approach in [72]

a “texture replacement” method at the encoder, in which the encoder synthesizes
some texture areas in a way that it is simpler to encode. By doing this, the encoded
image/video would be the simplified synthetic signal, which would have a similar
look to the original one. Accordingly, it is only a pre-processing step, that doesn’t
require any further modification of the encoder and decoder. However, the approach
was only limited to background texture with simple camera motion.

In one of our studies, we presented a new online synthesis algorithm that is fully
compatible with HEVC. It is named as Local Texture Synthesis (LTS [72]). The
algorithm, as described in Fig. 13, generates for each block to be encoded B a set
of synthetic blocks B containing n blocks (B1, B2, . . . , Bn) that are visually similar
to B. A subset B0 out of B that has a good match with the given context is only
maintained. Then, the encoder tries encoding block by replacing its content by the
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Fig. 14 Compressed texture with QP=27. Left: default encoder, right: LTS. Bitrate saving=9.756%

contents in B0, and will then select the block Bj such that Bj has the minimum rate
and distortion. Thus, the algorithm tries to replace the contents while encoding, by
visually similar ones, such that the contents will be easier to encode.

An example for comparing the behavior of LTS against HEVC is shown in
Fig. 14. Due to the simplification procedure of the contents in LTS, one can achieve
about 10% bitrate saving. On the other hand, there is also some visual artifacts due
to this simplification. By carefully examining the differences in Fig. 14, we can see
that some of the wall boundaries are eliminated by LTS. This is because encoding
an edge costs more than a flat area, and thus LTS would choose to replace this edge
by another possible synthesis that is easier to encode.

6.3 Indirect Approaches

Instead of relying on the existing metrics of texture similarity for improving
the compression quality (Sect. 6.1), we have also conducted a psycho-physical
experiment to evaluate the perceived differences (or dis-similarity) due to HEVC
compression on dynamic textures [77]. The maximum likelihood difference scaling
(MLDS [66]) was used for this task. The results of this test are shown in Fig. 15,
in which perceived differences for two sequences are plotted against the HEVC
compression distortions measured in terms of mean squared error (MSE-YUV). The
figure presents two interesting scenarios. First, on the left, the computed distortion
(MSE-YUV) highly deviates from the perceived difference, whereas in the second
(right), the computed distortion is mostly linearly proportional to the perceived
difference.

In the same manner as for STSIM and LRI, a dissimilarity metric is defined as
a mapping function from the computed distortion (MSE) to perceived difference.
It was used inside the HEVC reference software. A subjective test was used
to verify the performance of the proposed metric, and it was shown to achieve
significant bitrate saving. An extension of this work is given in [75], in which a
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Fig. 15 Subjective test results of MLDS for two sequences

machine learning based estimation of the curve is performed, and used to provide
an improved compression result.

The other indirect use of texture similarity measure is to exploit the analysis
tools and features from that domain in image and video compression. For example,
in [76], the visual redundancies of dynamic textures can be easily predicted by a set
of features, such as normal flow and gray level co-occurrence matrix. Similarity,
the optimal rate-distortion parameter (Lagrangian multiplier) can be predicted
similarly [63].

Beside texture synthesis based coding, there also exist several studies on
perceptually optimizing the encoder based on texture properties. These studies fall
generally into the category of noise shaping, where the coding noise (compression
artifact) is distributed to minimize the perceived distortions. Examples can be found
in [60, 107, 125, 129, 130]. Besides, textures are considered as non-salient areas,
and less bitrate is consumed there [43, 44].

7 Conclusion

Understanding texture perception is of particular interest in many fields of computer
vision applications. The key concept in texture perception is texture similarity. A
large body of research has been put to understand how textures look similar despite
the individual point-by-point differences.

The objective of this chapter is to give an overview of the perceptual mechanisms
on textures, and summarize different approaches for texture similarity. Common
benchmarking tests are also provided, with a highlight on the difference between
objective and subjective evaluation. The chapter also includes a review about the
use of texture similarity in the special context of image and video compression,
showing its promising results and outcome.
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As it is shown, static textures, or texture images, have been extensively studied in
different disciplines. There exists large scale knowledge about their perception and
analysis. In contrast, studies on dynamic textures (or video textures) are relatively
newer. The literature covered in this chapter showed that there is no clear definition
for them. More importantly, there are many computational models for measuring
similarity, but they don’t follow a perceptual/neural model. They mostly formulate
a high level hypothesis about the visual similarity and design the model accordingly
(Top-down approach).

The existing models can be classified into different categories (Sect. 4). They
have proved excellent performance in different applications, such as multimedia
retrieval, classification and recognition. They have also shown a successful synthesis
results. However, large scale visual comparison, in terms of subjective testing, for
differentiating the performance of different models is unfeasible to be performed.
Thus, it is still unclear which one provides the best outcome.

Due to the success of the texture similarity models, different studies have
employed these models in the context of image and video compression. The
chapter provided an overview of two main approaches: Bottom-up (similarity-
based) and Top-down (synthesis-based). Both have shown an improved rate-quality
performance over the existing coding standards. However, the compatibility issue
could be the main factor preventing the deployment of such approaches.
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Deep Saliency: Prediction of Interestingness
in Video with CNN

Souad Chaabouni, Jenny Benois-Pineau, Akka Zemmari,
and Chokri Ben Amar

Abstract Deep Neural Networks have become winners in indexing of visual
information. They have allowed achievement of better performances in the funda-
mental tasks of visual information indexing and retrieval such as image classifica-
tion and object recognition. In fine-grain indexing tasks, namely object recognition
in visual scenes, the CNNs classifiers have to evaluate multiple “object proposals”,
that is windows in the image plane of different size and location. Hence the problem
of recognition is coupled with the problem of localization. In this chapter a model
of prediction of Areas-if-Interest in video on the basis of Deep CNNs is proposed.
A Deep CNN architecture is designed to classify windows in salient and non-
salient. Then dense saliency maps are built upon classification score results. Using
the known sensitivity of human visual system (HVS) to residual motion, the usual
primary features such as pixel colour values are completed with residual motion
features. The experiments show that the choice of the input features for the Deep
CNN depends on visual task: for the interest in dynamic content, the proposed model
with residual motion is more efficient.

1 Introduction and Related Work

Computational analysis and prediction of digital interestingness is a challenging
task, according to the nature of interestingness. Several researches were conducted
to construct a reliable measure and obtain a better understanding of interestingness
based on various psychological study results that define interestingness as it
occupies the mind with no connotation of pleasure or displeasure. Several studies
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were conducted to quantify the interestingness of video content. Hence, an in-depth
study on the interestingness of animated GIFs [11] was conducted to investigate
the sources of interest. GIFs were labeled on five point scale in order to describe
the degree of interestingness, aesthetics, arousal, valence and curiosity. Using this
range of visual features, a support vector regression (SVR) with an RBF kernel
predicted the interestingness of GIFs. To understand the video interestingness by
human perception, Jiang [17] proposes a simple computational method. Color
histograms, Scale invariant feature transform (SIFT) descriptors, histograms of
gradient (HOG), self-similarities, global visual features, mel-frequency cepstral
coefficients, spectrogram SIFT, audio features, object bank and style attributes
present the features used to train an SVM classifier. In the authors [51] proposed a
mid-level representation of sentiment sequence to predict interestingness of videos.
Using equal weights for all kernels, the ranking SVM was employed to predict
the interestingness score. Using mouse activity while watching video, presents
the key idea of Zen [54]. And [50] focuses on the problem of egocentric video
summarization on the basis of measured gaze fixations. All these works are devoted
to the detection of interestingness of video segments or frames, while since the
early 90s, the notions of Region-of-Interest (ROI) or Area-of-Interest (AOI) have
penetrated the domain of visual information coding and understanding. In this case,
interestingness relates to the attraction of HVS by specific areas in images or video
frames. Such a “local” interestingness is otherwise called “saliency” of regions and
pixels in image plane. Prediction of it on the basis of visual attention modeling
has received an ever growing interest in fine-grain visual indexing tasks, such as
recognition of objects[10] or actions [47] in image and video content. In various
applications, it is not necessary to predict saliency for each pixel in an image, but
only to predict the “window” where the content could attract human attention. This
is for instance the case for new approaches of object recognition in images and
videos, where classifiers evaluate multiple “object proposals”, that is windows of
different sizes and scales to maximize the response to a trained object model. The
necessity to classify multiple windows makes the process of recognition heavy. The
authors of [9] proposed a so called Region-based convolutional network (R-CNN).
They restrict number of windows using “selective search” approach [45] thus the
classifier has to evaluate a limited number of (2K) “object proposals”. Prediction
of the interestingness or saliency of windows is another way to bound the search
space [35].

Prediction of visual saliency in image plane is a rather old and well explored
research topic. Following the psychophysics of human cognitive process when
observing visual content two kinds of models are known from literature. Bottom-
up models based on low-level features such as luminance, color, orientation and
motion, are inspired by the popular “feature integration theory” [44]. Top-down
models express a task-driven visual observation when humans search for specific
objects, concepts and activities in visual scenes. Intuitively, when humans are
observing a continuous video scene [41], the “top-down” attention [36] becomes
prevalent with the time, as the observer understands the unknown content and
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performs smooth pursuit of objects which are of interest for him. To learn more
about the history of the taxonomy of visual attention studies, we refer the reader
to the paper by Borgi [1]. What is clear today, that any model trying to predict
human visual attention attractors in visual scenes, needs to combine both: bottom-up
and top-down components. Therefore, it is believable that supervised machine
learning methods, which combine stimuli driven features measures and capability
of prediction on the basis of seen data, will bring a satisfactory solution to this
complex problem. With the explosion of research with deep networks and their
proven efficiency, different models of visual attention have been proposed using this
supervised learning approach. Shen [42] proposed a deep learning model to extract
salient areas in images, which allows firstly to learn the relevant characteristics of
the saliency of natural images, and secondly to predict the eye fixations on objects
with semantic content. Simonyan [43] defined a multi-class classification problem
using “task-dependent” visual experiment to predict the saliency of image pixels.
Vig [47] tackles prediction of saliency of pixels using feature maps extracted from
different architectures of a deep network. In [25], a multi-resolution convolutional
neural network model has been proposed using three different scales of the raw
images and the eye fixations as targets. In [22], three CNN models are designed to
predict saliency using a segmented input image. The authors of [23, 34] propose
to adopt the end-to-end solution as a regression problem to predict the saliency. In
[24] global saliency map is computed by summing all intermediate saliency maps
that are obtained by convolving the images with learned filters and pooling their
Gaussian-weighted responses at multiple scales. In [55], a class activation maps
using average pooling in order to produce the desired class was proposed. Deep
Neural Networks classifiers have become winners in indexing of visual information,
they show ever increasing performances in prediction. This is why they have also
become a methodological framework for prediction of saliency or interestingness of
visual content. In summary, this chapter makes the following contributions:

• construct from four benchmark datasets with ground-truth labels the support to
study of interestingness of areas in video frames.

• To incorporate the top-down “semantic” cues in the prediction of interestingness
in video, a Deep CNNs architecture is proposed with a novel residual motion
feature.

2 Deep CNN as a Tool for Prediction of Interestingness in
Video

Machine Learning is a set of techniques used to achieve, automatically, a task by
learning from a training data set. There is a plethora of methods based on different
mathematical fundamentals. Neural networks were intended to model learning and
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pattern recognition done by physiological neurons. This was first introduced by
Hebb [57] who modeled synapses by weighted links from the outputs of nodes to the
inputs of other nodes. Rosenblatt [58] continued the Hebb model and investigated
how the links between neurons could be developed, in particular, he defined the
basic mathematical model for neural networks (NN for short). His basic unit was
called the perceptron, which when it receives a signal, would either respond or not,
depending on whether a function exceeded a threshold. Figure 1 presents a formal
neurone. It receives input signals .x1; x2; � � � ; xp/, and applies an activation function
f to a linear combination of the signals. This combination is determined by a vector
of weights w1;w2; � � � ;wp and a bias w0. More formally, the output neurone value y
defined as follows:

y D f

 
w0 C

pX

iD1

wixi

!
:

A neural network is then a network whose nodes are formal neurones, and to define
a neural network, one needs to design its architecture (the number of hidden layers
and the number of nodes per layer, etc.) as well as estimation of parameters once
the network is fixed. Figure 2 gives an example of such a network.

Fig. 1 A formal neurone x1

x2

...
xp

∑ | f y

Fig. 2 An example of a NN.
Data X is fed into the first
(and here only) hidden layer.
Each node in the hidden layer
is the composition of a
sigmoid function with an
affine function of X. The
outputs from hidden layer are
combined linearly to give the
output y

x1

x2

...

xp

∑ | f

∑ | f

...
∑ | f

∑ | f y
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2.1 Deep Neural Networks

Deep learning is a branch of machine learning introduced in 1980s. Nevertheless, its
emergence started really by the computational power of the 2000s. It is a machine
learning process structured on a so-called convolutional neural network (CNN). A
CNN is composed of several stacked layers of different types: convolutional layers
(CONV), non-linearity layers , such as ReLu layers, pool layers and (generally the
last layer) fully connected layers (FC). Figure 3 gives an example of an architecture
of a CNN.

2.1.1 Convolutional Layers (CONV)

In order to extract the most important information for further analysis or exploitation
of image patches, the convolution with a fixed number of filters is needed. It is
necessary to determine the size of the convolution kernel to be applied to the input
image in order to highlight its areas. Two stages are conceptually necessary to create
a convolutional layer. The first refers to the convolution of the input image with
linear filters. The second consists in adding a bias term. Generally, the equation of
convolution can be written as (1):

Xl
j D f .

X

i2Mj

Xl�1
i � ! l

ij C Bl
j/ (1)

with Xl
j : the activity of the unit j according to the layer l,

Xi represents a selection of the input feature maps,
Bl

j is the additive bias of the unit j in the features maps of the layer l,
! l

ij: presents the synaptic weights between unit j of the layer l and l � 1.

2.1.2 Pooling Layers (POOL)

Pooling reduces the computational complexity for the upper layers and summarizes
the outputs of neighboring groups of neurons from the same kernel map. It reduces

Image CONV
RELU CONV

FC

Fig. 3 An example of a CNN
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the size of each input feature map by the acquisition of a value for each receptive
field of neurons of the next layer. We use max-pooling, see Eq. (2):

hn
j .x; y/ D max

Nx;Ny2N
hn�1

j .Nx; Ny/ (2)

Here N denotes the neighborhood of (x,y).

2.1.3 ReLu Layers

The Rectified Linear Unit (ReLu for short) has become very popular in the last few
years. It computes the function f .x/ D max.0; x/. Thus, the activation is thresholded
at zero. It was found to accelerate the convergence of a very popular parameter
optimization method, stochastic gradient descent, compared to the sigmoid function.

2.1.4 Local Response Normalization Layers (LRN and ReLu)

A local Response Normalization (LRN) layer normalizes values of feature maps
which are calculated through the neurons having unbounded (due to ReLu) activa-
tions to detect the high-frequency characteristics with a high response of the neuron,
and to scale down answers that are uniformly greater in a local area. The output
computation is presented in Eq. (3):

f .Ux;y
f / D

Ux;y
f

.1C ˛
N2
Pmin.S;x�ŒN=2�CN/

x0Dmax.0;x�ŒN=2�/

Pmin.S;y�ŒN=2�CN/
y0Dmax.0;y�ŒN=2�/.U

x0;y0

f /2/ˇ
(3)

Here Ux;y
f represents the value of the feature map at .x; y/ coordinates and the sums

are taken in the neighborhood of .x; y/ of size N �N, ˛ and ˇ regulate normalization
strength.

Once the architecture of the network is fixed, the next step is to estimate its
parameters. In next section, we explain how this can be done.

2.2 Loss Functions and Optimization Methods

A neural network be it a fully connected NN or a CNN is a supervised machine
learning model. It learns a prediction function from a training set [46]. Each sample
from this set can be modeled by a vector which describes the observation and its
corresponding response. The learning model aims to construct a function which can
be used to predict the responses for new observations while committing a prediction
error as lowest as possible.
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More formally, a sample i from the training set is denoted .xi
1; x

i
2; � � � ; x

i
n; y

i/ and
the response of the model is denoted Oyi.

There are many functions used to measure prediction errors. They are called
loss functions. A loss function somehow quantifies the deviation of the output of
the model from the correct response. We are speaking here about “empirical loss”
functions [46], that is the error computed on all available ground truth training data.
Here we will shortly present one of them.

2.2.1 One-Hot Encoding

Back to the training set, the known response of each observation is encoded in a
one-hot labels vector. More formally, given an observation .xi

1; x
i
2; � � � ; x

i
n; y

i/, we
introduce a binary vector Li D .Li

1;L
i
2; � � � ;L

i
k/ such that if yi D cj then Li

j D 1 and
8m ¤ j, Li

m D 0. This is the function which ensures a “hard” coding of class labels.

2.2.2 Softmax

Given a vector Y D .y1; y2; � � � ; yk/ with positive real-valued coordinates, the
softmax function aims to transform the values of Y to a vector S D .p1; p2; � � � ; pk/

of real values in the range .0; 1/ that sums to 1. More precisely, it is defined for each
i 2 f1; 2; � � � ; kg by:

pi D
eyi

Pk
jD1 eyj

: (4)

The softmax function is used in the last layer of multi-layer neural networks
which are trained under a cross-entropy (we will define this function in next
paragraphs) regime. When used for image recognition, the softmax computes the
estimated probabilities, for each input data, of being in a class from a given
taxonomy.

2.2.3 Cross-Entropy

The cross-entropy loss function is expressed in terms of the result of the softmax
and the one-hot encoding. It is defined as follows:

D.S;L/ D �

kX

iD1

Li log .pi/ : (5)

The definition of one-hot encoding and Eq. (5) means that only the output of the
classifier corresponding to the correct class label is included in the cost.
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2.2.4 Average Cross Entropy

To deal with the cross-entropy of all the training set, we introduce the average
cross-entropy. This is simply the average value, over all the set, of the cross-entropy
introduced in Eq. (5):

L D
1

N

NX

iD1

D.Si;Li/: (6)

The loss function corresponds then to the average cross-entropy.
As claimed before, the machine learning models aim to construct a prediction

function which minimizes the loss function. There are many algorithms which aim
to minimize the loss function. Most of them are iterative and operate by decreasing
the loss function following a descent direction. These methods solve the problem
when the loss function is supposed to be convex. The main idea can be expressed
simply as follows: starting from initial arbitrary (or randomly) chosen point in the
parameter space, they allow the “descent” to the minimum of the loss function
accordingly to the chosen set of directions [38]. Here we discuss some of the most
known and used optimization algorithms in this field.

2.2.5 The Gradient Descent Algorithm

The gradient descent algorithm is the most simple and most used algorithm to find
parameters for the learning model under the assumption of convexity of function
to minimize. There are mainly two versions of this algorithm, the first one acts
in a batch mode and the other in on-line mode. The batch mode: when we aim
to minimize globally the loss function (this is why it is named batch), we first
initialize randomly the parameters and we iteratively minimize the loss function
by updating the parameters. This updating is done following the opposite direction
of the gradient of the loss function which, locally, shows the highest slope of this
function. Hence, at iteration t, the new values of the weights w.tC1/ are estimated
using the values of the weights at step t and the gradient of the loss function
estimated at weight w.t/:

8t 2 N; w.tC1/ D w.t/ � �rL
�
w.t/

�
; (7)

where � 2 R
�
C is a positive real called learning rate. One fundamental issue is how

to choose the learning rate. If this rate is too large, than we may obtain oscillations
around the minimum. If it is two small, then the convergence toward the minimum
will be too slow and in same cases it may never happen.

The on-line mode: when we are dealing with large set of data, batch algorithms
are not useful anymore since they are not scalable. Many works have been done to
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overcome this issue and to design on-line algorithms. These algorithms consider a
single example at each iteration and are shown to be more efficient both in time and
space complexities.

Among all the on-line algorithms, the stochastic gradient Descent (SGD for
short) is considered as the most popular and the most used one. Many works have
proved its efficiency and its scalability.

The SGD algorithm is an iterative process which acts as follows: at each iteration
t, a training example .xt

1; x
t
2; � � � ; x

t
n; y

t/ is chosen uniformly at random and is used to
update the weights of the loss function following the opposite of the gradient of this
function. The SGD algorithm belongs to first-order methods, i.e., those that form
the parameter update on the basis of only first order gradient information. First-
order methods, when used to solve convex optimization problems, have been shown
to have a convergence speed, when used with large dimension problems, which
can not be better than sub-linear in means of t�1=2, [37], where t is the number of
iterations. This theoretical result implies that first-order methods can not be used to
solve, scalable problems in an acceptable time and with high accuracy.

Momentum is a method that helps accelerate SGD in the relevant direction. It
achieves this by adding a fraction of the update vector of the past time step to the
current update vector. The most popular is the method of Nesterov Momentum [32]:

8t 2 N; y.t/ D w.t/ C
t

t C 1

�
w.t/ � w.t�1/

�

w.tC1/ D y.t/ � �rL
�
y.t/
�
; (8)

2.3 Problem of Noise in Training Data

In data mining, noise has two different main sources [56]. Different types of
measurement tools induce implicit errors that yield noisy labels in training data.
Besides, random errors introduced by experts or batch processes when the data
are gathered can produce the noise as well. Noise of data could adversely disturb
the classification accuracy of classifiers trained on this data. In the study [33], four
supervised learners (naive Bayesian probabilistic classifier, the C4.5 decision tree,
the IBk instance-based learner and the SMO support vector machine) were selected
to compare the sensitivity with regard to different degrees of noise. A systematic
evaluation and analysis of the impact of class noise and attribute noise on the system
performance in machine learning was presented in [56].

The Deep CNNs use the stacking of different kinds of layers (convolution,
pooling, normalization, . . . ) that ensures the extraction of features which lead to
the learning of the model. The training of deep CNN parameters is frequently done
with the stochastic gradient descent ‘SGD’ technique [16], see Sect. 2.2.5. For a
simple supervised learning the SGD method still remains the best learning algorithm
when the training set is large. With the wide propagation of convolutional neural
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networks, and the massive labeled data needed to train the CNNs networks, studies
of the impact of noisy data was needed. A general framework to train CNNs with
only a limited number of clean labels and millions of noisy labels was introduced
in [49] in order to model the relationships between images, class labels and label
noises with a probabilistic graphical model and further integrate it into an end-to-end
deep learning system. In [39], substantial robustness to label noise of deep CNNs
was proposed using a generic way to handle noisy and incomplete labeling. This is
realized by augmenting the prediction objective with a notion of consistency.

The research focused on noise produced by random errors was published in [5].
Here it typically addresses a two-class classification problem: for each region in
an image/video plane it is necessary to give the confidence to be salient or not
for a human observer. One main contribution of this chapter is to identify how
noise of data impacts performance of deep networks in the problem of visual
saliency prediction. Here, to study the impact of the noise in ground truth labels,
two experiments on the large data set were conducted. In the first experiment non-
salient windows were randomly selected in an image plane in a standard way,
just excluding already selected salient windows. Nevertheless, in video, dynamic
switching of attention to distractors or to smooth pursuit of moving objects, makes
such a method fail. This policy of selection of non-salient areas yields random
errors. In the second experiment, cinematographic production rule of 3/3 for non-
salient patches selection was used, excluding the patches already defined as salient
area in all the videos frames and excluding the area where the content producers—
photographers or cameramen place important scene details. The results in [5] show
the increase in accuracy in the most efficient model up to 8%, all other settings being
equal: the network architecture, optimization method, input data configuration.

2.4 Transfer Learning

Transfer learning presents a technique used in the field of machine learning that
increases the accuracy of learning either by using it in different tasks, or in the
same task [52]. Training CNNs from scratch is relatively hard due to the insufficient
size of available training dataset in real-world classification problems. Pre-training
a deep CNNs by using an initialization or a fixed feature extractor presents the heart
of the transfer method. Two famous scenarios of transfer learning with CNNs were
followed: (1) using a fixed feature extractor with removing the last fully-connected
layer. Here the training is fulfilled just for the linear classifier on the new dataset.
(2) Fine-tuning the weights of the pre-trained deep CNN by continuing the back-
propagation [52].

In the research of Bengio et al. [52] addressing object recognition problem, the
authors show that the first layers of a Deep CNN learn characteristics similar to the
responses of Gabor’s filters regardless of the data set or task. Hence in their transfer
learning scheme just the three first convolutional layers already trained on one
training set are used for the initialization for parameter training on another training
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set. The coefficients on deeper layers are left free for optimization, that is initialized
randomly. Several studies have proven the power of this technique [31, 53]. Transfer
learning with deep CNN shows its efficiency in different application domain such
as saliency prediction [4], person re-identification [8].

3 ChaboNet: A Deep CNN for Prediction of Interestingness
in Natural Video

Now our question is how to predict the areas in natural video content which are of
interest to a human observer, when he/she executes a free viewing task of unknown
video content. Our task is to predict the interestingnees “at a glance”, a precise
shape of the salient area in the image is not important. We still believe that the
“Rough Indexing Paradigm” [27], which means fast mining of visual information
with nearly pre-attentive vision is of much interest in our era of “big” visual data.
Furthermore, such a AOI can be further used by object recognition methods. Hence
we consider a squared windows in the image plane as the area-of-interest for human
observer.

3.1 ROI Definition and Selection: Salient and Non-salient
Windows

In order to train the model able to predict saliency of a given region in the image
plane, the training set has to be built to comprise salient and non-salient regions.
Salient regions-patches are selected on the basis of gaze fixation density maps which
are obtained during a psycho-visual experiment with cohorts of subjects. In this
work, the creation of data set from available video database in order to train the
model with Deep CNN, is realized under a specific policy that minimizes the noise
in the training data. The approach previously presented in [5] was followed.

Figure 4 below presents the group of salient and non-salient patches selected
under the proposed approach. The rows contain some examples taken from frames
of a set of video sequences “actioncliptrain” from the HOLLYWOOD1 data set. The
first line presents the map built on gaze fixations by the method of Wooding [48].
The second line describes the position of the selected patches: the yellow square is
the salient patch and the black one is labeled as non-salient patch. The third line
presents the group of salient patches on the left and non-salient patches on the right
for each frame.

1Available at http://www.di.ens.fr/~laptev/actions/hollywood2/.

http://www.di.ens.fr/~laptev/actions/hollywood2/
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Fig. 4 Training data from HOLLYWOOD data set: (left) #frame176 of the ‘actioncliptrain299’,
(right) #frame210 of the ‘actioncliptrain254’

3.2 Salient Patches Extraction

We define a squared patch P of size s�s (in this work s D 100 adapted to the spatial
resolution of standard definition (SD) video data) in a video frame as a vector in
Rs�s�n. Here n stands for the quantity of primary feature maps serving as an input to
the deep CNN. If n D 3 just color RGB planes are used as primary features in each
pixel. In case when n D 4 the L2 squared norm of a motion vector for each pixel,
normalised on the dataset is added to RGB planes as a new feature map. We define
patch “saliency” on the basis of its interest for subjects. The interest is measured by
the magnitude of a visual attention map built upon gaze fixations which are recorded
during a psycho-visual experiment using an eye-tracker. The fixation density maps
(FDM) are built by the method of Wooding [48]. Such a map S.x; y/ represents a
multi-Gaussian surface normalized by its global maximum.

A binary label is associated with pixels X of each patch Pi using Eq. (9).

l.X/ D

�
1 if S.x0;i; y0;i/ � �J

0 otherwise
(9)

with .x0;i; y0;i/ the coordinates of the patch center. A set of thresholds is selected
starting by the global maximum value of the normalized FDM and then relaxing
threshold values as in Eq. (10):

�
�0 D max.S.x; y/; 0/
�.jC1/ D �j � ��j

(10)
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Fig. 5 Policy of patch selection: an example and processing steps from GTEA data set

Here 0 < � < 1 is a relaxation parameter, j D 0; � � � ; J, and J limits the relaxation
of saliency. It was chosen experimentally as J D 5, while � D 0:04.

In complex scenes several details or objects can attract human attention. Thus the
map S.x; y/ can contain several local maxima. In order to highlight them, we apply
morphological erosion to S.x; y/. Figure 5 above summarizes different steps needed
to select salient patches. Firstly, we compute the fixation density maps, then we
apply operation of erosion. Patches centered on local maxima with saliency values
satisfying Eqs. (9), (10) are selected as “salient”. Retained “salient” patches should
be distanced at least by . 1

2
� s/. “Non-salient” patches extraction is described in the

next section.

3.3 Non-salient Patches Extraction

By definition, a non-salient patch should not be situated in the area-of-interest in
a video frame, and must not be already selected as salient. According to the rule
of thirds in produced and post-produced content, the most interesting details of the
image or of a video frame have to cover the frame center and the intersections of the
three horizontal and vertical lines that divide the image into nine equal parts [26].

Let .x0;i; y0;i/ be the coordinates of the center of the patch Pi, width is the width
size of the video frame and height is its height size. The set fSalientg presents the
set of salient positions which have been already chosen. To exclude them and the
area-of-interest we chose the one-fifth band of the frame starting from its border
and randomly generate patch centers in this area. Hence the generated coordinates
satisfy the following conditions:

x0;i 2 BorderXjx0;i 62 fSalientgI and y0;i 2 BorderYjy0;i 62 fSalientg

with

8
<

:

BorderX D Œ0; width
5
Œ[�width � width

5
;width� ^ BorderY D Œ0; height�

or
BorderX D Œwidth

5
;width� width

5
� ^ BorderY D Œ0; height

5
Œ[�height� height

5
; height�

(11)
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3.4 Chabonet Design

In this section the architecture of a deep CNN, ‘ChaboNet’, is presented. It was
designed for the two class classification problem: prediction of a saliency of a patch
in a given video frame. The ‘ChaboNet’ architecture is summarized in Fig. 6. As in
the majority of Deep CNN architectures designed for image classification tasks [16],
the ‘ChaboNet’ architecture is composed of a hierarchy of patterns. Each pattern
consists of a cascade of operations, followed by a normalization operation if it is
required. The cascading of linear and nonlinear operations successively produces
high-level features that contribute to the construction of the saliency map. The
softmax classifier, see Eq. (4), is the deepest layer giving the confidence for each
patch to be salient or not. Taking into account the size of input patches we propose
three patterns in our architecture. The diagram detailing the flow of operations is
presented on the left of the Fig. 6. The cascade of operations are depicted in the
upper right corner of the figure. The whole network can be detailed as follows,
while the normalization operation is added after the patterns P1 and P2:

Pattern P1 W

Input
convolution
������! Conv1

pooling
����! Pool1

ReLu
���! R1

Pattern Pp W with p 2 f2; 3g

Np�1 convolution
������! Convp ReLu

���! Rp convolution
������! Convpp ReLu

���! Rpp pooling
����!

Poolp

The rectified linear unit operation (ReLu) is expressed as (12)

f .x/ D max.0; x/ (12)

Fig. 6 Architecture of video saliency convolution network ‘ChaboNet’
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The ReLu operation is used due to its better performances in image classification
tasks compared to sigmoid function, as it does not suppress high frequency features.
The first pattern P1 is designed in the manner that the ‘ReLu’ operation is introduced
after the ‘pooling’ one. In this research, the max-pooling operator was used. As the
operation of ‘pooling’ and ‘ReLu’ compute the maximum, they are commutative.
Cascading ‘pooling’ before ‘ReLu’ can reduce the execution time as ‘pooling’ step
reduces the number of neurons or nodes (‘pooling’ operation is more detailed in the
following section). In the two last patterns, stacking two convolutional layers before
the destructive pooling layer ensures the computation of more complex features that
will be more “expressive”.

In ‘ChaboNet’ network, we used 32 kernels with the size of 12 � 12 for the
convolution layer of the first pattern P1. In the second pattern P2, 128 kernels
for each convolutional layer were used. In P2 the size of the kernels for the first
convolutional layer was chosen as 6 � 6 and for the second convolution layer, a
kernel of 3 � 3 was used. Finally, 288 kernels with the size of 3 � 3 were used for
each convolution layer of the last pattern P3. Here we were inspired by the literature
[19, 42] where the size of convolution kernels is either maintained constant or is
decreasing with the depth of layers. This allows a progressive reduction of highly
dimensional data before conveying them to the fully connected layers. The number
of convolution filters is growing, on the contrary, to explore the richness of the
original data and highlight structural patterns. For the filter size, we made several
tests with the same values as in AlexNet [19], Shen’s network [42], LeNet [21],
Cifar [18] and finally, we retained a stronger value of 12� 12 in the first layer of the
pattern P1 as it yielded the best accuracy of prediction in our saliency classification
problem.

The kernel size of the pooling operation for the both patterns P1 and P2 is set to
3 � 3. However, the pooling of the third pattern P3 is done with a size of 1 � 1.

3.5 Real-World “Small” Data: Transfer Learning

The generalization power of Deep CNN classifiers strongly depends on the quantity
of the data and on the coverage of data space in the training data set. In real-life
applications, e.g. prediction of benchmark models for studies of visual attention
of specific populations [6] or saliency prediction for visual quality assessment [2],
the database volumes are small. Hence, in order to predict saliency in these small
collections of videos, we use the transfer learning approach.

Our preliminary study on transfer learning performed in the task of learning areas
that attract visual attention in natural video [4] showed the efficiency of weights
already learned on a large database, for the training on small databases. In the
present work, we benchmark our transfer learning scheme designed for saliency
prediction with regard to the popular approach proposed in [52]. Saliency prediction
task is different from object recognition task. Thus our proposal is to initialize all
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parameters in all layers of the network to train on a small data set by the best
trained model on a large data set. The following Eq. (13) expresses the transfer
of the classification knowledge obtained from the larger database to the new smaller
database. Here the Stochastic Gradient descent with momentum is used as in [16].

(
ViC1 D m � Vi � weightDecay � � � Wi � � � h @L

@W jWiiDi

WiC1 D Wi C ViC1 j W0 D W 0
n

(13)

With m D 0:9; weightDecay D 0:00004 and W 0
n presents the best learned model

parameters pre-trained on the large data set. We set the initial value of the velocity
V0 to zero. These parameter values are inspired by the values used in [16] and show
the best performances on a large training data set.

3.6 POI or Pixel-Wise Saliency Map

If we have predicted for each selected window in a given video frame its “saliency”
or interest for a human observer, the natural question rises how can we assess the
quality of this prediction. The quality of trained model is evaluated on the validation
dataset when training the network. The accuracy gives the classification power of
the network for a given training iteration. But we cannot compare the classified
windows with a “manually” selected ground truth on a test set. First of all, it would
require a tedious annotation process, and secondly human annotation is not free of
errors: how to trace an “interesting window” of a given size? We are not focused
on any specific objects, hence this question will be difficult to answer for a human
annotator. His visual system instead gives the ground truth: humans are fixating
areas which are of interest for them. Hence we come now back to image pixels in
order to be able to asses the quality of our prediction comparing the saliency maps
we can predict by the trained network with Wooding maps built on gaze fixations.
Hence we will speak about Pixels of Interest (POI) or pixel-wise saliency maps.
The pixel-wise saliency map of each frame F of the video is constructed using the
output value of the trained deep CNN model. The soft-max classifier, Eq. (4) which
takes the output of the third pattern P3 as input, see Fig. 6, gives the probability for
a patch of belonging to the salient class.

Hence, from each frame F we select local region having the same size as training
patches (here s D 100). The output value of the soft-max classifier on each local
region defines the degree of saliency of this area. In the center of each local region, a
Gaussian is applied with a pick value of 10f .i/

2	
2
with the spread parameter 
 chosen as

a half-size of the patch. In this way, a sparse saliency map is predicted. If we slide
the patch on the input frame, with a step of one pixel, then a dense saliency map
will be produced for the whole frame by the trained CNN. To avoid computational
overload, sampling of windows to classify can be more sparse, e.g. with a stride of
5 pixels. Then score values assigned to the centers are interpolated with Gaussian
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filters. Hence from Regions-of-interest (ROI) we come to Pixels-of-Interest (POI)
and can compare the quality of our prediction using classical saliency-comparison
approaches with regard to gaze fixation maps of Wooding.

3.7 Results and Conclusion

3.7.1 Data Sets

To learn the model for prediction of visually interesting areas in image plane, four
data sets were used, HOLLYWOOD [29, 30], GTEA corpus [7], CRCNS [14] and
IRCCYN [3].

The HOLLYWOOD database contains 823 training videos and 884 videos for
the validation step. The number of subjects with recorded gaze fixations varies
according to each video with up to 19 subjects. The spatial resolution of videos
varies as well. In others terms the HOLLYWOOD data set contains 229;825 frames
for training and 257;733 frames for validation. From the frames of the training set
we have extracted 222;863 salient patches and 221;868 non-salient patches. During
the validation phase, we have used 251;294 salient patches and 250;169 non-salient
patches respectively (Tables 1, 2, 3, and 4).

Table 1 Preview of action in Hollywood dataset
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Table 2 Preview of GTEA dataset

Table 3 Preview of CRCNS dataset

Publicly available GTEA corpus [7] contains 17 egocentric videos with a
total duration of 19min. GTEA dataset consists of videos with 15 fps rate and a
640 � 480 pixel resolution. The subjects who recorded the video were preparing
meal and manipulating different every day life objects. On this dataset, we have
conducted a psycho-visual experiment with the task of observation of manipulated
objects. The gaze fixations have been recorded with a HS-VET 250 Hz eye-tracker
from Cambridge Research Systems Ltd at a rate of 250Hz/s. The experiment
conditions and the experiment room were compliant with the recommendation
ITU-R BT.500-11 [28]. Videos were displayed on a 23 in. LCD monitor with a
native resolution of 1920�1080 pixels. To avoid image distortions, videos were not
re-sized to screen resolution. A mid-gray frame was inserted around the displayed
video. 31 participants have been gathered for this experiment, 9 women and 22



Deep Saliency: Prediction of Interestingness in Video with CNN 61

Table 4 Preview of IRCCyN dataset

men. For three participants some problems occurred in the eye-tracking recording
process. These three records were thus excluded. From the 17 available videos of
GTEA dataset, ten were selected for the training step with a total number of frames
of 10;149. And seven videos with 7840 frames were selected for the validation step.
The split of salient and non-salient patches for the total of 19;910 at the training step
and 15;204 at the validation step is presented in Table 5.

In the CRCNS2 data set [14], 50 videos of 640�480 resolution are available with
gaze recordings of up to eight different subjects. The database was split equally:
training and validation sets contain 25 videos each. From the training set, we have
extracted 30;374 salient- and 28;185 non-salient patches. From the validation set,
19;945 salient and 17;802 non-salient patches were extracted.

IRCCYN [3] database is composed of 31 SD videos and gaze fixations of 37
subjects. These videos contain certain categories of attention attractors such as
high contrast, faces. However, videos with objects in motion are not frequent. Our
purpose of saliency prediction modeling the “smooth pursuit” cannot be evaluated
by using all available videos of IRCCyN data set. Videos that do not contain a real
object motion were eliminated. Therefore, only SRC02, SRC03, SRC04, SRC05,
SRC06, SRC07, SRC10, SRC13, SRC17, SRC19, SRC23, SRC24 and SRC27

2Available at https://crcns.org/data-sets/eye/eye-1.

https://crcns.org/data-sets/eye/eye-1
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Table 5 Distribution of learning data: total number of salient and NonSalient patches selected
from each database

Datasets Training step Validation step
HOLLYWOOD SalientPatch 222,863 251,294

NonSalientPatch 221,868 250,169

Total 444,731 501,463
GTEA SalientPatch 9961 7604

NonSalientPatch 9949 7600

Total 19,910 15,204
CRCNS SalientPatch 30,374 19,945

Non-SalientPatch 28,185 17,802

Total 58,559 37,747
IRCCyN-MVT SalientPatch 2013 511

Non-SalientPatch 1985 506

Total 3998 1017

were used in experiments, this data set is referenced as IRCCyN-MVT in the
following. For each chosen video of this database, one frame is taken for the testing
step, one frame for the validation step and four frames for the training step. The
distribution of the data between “salient” and “non-salient” classes is presented in
Table 5.

3.7.2 Evaluation of Patches’ Saliency Prediction with the Deep CNN

The network was implemented using a powerful graphic card Tesla K40m and
processor (2� 14 cores). Therefore a sufficiently large amount of patches, 256, was
used per iteration. After a fixed number of training iterations, a model validation
step was implemented: here the accuracy of the model at the current iteration was
computed on the validation data set.

To evaluate our deep network and to prove the importance of the addition of the
residual motion map, two models were created with the same parameter settings and
architecture of the network: the first one contains R, G and B primary pixel values
in patches, denoted as ChaboNet3k. The ChaboNet4k is the model using RGB
values and the normalized energy of residual motion as input data, see Sect. 3.2.
The following Fig. 7 illustrates the variations of the accuracy along iterations of
all the models tested for the database “HOLLYWOOD”. The results of learning
experiments on HOLLYWOOD data set yield the following conclusions: (1) when
adding residual motion as an input feature to RGB plane values, the accuracy is
improved by almost 2%. (2) The accuracy curve (Fig. 7a) show that the best trained
model reached 80% of accuracy at the iteration #8690. The model obtained after
8690 iterations is used to predict saliency on the validation set of this database, and
to initialize the parameters when learning with transfer on other used data sets.
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Fig. 7 Training the network—accuracy vs iterations of ChaboNet3k and ChaboNet4k for all
tested databases. (a) Accuracy vs iterations Hollywood dataset. (b) Accuracy vs iterations
IRCCyN-MVT dataset. (c) Accuracy vs iterations CRCNS dataset. (d) Accuracy vs iterations
GTEA dataset

3.7.3 Validation of Our Proposed Method of Transfer Learning

Two experiments were conducted with the same small data set IRCCyN-MVT and
CRCNS, and the same definition of network “ChaboNet”:

(1) Our method: start training of all ChaboNet layers from the best model already
trained on the large HOLLYWOOD data set (see Sect. 3.5).

(2) Bengio’s method [52]: the three first convolutional layers are trained on the
HOLLYWOOD data set and then fine-tuned on the target data set, other layers
are trained on target data set with random initialization.

The following Fig. 8 illustrates the variations of the accuracy along iterations of
the two experiments performed with the data sets “CRCNS” , “IRCCyN-MVT” and
GTEA.
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Fig. 8 Evaluation and comparison of our proposed method of transfer learning. (a) Comparison
on IRCCyN-MVT data set. (b) Comparison on CRCNS data set. (c) Comparison on GTEA data
set

Our method of transfer learning outperformed the Bengio’s method by almost
2:85% in IRCCyN-MVT data set and by around 0:5% in CRCNS data set. For the
GTEA dataset the maximum accuracy is the same for the two methods. The gain
on stability of training in our method for the three small datasets is about 50%, see
Tables 6 and 7.

3.7.4 Evaluation Metrics for Predicted Visual Saliency Maps

After training and validation of the model on HOLLYWOOD data set, we choose
the model obtained at the iteration #8690 having the maximum value of accuracy
80:05%. This model will be used to predict the probability of a local region
to be salient. Hence, the final saliency map will be built. For the CRCNS data
set, the model obtained at the iteration #21984 with the accuracy of 69:73% is
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Table 7 Accuracy results on IRCCyN-MVT, CRCNS and GTEA dataset

Our transfer method Bengio’s Transfer method [52]

IRCCyN-MVT CRCNS GTEA IRCCyN-MVT CRCNS GTEA

max.#iter/ 92:77%.#9664/ 72:034%.#8702/ 0:91%.#9438/ 92:08%.#9680/ 72:83%.#9389/ 0:91%.#9750/

avgpmstd 91:08%
˙3:107 68:52%

˙1:049 0:89%
˙0:008 87:48%

˙7:243 69:017%
˙2:417 0:90%

˙0:019

Comparison with [52]

used to predict saliency. In the same manner, the model with the accuracy of
92:77% obtained at the iteration #9664 is used for the IRCCyN-MVT data set.
To evaluate our method of saliency prediction, performances were compared with
the most popular saliency models from the literature. Two spatial saliency models
were chosen: Itti and Koch spatial model [15], Signature Sal [13] (the algorithm
introduces a simple image descriptor referred to as the image signature, performing
better than Itti model), GBVS (regularized spatial saliency model of Harel [12]) and
the spatio-temporal model of Seo [40] built upon optical flow.

In Tables 8 and 9 below, we show the comparison of Deep CNN prediction of
pixel-wise saliency maps with the gaze fixations and compare performances with
the most popular saliency prediction models (Signature Sal, GBVS, Seo). Hence,
in Table 10, we compare our ChaboNet4k model with the model of Itti, GBVS and
Seo. In Tables 8, 9, 10 and 11 the best performance figures are underlined.

The comparison is given in terms of the widely used AUC metric [20]. Mean
value of the metric is given together with standard deviation for some videos. In
general it can be stated that spatial models (Signature Sal, GBVS or Itti) performed
better in half of the tested videos. This is due to the fact that these videos contain
very contrasted areas in the video frames, which attract human gaze. They do not
contain areas having an interesting residual motion. Nevertheless, the ChaboNet4K
model outperforms the Seo model which uses motion features such as optical flow.
This shows definitively that the use of a Deep CNN is a way for prediction of visual
saliency in video scenes. However, for IRCCyN-MVT data set, see Table 9, despite
videos without any motion were set aside, the gain in the proposed model is not
very clear due to the complexity of these visual scenes, such as presence of strong
contrasts and faces.

In Table 11 below we show the comparison of Deep CNN prediction of pixel-
wise saliency maps with the saliency maps built by Wooding’s method on gaze
fixations and also compare performances with the most popular saliency prediction
models form the literature. In general we can state that spatial models perform better
(Signature Sal, GBVS). Nevertheless, our 4K model outperforms that one of Seo in
four cases on this seven examples. This shows that definitely the use of a Deep CNN
is a way for prediction of top-down visual saliency in video scenes.
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3.7.5 Conclusion

This study addressed the problem of prediction of visual attention in video
content with Deep CNNs. We hypothesized, that adding residual motion maps
to primary colour pixel values could model smooth pursuit oculomotor behavior.
The performances of prediction with Deep CNNs when different kinds of features
are ingested by the network—color pixel values only, color values with residual
motion—were compared. As a dynamic content is concerned, the saliency is better
predicted with spatio-temporal features (RGB and residual motion) when scenes do
not contain distracting contrasts. A new selection process of non-salient patches,
based on composition rules of produced content, was proposed. The transfer
learning scheme introduced in our previous work and applied to the prediction of
saliency on small data sets by fine-tuning parameters pre-trained on a large data
set (Hollywood) successfully outperforms the state-of-the-art, i.e. Bengio’s method.
Finally, a method for building pixel-wise saliency maps, using the probability of
patches to be salient, was proposed. The method has to be further improved, as
despite the high accuracy obtained by the network-based classification, the pixel-
wise model does not always outperform spatial reference models from the literature
due to low-level distractors. Further study is needed in order to tackle the distractors
problem and address the use of temporal continuity of visual scenes.
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Introducing Image Saliency Information
into Content Based Indexing and Emotional
Impact Analysis

Syntyche Gbehounou, Thierry Urruty, François Lecellier,
and Christine Fernandez-Maloigne

Abstract We propose in this chapter to highlight the impact of visual saliency
information in Content Based Image Retrieval (CBIR) systems. We firstly present
results of subjective evaluations for emotion analysis with and without use of
saliency to reduce the image size and conclude that image reduction to more salient
regions implies a better evaluation of emotional impact. We also test eye-tracking
methods to validate our results and conclusions. Those experiments lead us to study
saliency to improve the image description for indexing purpose. We first show the
influence of selecting salient features for relevant image indexing and retrieval.
Then, we propose a novel approach that makes use of saliency in an information
gain criterion to improve the selection of a visual dictionary in the well-known
Bags of Visual Words approach. Our experiments will underline the effectiveness
of the proposal. Finally, we present some results on emotional impact recognition
using CBIR descriptors and Bags of Visual Words approach with image saliency
information.

1 Introduction

Local feature detectors are widely used in the literature as the first step of many
systems in image processing domain and its various applications: retrieval, recogni-
tion, . . . Due to this large usage, lots of state-of-the-art papers are dedicated to local
feature evaluation [35, 49]. Their principal aim is to define some criteria to compare
existing local features. They often considered using among others the repeatability
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achieved by the invariance or the robustness, the distinctiveness/informativeness,
the locality, the localization accuracy and the efficiency. The importance of these
properties mostly depends on the desired application.

One can select a large number of frameworks to extract local features [49, 54].
Tuytelaars et al. [54] have divided the different local feature detectors into three
groups:

– Corner detectors which define a corner as a point in a 2D image with high
curvature.

– Blob detectors producing coherent sets of pixels having constant properties. All
pixels of a blob can be considered similar to each other in a sense.

– Region detectors which are directly or indirectly concerned with image region
extraction.

Traditionally after the local feature detection step, feature descriptions are
extracted. There is a lot of local descriptors; from different SIFT algorithms [56]
to generalized color moments and color moment invariants [36]. Some of these
descriptors are high dimensional: 128 dimensions for greyscale SIFT, 384 for color
based SIFT. This aspect can be time consuming for applications with a matching
step. Thus, different and computationally less expensive solutions were introduced
[2, 22]. They often focus on reducing the dimensionality of the feature descriptors.

One of the most well known is SURF (Speeded Up Robust Features) introduced
by Bay et al. [2]. It is a detector-descriptor scheme based on Hessian matrix and
applied to integral images to make it more efficient than SIFT. According to Ke
et al. [22], the average precision of object recognition for art in a museum was better
using SURF (64 dimensions) than SIFT or PCA-SIFT. Conclusions were different
for others applications, however SURF is still a good trade-off between accuracy
and efficiency compared to most descriptors.

Besides descriptor dimensionality reduction approaches, another solution to
improve the effectiveness is to filter the most relevant local features. In order to
perform such a task, some authors propose to take advantage of saliency maps
to select the more relevant features and so to decrease the amount of information
to be processed [10, 27, 60]. These methods usually take the information given
by the visual attention model at an early stage. Image information will be either
discarded or picked as input for next stages based on the saliency values. For
example Gao et al. [10] have proposed to rank all the local features according to
their saliency values and only the distinctive points are reserved for the matching
stage. Zdziarski et al. [60] have also selected their local features according to their
saliency value. They have used SURF descriptors which are only computed for
pixels with a saliency value above a fixed threshold. Their experiments have shown
that the number of features can be reduced without affecting the performance of
the classifier. Recently González-Díaz et al. [14] propose to use saliency for object
recognition in visual scenes, they obtain state of the art results but manage to reduce
computation time.

Research on filtering keypoints based on visual saliency was the starting point
of our thinking. We would like to extend the use of visual saliency for local feature
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selection to more detectors and datasets. Then, at first, we propose in this chapter
to evaluate keypoint detectors with respect to the visual saliency of their outputs.
Our goal is to quantify the saliency of different local features detected using four of
usual local feature detectors: Harris, Harris-Laplace, DOG and FAST. To do this we
used four visual attention models [16, 18, 26, 38]. Secondly, we study the impact of
selecting local feature values according to their saliency on image retrieval.

The considered features are principally used for image indexing or classification
based on their semantic content. However, there is also the possibility to measure
other parameters such as the emotional impact. This latter has several applications:
film classification, road safety education, advertising or e-commerce by selecting
the appropriate image information of the situation. The extraction of emotional
impact is an ambitious task since the emotions are not only content related (textures,
colours, shapes, objects, . . . ) but also depend on cultural and personal experiences.

Before giving more details about the emotion classification in the literature, one
may need to define what an emotion is and how to classify them. There are two
different approaches[28] to perform such a classification:

1. Discrete approach: emotional process can be explained with a set of basic
or fundamental emotions, innate and common to all human (sadness, anger,
happiness, disgust, fear, . . . ). There is no consensus about the nature and the
number of these fundamental emotions.

2. Dimensional approach: on the contrary to the previous one, the emotions are
considered as the result of fixed number of concepts represented in a dimensional
space. The dimensions can be pleasure, arousal or power and vary depending
to the needs of the model. The advantage of these models is to define a large
number of emotions. But there are some drawbacks because some emotions may
be confused or unrepresented in this kind of models.

In the literature, lots of research works are based on the discrete modeling of
the emotions; for example those of Paleari and Huet [43], Kaya and Epps [21], Wei
et al. [58] or Ou et al. [40–42]. In this chapter, we choose an approach close to
the dimensional one in order to obtain a classification into three different classes
“Unpleasant”, “Neutral” and “Pleasant”. Our goal is to summarize the emotions of
low semantic images and since the number and nature of emotions in the discrete
approach remain uncertain, the selection of specific ones may lead to an incorrect
classification.

The emotion analysis is based on many factors. One of the first factors to
consider consists in the link between colors and emotions [3, 5, 6, 31, 40–42, 58].
Several of those works have considered emotions associated with particular colors
through culture, age, gender or social status influences. Most of the authors agreed
to conclude that there is a strong link between emotions and colors. As stated by
Ou et al. [40], colors play an important role in decision-making, evoking different
emotional feelings. The research on color emotion or color pair emotion is now
a well-established area of research. Indeed, in a series of publications, Ou et al.
[40–42] studied the relationship between emotions, preferences and colors. They
have established a model of emotions associated with colors from psycho-physical
experiments.
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Another part of the emotional impact analysis of images depends on the facial
expression interpretation [43]. Emotions are then associated with facial features
(such as eyebrows, lips). This seems to be the easiest way to predict emotions, since
facial expressions are common to human and that the basic emotions are relatively
easy to evaluate for the human (happy, fear, sad, surprise, . . . ). However in this case,
the system detects emotions carried by the images and not really the emotions felt
by someone looking at these pictures which can depend on its empathy or on the
global content of the image (for example, a baby crying in the background of an
image does not necessarily implies that the image is sad).

More recently some authors considered the emotion recognition as a CBIR task
[32, 53, 59]. They want to use the traditional techniques of image retrieval to
extract their emotional impact. To perform such a task, they need to choose some
images features such as color, texture or shape descriptors and combine them with
a classification system. Those two steps, after a learning step, allow the authors to
predict the emotional impact of the images. For example, Wang and Yu [57] used the
semantic description of colours to associate an emotional semantic to an image. Liu
et al. [28] concludes on texture for emotion classification. They stated that oblique
lines could be associated with dynamism and action; horizontal and vertical ones
with calm and relaxation.

In the last part of this chapter, we evaluate some low level features well adapted
for object recognition and image retrieval [1, 20, 22, 29, 30, 39, 56] and experiment
our study on two databases:

• A set of natural images that was assessed during subjective evaluations: Study of
Emotion on Natural image databaSE (SENSE) [8];

• A database considered as a reference on psychological studies of emotions:
International Affective Picture System (IAPS) [24].

The remainder of this chapter is structured as follows: we provide a brief
description of the chosen detectors in Sect. 2. The visual attention model is described
in Sect. 3. Then, we present the database and the local features detectors setting in
Sect. 4 and the findings on our study of local feature saliency in Sect. 5. The study
conducted on the importance of salient pixels for image retrieval is explained in
Sect. 6, followed by a discussion on results in Sect. 7. Then in Sect. 8 we extend our
results to emotion classification. Finally we conclude and present some future works
in Sect. 9.

2 Local Features Detectors

This section presents the four corner and blob detectors we chose for our study.
These detectors are widely used in many image processing frameworks [29, 30, 33,
47, 48, 56]. Note that evaluation of region detectors such as MSER is not in the
scope of this chapter, mostly due to the detected area complexity. As these areas are
not regularly shaped it is difficult to define the saliency value linked to the detected
regions.
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In the following, we explain briefly the four corner and blob detectors selected
for our study.

1. Harris detector is a corner detector proposed by Harris and Stephen in 1988
[17]. It is based on the auto-correlation matrix used by Moravec in 1977 [37]
and measures the intensity differences between a main window and windows
shifted in different directions for each pixel. Harris and Stephen in their improved
version proposed to use the matrix M defined by Eq. (1).

M.x; y/ D
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2
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5 ; (1)

where Ix and Iy are the partial derivatives.
Corners are the points with a high value C defined by Eq. (2).

C D det.MHarris/ � k � trace.MHarris/
2: (2)

Harris detector is robust to the rotation but suffers from scale changes [49].
2. Harris-Laplace detector was proposed by Mikolajczyk and Schmid [33] and

resolves the scale invariance problem of the Harris detector. Indeed, the points
are firstly detected with a Harris function on multiple scales and then filtered
according to a local measure. They use the Laplacian and only points with a
maximal response are considered in the scale-space.

3. Difference of Gaussians (DOG) was used by Lowe in the SIFT (Scale-Invariant
Feature Transform) algorithm [29] to approximate the Laplacian of Gaussian
whose kernel is particularly stable in scale-space [34]. The local maxima allow
to detect blob structures. This detector is robust to rotation and scale changes.

4. Features from Accelerated Segment Test (FAST) was introduced by Rosten
and Drummond [47, 48] for the real-time frame-rate applications. It is a high
speed feature detector based on the SUSAN (Smallest Univalue Segment Assim-
ilating Nucleus) detector introduced by Smith and Brady [51]. For each pixel,
a circular neighborhood with a fixed radius is defined. Only the 16 neighbors as
shown on Fig. 1 defined on the circle are handled. p is a local feature if at least 12
contiguous neighbors have an intensity inferior to its value and some threshold.

3 Visual Attention Models

In the last decades, many visual saliency frameworks have been published [10, 18,
25, 62]. Although Borji et al. [4] have proposed an interesting comparative study
of 35 different models of the literature. They also mentioned the ambiguity around
saliency and attention. Visual attention is a broad concept covering many topics
(e.g., bottom-up/top-down, overt/covert, spatial/spatio-temporal). On the other hand
it has been mainly referring to bottom-up processes that render certain image regions
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Fig. 1 Neighbour definition
for FAST detector

more conspicuous; for instance, image regions with different features from their
surroundings (e.g., a single red dot among several blue dots).

Many visual saliency frameworks are inspired from psycho-visual features [18,
25] while others make use of several low-level features in different ways [10, 62].

The works of Itti et al. [18] can be considered as a noticeable example of the bio-
inspired models. An input image is processed by the extraction of three conspicuous
maps based on low level characteristic computation. These maps are representative
of the three main human perceptual channels: color, intensity and orientation before
combining them to generate the final saliency map as described on Fig. 2.

Moreover we used the bio-inspired model proposed by Itti et al. to assess the
saliency of our local features in our first study.1

Figure 3b is the saliency map for Fig. 3a. The lighter pixels are the most salient
ones.

4 Experimental Setup

4.1 Databases

For the evaluation of the visual saliency of local features obtained with the four
detectors mentioned in the Sect. 2, we use the following image sets:

1. University of Kentucky Benchmark proposed by Nistér and Stewénius [39]. In
the remainder, we will refer to this dataset as “UKB” to simplify the reading of
this chapter. UKB is really interesting because it is a large benchmark composed
of 10,200 images grouped in sets of 4 images showing the same object. They
present interesting properties for image retrieval: changes of point of view,
illumination, rotation, etc.

1Our saliency values are computed using the Graph-Based Visual Saliency (GBVS) software http://
www.klab.caltech.edu/~harel/share/gbvs.php which implements also Itti et al.’s algorithm.

http://www.klab.caltech.edu/~harel/share/gbvs.php
http://www.klab.caltech.edu/~harel/share/gbvs.php
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Attended location

Linear filtering

Fig. 2 Architecture of the computational model of attention proposed by Itti et al.

2. PASCAL Visual Object Classes challenge 2012 [9] called PASCAL VOC2012.
This benchmark is composed of 17,125 images. They represent realistic scenes
and they are categorized in 20 object classes, e.g. person, bird, airplane, bottle,
chair and dining table.

3. The dataset proposed by Le Meur and Baccino [25] for saliency study which
contains 27 images. We will refer to this dataset as “LeMeur”.

4. The database introduced by Kootstra et al. [23] composed of 101 images
refereed as “Kootstra” in this chapter. It is also used for saliency model
evaluation.

We decided to consider two image databases traditionally used for the study of
visual saliency in order to quantify a potential link between the ratio of local features
detected and the nature of the dataset.
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Fig. 3 Example of saliency
map. (a) Original image. (b)
Saliency map

For our second study concerning the filtering of local features detected based on
their visual saliency we use two databases:

1. UKB already described in this section;
2. Holidays provided by Jegou et al. [19]. This dataset is composed of 1491 images

with a large variety of scene types. There are 500 groups each representing a
distinct object or scene.

4.2 Local Feature Detector Settings

The different parameters chosen for the local feature detectors are the default ones.
The idea of this chapter is not to have the best parameters but to use those proposed
by the authors that can be considered as a average optimum. We use Opencv
implementation of Harris, FAST and DOG detectors. For the last one we considered
the keypoints described by SIFT algorithm. For Harris-Laplace detector, we use
color descriptor software developed by van de Sande et al. [56].

In our experiments, we use k D 0:4 for Harris detector. The Harris threshold
was defined equal to 0.05 multiplied by the best corner quality C computed using
Eq. (2). The neighborhood size is 3�3 and we use k D 0:64. The Harris threshold
is set to 10�9 and the Laplacian threshold to 0.03. DOG detector settings are the
original values proposed by Lowe[29]. The threshold needful in the FAST algorithm
to compare the intensity value of the nucleus and its neighbors is set to 30 in our
experiments.
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5 Local Feature Saliency Study

This section introduces our first evaluation study for the local feature saliency. Our
aim is to compare the local feature detectors with respect to the ratio of visual salient
features they produce. To do so, we need to find a threshold t in order to classify a
local feature as salient.

The different visual saliency values that we obtained are normalized between 0
and 1. Then, an instinctive threshold might be 0.5. However we preferred to define
a threshold that conserves an easy recognition for human of the scenes/different
objects with the minimal number of pixels. We made a small user study to evaluate
different values of thresholds. The different images of Fig. 4 show the results with
three values of threshold: 0.3, 0.4 and 0.5. We chose the threshold equal to 0.4 as it
is the minimal value where most users in our study recognized the objects in most
of the images. Thus we consider that a local feature is salient if the saliency on its
position is greater than or equal to 0.4.

Before studying the local feature saliency, we have tested if there is a significant
difference between the studied databases related to the ratio of salient pixels they
contain. Detailed results of our experiments are not presented here, however we
summarize them in the Table 1. For this study we consider the median (the second

Fig. 4 Figure 3a quantised with different saliency thresholds. (a) t D 0:3, (b) t D 0:4, (c) t D 0:5

Table 1 Distribution of the salient features for each detector and dataset. Bold values correspond
to best scores

LeMeur Kootstra UKB PascalVOC12 Average

Median 48.72 42.91 56.71 50 49.59Harris

Inter-quartile 37.41 28.34 40.18 30.87 34.2
FAST Median 34.76 33.29 43.38 37.70 37.28

Inter-quartile 21.66 21.89 37.98 25.75 26.82
DOG Median 30.71 31.84 41.13 36.42 35.03

Inter-quartile 12.53 21.01 33.50 22.45 22.37

Median 26.80 29.38 34.95 32.46 30.90H-L�

Inter-quartile 14.25 21.04 30.55 20.05 21.47

H-L� detector corresponds to Harris-Laplace detector. The median and inter-quartile values are
percentages
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quartile) and the inter-quartile intervals (the difference between the third and the
first quartiles). We notice that LeMeur and Kootstra databases [23, 25] specially
proposed for saliency studies have in average more salient pixels. However the four
databases contain a lot of non-salient information. The highest median values are
observed for the interval Œ0; 0:1�: >30% for LeMeur, >20% for Kootstra, >40% for
UKB and �30% for Pascal VOC2012.

If we consider the average of different medians, Harris detector with 49:59%
appears as the one that extracts the most salient features despite the nature of the
images of these bases. It could be explained by the fact that it measures intensity
differences in the image space that can be interpreted as a measure of contrast useful
for visual saliency. The difference between the three other detectors is minimal. The
results of Harris-Laplace and DoG could be explained by the scale changes they
incorporate. Despite its good results for image retrieval and object categorization
[61], Harris-Laplace detector selects less salient local features.

Our study of local feature detector saliency confirms that they do not detect the
most salient information.2 These observations are comprehensible since the local
detectors used and the visual saliency models are not based on the same concept.
The fact that the Harris detector produces more salient corners is interesting. It may
advise to use Harris detector if any scale change invariant is needed for local feature
filtering.

In the following, we focus on Harris-Laplace, and assess the importance of the
local features according to their visual attention for image retrieval on UKB. We
no longer consider the previous threshold t D 0:4. The local features are ranked
according to their saliency value.

6 Impact of Local Feature Filtering Based on Visual Saliency

In this section, we study the impact of filtering the local features according to their
saliency value before the image signature computation. To do so, we consider two
local descriptors:

1. Colour Moment Invariants (CMI) descriptor [36] that describes local features
obtained with one of the following detectors:

• Harris-Laplace detector;
• a dense detection scheme.

We choose to use the Bag of Visual Words representation [7, 50] which is
widely used to create image signatures and to index images from UKB dataset.
The visual codebook we have computed has been introduced in our previous
work [55]. In this work, we proposed a random iterative visual word selection

2Those from the chosen detectors.
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algorithm and their results are interesting for this descriptor using only 300 visual
words. The visual codebook is computed with Pascal VOC2012 [9].

2. SIFT [29] and the local features are detected with:

• a grid-dense detection scheme for UKB dataset images;
• Hessian-Affine detector for INRIA Holidays images.3

For this descriptor, we also use the Bag of words model as visual signature
with:

• 10,000 visual words computed with K-means algorithm for UKB. The visual
codebook is computed with Pascal VOC2012 [9].

• 10,000 and 200,000 visual words used by Jegou et al. [19].

For the UKB retrieval results, a score of 4 means that the system returns all correct
neighbors for the 10,200 images. In fact, the database contains a set of four identical
images with different transformations. In this case the query is included in the score
calculation. Concerning Holidays, we compute the mean Average Precision (mAP)
as detailed in [46].

As we previously mentioned we rank the local features according to their saliency
values. For our study, we filtered local features with two different configurations:

• “More salient”: the more salient features are removed;
• “Less salient”: the less salient features are removed.

The image signature is then built with the residual local features after filtering. The
full algorithm is presented on Fig. 5.

The results for UKB are presented in Fig. 6a for CMI and Fig. 6b for SIFT.
The results clearly highlight the importance of salient local features for the

retrieval. For example, removing 50% of the most salient features with SIFT induces
a loss of retrieval accuracy of 8.25% against 2.75% for the 50% of the least salient
ones. The results are similar for CMI: �20% when filtering 50% of the most salient
features and �3.55% otherwise.

Whatever the descriptor, our findings go in the same direction as the previ-
ous for UKB: local features can be filtered according to their saliency without
affecting significantly the retrieval results. The most salient local features are very
discriminative to have an accurate retrieval. These conclusions are valid for Harris-
Laplace detector. We have tested these assumptions with another keypoint detection
scheme: grid-dense quantization. Indeed increasing research works consider this
feature selection approach [15, 45] which poses a problem: the large number
of keypoints affecting the efficiency of the retrieval. If the previous results are
confirmed then the visual attention can be used to filter local keypoints regardless
the descriptor and the feature detector.

3We used the descriptors provided by Jegou et al. available at http://lear.inrialpes.fr/people/jegou/
data.php.

http://lear.inrialpes.fr/people/jegou/data.php
http://lear.inrialpes.fr/people/jegou/data.php
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Fig. 5 The used algorithm to perform local feature filtering based on visual saliency. On the last
step of the algorithm the four images correspond to different percentages of removed features with
the lowest saliency values

For our grid-dense scheme we selected a pixel on a grid of 15*15 every 5 pixels
producing �11,000 local features per image of size 800*600.

The results for example, for UKB are presented in Fig. 7a for CMI and Fig. 7b
for SIFT.

Filtering dense local features with respect to their visual saliency values has
the same impact as previous filtering (Fig. 6). We can conclude that using CMI
on UKB, saliency filtering does not impact in a negative way the retrieval results
respecting an adequate threshold. Moreover, our results show that the precision
score increases while deleting up to 50% of least salient local features: C1.25 to
C2.5%. This highlights that using too many non salient keypoints has the same
effect as introducing noise leading to a small decrease in the retrieval precision.
With a grid-dense selection and filtering by visual saliency value, CMI shows that
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Fig. 6 Local features detected by Harris-Laplace filtered according to their saliency value. K is
the size of the visual codebook. (a) CMI: K= 300. (b) SIFT: K= 10,000

salient local features are particularly important as so far as the difference between
the two curves on Fig. 7a is 19.25% for 30% and 31% for 50%.

Our different results highlight the importance of salient local features for a
correct retrieval on UKB both with Harris-Laplace detection and dense selection.

To validate the independence to the database we conducted the same evaluations
on Holidays. The impact on the retrieval is measured with the mean Average
Precision (mAP) scores represented in Fig. 8. The observations are similar: the
salient local features lead to better retrieval. The difference between deleting less
salient and more salient on Holidays (�5%) is less important than those observed
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Fig. 7 Filtering dense selected local features according to their saliency value. (a) CMI: K= 300,
(b) SIFT: K= 10,000

on UKB. It supposes that the local salient feature importance for retrieval depends
on the database and the descriptor.

These first results obtained with Itti et al.’s model [18] are also confirmed with
the three following models:

1. Graph Based Visual Saliency (GBVS) which is a bottom-up visual saliency
model proposed by Harel et al. [16];

2. Prediction of INterest point Saliency (PINS) proposed by Nauge et al. [38] and
based on the correlation between interest points and gaze points;
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Fig. 8 mAP scores after filtering local features according to their saliency values on Holidays

Table 2 Computation of the area between the curves of deleting most salient and less salient
local features. Bold values correspond to best scores

Databases Descriptors Saliency model Area value

UKB CMI Itti et al. 10.06
K=300 GBVS 9.11

PINS 8.95

Yin Li 8.85

SIFT Itti et al. 3.61

K=10,000 GBVS 4.34
PINS 3.54

Yin Li 3.32

Holidays SIFT Itti et al. 0.63

K=10,000 GBVS 1.65
PINS 0.40

Yin Li 0.51

SIFT Itti et al. 0.51

K=200,000 GBVS 2.28
PINS 1.20

Yin Li 0.62

3. The visual saliency model based on conditional entropy introduced by Li
et al. [26].

We give in Table 2 the value of the area (illustrated in Fig. 7b) between the two
curves of deleting local features according to their visual saliency; most salient ones
on the one hand, and in the other the less salient.
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Let C1 and C2, two curves, the area value, A is obtained with Eq. (3).

A D
X

I

j C1.i/ � C2.i/ j; (3)

j x j is the absolute value of x, i is the different value of the percentage of local
features deleted according to their visual saliency.

The evaluations are conducted on UKB and Holidays.
We can see that the area between the two curves has not the same size according

to the used saliency model and the local feature descriptor considered. We do not
compare the area value according to the descriptors and the databases but its size
behavior. If the area value is high, it indicates a significant difference between the
two curves. It means that deleting the more salient features induces an important
decrease of the results.

Except for CMI descriptors on UKB, the area values of GBVS model are the
highest for the two datasets. It means that the visually salient local features defined
with this model have an important weight in the retrieval process using BoVW
signature.

Figure 9 presents the results of comparison of the results obtained according to
the features and the saliency models when deleting the less salient local features.
There is no significant difference before 50%. The four models that we chose offer
equivalent accuracy. Then, the choice of the suitable saliency model can be based
on the filtering threshold. Anyway GBVS seems to be more adapted to our study.
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Fig. 9 The results obtained deleting less salient local features. (a) UKB-CMI, (b) UKB-SIFT, (c)
Holidays-SIFT 10,000, (d) Holidays-SIFT 200,000
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Even if this study shows that the results are much better with GBVS, the main
conclusion of our experiments is the importance of filtering local keypoints with the
saliency value.

7 Discussion

The different evaluations we have conducted about the impact of selecting local
features according to their visual saliency show that:

• this filtering does not significantly affect the results;
• the salient local features are important for image retrieval.

The results presented in this chapter confirm that the visual saliency can be useful
and helpful for a more accurate image retrieval. Especially, they highlight that it can
easily enhance dense selection results:

• by deleting a certain proportion of less salient keypoints;
• by reducing the quantity of local features without negative impact for the retrieval

score.

The different detectors studied do not extract important quantity of salient
information. This observation has among others two important outcomes:

1. Visual saliency usage should be an additional process in the whole framework of
image retrieval, while indexing and retrieving images; the most of available tools
today do not include the saliency information.

2. Adding more salient local features could create more accurate signatures for most
of usual images, improving at the same time the retrieval process.

We have just started our investigations on the second outcome by replacing the less
salient local features detected by more salient ones. First results obtained with this
new research investigation were conducted on UKB dataset using CMI descriptor.
We add salient local features from the dense CMI to the Harris Laplace CMI. The
results presented in Fig. 10 confirm our hypothesis.

Replacing less salient local features by the most salient ones from dense detection
seems to be a good compromise to use visual saliency in order to improve the
retrieval. Indeed the score increases by 3.75% with 20% of replaced keypoints. Of
course, this improvement is small but it shows the importance to research deeper
this way as all results were improved.

8 Emotion Classification

In this section we applied the previous image feature detectors to emotion clas-
sification. In order to perform such a classification, one needs to use a specific
database constructed for this application. There are many datasets proposed in
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Fig. 10 Replacing the less salient points detected buy Harris-Laplace by the most salient selected
with dense quantization

the literature, however one of them appears to be a reference in psychological
studies, the International Affective Picture System (IAPS). It is a database composed
of photographs used in emotion research. This dataset has been developed and
improved since the late 1980s at NIMH Center for Emotion and Attention (CSEA)
at the University of Florida [24]. Since it is a well known database, many papers
consider this base to compare their results to the literature [28, 32, 59].

IAPS is a very large database with more than 1100 images and still evolving but
it presents also very strong emotional content and very semantic one. So it appears
that the emotional impact of those images is very straightforward and does not
reflect the most frequent images in real life. We then propose another base, named
SENSE (Study of Emotion on Natural image databaSE) [8, 12]. It is a low semantic,
natural and diversified database containing 350 images free to use for research
and publication. It is composed of animals, food and drink, landscapes, historic
and tourist monuments. It contains low semantic images because they minimize
the potential interactions between emotions on following images during subjective
evaluations. This database has been rated by two different ways:

1. SENSE1 composed of the whole images assessed by 1741 participants;
2. SENSE2 composed of Regions of Interest (ROI) of the images obtained for each

image with an hybrid saliency model proposed by Perreira Da Silva et al. [44]. It
is based on the classical algorithm proposed by Itti [18] and adds a competitive
approach to enhance the saliency map obtained: a preys/predators system. The
authors show that despite the non deterministic behavior of preys/predators
equations, the system exhibits interesting properties of stability, reproducibility
and reactiveness while allowing a fast and efficient exploration of the scene.
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We applied the same optimal parameters used by the authors to create the
thumbnails of the images of our database. This second database has been rated
by 1166 participants.

8.1 Classification Results

In this section we present our results for local and global feature evaluation for
emotional impact recognition. At first we discuss about those obtained on SENSE
and IAPS. To finish we compare those from IAPS to some baselines from the
literature.

8.1.1 Results on SENSE1 and IAPS

In a previous work [13], we have shown that CBIR local and global descriptors can
be used to define the emotional impact of an image. In Table 3, we summarize the
results obtained after classification in Positive and Negative emotion class for each
descriptor. In this table:

• WA4 and WA5 respectively mean Wave Atoms Scale 4 and Wave Atoms Scale 5.
• CM denotes Color Moments and CMI, Color Moment Invariants.
• OpSIFT means OpponentSIFT.

For the results, we use the notation Dataset_Visual codebook to resume the
different configurations we have tested. Then in SENSE1_I configuration, the
visual signatures (Bags of Visual Words) of the images of SENSE1 are computed
using the visual vocabulary from IAPS. The different configurations allow us to
determine whether or not the results are dependant from the image database used to
create the visual dictionary.

The different features do not have the same behaviors on predicting emotions
in the different configurations tested. For example, SIFT have approximately the
same results for negative and positive emotions on IAPS and SENSE regardless
the vocabulary changes. On the contrary, CMI and WA4, for example, seem more
adequate for negative images with at least 50%.

Overall, the visual dictionary has little impact on the behavior of descriptors
for classification for SENSE and IAPS. However, CM descriptors for example,
are affected. The rate of recognized negative images is significantly higher with
codebook from IAPS (C70% for SENSE images and C20% for IAPS images).
The opposite effect is observed for positive images: �34% for SENSE images and
�17% for IAPS images. This illustrates very well the impact of the variability
of the database. Indeed, IAPS contains a lot of negative images: the dictionary
built with this dataset allows to better recognize negative emotions. Building the
visual dictionary with SENSE improves recognition of positive images since this
base contains a lot. We also conclude that the negative images are much easier to
recognize in the two databases that we have chosen.
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Table 4 Comparison of correct average classification rates on SENSE and IAPS before and after
fusion with Majority Voting

Before fusion (%) After fusion (%)
SENSE1_S Negative 55.56 60

Positive 54.17 57.29

Average 54.86 57.55
SENSE1_I Negative 64.44 90

Positive 54.86 64.58

Average 59.65 66.98
IAPS_S Negative 61.75 75.41

Positive 47.13 41.38

Average 54.44 58.82
IAPS_I Negative 65.58 77.05

Positive 45.02 46.55

Average 55.30 62.18

To study the complementarity of the chosen features, we have evaluated their
result combination with Majority Voting. In Table 4 we compare the classification
rates before and after fusion.

There is a significant improvement after the fusion. For example, the recognition
of negative images is impacted positively by 15% on average. Besides the best
classification rates are obtained after merging using the dictionary built from
IAPS. This conclusion is also valid for positive images. For both configurations
(SENSE1_I and IAPS_I) before the fusion, 54.86 and 45.02% positive images were
recognized against 64.58 and 46.55% after. If we generally consider these results
after fusion, we see that they have been improved especially on our image database,
independently of visual dictionaries and emotions:

• � C15% for negative images and � C6% for positive ones;
• � C17% with the codebook from IAPS and � C3:7% with the codebook from

SENSE1.

Note that for IAPS, positive image average results are lower than a simple random
selection. This can be due to the database or simply because negative images are
easy to recognize.

8.1.2 Comparison with Literature on IAPS

In order to validate our approach, we chose to compare our results on IAPS to three
different papers on the literature:

• Wei et al. [58] are using a semantic description of the images for emotional
classification of images. The authors chose a discrete modeling of emotions in
eight classes: “Anger”, “Despair”, “Interest”, “Irritation”, “Joy”, “Fun”, “Pride”
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and “Sadness”. The classification rates they obtained vary from 33.25% for the
class “Pleasure” to 50.25% for “Joy.”

• Liu et al. [28] have proposed a system based on color, texture, shape features and
a set of semantic descriptors based on colors. Their results on IAPS are 54.70% in
average after a fusion with the Theory of evidence and 52.05% with MV fusion.

• Machajdik et al. [32] are using color, texture, composition and content des-
criptors. They chose a discrete categorization in eight classes: “Amusement”,
“Anger”, “Awe”, “Contentment”, “Disgust”, “Excitement”, “Fear” and “Sad”.
The average rates of classification vary from 55 to 65%. The lowest rate is
obtained for the class “Contentement” and the highest for the class “Awe”.

If we compare our results with those three, we clearly see that our method compete
with them since we obtain classification rates from 54.44 to 62.18%. The goal of
this study is then correctly achieved by proving that the use of classical features of
CBIR can improve the performance of emotional impact classification.

8.1.3 Consideration of the Visual Saliency: SENSE2 Image Classification

The results from the subjective evaluations SENSE2 show that the regions of interest
evaluation is equivalent to the full image evaluation [11]. So we decided to substitute
the SENSE1 images by those used during SENSE2. The results presented here are
with respect to the local descriptors. Because of the variable sizes of the ROI images
(from 3 to 100% of the size of the original images) we chose a grid-dense selection.
For effective comparison, we also consider a grid-dense selection for SENSE1. The
average classification rates are shown in Fig. 11. We notice that for a majority of
descriptors, limiting the informative area to the salient region improves the results.
The results by local keypoints descriptor are summarized in Fig. 12.

An improvement is made for negative and positive classes when using SENSE2.
The usage of the regions of interest obtained with visual saliency model improves
the results for positive and negative images especially for SIFT and OpponentSIFT:
C10%. The previous conclusions about SIFT based descriptors remain valid.

9 Conclusion and Future Works

In this chapter we have evaluated the saliency for four local features detectors:
Harris, Harris-Laplace, DOG and FAST. The threshold to decide that a point is
salient has been fixed after conducting a user study. In fact, this threshold allows to
easily recognize the different objects in the image. We choose to study the behavior
of local feature saliency on two databases used for image retrieval and categorization
and two others for saliency studies. The observations are globally similar:
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Fig. 11 Average classification rates obtained for SENSE2 and SENSE1 with a dense selection of
local features
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Fig. 12 Classification rates obtained for SENSE2 and SENSE1 for 2 class classification by feature

• the larger part of the pixel saliency values are � 0:1;
• Harris detector produces the most salient local features according to the median

values and in contrast Harris-Laplace features are globally the less salient.

The results of local feature filtering according to the saliency value highlight the
importance of salient keypoints for retrieval on UKB and Holidays datasets regard-
less the detection method (Harris-Laplace, Hessian-Affine and dense selection) and
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the saliency model used among the four we tested. These conclusions are consistent
with previous studies from the literature and allow to consider different perspectives
which include finding the good proportion for the filtering of the less salient local
features without affecting the retrieval results. Another perspective of our study is
to consider top-down visual saliency model as the four tested are bottom-up and to
compare the results.

Concerning emotional impact recognition, for SENSE2, we used a bounding
box of the different salient areas, we think that a more precise region definition
must be studied: defining different regions of interest by image and determining the
emotion of each region. The final emotion of the image could be a combination of
the negative and positive areas thereby resuming the idea of the harmony of a multi-
colored image from Solli et al. [52]. The fusion method could be found based on
subjective evaluations to find the correct weighting between negative and positive
“patches” to form the final emotional impact.
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Saliency Prediction for Action Recognition

Michael Dorr and Eleonora Vig

Abstract Despite all recent progress in computer vision, humans are still far
superior to machines when it comes to the high-level understanding of complex
dynamic scenes. The apparent ease of human perception and action cannot be
explained by sheer neural computation power alone: Estimates put the transmission
rate of the optic nerve at only about 10 MBit/s. One particular effective strategy to
reduce the computational burden of vision in biological systems is the combination
of attention with space-variant processing, where only subsets of the visual scene are
processed in full detail at any one time. Here, we report on experiments that mimic
eye movements and attention as a preprocessing step for state-of-the-art computer
vision algorithms.

1 Introduction

The human brain is remarkably energy efficient and runs on about 10–15 W of
power, less than most laptop computers. By the standards of the animal kingdom,
however, the human brain is already quite big, and many species with much less
neural hardware nevertheless perceive and act in complex environments seemingly
without effort. In contrast to this, even supercomputers still struggle with the under-
standing of dynamic scenes, despite a highly active computer vision community,
its rapid progress, and the recent surge of bio-inspired, “deep” neural-network
architectures that have shattered many benchmarks. Computer vision performance
may have reached or even surpassed human performance in more abstract, static
object recognition scenarios such as handwritten character or traffic sign recognition
[9]; in fully dynamic, unconstrained environments, this has not been the case
yet. One particular processing strategy that biological agents employ to improve
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efficiency is selective attention: at any given time, only a fraction of the entire
(visual) input is processed in full detail. In combination with efficient coding, this
allows humans to process complex visual inputs despite the limited transmission
bandwidth of the optic nerve that is estimated to be comparable to an Ethernet
link (10 Mbit/s) [21]. In humans, attention is also closely linked to eye movements,
which are executed several times per second and direct the high-resolution centre of
the retina to points of interest in the visual scene.

Because of the potential to reduce bandwidth requirements, models of attention
and eye movements, or saliency models, have long been and still are an active
research field [4]. For static images, state-of-the-art models have come close to
human performance (meaning the implicit, typically subconscious choice where to
direct gaze), although there are at least two caveats: first, it is still a matter of debate
how to best quantify the similarity between machine predictions and actual human
eye movements [5]; second, the laboratory-based presentation of static images for
prolonged inspection is not a very accurate representation of real-world viewing
behaviour and thus might give rise to idiosyncratic viewing strategies [11].

The more challenging case of saliency for videos, however, has received less
attention (but see Chap. 3 in this book [8]). A likely contributor to this deficit has
been the lack of standardized benchmarks that make it easier to directly compare dif-
ferent models, and consequently improve upon them. Yet, video processing has high
computational cost and therefore could particularly benefit from attention-inspired
efficiency gains. One computer vision application of note is action recognition: out
of a set of (human) actions, which action is depicted by a short video clip? Current
approaches to this problem extract densely sampled descriptors from the whole
scene. While this provides full coverage, it also comes at high computational cost,
and descriptors from uninformative, non-salient image regions may even impair
classification performance.

In this chapter, we shall therefore extend previous work on saliency-based
descriptor pruning for action recognition [41, 42]; very similar, independently
developed work was published in [25, 26]. Since these original publications,
the state-of-the-art action recognition processing pipeline has been improved to
incorporate an implicit foreground saliency estimation step [48], and we shall
investigate whether an additional explicit pruning can further improve performance.

2 Related Work

For recent overviews of the highly active and very wide field of action recognition,
we point the reader to the surveys [12, 44].

Despite the recent success of deep learning methods for video-related tasks,
hand-crafted features are still indispensable when designing state-of-the-art action
recognition solutions. These methods typically rely on the—by now—standard
improved Dense Trajectories (iDT) [45, 46, 48] representation that aggregates local
spatio-temporal descriptors into a global video-level representation through the Bag
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of Words (BoW) or the Fisher Vector encoding. Along trajectories located at high
motion contrast, rich appearance and motion descriptors, such as HOG, HOF, and
MBH are extracted. Several improvements have been proposed to this standard
pipeline, from stacking features extracted at temporally subsampled versions of
the video [22] to employing various descriptor- and representation-level fusion
methods [28]. Interestingly, by paying careful attention to details (of normalization,
and data- and spatio-temporal augmentations), [12] could show that the iDT pipeline
is on par with the state of the art, including recent deep methods, on five standard
benchmarks.

A number of more recent works explored deep architectures for action recogni-
tion. These methods aim at automatically learning discriminative representations
end-to-end and must therefore rely on vast training data sets, such as Sports-
1M [20] comprising of more than a million YouTube videos. Notable deep
approaches include the extension of 2D convolutional neural networks (CNNs) to
the time domain [20], the Two-Stream architecture [35] with two separate CNNs
for appearance and motion modeling, as well as the combination of recurrent
and convolutional networks to encode the temporal evolution of actions [10].
Overall, however, end-to-end deep models only achieved marginal improvements
over the established hand-tuned baselines. For better performance, these methods
often complement their learned representations with dense trajectory features.
Alternatively, hybrid architectures leverage the representational power of deep per-
frame feature maps in a Bag of Words pipeline (e.g. TDD method [47]).

2.1 Selective Feature Sampling and Reweighting Strategies
for Action Recognition

Aware of the limitations of densely sampling an often prohibitive number of video
descriptors, several works focused on reducing the number of local descriptors
through various sampling strategies. Here we summarize the main directions.

Shi et al. [34] proposed a real-time action recognition system that combines
fast random sampling with the Local Part Model to extract features, which has
the benefit of including more structure and an ordering of events. Several feature
sampling strategies are investigated in [50] with the best performing ones being
based on object proposal techniques (such as Edge Boxes [51]). Their selective
sampling based on motion object proposals reports better accuracy by using 25%
less features than without sampling.

Predicting foreground motion saliency was also found to be an effective method
for descriptor reweighting. For the challenging task of cross-data set action
recognition, [38] relied on video foreground confidences for a soft-assignment
(and reweighting) of features in a Bag of Words paradigm. Graph-based visual
saliency [16] was used as one of their cues to predict foreground confidences. A
foreground motion saliency is defined in [14] as well. Their spatio-temporal saliency
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is based on directional motion energy contrast (corresponding to spatio-temporal
oriented filtering) and spatial variance. As is common practice, the predicted
saliency measure reweights the features during pooling in a Bag of Words pipeline
to enhance the contribution of local features by their saliency.

Another line of research looked at how top-down, task-specific saliency can
simultaneously inform the tasks of action classification and localization. Sapienza
et al. [31, 32], for example, learn action-specific saliency maps, by distilling the
discriminative parts of the video for a specific action. To this end, weakly-labelled
video histograms are extracted for overlapping subvolumes of the video, and a
Multiple Instance Learning (MIL) framework is adopted to associate action instance
models to latent class labels. The learned action models are thus not only able
to classify actions, but also to localize them via the action-specific saliency map.
A similar structured prediction model, aimed at both action classification and
localization, is presented in [33]. To learn the top-down, action-specific saliency
though, this work relies on eye movements as weak supervisory signals. In a
max-margin framework, a latent smooth path through the video is identified that
maximizes action classification accuracy and coincides with high gaze concentra-
tion. In addition to action classification and localization, their model is thus capable
of predicting top-down video saliency conditioned on the performed action.

Saliency-based non-uniform descriptor sampling has also been adopted for other
related tasks, such as object recognition in egocentric videos [3].

3 Methods

In this section, we shall describe materials and methods of the work underlying this
chapter. Because several of the analyses presented here are extensions of previous
work and thus have been described before, we will put particular emphasis on the
novel saliency measure based on smooth pursuit eye movements.

3.1 Data Set

Even for a single human action alone, the space of possible scenes depicting that
particular action is incredibly large. Thus, any finite data set for action recognition
can only be a coarse approximation to real-world action recognition. Over the past
few years, several benchmark data sets have been made available with varying
difficulty and complexity.

For this chapter, we focus on the Hollywood2 data set of short excerpts from
professionally produced Hollywood movies [24]. This data set comprises 823
training and 884 test clips with overall about half a million frames and 100
billion pixels, and using the Dense Trajectories pipeline (see below), intermediate
processing steps require about half a terabyte of storage space. This makes it still
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possible to handle this data set without very large-scale computing facilities, and
yet bandwidth gains by saliency-based descriptor pruning would be desirable. At
the same time, performance has not reached ceiling on this challenging data set yet,
after almost a decade of intense research.

Because of its popularity, there are two independent eye movement data sets that
were recorded for the Hollywood2 data set [25, 26, 41, 42], namely by Mathe et al.
and Vig et al. Both groups used different eye trackers to record gaze: the Mathe data
set was collected monocularly with an SMI iView X HiSpeed 1250 at 500 Hz, while
data collection for the Vig data set used an SR Research EyeLink 1000 at 1000 Hz
that tracked both eyes simultaneously. Whereas at least theoretically, this should
have negligible consequences for recorded gaze locations, the viewing distances
(60 and 75 cm, respectively) and screen sizes (38.4 and 41.3 deg, respectively)
also differed; previous work has shown an effect of stimulus size on saccade
behaviour [49].

Most importantly, however, tasks also subtly differed between the data sets: in
the Mathe data set, subjects either performed a free-viewing task or the same action
recognition task as in the original computer vision benchmark, where they had to
explicitly name the presented actions after each video clip. By comparison, the task
in the Vig data set was constrained to an intermediate degree, and subjects were
asked to silently identify the presented actions.

We therefore computed the Normalized Scanpath Saliency (NSS) [29] to check
for systematic differences in the spatio-temporal distribution of gaze in the two data
sets. For NSS, a fixation map is first created by superimposing spatio-temporal
Gaussians (128 � 128 pixels and 5 frames support, 
 D 0:21) at each gaze
sample of one “reference” group (e.g. the Mathe data set). This fixation map is then
normalized to zero mean and unit standard deviation, and NSS is the average of this
fixation map’s values for all gaze samples of the other “test” group (e.g. the Vig
data set). Similar gaze patterns in both groups correspond to high NSS values, and
unrelated gaze patterns (chance) correspond to zero. For a comparative evaluation,
we computed NSS both within- and between data sets: if NSS between subsets of
e.g. Mathe is similar to NSS between Mathe and Vig, we can assume that both data
sets have little systematic difference. Because of the differing number of subjects,
we used gaze data from only one subject at a time to form the initial fixation map;
this was repeated for each subject and for up to 5 other subjects as “tests”.

3.2 Baseline Action Recognition

We follow the standard (improved) Dense Trajectories pipeline from [45, 46, 48].
Based on optical flow fields, trajectories are computed first, and then descriptors
are extracted along these trajectories from densely sampled interest points. These
descriptors comprise the shape of the trajectory, HOG, HOG, and Motion Boundary
Histograms (MBH). Mostly due to camera motion, many descriptors were extracted
by the original pipeline that corresponded to trajectories of irrelevant background
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objects. By estimating a frame-to-frame homography and compensating for camera
motion, these irrelevant descriptors could be suppressed and thus action recognition
performance was substantially improved. A further improvement then was achieved
by incorporating a human detection step using the algorithm from [30]. Regions
with detected humans are excluded from the homography estimation, making the
suppression more specific to the background. However, it should be noted that the
automatic detection works best for frontal views, and thus many episodes where
on-screen characters are shown from the side or other angles are missed by the
algorithm.

For the work presented in this chapter, we used the publicly available implemen-
tation1 with default parameters and the provided human detection bounding boxes.
As already shown in [48], larger codebooks give better performance, and we thus
randomly sampled 256,000 features to train a codebook of size 4096.

3.3 Central Bias of Descriptors and Human Detection

We evaluated the spatial distribution of extracted improved Dense Trajectory
descriptors and human bounding boxes as a baseline for other central bias measures
(see below). In order to compensate for different aspect ratios, we resampled all
video clips to a size of 1024 by 1024 pixels and superimposed all pixels within
the detected human bounding boxes. For better legibility, we report the marginal
distribution along the horizontal and the vertical axis.

3.4 Central Bias Saliency

It is well-established that human eye movements and attention show a bias towards
the centre of a visual stimulus [11, 19, 39, 40]. On the one hand, the central,
resting position of the eyeball requires the least energy expenditure by the six
ocular muscles. Under truly naturalistic free-viewing conditions, head movements
therefore typically immediately follow eye movements to reinstate the central
gaze position. On the other hand, the central position yields the best trade-off for
allocating the space-variant retinal resolution to the whole scene.

In Hollywood movies, this effect is typically further exacerbated by deliberate
staging of relevant persons and objects at the centre of the scene. As in previous
work, we therefore computed a central bias saliency measure that simply comprised
the distance to the screen centre.

1http://lear.inrialpes.fr/~wang/improved_trajectories.

http://lear.inrialpes.fr/~wang/improved_trajectories
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3.5 Empirical Saliency

Both available gaze data sets were combined and in a first step, blinks and
blink-induced artefacts immediately before or after them were removed. For each
video, we then created a spatio-temporal fixation density map by superimposing
3D-Gaussians at each valid gaze sample position; these Gaussians had a support of
384 by 384 pixels and 5 temporal frames and a 
 of 80 pixels in space and one frame
in time. Subsequently, these gaze density maps were linearly normalized per frame
to [0, 255] and stored to disk as MPEG-4 video streams.

Note that for simplicity, we did not perform explicit fixation detection, and thus
included saccadic and smooth pursuit gaze samples as well. Because of the strong
spatio-temporal blurring, the effect of this inclusion should be negligible.

3.6 Smooth Pursuit Empirical Saliency

Historically, most of research on eye movements in naturalistic scenes in general,
and on models of saliency and attention in particular, has used static images as
experimental stimuli. Given that the real world is decidedly non-static, dynamic
stimuli such as image sequences are ecologically more valid, but they incur a much
greater computational cost and also introduce problems of their own: how similar
or different are fixations to the same spatial location at different points in time?
One further consequence of the focus on static stimuli has been that gaze traces
have typically been categorized as fixations, i.e. stationary phases of the eye when
information processing takes place, and saccades, i.e. rapid eye movements that take
the fovea from one fixation to the next. During saccades, information processing is
severely limited because of the high speed of the retinal image.

In the real world and in dynamic contexts, however, another type of eye
movements may occur, namely smooth pursuit eye movements. Typically, they
reach speeds of a few degrees per second [1] and are used to stabilize the retinal
projection of moving objects by tracking them. One hypothesis of our work here is
that smooth pursuit eye movements are particularly useful for highlighting relevant
image regions for the action recognition task. First, one could argue that smooth
pursuit eye movements are “fixations on moving objects”, which require more
neural investment to maintain, and thus they ought to be reserved for especially
informative image objects. Second, there is evidence that motion perception is
enhanced during smooth pursuit [37], and thus it stands to reason that such eye
movements are executed when detailed processing of the visual input is required.
In the following, we shall therefore present a recently developed algorithm to
automatically detect smooth pursuit eye movements, and analyse how a saliency
measure based on these eye movements influences action recognition performance.

Hand-labelling is still considered the gold standard for the classification of eye
movement recordings. Despite tremendous progress in eye movement technology,
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gaze traces can still be noisy and exhibit severe artefacts [18]. This is especially
problematic during the detection of smooth pursuit eye movements because these
have relatively low speeds and thus are harder to distinguish from fixations than
high-speed saccades. However, hand-labelling on large-scale data sets such as
Hollywood2, with more than 100 subject-video hours available [25, 42], is not
practically feasible anymore. Recently, we thus have developed a novel algorithm
for the automatic classification of smooth pursuit eye movements [1] that employs
a simple trick to substantially improve classification performance compared to
state-of-the-art algorithms. Because smooth pursuit can only be performed in the
presence of a moving target, there typically should only be a few candidate locations
(objects) for smooth pursuit per scene or video frame. As discussed above, we
expect pursuit mainly on especially informative image regions, and thus it is likely
that more than one observer will follow any particular pursuit target. At the same
time, noise in the gaze signal should be independent across different observers.
Combining these two observations, we can assume that the likelihood of a smooth
pursuit is high whenever several observers exhibit similar dynamic gaze patterns
in the same spatio-temporal video location; conversely, slow shifts in the gaze
position of individual observers are more likely noise artefacts. This approach can
be summarized in the following steps:

1. Discard all those gaze traces that are clearly fixations (fully static) or saccades
(very high speed).

2. Cluster remaining gaze samples using the DBSCAN algorithm [13].
3. Discard clusters that comprise gaze data from fewer than four observers.
4. Post-process clusters; discard episodes of less than 50 ms duration.

This algorithm has been evaluated against a hand-labelled subset of the GazeCom
data set of naturalistic videos and has shown dramatically improved precision
at better recall than state-of-the-art algorithms [1]. However, the GazeCom data
set comprises unstaged everyday outdoor scenes that lead to high eye movement
variability except for some ’hot spots’ [11]. By contrast, professionally cut video
material such as Hollywood movies is specifically designed to focus attention on
few ‘objects’ (typically, characters) of interest, and thus gaze patterns are highly
coherent [11, 15, 17, 27]. In principle, it would thus be possible that almost all
observers cluster in very few locations, and noise in the gaze traces might get
misclassified as smooth pursuit. However, visual inspection of a sample of detected
smooth pursuit episodes showed that this was typically not the case; nevertheless,
even subtle image motion such as a character tilting their head often evoked
corresponding gaze motion.

An additional complication compared to the empirical saliency based on fixations
is the sparsity of smooth pursuit: whereas in the case of static images, fixations
will make up about 90% of the viewing time (with the remainder mainly spent
on saccades), the occurrence of smooth pursuit heavily depends on the stimulus.
In the Hollywood2 video set, the smooth pursuit rate per video clip ranged from
0% to almost 50%, with a mean of about 15% when considering the recall rate of
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our algorithm. As a consequence of this sparsity, we used stronger spatio-temporal
blurring than for the empirical saliency above (
 D 105 pixels in space and three
frames in time).

3.7 Analytical Saliency

Whereas a wealth of saliency models exists for static images [2], often even with
publicly available implementations, there are much fewer available models for video
saliency. As in previous work, we here chose to use the geometrical invariants of the
structure tensor, which indicate the locally used degrees of freedom in a signal, or its
intrinsic dimensionality (inD). The invariants H, S, and K correspond to a change in
the signal in one, two, and three directions, respectively. They are computed based
on the structure tensor

J D ! �
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fxfx fxfy fxft

fxfy fyfy fyft
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with fx, fy, ft partial spatio-temporal derivatives and ! a spatio-temporal smoothing
operator. The rank of J then allows us to compute intrinsic dimensionality,

H D 1=3 trace.J/

S D M11 C M22 C M33

K D jJj

where Mii are the minors of J. Since i1D regions (H) mainly comprise spatial edges
and we were rather interested in spatio-temporal features, we here used i2D and
i3D features (S and K). K has previously been shown to be more predictive of eye
movements in dynamic natural scenes [43], but is also sparser than S. Because we
are interested more in salient regions than very fine localization, we first computed
the invariants on the second spatial scale of the Hollywood2 video clips as described
in [43] and then additionally blurred the resulting saliency videos with a spatial
Gaussian with a support of 21 and 
 D 4 pixels.

3.8 Relationship of Human Detection and Saliency

Humans are social creatures, and thus depictions of humans and particularly faces
are very strong attractors of attention, regardless of bottom-up saliency [7, 23]. Our
analytical saliency measures S and K do not contain an explicit face or human
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detector, and we therefore computed the distribution of both analytical and empirical
saliency values in regions where humans had been detected, relative to saliency
values at randomly sampled locations.

In analogy to the central bias analysis above, we also computed the distribution
of saliency values at the locations of extracted iDT descriptors.

3.9 Descriptor Pruning

Based on previous work, we hypothesized that salient regions are more informative
than non-salient regions, and thus discarding descriptors extracted in less-salient
regions should either improve action recognition performance, or enable us to main-
tain baseline performance with fewer descriptors and thus at reduced bandwidth. To
prune descriptors based on saliency, we used an equation loosely based on the CDF
of the Weibull function,

F.xI�I kI�/ D

(
.1 � e�.x=�/k ; x > 0

�; otherwise
(2)

where x is the raw saliency value (normalized from [0, 255] to [0, 1]), and k; � > 0
are the shape and scale parameters, respectively; we here used k=1 and �=0.001. �
is an additional parameter that allows for low-probability sampling outside salient
regions in order to achieve broad coverage of the scene. Throughout this chapter,
we use � D 0:01 unless noted otherwise.

4 Results

In this section, we shall describe the results for the analyses as described above.

4.1 Central Bias in Hollywood2

The Hollywood2 data set exhibits central biases on several levels as evidenced by
Figs. 1 and 2. The spatial distribution of human detection bounding boxes is shown
in Fig. 1. Along the horizontal dimension, the distribution is roughly symmetrical
with a clear peak in the centre, likely reflecting the cinematographer’s preference
to frame relevant characters in the centre of the scene. The distribution along the
vertical dimension is also peaked at the centre, but shows a clear asymmetry for the
top and bottom parts of the screen because humans are literally footed in the ground
plane.

In the same figure, the spatial distribution of extracted improved Dense Trajec-
tory descriptors is also presented. These correspond to moving features in the scene
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Fig. 1 Spatial distribution of improved Dense Trajectory descriptors and human bounding boxes
in Hollywood2. Particularly for the locations of detected humans, there is a clear central bias along
the horizontal axis (top); along the vertical axis, this bias is less pronounced and the distribution of
bounding boxes is also skewed towards the bottom of the screen (bottom)

and while the distributions are also peaked near the screen centre, the central bias is
not as clearly pronounced as for human detections, particularly along the horizontal
dimension.

The analytical saliency measures S and K should also respond strongly to moving
image features. Nevertheless, their central bias is weaker than for iDT descriptors
(Fig. 2) and it is more in line with the biases exhibited by oculomotor behaviour,
empirical saliency (ES), and smooth pursuit (SP) saliency.

Surprisingly, the peaks of the distributions of empirical saliency are slightly
shifted left and down from the peaks of the image-based saliency measures and
the image centre, and smooth pursuit eye movements seem less prone to the central
bias than fixations.
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Fig. 2 Marginal distributions along the horizontal (top) and vertical (bottom) image dimensions
of empirical and analytical saliency measures. The geometrical invariant K, which corresponds
to intrinsically three-dimensional features and is thus less redundant and more informative than
the i2D features represented by S, is more centrally biased than S. Among the eye movement-
based measures, smooth pursuit (SP) episodes are less centrally biased than regular empirical
saliency (ES)

4.2 Data Set Comparability

Results for our evaluation of the similarity of the two independently collected
gaze data sets for Hollywood2 are shown in Fig. 3. The highest coherence across
observers can be found for the “active” condition in the Mathe data set (median NSS
score 6.21), where subjects explicitly performed the action recognition task. The
“free” condition constrained subjects less and showed very comparable NSS scores
as the Vig data set (median NSS scores of 5.05, and 4.65, respectively). Notably,
the “cross-free” condition, which assessed the similarity of subjects from the Vig
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Fig. 3 Normalized Scanpath Saliency distribution for the two gaze data sets “Mathe” [25] and
“Vig” [42]. Eye movements are most coherent in the active condition of the Mathe data set where
subjects had to explicitly solve an action recognition task. The free-viewing condition has similar
NSS scores as the Vig data set, where subjects were only told to look for the actions, but not to
expressly report them. The inter-data set NSS distribution (“cross_free”) is very similar to both
intra-data set NSS distributions (“Mathe_free” and “Vig”), indicating that there is no fundamental
difference between the eye movement data sets recorded by different groups and with different
hardware setups

data set to those in the Mathe “free” condition and vice versa, had similar NSS
scores (median 4.93) as the two within-group comparisons, indicating no substantial
differences between the data sets despite the differences in hardware setup and
protocol.

4.3 Descriptors, Human Detections, and Saliency

Figure 4 shows the relationship of both empirical and analytical saliency measures
on the one hand and human bounding boxes on the other hand. Because the
distributions of raw saliency value follow a power law and the strong peaks at zero
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Fig. 4 Relationship of saliency values and detected humans in Hollywood2. Shown here is the
histogram of log-ratios of saliency values within the detected bounding boxes and at random
locations. Higher saliency values have log-ratios greater than zero, indicating that humans are
classified as salient by all measures. Eye movements-based measures capture the saliency of
humans better than analytical measures, and smooth pursuit (SP) performs better than empirical
saliency (ES) does

make it hard to discern any differences, we here chose a different visualization: for
each raw saliency value (or histogram bin) between 0 and 255, we plot the log-ratio
of the number of pixels with that value within human bounding boxes versus the
number of pixels with that value at random locations. If human bounding boxes and
saliency were unrelated, we would therefore expect a flat line around zero (log of
unit ratio). For all saliency measures, there is a clear trend towards higher ratios
for higher saliency values, i.e. a systematic correlation between the presence of
humans in the scene and their associated saliency. This effect is particularly strong
for the empirical saliency measure based on smooth pursuit; the analytical saliency
measures S and K capture bottom-up saliency such as edges and corners rather than
semantics and are therefore less correlated.

A similar analysis is shown in Fig. 5, but for the saliency values at the locations
of extracted descriptors. There is a systematic relationship between the analytical
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Fig. 5 Relationship of saliency values and iDT descriptors in Hollywood2. Shown here is the
histogram of log-ratios of saliency values at extracted feature locations and at random locations.
The intrinsically three-dimensional measure K shows a stronger relation to iDT descriptors than
the intrinsically two-dimensional measure S

saliency measures and descriptors, which is to be expected given that they both
are functions of local image structure. However, there is also a strong effect on
the empirical saliency measures; in other words, descriptors are doing a good job
of selecting informative image regions (as determined by the attention of human
observers) already.

4.4 Baseline Action Recognition Performance

Without descriptor pruning, the iDT pipeline with human detection and the Bag of
Words encoding resulted in a mean average precision of 62.04%. This is in line with
expectations based on [48] and the increased number of codebook vectors.
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4.5 Performance of Image-Based Saliency

Effects of descriptor pruning based on the image-based, analytical saliency mea-
sures are shown in Fig. 6. The dashed line indicates baseline performance for
the standard pipeline without descriptor pruning. Successively pruning descriptors
based on different thresholds for the analytical saliency measure K maintains
baseline performance up to about 20% discarded descriptors, but then performance
quickly drops. For S, subtle pruning of less than 10% slightly improves performance
(62.48% at 90.6% retained descriptors), but higher pruning levels also substantially
reduce performance. The “central” measure, which is independent of image content
and exploits the central bias in professional movie making, outperforms the baseline
by nearly one percentage point and reaches an mAveP of 62.9% using 73.4%
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Fig. 6 Effect of saliency-based descriptor pruning for analytical saliency measures; dashed
horizontal line indicates baseline performance for the full descriptor set (=100%). For the image-
based measures S and K, performance quickly deteriorates below baseline; S may give a very
small benefit for a pruning of descriptors by about 10% only. However, central saliency, which
exploits the central bias in professionally directed Hollywood video clips, improves upon baseline
performance for moderate pruning levels and maintains baseline performance for a pruning by
almost 60%
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of descriptors (all descriptors in a radius of 0.3 around the image centre). Even
with 44.4% of descriptors (radius 0.2), performance is still slightly above baseline
(62.17%).

4.6 Performance of Empirical Saliency

Figure 7 shows action recognition performance if descriptors are pruned based on
empirical saliency measures, i.e. an implicit human labelling of informative image
regions. Because smooth pursuit episodes are rare, the measure based on smooth
pursuit alone (“SP-pure” in Fig. 7) captures less than a third of all descriptors even
with a low threshold and strong spatio-temporal blurring (see Sect. 3.6). At these
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Fig. 7 Effect of saliency-based descriptor pruning for empirical saliency measures; dashed
horizontal line indicates baseline performance for the full descriptor set (=100%). Because of the
sparsity of smooth pursuit eye movements, more than two thirds of descriptors are pruned for
the “SP-pure” measure, and action recognition performance is substantially worse than baseline.
Augmenting the descriptor set by additionally sampling outside of the SP regions (“SP-mixed”)
brings performance back to baseline, but does not improve upon it. The empirical saliency measure
ES, which is based on raw gaze samples, performs better than SP, but yields only very little
improvement relative to baseline
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pruning levels, performance of SP is substantially worse than both baseline and
centre-based pruning. In order to increase the number of retained descriptors, we
increased �, i.e. the sampling density in “peripheral”, non-salient regions. Because
of the (differently weighted) mixture of salient and non-salient regions, this strategy
is labelled “SP-mixed” in Fig. 7. Using this approach, roughly baseline performance
(62.13%) can be reached using 56.5% of all descriptors.

Finally, baseline performance can only moderately be improved by descriptor
pruning based on the ground truth human attention map ES. At 75.4% of descriptors
retained, mAveP reaches 62.6%.

4.7 Combinations of Image-Based Metrics

We also evaluated the performance of combinations of different image-based
metrics; results are shown in Fig. 8. For reference purposes, results for the “central”
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Fig. 8 Performance for combinations of analytical saliency S with a central bias or human
detection. Performance decreases relative to the central bias alone
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measure are repeated from Fig. 6. A combination of human detections with analyt-
ical saliency S is actually slightly worse than S alone (62.14% at 86.9% retained
descriptors). Simultaneously pruning based on S and the “central” measure (with
radii 0.3 and 0.4, respectively) also reduces performance relative to the central
measure alone.

5 Discussion

Action recognition in unconstrained videos remains a challenge for computer vision
algorithms, but is a task easily solved by human observers. Unlike current computer
algorithms, humans employ selective attention to fully process only parts of the
scene at any one time. Because of the space-variant resolution of the retina, the
deployment of attention can easily be observed by a recording of eye movements.
The fundamental question then is whether it is possible to mimic human attention
in computer vision algorithms.

Here, we evaluated several aspects of both analytically generated and empirically
obtained attention maps as a preprocessing step in a state-of-the-art action recogni-
tion pipeline.

First, we looked at two gaze data sets independently collected by two different
groups of researchers, and found substantial similarities between them. Notably,
however, gaze behaviour differed between sub-conditions with different instructions
given to the participants. Even though participants in the Vig et al. study were asked
to recognize the actions, their gaze patterns were more similar to those in the Mathe
et al. study that free-viewed the videos than those who had to select the correct
action(s) after each video clip presentation. This finding underlines the importance
of task instructions for gaze-recording experiments [6, 36].

The original Dense Trajectories pipeline significantly benefited from pruning of
descriptors in non-salient regions [25, 42]. Our results indicate that the camera
motion compensation in the improved Dense Trajectories pipeline [48] already
suppresses irrelevant descriptors very effectively, and performance cannot be
improved by using the generic, image-based analytical saliency measures that we
evaluated. Strikingly, however, performance was also only marginally improved
when human eye movements were used for descriptor pruning, and smooth pursuit
eye movements were even detrimental to action recognition. Arguably, human
attention should precisely highlight those image regions that are relevant for video
understanding; however, the human brain likely integrates information both in time
across several eye movements as well as over the whole visual field, despite the
lower resolution of the periphery. The exact nature of this information processing,
and how to mimic it in computer algorithms, therefore remains an open field of
study.

Importantly, pruning descriptors simply based on their distance to the screen
centre still improved results, as in the original Dense Trajectories pipeline. We ran
further analyses and demonstrated that there are several levels of central bias in
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the Hollywood2 data set, which we consider mostly artefacts. Truly unconstrained
video, such as that potentially encountered by robots or autonomous vehicles, thus
will likely pose future challenges.
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Abstract With proliferation of mobile devices equipped with cameras and video
recording applications, it is now common to observe multiple mobile cameras
filming the same scene at an event from a diverse set of view angles. These recorded
videos provide a rich set of data for someone to re-experience the event at a later
time. Not all the videos recorded, however, show a desirable view. Navigating
through a large collection of videos to find a video with a better viewing angle
can be time consuming. We propose a query-response interface in which users can
intuitively switch to another video with an alternate, better, view, by selecting a 2D
region within a video as a query. The system would then response with another video
that has a better view of the selected region, maximizing the viewpoint entropy. The
key to our system is a lightweight 3D scene structure, also termed 3D interest map.
A 3D interest map is naturally an extension of saliency maps in the 3D space since
most users film what they find interesting from their respective viewpoints. A user
study with more than 35 users shows that our video query system achieves a suitable
compromise between accuracy and run-time.
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1 Introduction

The proliferation of mobile devices, such as smartphones and tablets, that are
equipped with sensors, cameras, and networking capabilities has revolutionized the
way multimedia data are produced and consumed, and has posed new challenges as
well as led to new, novel applications.

We consider the case of public cultural performances (dance, singing, sport,
magic, theater, etc.) with a spectating crowd. It has become common for a spectator
to watch a performance and film it at the same time with a mobile camera. Figure 1
depicts such a scene with an open air stage and multiple filming cameras (six of
which are labelled). The recorded videos are often uploaded and shared via social
networks. For instance, a search for “Chingay Parade 2014” on YouTube returns
more than 3000 results; “New York Ball Drop 2014” returns more than 172,000
results.

While the large amount of simultaneous videos capturing the same event provides
a rich source of multimedia data captured from a diverse angle for someone to
explore and experience the captured event, navigating from one video to another
is challenging. In this paper, we focus on the problem of view switching: often, a
camera filming the event does not permanently get a perfect view—for instance, the
object of interest on the stage might be occluded by another spectator. In this case, it
will be useful for the viewer to switch to another video capturing the same instance,
but with a better view.

Figure 2 illustrates the idea of our work. The first three images from the left show
snapshots (at the same time instance) of videos filmed simultaneously by mobile
devices of a song-and-dance performance. At that particular moment, the lead singer
(with a white bow on her head) is singing alone and other performers are dancing by
her side. The rightmost image in Fig. 2 shows a user interface on the mobile phone,
where the user is watching a video stream of a performance filmed from the right

Fig. 1 A performance filmed by seven cameras (Jiku dataset): six of the cameras are located just
around the scene, and the seventh is out of the scope of this image but its field of view is shown as
a red rectangle (Color figure online)
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Fig. 2 Images of three synchronized videos from the Fukuoka dataset (top row), and an example
of two possible queries (bottom row) materialized by a red rectangle and a blue circle on the image
(Color figure online)

side of the stage and is not able to view the lead singer clearly. Using our system,
the user can request to switch to a better view of the lead singer, by either tapping
on the lead singer on his screen (the blue circle) or clicking and dragging a rectangle
surrounding the lead singer on his screen (the red rectangle). This action generates a
query that is sent to the server. The server then determines that, say, the video stream
that corresponds to the first image from the left, provides the best view of the lead
singer, and switches to transmitting this stream to the user.

It is important to note that this query is not interpreted as a content-based image
retrieval problem (CBIR). We do not look for something similar to queried region
in appearance, but we rather want to make a 3D interpretation of the query. In our
use case, the user might orientate his mobile camera towards the important part of
the scene but he has a partially occluded/contaminated viewpoint.

While the user interface above is intuitive, we face a few questions. First, we need
to efficiently identify the regions containing the objects of interest in the videos. Our
approach exploits the fact that, the cameras naturally film objects that are of interest
to the viewers. For instance, a camera usually zooms into or points at interesting
events on the stage. Thus, objects that appear in multiple cameras can be assumed
to be of high interest. (e.g., the lead singer in Fig. 2).

Second, we need to relate what is captured between different videos to tell if they
are depicting the same scene. Traditional content-based analysis would fail, due to
high variations in appearance of the same object captured from different angles. To
address this issue, we need to reconstruct the scene captured by the cameras in 3D,
using multiple view geometry. We limit the reconstruction to regions that are in the
intersection of the views of multiple cameras. As a result, 3D points around objects
of high interest naturally become denser.

Third, we need to perform the reconstruction and answer the query efficiently,
with a target response time of 1 s. To this end, we chose to perform a coarse yet
discriminative reconstruction, using a modified version of the multiview stereopsis
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algorithm [7] that is less sensitive to camera parameters and is tuned to run in real-
time. We model these objects of interest and the associated clusters of 3D points as
a collection of 3D ellipsoids, providing a fairly coarse representation of the objects
in the scene, but that are sufficient to support our view switching application. For
instance, in Fig. 2, each 3D ellipsoid would fit each performer visible in all three
images. We also choose to use only simple features to identify potential objects of
interest. While these features alone may not lead to accurate inference of the object
of interest, we found that combining the features from multiple cameras improves
the accuracy.

Finally, we need to define and quantify what does a “better” view mean. In this
work, we adopt the notion of viewpoint entropy [25] and choose the video depicting
the same scene with the largest entropy with respect to the current video to switch to.

The chapter is organized into seven sections. We first review the related work
in Sect. 2. Section 3 introduces the 3D query principles. Section 4 describes how
we reconstruct the set of 3D ellipsoids. The experiments and evaluation results are
presented in Sect. 5. Finally, the Sect. 6 concludes the paper.

2 Related Work

Our literature review is broken down in two parts. We first review some recent work
on visual computing with mobile phones. Then we explain how the proposed system
based on multiple simultaneous video streams relates to several similar applications.

2.1 Visual Computing with (Mobile Phone) Camera Networks

Visual computing on mobile phones equipped with cameras is moving in two direc-
tions: the visual computation power is increasing on-device and, simultaneously,
the tremendous amount of deployed devices leads to large scale camera networks.
The first aspect is perfectly illustrated by Tanskanen et al. [22] in which a complete
on-device live 3D reconstruction pipeline using monocular hand-held camera along
with inertial sensors is presented. In the second direction, structure-from-Motion
(SfM) algorithms can also be centralized taking as input images acquired by many
mobile cameras: the famous SfM pipeline used in the Photo Tourism project and
called Bundler [20] allows to reconstruct jointly 3D cameras and a set of 3D
points from unordered image collections. An even more challenging set-up consists
in synchronizing [18] many mobile phone cameras to make them cooperating
in near real time. If we already enjoy many location-based-services exploiting
sensor network of mobile phones (real-time applications reporting flooded roads
for instance), we identify only a few efforts fusing simultaneous mobile phone
camera captures. In their work [9], Kansal and Zhao consider an audio-visual
sensor network that potentially exploits millions of deployed mobile phones. The
visual data from those mobile cameras help overcoming limitations of classical
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location techniques (cell-tower/WLAN triangulations, GPS, etc.). The proposed
hybrid location technique includes matching methods between un-located images
and images with known location. Another example is the PhonéCam project [3]:
with sufficient synchronization and calibration, multiple mobile phone cameras
might play the role of HD video sources for 3D and tele-immersion. It is an
example where smartphones replace cameras connected to a computer leading to
an emerging type of smart camera networks made of relatively cheap distributed
computational nodes with network interconnections and links to one or more
central servers. Our contribution is similar in nature but address another challeng-
ing application supporting switches between simultaneous video streams with a
centralized lightweight 3D reconstruction computed in near real-time. Our task-
oriented reconstruction is clearly a compromise between the two aforementioned
3D reconstruction techniques: one camera, real-time on-device reconstruction [22]
and distributed cameras, centralized and time consuming reconstruction [20].

2.2 Applications Based on Simultaneous Video Streams

Video clips recorded by multiple users during the same crowded event can be
used for several purposes. For instance, these videos can be automatically edited
to produce a new mashup video similar to how a TV director would switch
between different cameras to produce the show. Shresta et al. [19] address this
problem and select the cameras by maximizing video quality. They also explain
in [18] how to synchronize multiple cameras from the available multimedia content.
Saini et al. [16] expand this effort about video mashups with live applications in
mind. They try to make decisions about cameras without any reference to future
information. Their improved model jointly maximizes the video signal quality but
also the diversity and quality of the view angles as well as some aesthetic criteria
about shot lengths, distances from the stage etc. These works add to the abundant
literature about best view selection as explained in the recent paper introducing the
Jiku mobile video dataset [17]. We also address this issue in our video switching
application. In the camera networks community, one often aims at selecting the
optimal viewpoint in order to control data redundancy while saving resources
[6, 24] or in order to identify view(s) with task-oriented criteria for sport [14] or
surveillance [12] applications. In this paper we follow a popular approach to this
problem leading to the most informative viewpoint [26]. Finally our video query
system offers social media interactions during live events. Dezfulli et al. [5] also
investigate a live scenario for mobile video sharing during a soccer match. Their
prototype, called CoStream, has been designed to evaluate both the production and
the consumption of videos. Indeed, a close-up video showing a goal can be produced
by users located next to the goal in the stadium and be requested (e.g., consumed)
by some friends seating in other aisles far apart from the place where the goal
was scored. During CoStream design sessions, the participants stressed the need
of a pointing gesture for immediate interaction. Pointing their mobile device in the
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direction of an interesting event should naturally allow a query of existing multiple
video streams. In this work, we try to give a sound technical answer to this specific
and open problem.

3 3D Query in Simultaneously Captured Videos

In this section, we define formally what we meant by 3D query and better view. To
simplify the explanation, we will present our algorithm in the context of a set of
J images Ij, j D 1 : : : J, corresponding to video frames taken from the same time
instance from J cameras filming the same scene from different angles. We denote
the cameras as Cj and we know the projection matrices of the cameras.

Let Iq be the image currently viewed by the user, in which the user will specify a
region of interest (ROI) Rq. We call Iq the query image and Rq the query region.

For now, we assume that we have a set of K 3D shapes, representing the
interesting objects in the scene (how we obtained this will be described in the next
section). We back-project Rq onto 3D space, forming a query volume Vq that is a
generalized viewing cone through Rq. We then compute the intersection between Vq

and the 3D shapes.
After this step, the algorithm selects a subset of 3D shapes Oq that intersects with

Vq (we consider Vq intersects with a 3D shapes if more than 40% of a shape is within
Vq). Note that, it is possible to select a shape corresponding to an object that does
not appear in Iq.

The set Oq represents 3D shapes selected by the user through Rq, and ideally,
would correspond to the set of objects of interest in the scene that the user is
interested in. What remains is for the algorithm to return an image that depicts these
objects in the “best” way. To compute this, we use the notation of viewpoint entropy,
as inspired by Vázquez et al. [25].

For each image Ij, we compute its viewpoint entropy. We adapt the notion
of viewpoint entropy by Vazquez et al. to handle a finite set of 3D shapes and
the restricted region of background visible from Ij. The viewpoint entropy E.Ij/

represents the amount of visual information about the selected 3D shapes Oq in
Ij. Let Ao be the projected area of shape o on Ij, normalized between 0 and 1 with
respect to the area of Ij. We define Abg as the normalized area in Ij that is not covered
by any shape (i.e., the background). We define the viewpoint entropy as

E.Ij/ D �Abg log2 Abg �
X

o2Oq

Ao log2 Ao (1)

An image that depicts all the requested shapes with the same relative projected
area would have the highest entropy. Since the relative projected areas Ai form
a probability distribution, the relative visibility of the background at maximum
entropy (log2.jOqj C 1/) should be also comparable to the visibility of each shape.
In practice, we do not reach this upper bound and simply maximize E.Ij/ over j.
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Fig. 3 A 3D query volume Vq intersecting Kq D 2 shapes and J D 2 candidate viewpoints

We return the image with the highest entropy as the result of our query. The
system then switches the video stream to the one corresponding to the resulting
image.

As clearly stated by Vazquez et al. the intervention of A0 helps to handle various
zoom levels (or various distances between the cameras and the scene) among the J
candidate images. The use of the background visibility level gives nearer shapes a
higher entropy. In Fig. 3, a larger projection of the requested yellow shape increases
the entropy of the best viewpoint (by limiting the information brought by the
background).

Several efficient implementations can be used to compute E.Ij/ ranging from
immediate rendering on graphics hardware to specialized algebraic methods for 3D
shapes and their images. We use an algebraic method which is out of the scope of
this chapter.

Figure 3 shows a small example illustrating this process. The small red square
inside the image represents the query Rq region. The corresponding query volume
Vq intersects two shapes, shown in blue and yellow, out of three 3D shapes. The
image with the highest entropy (0.75) is selected out of two candidate images.

4 Lightweight Reconstruction of 3D Ellipsoids: 3D Interest
Maps

As previously described, the proposed novel video interaction is actually a 3D query,
i.e. a query that is performed on a 3D reconstruction of the scene. The proper
functioning of the query is conditioned by three main requirements: (1) we need
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an automatic detection of the important objects a user may wish to query; (2) we
need a 3D reconstruction that makes those objects identifiable from any viewpoint;
(3) we need a very fast reconstruction to typically get a one-second-duration query-
response cycle.

4.1 Motivation and Method Overview

In the previous section we have introduced a mid-level 3D representation of the
scene guided by the application: a collection of 3D ellipsoids. This lightweight 3D
scene structure is a simplified version of our 3D interest maps introduced in [2].
A 3D interest map is an extension of saliency maps in the 3D space since most users
film what they find interesting from their respective viewpoints. In this paper, 3D
interest maps are reduced to a collection of 3D ellipsoids which simplifies the initial
mathematical formulation (a mixture of 3D Gaussians). This simpler 3D structure
is rather coarse but well adapted to the query-response mechanism. In this section,
we detail our lightweight 3D reconstruction method which is fast, discriminative
enough and which can be seen as an important contribution of this work along with
the query. It is later evaluated through task oriented experiments.

The input data of the reconstruction problem are classical: at any time instant
we have at our disposal a collection of J high definition images I D fIjgjD1:::J

and the associated camera matrices fPjgjD1:::J . In our set-up, the environment and
the cameras are supposed to be equipped enough to have, at least approximately,
a synchronization between the videos and an estimation of the camera parameters.
This assumption is also evaluated in the experimental section.

Under these conditions, the most popular state-of-the-art 3D reconstruction
technique [7] is publicly available as a software named PVMS. Taking our data
as input, PMVS outputs the rigid structure of the scene visible in the images.
Unfortunately, if we use PVMS with our data, we do not satisfy all three previous
requirements: the set of reconstructed points is not restricted to the important objects
(the human performers in our use-case). Those important objects are mingled with
the rest of the scene (ground, stage, background etc.) and cannot be easily identified
from an arbitrary (query) viewpoint. And even worse, the reconstruction is too slow
for our application: a reconstruction typically lasts 40 s on a powerful machine with
J D 7 HD images.

In order to overcome those issues we take advantage of the modularity offered by
PMVS, which accepts as additional (and facultative) inputs, some 2D masks, that
limit the space in which PMVS works at reconstructing points. In other words, if we
want PMVS to reconstruct points only on important objects, then the challenge is to
build masks that will force PMVS to do so. It is essential to understand that this step
of the algorithm is actually the most important one, and is the main contribution of
this chapter. One easy way to build the masks would be to use existing 2D region-
of-interest detection algorithms (e.g. saliency detectors) but, as will be shown in
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the experiments, this method would lead to poor results as the 3D consistency of
the detected 2D regions of interest is not guaranteed! This is why we introduce an
alternative method based on the computation of the intersection of visibility cones,
in 3D. We therefore build a 3D mask, from which we use the 2D re-projections as
additional inputs for PMVS. This step is detailed in the following subsection.

4.2 Computation of 3D Masks

In this subsection we explain how to compute 3D masks which, once reprojected
in the cameras frame, will be used as an input to PMVS to limit the reconstruction
to the important objects. We choose to look at the quantity of motion observed in
the videos as an indicator of the strategy to apply when computing 3D masks (the
quantity of motion is any indicator computed from Mk, the motion map associated
to camera k see also [2]).

We consider two scenarios, depending on the quantity of motion observed in the
videos.

Scenario #1: Low Apparent Motion
If the quantity of motion is less than a chosen and fixed threshold, without moving
objects and without semantic object detectors, it is difficult to detect the potential
objects of interest in the available 2D views Ij; j D 1 : : : J. We can only assume
that the user’s region of interest (UROI) in the image could be an elliptic region
centered at the principal point (i.e., at the point where the optical axis meets the
image plane, supposedly coinciding with the image centre). This makes sense as it
seems natural that the user tends to shoot by steering the camera optical axis towards
the scene hotspots [23]. Such regions are illustrated in blue in the first row of Fig. 5.
Let us call visual cone the back-projection in 3-space of the ellipse associated with
the UROI i.e., the cone through the ellipse which has the camera centre as vertex.
Our idea is to generate a cloud of 3D points in the expected 3D ROIs by basically
intersecting the visual cones of all the cameras. This is illustrated in Fig. 4where the

Fig. 4 Default
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Fig. 5 Results on the Brass Band dataset: on top, ellipses detected based on the central focus
assumption and used for the cones intersection. Below, reconstructed ellipsoids reprojected into
the images

positions of the cameras are the ones estimated for the Brass Band dataset (see also
Fig. 5). Let Cj be the ellipse associated with the UROI in image j and let ƒj be the
visual cone back-projecting Cj.

We first describe an algorithm for intersecting two visual cones, related to
cameras i and j.

1. In image i, generate R random points inside the ellipse Ci and back-project each
of these points p as a 3D line Li

p, through p and the camera centre.
2. Compute the two intersection points where line Li

p meets the PCoI ƒj associated
with image j.

3. If such intersection points exist, discretise the line segment, whose endpoints are
these two points, into S points so image i yields RS 3D points.

4. Repeat 1–3 by switching the roles of cameras i and j.

Given now a sequence of J views, we can apply the above algorithm for each of
the 1

2
J.J � 1/ distinct image-pairs that can be formed in order to eventually obtain

J.J � 1/RS 3D points of interest for the sequence.

Scenario #2: Significant Apparent Motion
In that case, we assume that the interesting video objects are correlated with the
motion in the video. This is particularly true for examples such as sport or dance.
We start by computing a motion map, which we get by computing the distance
in RGB color space between two consecutive images in a video. Many solutions
exist and the reader’s favorite one will be satisfactory. Since we handle many views
simultaneously, the motion detection can fail for a few viewpoints without any
significant impact on the final result. Our motion map computation is primarily
simple and rapid. With our motion maps, we use an unsupervised 2D clustering
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Fig. 6 Results on the Jiku dataset: on top, ellipses detected based on the motion and used for the
cones intersection. Below, reconstructed ellipsoids reprojected into the images

technique (Mean-Shift, [4]) in order to form clusters of apparent motion, and
estimate an ellipse for each cluster. A result of our motion analysis can be seen in the
first row of Fig. 6 for the Jiku dataset. It is worth noticing that we output elliptical
independent moving regions in each view without any matching between them. We
then use a generalization of the intersection of visual cones dealing with all pairs of
detected ellipses and all pairs of available views. We also get the expected 3D ROIs
as a pool of 3D elliptical clusters. Those 3D ROIs can be projected and binarized to
form the 2D masks shown in the second row of Fig. 6.

4.3 Lightweight Reconstruction as a Set of Ellipsoids

In this subsection we describe our method to obtain the final set of 3D ellipsoids, as
can be visualized on the third row of Figs. 5 and 6.

We run PMVS with all needed inputs: the images, the masks and the camera
projection matrices. We set the level parameter to 4, in order to lower the resolution
of the images and therefore obtain a sparse reconstruction.

At this point we get a 3D points cloud and those points should be concentrated
on important objects. It is then very intuitive to cluster the points, and to associate
an ellipsoid with each cluster.

We use, once again, the Mean-Shift clustering algorithm [4] to cluster the
points. This choice is motivated by the fact that we do not know the number
of important objects that are present in the scene, so we need an unsupervised
clustering technique in order to automatically discover the number of objects. The
Mean-Shift algorithm takes a parameter as input, that defines a radius of search for
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neighbouring points. This parameter is called the bandwidth, and because we aim at
separating objects that are in fact persons, we choose a bandwidth equal to 50 cm.

Finally we need to create an ellipsoid to model a cluster of points. We set
the ellipsoid center to the mean value of the coordinates of all points. Then, by
computing the eigenvectors of the covariance matrix of the points coordinates we
get the directions of the three axes of the ellipsoid.

4.4 Efficient Implementation

In order to boost real-time intersection of visual cones, we suggest a problem
statement in matrix form with projective geometry as theoretical background. On
the one hand, matrix operations can be implemented in a very efficient way. On the
other hand, one key advantage of such a projective representation is that one can
avoid to deal with special cases, as two objects that do not intersect in affine space
intersect at complex points in projective space.

We now give some modeling details (using the same writing conventions as in
[8]) that can be eventually skipped. If the camera is seen as a pinhole device, then it
can be represented by a 3� 4 projection matrix P. We show next that the input data
only consist in the set of projection matrices and the set of ellipses associated with
the UROIs; no image features are required.

An ellipse is given by 3 � 3 symmetric homogeneous matrix C so any image
point .u; v/ on the ellipse satisfies the quadratic equation .u; v; 1/C.u; v; 1/T D 0.
The back-projection of an image ellipse C is a visual cone (which is a degenerate
quadric in projective 3-space) with 4 � 4 matrix

ƒ D PTCP:

The back-projection of an image point p is a 3D line, through p and the camera
centre, whose Plücker matrix [8, p. 197] is

Lp D .P/T Œp�� P;

where p D .u; v; 1/T is the homogeneous vector of pixel p with coordinates .u; v/
and Œp�� is the order-3 skew-symmetric matrix associated with p [8, p. 581].

The two 3D intersection points A and B where line Lp meets the cone are given
in closed form by the rank-2 order-4 symmetric matrix

ABT C BAT � L�
pƒL�

p ;

where L�
p is the dual Plücker matrix of Lp, A and B are the homogeneous 4-vectors of

points A and B, and the operator � means ‘proportional to’. Due to lack of space, the
proof is not given here but it can be shown that (1) the two points are real if the two
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non-zero eigenvalues of ABT C BAT are of different signs and complex otherwise,
and (2) A and B can be straightforwardly obtained by a simple decomposition of
ABT C BAT .

Now consider the special case of a circular UROI centered at the principal point.
It can be shown that a visual cone through such a circle only depends on the camera
centre and the optical axis (through it). In this special case, errors on the rotation
around the optical axis, which are computed in the projection matrix, have no effect
on the matrix of the visual cone.

4.5 Summary

To wrap up this section, we list here the steps required to obtain a lightweight
reconstruction of the scene.

• Apply the OpenCV blob tracker to find 2D Regions of Interest.
• Intersect back-projection of the 2D ROI, sample these cones intersection, and

estimate a 3D mask.
• Project the 3D mask back into 2D masks, and apply PMVS with these masks on

a sub-sampled version of the images.
• Cluster the set of 3D points thus obtained using Mean-Shift, and then associate

one ellipsoid to every cluster.

5 Experiments

Before we present the evaluation of our proposed lightweight reconstruction and
the associated query system, we first introduce three datasets that we used for
evaluation, and briefly explain our experimental set-up. The 3D objects obtained
from our experiments are then compared against saliency maps in the 2D image
space (since a comparison in 3D is difficult to visualize). Finally, we report the
major results from our study to evaluate the query mechanism.

5.1 Datasets

We use three datasets to evaluate our approach.

BrassBand The BrassBand dataset is one that we recorded ourselves to match
perfectly our purpose. This dataset serves as a baseline to evaluate our algorithm.
It consists of three videos captured with fixed cameras; four videos captured with
smartphones with little or no movement, and one video from a smartphone that
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moved around the scene and for which we also recorded its accelerometers and
GPS values. The dataset depicts an outdoor scene, where eight musicians stand
close to each other and move according to the instrument they are playing. We drew
concentric circles on the floor so that we can reconstruct the cameras pose more
easily.

Fukuoka This dataset consists of five high resolution video clips of a 5-min dance
show captured by fixed cameras. The video clips capture a complex scene with
multiple performers, wearing the same uniform, standing close to each other, and
often moving and occluding each other. The floor of the stage, however, is composed
of colored concentric circles, easing the camera parameter estimation process.

RagAndFlag The RagAndFlag dataset is the most challenging one. It consists of
a set of videos shot from seven cameras, including mobile devices, surrounding
an open air stage. The videos captured an event with many dancers moving in a
highly dynamic outdoor scene. The videos are shaky and have a variable lighting.
Furthermore, the lack of information on camera calibration makes this dataset a
challenging input to our algorithms.

5.2 Calibration and Synchronization

In our experiments, we have performed 3D reconstructions of cameras and structure
associated to each dataset via a structure-from-motion pipeline. The pipeline is
based on a factorization scheme of projective reconstruction [13] upgraded to a
metric one using the self-calibration method proposed in [15]. The cameras and
structure are then refined through a final metric bundle adjustment. Image feature
correspondences are manually selected in each view and consist of a set of about 30
points. Because all image features are visible in all views, such a procedure provides
very accurate results. For this reason, we used computed cameras and structure as
the ground truth in the evaluation of the camera calibration performed on Fukuoka
and BrassBand datasets.

Usual assumptions about internal parameters such as cameras with square pixels
whose principal point coincides with the origin of the pixel coordinate are made
and the only unknown internal parameter is the focal length. External parameters,
also called the camera pose, consist in six degrees of freedom (DOF), three are
associated to its orientation and three—to its position. Thus, in our application, we
consider cameras as having seven DOF.

Fukuoka As mentioned in Sect. 5.1, planar patterns can be used for internal and
external calibration. In fact, it suffices to know the plane-to-image homography
associated to a given plane in the scene to compute the focal length [8] and the
camera pose [21]. In our case, the considered plane is the platform on which
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Table 1 Results obtained for the internal and external camera calibration on Fukuoka and
BrassBand datasets

Sequence Fukuoka BrassBand

Sensor No Yes

Orientation error (degree) 0.13 0.48

Position error (%) 1.45 5.74

Focal length error (%) 1.59 5.91

Reprojection error (pixels) on 1920� 1080 pixels image 2.25 2.15

Reprojection error (pixels) on 240 � 135 pixels image (as input
for PMVS level 3)

0.28 0.27

performers are moving. The plane-to-image homography is computed from ellipses,
images of concentric circles, as proposed in [11]. Pose estimation is then performed
similarly to the method presented in [1].

BrassBand With seven DOF in our camera model, if we consider the problem
of the camera calibration based on 2D-3D correspondences, also called camera
resectioning, at least four points are needed, each point providing two independent
equations. Thus, in this dataset, camera calibration is performed using only the
minimal number of four points (randomly chosen from the image features available)
to artificially damage the accuracy of the estimated camera parameters and thus
verifying how does the system respond in such challenging situations. In this case,
orientation sensors of the smartphones such as accelerometer and magnetometer are
used as initial orientation. Global Positioning System (GPS) provides positioning
but in our cases, its accuracy is not sufficient because the area to cover is too small.

RagAndFlag In this dataset, camera matrices are those provided by the structure-
from-motion pipeline and are not subject to evaluation of the camera calibration.

The results of parameter estimation are expressed in the Table 1. We provided the
mean errors on the orientation (in degrees), the relative 3D error on the position (in
percent) and the relative error on the focal length (in percent). Reprojection errors
are also mentioned since, in our application, this factor is crucial for both making
sub-sampled 3D reconstructions using PMVS (cf. row associated with the 240�135

pixels resolution) and querying.

Synchronization We evaluated an algorithm [10] for automatic synchronization of
the video from the Fukuoka dataset using the audio streams. Table 2 shows that
the algorithm performs fairly well, scoring an average error of 7.25 frames (circa
0.25 s). This result, while being good considering the state of the art in this domain,
offers a challenge to our system as coping with such delay makes 3D reconstruction
very hard. This result motivates again our choice introduced in Sect. 5.1 to perform
a sub-sampled reconstruction in order to reduce the impact of noise on the results.
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Table 2 Frame offset between videos computed by Ke et al. [10] and obtained manually

Videos Offset given by Ke et al. [10] Manually defined offset

#1–#5 48 55

#2–#5 1578 1570

#3–#5 890 899

#4–#5 1241 1248

Fig. 7 Query on the Fukuoka dataset. On the left the queried region (in red) and on the right, the
top answer of both our algorithm and the users (Color figure online)

5.3 Queries

To evaluate the quality of the resulting video that the system provide in response to
a query, we conducted a user study with the following setup.

Videos We selected 15 sequences, 1 from Fukuoka, 1 from RagAndFlag and 13
from BrassBand. Since we only have captors data on the BrassBand dataset, most
of the sequences used in the study are taken from this dataset.

Methodology For each sequence, one of the images is considered as the query
image. On this image, we define five spatial regions corresponding to the actual
query we want to evaluate. For each query, we ask the users which of the remaining
videos they think is the best answer to the query. In order to avoid any bias, the order
of presentation of the videos is randomized, as well as the order of the sequences
and the order of the queries.

We have set up a web-based interface, displaying the query (as a red rectangle
on one of the images) and the entire set of videos. Users were asked to look at the
query, identify the objects of interest that were queried and find, among the set of
videos, the one that they think shows the queried objects of interest the best. They
then voted for this video by clicking on it, and moved on to the next query.

Participants The study involved 35 participants (13 females, 22 males) with ages
ranging from 20 to 60 (average age is 30). Each of the 35 participants answered 75
queries, giving a total of 2625 votes.

Results We show some qualitative results in Figs. 7 and 8.
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Fig. 8 Query on the BrassBand dataset. On the left the queried region (in red), on the middle the
top answer of our algorithm and on the right the top answer of the users (Color figure online)

Table 3 Percentage of the users satisfied with the top two answers to the query

Method First answer (%) Second answer (%)

Best possible 56 78

Our method (real time) 44 62

PMVS 30 41

Our method (no time constraints) 49 68

Figure 7 shows a scenario where our algorithm performs exactly as user did. The
top answer of our algorithm allows to see a clear view of the queried region, which
is the lead singer of the band. This answer was also chosen by all users but one.

Figure 8 shows a scenario where our algorithm is not consistent with users’
answers. A majority of users chose the rightmost image, as it allows to see all
performers clearly without occlusion. Our algorithm on the other hand gave the
middle image as the best answer. The main reason for that is that even if some of
the ellipsoids are occluded, the background weight is less important than in others
images, which results in a larger viewpoint entropy.

We now introduce quantitative results, based on the user study. We say that a
user is satisfied by the answer to a query if the answer given by our algorithm is the
same as the one voted by the user during the user study. This hypothesis assumes
that users would be satisfied with one answer only, which is not true in general. For
example, in the BrassBand dataset, some of the cameras were located pretty close
to each other, which means that in some cases users would have been satisfied by
both videos as an answer to a query.

Table 3 shows the percentage of users that are satisfied by the top answer, and
the top two answers, to the query. The first row of Table 3 indicates the highest
percentage of users that it is possible to satisfy. These relatively low numbers are
explained by the dispersion of the users answers to the query during the user study.
There are often several suitable images that answer a query, and this fact is reflected
by the users’ choice.

Our results are introduced in the second row of Table 3. Almost half of the users
(44%) would be satisfied on average by the answer provided by our algorithm, and
more than 60% would be satisfied by one of our top two answers. The remaining
users chose different views, which does not necessarily mean they would not have
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been pleased with our answer. In fact, in the case of the Fukuoka and BrassBand
datasets, there are often multiple views that would give acceptable answers to a
query, as some cameras are close to each other.

It is common in CBIR to evaluate an algorithm by computing the Average Rank
of the answers to a query. To obtain this value, we rank the videos according to
the number of users’ votes for each query. Let rank.I; q/ be the rank of image I
associated to the query q. The Average Rank of the first answer to a query (or AR.1/)
is defined as

AR.1/ D
1

card.Q/

X

q2Q

rank.A1q; q/ (2)

where A1q is the first answer to query q from our algorithm, and Q is the set of all
queries that were evaluated during the user study.

Table 4 shows the Average Rank of the first four answers to the query from
various algorithms. The first row shows that our method performs well: AR.1/ D

1:95 reflects that the first answer given by our algorithm is often either the best or
the second best one. Another interesting aspect of the result is that the average rank
of each answer is correlated to the rank of the answers from the user study. Indeed,
we observe that AR.1/ < AR.2/ < AR.3/ < AR.4/. This observation means that our
algorithm can rank the possible answer in a comparable way as real users would.

Our algorithm sacrifices some accuracy for efficiency. To study this effect, the
third row of the table shows the results of a query that is performed on a scene
reconstructed without time constraints, using the full resolution images but with
our masks. The results, as expected, are better than our method since no accuracy
is sacrificed. Note that the percentage of users satisfied by the two best answers
computed with this method (Table 3) is also quite high compared to the best possible
result.

Finally, the second row of the Table 4 and the third row in Table 3 show the
results of a query performed on a scene reconstructed by PMVS without any masks.
Not only does not the algorithm run in real time, but the query results are poor. This
result is due to the fact that PMVS reconstructs more objects than just those that are
needed to perform the query. This result validates our masks construction step as a
necessary contribution to perform the querying.

Table 4 Average Rank (AR) of the first four answers to the query implemented using our real-
time method (first line), PMVS (second line) and our method without time constraints (third line)

Method AR.1/ AR.2/ AR.3/ AR.4/

Our method (real time) 1.95 2.7 3.6 4.5

PMVS 2.9 3.7 3.1 3.9

Our method (no time constraints) 1.5 2.6 3.7 4.4
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6 Conclusion

In this paper, we have investigated and validated a new interest-based and content-
based mechanism for users to switch between multiple cameras capturing the same
scene at the same time. We devised a query interface that allows a user to highlight
objects of interest in a video, in order to request video from another camera with a
closer, non-occluded, and interesting view of the objects. The answer to the query is
computed based on a 3D interest map [2] automatically inferred from the available
simultaneous video streams. Such a map can be reconstructed very efficiently with
our approach if the environment is equipped enough to have a reasonably precise
calibration and synchronization of the cameras. During our user study, we have
shown that the system responses fit well with users’ expectations. We have also
seen that our original 3D interest map is a rich combination of the simultaneous
visual sources of information as well as a consistent generalization of the more
conventional 2D saliency maps.

In the future, we want to precisely evaluate each component of our system. In
order to respect the end-to-end delay, the 3D interest map reconstruction should
be performed in real-time on the server side. We expect a cycle between the
query and the video-switch to be done in about one or two seconds. The precise
performances of both the cones intersection and the finer reconstruction technique
must be known.The spatio-temporal coherence of the maps could also be taken
into account to improve the computations. More generally, using more of content
analysis for improving the masks and the maps would probably be interesting.
Finally, we also aim at further studying the ergonomics of the client interface: for
instance, it is not clear so far if we should provide the requester with an interactive
overview of the good available streams or simply switch to the best one.
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Information: Theoretical Model for Saliency
Prediction—Application to Attentive CBIR

Vincent Courboulay and Arnaud Revel

Abstract This work presents an original informational approach to extract visual
information, model attention and evaluate the efficiency of the results. Even if the
extraction of salient and useful information, i.e. observation, is an elementary task
for human and animals, its simulation is still an open problem in computer vision. In
this article, we define a process to derive optimal laws to extract visual information
without any constraints or a priori. Starting from saliency definition and measure
through the prism of information theory, we present a framework in which we
develop an ecological inspired approach to model visual information extraction.
We demonstrate that our approach provides a fast and highly configurable model,
moreover it is as plausible as existing models designed for high biological fidelity. It
proposes an adjustable trade-off between nondeterministic attentional behavior and
properties of stability, reproducibility and reactiveness. We apply this approach to
enhance the performance in an object recognition task. As a conclusion, this article
proposes a theoretical framework to derive an optimal model validated by many
experimentations.

1 Introduction

Bio-inspired population-based algorithms can be used effectively to develop soft-
ware systems for computer vision and image analysis, for applications in complex
domains of high industrial and social relevance as information and saliency
extraction in images or videos. For example, it is crucial to find as rapidly as
possible what is interesting in multimedia documents. The problem, however, is not
finding information but finding relevant information. But, how can we quantify the
quality of an information? and before answering this question, how can we define
visual information? As mentioned in [10], the problem concerning a definition of
visual information is further aggravated by a long-lasting stance borrowed from
the biological vision research that assumes human-like information processing as
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an enigmatic mix of perceptual and cognitive vision faculties. Consequently, it is
more important than ever to adopt a coherent strategy that would allow measuring,
characterizing and processing interesting information. Of course, interesting is a
subjective term, which is driven by many factors such as volition and the task at
hand. In this article, interest will refer to regions that attract human gaze when
looked at purposelessly, without any a priori.

Finally, regarding the context, what is the salient information I have to measure,
analyze, characterize, transmit, present?

In this chapter, visual attention is defined as the cognitive or computational
process of selectively focusing on one region while ignoring other ones whereas
salience is the state or quality by which region stands out relative to its neighbors
[27, 29]. Both of these concepts are strongly correlated.

This chapter deals with the problem of defining how to optimally extract
information from images.

The novelty of the proposed work is to present an application of Frieden’s
well established information framework [20] that answers to the question: how to
optimally extract salient information based on the low level characteristics that the
human visual system provides? We integrate our biologically inspired framework
into a real time visual attention model and we propose an evaluation which
demonstrate the quality of our model.

The outline of this chapter is as follows: the next section gives a brief overview
of salience modeling presented from an information theory point of view. Section 3
presents the concepts of a general framework called extreme physical information
(EPI). In Sect. 4, we demonstrate that the equation family that has to be used
to optimally extract visual information is the biologically inspired predator-prey
equation (or general growth law). Then, in Sect. 5, we apply this result to build
a visual attention system based on predator-prey equations. Finally in Sect. 6, we
propose to position our model in an up-to-date benchmark. We used this benchmark
because according to the author, this is the largest data set with so many viewers per
image. They calculate the performance of many models at predicting ground truth
fixations using multiple metrics. In this section, we also present an attentive CBIR
approach based on our model.

2 Salience Through the Prism of the Information Theory

While machine vision systems are becoming increasingly powerful, in most regards
they are still far inferior to their biological counterparts. In human, the mechanisms
of evolution have generated the visual attention system which selects the relevant
information in order to reduce both cognitive load and scene understanding ambi-
guity.

This most widespread visual attention theory is referred to as an early selection
model because irrelevant messages are filtered out before the stimulus information is
processed for meaning [3, 50, 53]. In this context, attention selects some information
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in order not to overload our cognitive system. This is also the basic premise of a
large number of computational models of saliency and visual attention [23, 27, 41].
Besides these well known models, we would like to mention here the theory of
simplexity [1] which also places attention among the key mechanisms to simplify
complexity.

In this section, we have decided to focus our attention on a particular family of
computational visual attention models, those based on information theory. Directly
related to probabilistic theories, models based on information theory postulate that
the brain uses its attentional mechanisms to maximize the amount of information
extracted. Estimated locally, it can then be used to define image saliency. Different
approaches to compute this amount of information are available.

Gilles [24] proposes an explanation of salience in terms of local complexity,
which can be measured by the Shannon entropy of local attributes of the image.
Kadir [28] takes this definition and expands the model using the maximum entropy
to determine the scale of the salient features in a multi-scales analysis.

Bruce [4] proposes to use a measure of self-information to build non-linear
filtering operators, used to normalize singularity maps, before merging them, in a
similar architecture to that proposed in [27]. In [5, 6], he combines an independent
component analysis [42] and a measurement of self-information in order to obtain
an estimation of the salience of an image.

Mancas [36] proposes a very comprehensive approach based on the salience of
self-information. He presents models to suit different conditions: 1D (audio), 2D
(images) and 2D C t (video). His approach also includes attention with or without a
priori information (top-down or bottom-up).

Finally, we want to mention the outlying works of Diamant [10–12]. He proposes
a new definition of information, derived from Kolmogorov’s complexity theory
and Chaitin’s notion of algorithmic information. He presents a unifying framework
for visual information processing, which explicitly accounts for the perceptual and
cognitive image processing peculiarities.

Interestingly, all of these approaches (except the last one) consider image and
pixels as isolated entities, linked by statistical bottom-up or top-down properties
without any biological plausibility. They only focus on salience and forget attention
(cognitive or computational).

In the next section, we present a framework which keeps the advantages of
informational theory approaches and at the same time provides strong explanatory
capacity: the extreme physical information (EPI).

In EPI, observation is seen as an active process which extracts information from
a measured object to increase the knowledge of an observer (human or computer). In
this framework, salience and visual attention can be linked by a flow of information
coming from a scene to its cognitive or computational representation.

We propose that EPI provides an optimal way of extracting visual information.
Based on this assumption, EPI has already been used to optimally represent
information held in an image [8, 25]. In this chapter, we extend these previous
works by considering an open system, i.e. a system that can acquire or loose a priori
information; for instance an observation of an image or a video shot by an observer.
But let’s make a brief presentation of the theoretical framework: the EPI.
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3 Extreme Physical Information

Over the past 20 years, Roy B. Frieden has developed a very powerful and complete
theory which proposes a unified approach of physics and exploratory analysis
[19, 20]. In his work, both theory and applications are presented, from the derivation
of the Schrödinger equation to the theory of social change and numerous other
various topics. Recently, EPI has been extended to universal cognitive models via
a confident information first principle [58]. In this part, we briefly present the EPI
principle.

The main objective of Frieden’s approach is to develop a theory of measurement
that incorporates the observer into the phenomenon under measurement based on
Fisher Information.

In our particular case of interest, where we have to deal with images and videos,
if p.x/ denotes the probability density functions for the noise vector x intrinsic to
the nD measurement and q2 the real probability amplitudes defined as p D q2 (see
[19] for a more complete and proper approach), I can be expressed as:

IŒq� D 4
X

i

Z
dxi

X

v

 
@qi

@xiv

!2
; (1)

where qi 	 qi.xi/ is the ith probability amplitude for the measure fluctuation xi D

.xi1; : : : ; xip/.
Using Fisher information, instead of Shannon or Boltzmann information, and

taking into account the observer allow to derive among the best-known laws of
physics, statistical mechanics, quantum mechanics, thermodynamics and quantum
gravity [19]. Frieden defined a unique principle of physics, that of EPI. As
previously mentioned, the main characteristic of this approach is the inclusion as
integral part of the measurement of the observer, and its main aim is to find unknown
system probabilities p.

The EPI principle is based upon the discovery that the Fisher information
I contented in data arises out of the effect under measurement where it had
the value J. Whereas information I characterizes the quality or efficiency of
the data, the information J characterizes the effect under measurement and it is
determined through an invariance principle (Fourier transform for instance). Thus,
any measurement arises from a flow of information:

J ! I (2)

Mathematically, EPI is based on extremization of the following expression:

@.IŒq.x/� � JŒq.x/�/ D 0 or I � J D Extrem; (3)

where J is named the bound information (in the sense of being bound to the source).
Frieden also defined a coefficient �:

I � �J D 0 0 � � � 1 (4)



Information: Theoretical Model for Saliency Prediction. . . 149

In the case of a closed-system, the flow of information is total and � is equal to
one. In the case of an open-system � is equal to 1

2
.

Frieden defines a new quantity K called the physical information. K arises
through the specifics of the particular problem as captured by I and J.

I � J 	 K D extrem (5)

K is then extremized with respect to the unknown probabilities p or their first
derivatives.

Finally, the solutions obtained (q or p) are then interpreted as functions that allow
the best measure of information in the chosen context [19, 20].

To briefly sum up, the EPI principle determines the functions which allow to
optimize the extraction or the measure of information for a given scenario. It also
determines the variational principle underlying the given scenario and by the way,
differs from other approaches which often use ad hoc Hamiltonians. We voluntarily
do not deeply present EPI, mainly because it is not our main objectives, and we think
that the complete mathematical foundation does not provide better comprehension
of our approach. For interested readers, a more complete presentation of EPI can be
found for instance in [7, 14, 19, 20].

To our opinion, one of the most interesting quotation of Frieden’s work is the
following one [20]:

It1 will permit us to conclude that EPI applies holistically to the observer, i.e., both to his
external world and to his internal world:

(a) externally, defining the microscopic and macroscopic phenomena he purposely
observes, including the ecology surrounding him; and

(b) internally, defining the growth of the competing populations (functioning, cells,
bacteria, possible cancer cells, etc.) that exist within his body. These govern his ability
to lie and, ultimately, to observe.

This quotation was the key point of our reasoning. In the next section, we propose
to use it to transpose the EPI principle used in an ecological scenario into the context
of visual information.

4 EPI and Visual Information

Frieden started to study closed-system phenomenon [19]. The fact that the system
is closed is expressed by stating that the total number of each element is conserved,
no matter what kind of molecule it may be a part of. There is no way to gain, loss or
integrate a priori elements.

Yet, this closed world is obviously not adapted to visual observation, in which
both environment and interior mood may affect the process. Observation clearly

1EPI used in an open system.
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belongs to an open system, an open world. An open system is a system which
continuously interacts with its environment.

At this step of this article, we would like to emphasize that there is an important
difference between seeing and observing. Seeing is the action to perceive or measure
with the eyes, whereas observation is to look at something with attention. We are
not interested in seeing, which is only a flow of information between the world
and our retina. We have already demonstrated that EPI could be used to model
such a phenomenon [8, 26]. In this article, we are focused on observation, which
is a high level processing task, a flow of information, i.e. an interaction, between
the world and our mind through our retina and its detectors (color, orientation and
intensity) [32].

The interaction can take the form of information, energy, or material transfers
through of the system boundary, depending on the discipline which defines the
concept. An open system should be contrasted with the concept of an isolated system
which exchanges neither energy, matter, nor information with its environment.
The Cramer-Rao lower bound is a limit below which the variance of an unbiased
estimator cannot be found, but nothing is said so far about whether or not this bound
can be reached; and that is exactly what happens in an open system.

The objective of this section is to provide an analogy that will allow us to
transpose EPI in the field of vision.

4.1 Hypothesis

In this part, we present the hypothesis on which we rely in order to apply the EPI
framework.

• First of all, we assume that visual observation leads to a global and optimal
representation built from different and well-known features extracted by our eyes
(color, intensity, orientation, motion) [32].

• Secondly, our main assumption is that each measured or perceived feature (color,
intensity and orientation) behaves like a mind particles population [33]. Every
feature is fed by the observed scene. Since the capacity of information that exists
on the retina is obviously limited, we state that our mind contains N kinds of
particles which represent the population of the features measured. Let mn D

1; : : : ;N the level of population of these particles, the total number of particles
in the retina is:

M 	
X

n

mn

Considering these assumption, we can re-use the work made in [20] concerning
Growth and transport processes.
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The framework is clearly discrete and dynamic. As time elapses populations
interact, grow and die. Hence, the population size mn vary with the time.

We define relative particles population:

mn=M 	 pn;

and p D Œp1; : : : ; pN � .

• Our last hypothesis is to consider that our system involves four different
populations, N D 4, with three families of populations that represents basics
inputs (color, intensity orientation) and one population that represents interest,
but we can easily increase the number of particles, which is a very interesting
part of our approach.

– The three inputs we used here was proposed by Koch and Ullman [29]. It is
related to the so-called feature integration theory, explaining human visual
search strategies. Visual input is thus decomposed into a set of three features.

– the output, i.e. interest is considered as a population that consumes low-level
features [33]. In this chapter, authors explained that interests compete for
attention, which they consume but also interests are consumed by the activity
they engender.

With such an approach authors modeled development of interest system.

Once these three hypothesis made, we can reuse the work of Fath and Frieden
[14, 15, 20] in order to derive a set of optimal equations that rule the observation
process.

4.2 EPI Derivation of Evolution Law

In this section, we do not present the entire computation of optimal laws but only
the main steps and results, interested readers can refer to [14, 15, 20].

For our discrete problem, Fisher information at time t is given by Frieden [20]:

I.t/ D
X

n

z2n
pn
; pn 	 p.njt/; zn 	

dpn

dt
	 pn.gn C dn/ n D 1; : : : ; 4;

(6)
where

gn D
X

n

gnkpk; gnk 	 gnk..p/; t/

dn D dn..p/; t/; n D 1; : : : ; 4

(7)
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The gn, dn are change coefficients called growth and depletion respectively. These
functions are assumed to be known functions that effectively drive the differential
equations, acting as EPI source terms. In Sect. 3, we have seen that:

I � �J D 0 0 � � � 1 (8)

In a classical open system (in the sense of non-relativistic context), � D 1
2

(see
[20] Chap. 5 for more details).

Frieden have also shown that Fisher bound information J can be written as:

J 	
X

n

Jn.g;p; z; t/; g 	 .gn.p; t/; dn.p; t/; n D 1; : : : ; 4/ (9)

As a consequence, extremum solution K is given by:

K 	
X

m

�
z2m
pm

� Jm.g;p; z; t/
�

D extrem (10)

Differentiating @=@zn (define in Eq. (6)), Eq. (10) gives:

2
zn

pn
�
X

m

@Jm

@zn
D 0; n D 0; : : : ; 4: (11)

Using Eq. (3) in previous equation leads to

X

n

�
z2n
pn

�
1

2
Jn

�
D 0: (12)

This is satisfied by the microlevel EPI conditions

z2n
pn

�
1

2
Jn D 0; n D 1; : : : ; 4 (13)

Combining Eqs. (11) and (13) and eliminating their common parameters pn gives

pn D
2znP
m
@Jm
@zn

D 2
z2n
pn

(14)

After cancellation this reduces to

X

m

@Jm

@zn
D

Jn

zn
(15)

Some others considerations presented in [20], lead to

Jn D fn.g;p; t/zn (16)
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in terms of new functions fn that have to be found.
Combining results gives:

zn 	
1

2
fn.g;p; t/pn (17)

where:

fn.g; p; t/ D 2 Œgn.p; t/C dn.p; t/� ; (18)

then we finally obtain:

dp

dt
D Œgn.p; t/C dn.p; t/� pn; n D 1; : : : ; 4; (19)

where:

• p represents the optimal evolution process of interest,
• gn represents a growth function,
• dn represents a depletion function.

This equation is the optimal growth process equation [39]. Considering previous
hypothesis and Lessers’ definitions previously presented (interests compete for
attention, which they consume; interests are consumed by the activity they engen-
der), we can simplified this general equations in order to obtain the well known
Volterra-Lotka equations [14], where the growth function is known as growth
rate and depletion as mortality. Hence, our goal of deriving an optimal evolution
process to extract information via EPI has been met. This general equation is usually
presented as a pair of first-order, nonlinear, differential equations presented next.

4.3 Solution

Volterra-Lotka equations are used in order to model predator-prey systems. These
systems were originally built to simulate the evolution and the interactions of some
colonies of preys and predators [38, 39].

Traditionally, the evolution of predator-prey systems is governed by a small set
of simple rules [55]:

• the growth rate of preys is proportional to their population C and to a growth
factor b;

• the growth rate of predators I is proportional to their predation rate CI (rate at
which preys and predators encounter) and to a predation factor s;

• the mortality rate of predators is proportional to their population I and to a
mortality factor mI ;

• the mortality rate of preys is proportional to the predation rate CI and a mortality
factor s0;
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Growth and mortality rates were previously presented as gn and pn functions
respectively.

Formalizing these rules lead to Volterra-Lotka equations:

(
dC
dt D bC � s

0

CI
dI
dt D sCI � mII

(20)

It is very interesting to mention that these results are totally coherent with works
of Lesser [33] in which they assume that it exists a competition between different
sources in our brain in order to define what we have to focus. The authors of
this model propose that mind is a noisy far from equilibrium dynamical system
of competing interests. The system comprises two spatially discretized differential
equations similar to a chemical diffusion reaction model. These equations belong to
the same family of equations than Volterra-Lotka equations. In the next section, we
present how to exploit such a result to model visual attention.

5 Preys/Predators Visual Attention Model

As previously mentioned, we have demonstrated that modeling visual attention
with a biologically inspired competitive dynamical system is an optimal way of
extracting information. The general architecture on this model is shown in Fig. 1.
We have represented the flow of information from the upper part of the figure to the
lower part. Starting from the information included in the basic inputs of the scene
(color, intensity and orientation) and finishing by the interest generated by scene
observation (predators).

Starting from this basic version of predator-prey equations, we have decided to
enrich the model in several ways:

• the number of parameters can be reduced by replacing s0 by s. Indeed, mortality
rate differences between preys and predators can be modeled by an adjustment
of factors b and mI

• the original model represents the evolution of a single quantity of preys and
predators over time. It can be spatially extended in order to be applied to 2D
maps where each point represents the amount of preys or predators at a given
place and time. Preys and predators can then move on this map using a classical
diffusion rule, proportional to their Laplacian 4C and a diffusion factor f .

• natural mortality of preys in the absence of predation is not taken into account.
If the model only changes temporally, mortality is negligible when compared to
predation. However, when the model is applied to a 2D map (which is the case
in our system), some areas of the map may not contain any predator. Natural
mortality of preys can no longer be considered negligible. A new mortality term
�mc needs to be added to the model.
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Fig. 1 Competitive preys/predators attention model. Singularity maps are the resources that feed a
set of preys which are themselves eat by predators. The maximum of the predators map represents
the location of the focus of attention at time t (red circle) (Color figure online)

• in order to generalize this work to video, we can easily include a new population
of preys which represents the information included in motion.

This yields to the following set of equations, modeling the evolution of prey and
predator populations on a two dimensional map:

(
dCx;y

dt D bCx;y C f 4Cx;y �mCCx;y � sCx;yIx;y
dIx;y

dt D sCx;yIx;y C sf 4Px;y �mIIx;y

(21)
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A last phenomenon can be added to this model: a positive feedback, proportional
to C2 or I2 and controlled by a factor w. This feedback models the fact that (provided
that there are unlimited resources) the more numerous a population is, the better it is
able to grow (more efficient hunting, higher encounter rates favoring reproduction,
etc.). The new predator-prey system is now:

8
ˆ̂<

ˆ̂:

dCx;y

dt D b.Cx;y C w.Cx;y/
2/C f 4Cx;y �mCCx;y�

sCx;yIx;y
dIx;y

dt D s.Cx;yIx;y C w.Ix;y/
2/C sf 4Px;y �mIIx;y

(22)

In order to simulate the evolution of the focus of attention, we propose a predator-
prey system (as described above) with the following features:

• the system is comprised of four types of prey and one type of predator;
• these four types of prey represent the spatial distribution of the curiosity

generated by our four types of conspicuity maps (intensity, color, orientation and
motion);

• the predators represent the interest generated by the consumption of curiosity
(preys) associated to the different conspicuity maps;

• the global maximum of the predators maps (interest) represents the focus of
attention at time t.

The equations described in the next sub-section are obtained by building a predator-
prey system which integrates the above cited features but also an information of
motion.

5.1 Simulating the Evolution of the Attentional Focus with a
Predator-Prey System

For each of the four conspicuity maps (color, intensity orientation, motion), the
preys population C evolution is governed by the following equation:

dCn
x;y

dt
D hC�n

x;y C hf 4C�n
x;y

�mCCn
x;y � sCn

x;yIx;y (23)

with C�n
x;y D Cn

x;y CwCn
x;y
2 and n 2 fc; i; o;mg, which mean that this equation is valid

for Cc, Ci,Co and Cm which represent respectively color, intensity, orientation and
motion populations.

C represents the curiosity generated by the image’s intrinsic conspicuity. It is
produced by a sum h of four factors:

h D b.1 � g C gG/.a � R C .1 � a/ � SMn/.1 � e/ (24)
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where:

• the image’s conspicuity SMn (with n 2 fc; i; o;mg) is generated using our real
time visual system, previously described in [43, 45]. Its contribution is inversely
proportional to a;

• a source of random noise R simulates the high level of noise that can be measured
when monitoring our brain activity [18]. Its importance is proportional to a. The
equations that model the evolution of our system become stochastic differential
equations. A high value for a gives some freedom to the attentional system, so it
can explore less salient areas. On the contrary, a lower value for a will constrain
the system to only visit high conspicuity areas;

• a Gaussian map G which simulates the central bias generally observed during
psycho-visual experiments [32, 49]. The importance of this map is modulated
by g

• the entropy e of the conspicuity map (color, intensity, orientation or motion). This
map is normalized between 0 and 1. C is modulated by 1 � e in order to favor
maps with a small number of local minimums. Explained in terms of predator-
prey system, we favor the growth of the most organized populations (grouped in
a small number of sites). This mechanism is the predator-prey equivalent to the
feature maps normalization presented above.

The population of predators I, which consume the four kinds of preys, is governed
by the following equation:

dIx;y

dt
D s.Px;y C wI2x;y/C sf 4Px;yCwI2x;y

�mIIx;y (25)

with Px;y D
P

n2fc;i;og.C
n
x;y/Ix;y.

As already mentioned, the positive feedback factor w enforces the system
dynamics and facilitates the emergence of chaotic behaviors by speeding up
saturation in some areas of the maps. Lastly, please note that curiosity C is consumed
by interest I, and that the maximum of the interest map I at time t is the location of
the focus of attention.

5.2 System Architecture

In this part, we will present the bottom-up attentional systems that model the
principal of human selective attention we derived. This model aims to determine
the most relevant parts within the large amount of visual data. As we mentioned, it
uses psychological theories like “Feature Integration theory” [51, 52] and “Guided
Search model” [57]. Four features have been used based on these theories in
computational models of attention: intensity, color and orientation and motion. The
first complete implementation and verification of attention model was proposed by
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Fig. 2 Architecture of the computational model of attention

Itti et al. [27] and was applied to synthetic as well as natural scenes. Its main idea
was to compute features and to fuse their saliencies in a representation which is
usually called saliency map. Our approach proposes to substitute the second part of
Itti’s model by our optimal competitive approach. The output of this algorithm is a
saliency map S.I; t/ computed by a temporal average of the focalization computed
through a certain period of time t. The global architecture is presented in Fig. 2.

6 Validation

6.1 Benchmark

In [43], we have presented a complete evaluation of our model. Cross-correlation,
Kullback-Leibler divergence and normalized scanpath saliency were used to com-
pare six algorithms to an eye-tracking ground-truth.

In these evaluations, we have shown that our model is highly item, reproducible,
exploratory (we can easily define scene exploration strategy of our model), dynam-
ics, plausible, fast, highly configurable, reactiveness. For this latter evaluation, all
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measures were done on two image databases. The first one is proposed in [6].2 It is
made up of 120 color images which represent streets, gardens, vehicles or buildings,
more or less salients. The second one, proposed in [32]3 contains 26 color images.
They represent sport scenes, animals, building, indoor scenes or landscapes. For
both databases, eye movements recordings were performed during a free viewing
task.

Regarding the numerous models that exist in literature, we have decided to
confront our generic model to a larger amount of algorithm. However, it is hard
to make immediate comparisons between models. To alleviate this problem, Tilke
Judd have proposed a benchmark data set containing 300 natural images with eye
tracking data from 39 observers to compare model performances (http://saliency.
mit.edu/). As she write, this is the largest data set with so many viewers per image.
She calculates the performance of ten models at predicting ground truth fixations
using three different metrics: a receiver operating characteristic, a similarity metric,
and the Earth Mover’s Distance. We have downloaded the database, have runned
our model to create saliency maps of each image and have submitted our maps. We
present the results in Fig. 3. References of algorithms can be found in the web page
of the benchmark.

Fig. 3 Comparison of several models of visual attention. The number inside parenthesis is the
rank of our method

2Bruce database is available at http://www-sop.inria.fr/members/Neil.Bruce.
3Le Meur database is available at http://www.irisa.fr/temics/staff/lemeur/visualAttention.

http://saliency.mit.edu/
http://saliency.mit.edu/
http://www-sop.inria.fr/members/Neil.Bruce
http://www.irisa.fr/temics/staff/lemeur/visualAttention
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We can make several comments.
Firstly, it is clear that new deep learning models are better than ours, but these

models needs thousands of training pictures to perform. Our model do not need any
training image.

Secondly, our model perform either on image than video or depth images [9],
without any difficulties to enrich inputs.

Thirdly, it works in real time even for videos [43]. In the next subsection, we
present one of the numerous applications of our model we have proposed.

6.2 Application to an Attentive Content Bases Image Retrieval

6.2.1 Introduction

The domain of Content Based image retrieval (CBIR) is considered as one of the
most challenging domain in computer vision and it has been an active and fast
advancing research area over the last years. Most retrieval white boxes methods4 are
based on extracting points of interest using interest points detectors [54] as Harris,
Harris/Laplace and described it by multi dimensional feature vectors using SIFT
[35]. The set of these feature vectors is known as bag-of-features [13] and a retrieval
can be performed. Although these approaches have demonstrated a high efficiency,
some weakness may be mentioned. The first limitation is represented in the interest
point detectors. Most of these detectors are based on geometric forms as corners,
blobs or junctions and consider that the interest of the image is correlated with the
presence of such features. This constraint is well known as semantic gap [47]. The
second constraints mentioned in the literature concerns SIFT descriptors. Although
SIFT shows a high efficiency, scalability remains an important problem due to the
large number of features generated for each image [17]. Many of them are outliers.

An alternative way for extracting region of interests is derived from visual
attention domain. This domain had been investigated intensely in the last years and
many models had been proposed [2]. In this section, we focus on bottom-up visual
attention models [27, 44].

Recently, many works have been proposed to combine these domains, given
what we called “Attentive Content Based Image Retrieval (Attentive C.B.I.R)”.
This idea was introduced earlier in [40], who indicate that object recognition in
human perception consists of two steps: “attentional process selects the region
of interest and complex object recognition process restricted to these regions”.
Based on this definition, Walther [56] proposed an algorithm for image matching:
his algorithm detects SIFT key-points inside the attention regions. These regions
determine a search area whereas the matching is on SIFT key-points. This approach

4White Box Testing is a software testing method in which the internal structure/design/
implementation of the item being tested is known to the tester.
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Fig. 4 Attention-CBIR
relationship
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was successful since they used very complex objects and those which not change
viewpoint. Others as Frintrop and Jenselft [22] applied directly SIFT descriptors to
the attention regions. They applied their approach on robot localization: the robot
has to determine its position in a known map by interpreting its sensor data which
was generated by a laser camera. Although this approach achieved an improvement
in the detection rate for indoor environment, it fails in the outdoor environment and
opens areas.

In this section, we hypothesize that attention can improve object recognition
systems in query-run time and information quality since these models generate
salient regions on large scales, considering the context information. This property of
attentional models permits to generate fewer salient points regardless interest point
detector. Or, these detectors extract regions of interest on small scales, resulting
several hundreds or thousands of points. This idea was presented previously by
Frintrop [21] who indicated that the task of object recognition become easier if
an attentional mechanism first cued the processing on regions of potential interest;
thus is because of two reasons: first, it reduces the search space and results in
computational complexity. Second, most recognition and classification methods
works best if the object occupies a dominant portion of the image.

6.2.2 A Classical CBIR Architecture

Many challenges have been proposed to test the efficiency and robustness of the
recognition methods. One of the most popular challenges is the Visual Object
Classes Challenge. VOC was proposed for the first time in 2005 with one objective:
recognizing objects from number of visual object classes in realistic scenes [13].
Since then, it has been organized every year and integrates new constraints in order
to provide a standardized database to the researchers.

In 2005, twelve algorithms have been proposed to compete for winning the
challenge; it is interesting to mention that all algorithms were based on local features
detection. We propose taxonomy in Table 1. Finally, INRIA-Zhang appeared to be
the most efficient white-box method. We decide to take it as the reference algorithm
for object recognition. The algorithm shown in Fig. 5 consists of extracting an
invariant image representation and classifying this data with non-linear support
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Table 1 Taxonomy of methods proposed in VOC2005

Category Description

Distribution of local image
feature

Images are represented by probability distributions over the set
of descriptors, basing on two methods. Bags of words [48] in
which image is represented by a histogram over a dictionary,
recording either the presence of each word. Alternative way
is based on kernel as Bhattacharyya kernel [30]. Finally, the
model is learned using classification methods as SVM

Recognition of individual
local feature

In this approach, interest points detector are used to focus
the attention on a small number of local patches. Then each
patch in each image is associated with a binary label. Vectors
are built by grouping these labels. A parametric model of the
probability that the patch belongs to a class is built. Finally
the output is the posterior class probability for a patch feature
vector

Recognition based on seg-
mented regions

This method combines the features extracted from the image
and the regions obtained by an image segmentation algorithm.
The Self Organizing Maps (SOM) [31] are defined on the dif-
ferent feature spaces that were used to classify the descriptors
resulting from the segmented regions and the whole image

Classifications by detection It extracts patches in an image using interest points detector.
A codebook is built using a clustering method. A new object
class is detected using matching method. Then a hypothesis on
which accept or refusal is defined

(1)
Sparse Image representation

(2)
Bag of features representation 

(3)
Classification with non-linear SVMS

Interest point 
detectors:

Harris-Laplace
Laplacian

Local 
Descriptors: 

SIFT

Visual words 
construction:

k-means 

Histogram 
creation

SVM 
+

Chi –Square 
kernel  

Fig. 5 Architecture of Zhang algorithm

vector machines (SVM) with an 
2-kernel. This algorithm can be divided in three
parts:

1. Sparse image representation: this part extract a set of SIFT keypoints KZhang.I/
from an image I.x; y/ which was provided before as input. It consists of two
steps:

• Interest points detectors: Zhang uses two complementary local region detec-
tors to extract interesting image structures: Harris-Laplace detector [37],
dedicated to corner-like region and Laplacian detector [34] dedicated to blob-
like regions. These two detectors have been designed to be scale invariant.
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• Local descriptor: To compute appearance-based descriptor on the extracted
patches, Zhang used the SIFT descriptor [35]. It computes descriptors less
sensitive to scale variations and invariant to illumination changes.

2. Bag-of-features representation: Zhang builds a visual vocabulary by clustering
the descriptors from the training set. Each image is represented as a histogram of
visual words drawn from the vocabulary. He randomly selects a set of descriptors
for each class extracted from the training set and he clusters these features using
k-means to create 1000-elements vocabulary. Finally, each feature in an image is
assigned to the closest word and a histogram that measures the frequency of each
word in an image is built for each image.

3. Classification: Zhang uses a non-linear SVM in which the decision function has
the following form:

g.x/ D
X

˛iyik.xi; x/ � b (26)

with k.xi; x/ the kernel function value for the training sample xi and the test
sample x. ˛iis the learned weighted coefficient for the training sample xi, and
b is the learned threshold. Finally, to compute the efficiency of the algorithm,
SVM score has been considered as a confidence measure for a class.

6.2.3 Proposed Architecture

As mentioned before, Attentive CBIR is a combination of attentional systems and
CBIR algorithms. We have chosen Zhang algorithm as the reference of our proposal
mainly because its code is available and easy to split in different white boxes
methods. Analyzing the different steps of the algorithms, it can be noticed that the
first step consists in using the interest point detectors. According to [17], not all of
those points are useful to categorize the image. On the contrary, we assume the idea
that non relevant “noisy” information can also be detected. Thus, the idea is that
attentional system can be used to select among all the keypoints only those which
are the most salient. Given the selection of salient keypoints, the rest of Zhang’s
algorithm could stay unchanged for a CBIR application (see Fig. 6).

(3)
Classification with non-linear SVMS

(2)
Bag of features representation

(1)
Sparse Image representation

Interest point 
detectors:

Harris-Laplace
Laplacian

Local 
Descriptors: 

SIFT

Visual words
construction:

k-means 

Histogram 
creation

SVM
+

Chi –Square kernel
Input:

Saliency map Mask

Fig. 6 Architecture of our model
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Practically speaking, the process we propose consists in providing both Zhang’s
and our systems the same image I.x; y/. After step 2 of Zhang’s framework, a first
set of KZhang.I/ of keypoints is obtained. In parallel, for the same image I.x; y/,
our system provides a saliency map Smap.I; t/ which evolves with time. In order to
emphasize the visual regions the systems mainly focuses on, Smap.I; t/ is integrated
along the time axis to get what is usually known as a “heatmap”. Formally, the
heatmap can be defined as: H.I/ D

R T
0

Smap.I; t/:dt, with T the integration window.
To take advantage of the saliency map within the context of Zhang’s framework,

the idea is to generate a mask M.H.I/; �/ that is used as a filter of the SIFT keypoints
set, with the minimum level of saliency considered in the image. Formally, the
generated mask could be defined as:

M.H.I/; �/ D

�
1 if H.xh; yh/ > �

0 otherwise
(27)

The filtering process by itself consists of selecting the subset KFiltered.I/ of
keypoints in KZhang.I/ for which the mask M.H.I/; �/ is on:

KFiltered.I.x; y// D˚
Keyj 2 KZhang.I.xh; yh// j M.H.I/; �/ D 1

	 (28)

This subset KFiltered.I/ serves as input for the next parts of Zhang algorithm for object
recognition. In the following, we will verify if the Attentive CBIR can produce an
meaningful enhancement.

To validate our hypothesis, we implemented our approach and evaluated it on
the VOC 2005 database. The VOC challenge proposed two images subsets, the
subset S1 with selected images and another subset S2 with Google image randomly
selected. Thus, our approach can be performed independently during learning and
for the test process. We evaluate the binary classification using Receiver Operating
Characteristic (ROC) curve [16]. With this curve, it is easy to observe the trade-off
between two measures: proportion of false positives plotted on the x-axis showing
how many times a method says the object class is present when it is not; proportion
of true-positives plotted on the y-axis showing how many times a method says the
object class is present when it is.

In Fig. 7, some ROC curves are shown. As it can be seen in Table 2, the value of
the threshold parameter � has a great impact on the decimation of the keypoints: the
higher it is, the least number of keypoints are kept. These curves present the results
of our evaluation method, for two computational attention models: Itti and ours. The
idea, here, is to develop two Attentive CBIR models and to test its efficiency, not to
evaluate all the existing methods:

• P/P+Zhang: this system represents the combination of our models with Zhang’s
nominal algorithm.

• Itti+ Zhang: this system represents the combination of Itti models with Zhang’s
nominal implementation.
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Fig. 7 ROC curve with and without our filter approach for two different classes

Finally, three curves were drawn, representing our implementation of Zhang’s
algorithm and two attentive CBIR models. Examples of results are summarized in
Tables 3, 4, 5 and 6. They present results for different classes with, respectively,
Zhang’s original score as reported in the challenge summary, our implementation of
Zhang’s algorithm without filtering and several filtering.

Furthermore, we tested also the usefulness of attentive CBIR towards object
recognition domain. Our test consists on using our system as a mask to select among
all the SIFT keypoints only those which are the most salient. Results are shown in
Fig. 8 representing, respectively, our implementation of Zhang algorithm without
filtering and with several filtering. For reason of clarity, we don’t present the tests
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Table 2 Percentage of decreasing SIFT keypoint with threshold=0

Classes Zhang+ Itti (%) Zhang+P/P (%) Zhang+Itti (%) Zhang+ P/P (%)

Train Persons �87 �60 Test �86 �58

Bike �80 �58 �83 �42

Motorbikes �82 �41 �83 �42

Cars �86 �55 �83 �59

Table 3 AUC/EER values for Persons class

AUC/EER S1
Zhang Reimpl.of Zhang 40%,40% 40%,10%

0.97/0.91 0.93/0.87 0.92/0.86 0.79/0.77

S2
Zhang Reimpl.of Zhang 10%,30% 40%,10%

0.813/0.728 0.67/0.56 0.69/0.62 0.58/0.47

Table 4 AUC/EER values for cars class

AUC/EER S1
Zhang Reimpl.of Zhang 30%,40% 30%,10%

0.98/0.93 0.95/0.90 0.94/0.87 0.83/0.79

S2
Zhang Reimpl.of Zhang 30%,20% 10%,40%

0.802/0.720 0.73/0.73 0.76/0.76 0.61/0.44

Table 5 AUC/EER values for bikes class

AUC/EER S1
Zhang Reimpl.of Zhang 30%,40% 40%,10%

0.98/0.93 0.94/0.90 0.93/0.86 0.72/0.64

S2
Zhang Reimpl.of Zhang 10%,30% 40%,10%

0.813/0.728 0.67/0.56 0.69/0.69 0.58/0.44

Table 6 AUC/EER values for motorbikes class

AUC/EER Zhang Reimpl.of Zhang 40%,40% 40%,10%
0.99/0.96 0.98/0.94 0.98/0.93 0.89/0.83
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Fig. 8 ROC curve with and without our filter approach for the different classes-S1

we did exhaustively: we selected only the “best” and “worst” curves. They present
results for each class with, respectively, Zhang’s original score as reported in the
challenge summary, our implementation of Zhang’s algorithm without filtering and
several filtering. In this section, we have shown that Attentive CBIR can improve
the query-run time and information quality in object recognition. Therefore, we
proposed our approach for selecting the most relevant SIFT keypoints according
to human perception, using our visual attention system. Testing this approach on
VOC 2005 demonstrated that we can maintain approximately the same performance
by selecting only 40% of SIFT keypoints. Based on this result, we propose this
approach as a first step to solve problems related to the management of memory and
query run-time for recognition systems based on white boxes detectors.

7 Conclusion and Perspectives

In this article, we have introduced an optimal approach to extract visual information.
We have presented a state of the art through the prism of information theory. We
have stressed the weaknesses and advantages of existing approaches, and proposed
to use a physical framework to derive optimal laws to extract visual information:
the EPI. We have presented this framework and proposed an adaptation of the
growth and transport processes derivation. We have demonstrated that optimal
visual information extraction can be obtained thanks to a predator-prey equations
system, in which preys are linked to low level visual features (intensity, color,
orientation and motion) and predator is interest. Thanks to our model it is very
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easy to include some new features such as texture, and top-down information (skin,
face, car, hand gesture [46] . . . ) actually, it is just a new kind of prey. We finally
have presented new and complementary evaluation of our approach: an up to date
benchmark and an attentive CBIR approach.

Nevertheless, as say the fox in the little Prince: It is only with the heart that one
can see rightly; what is essential is invisible to the eye. . .
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Image Retrieval Based on Query by Saliency
Content

Adrian G. Bors and Alex Papushoy

Abstract This chapter outlines a content based image retrieval (CBIR)
methodology that takes into account the saliency in images. Natural images are
depictions of real-life objects and scenes, usually set in cluttered environments.
The performance of image retrieval in these scenarios may suffer because there
is no way of knowing which parts of the image are of interest to the user. The
human visual system provides a clue to what would be of interest in the image, by
involuntarily shifting the focus of attention to salient image areas. The application
of computational models of selective visual attention to image understanding can
produce better, unsupervised retrieval results by identifying perceptually important
areas of the image that usually correspond to its semantic meaning, whilst discarding
irrelevant information. This chapter explores the construction of a retrieval system
incorporating a visual attention model and proposes a new method for selecting
salient image regions, as well as embedding an improved representation for salient
image edges for determining global image saliency.

1 Introduction

Visual information retrieval is one of basic pursuits required by people in the
current technology driven society. Whether from mobile devices or whilst browsing
the web, people search for information and a significant part of such information
is visual. Many image retrieval approaches use collateral information, such as
keywords which may be or not associated with the images. Content-based image
retrieval (CBIR) considers a user-provided image as a query, whose visual informa-
tion is processed and then used in a content-based search [11, 38]. CBIR is based on
the notion that visual similarity implies semantic similarity, which is not always
the case, but is in general a valid assumption. Due to the ambiguous nature of
images, for a given query, a set of candidate retrieval images are sorted based on
their relevance/similarity to the query.
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The main challenge in CBIR systems is the ambiguity in the high-level
(semantic) concepts extracted from the low-level (pixels) features of the image
[5, 43, 44]. The second obstacle is the sensory gap which can be interpreted as
the incompleteness of the object information captured by an imaging device. The
problem stems from the fact that the same object, photographed under different
illumination conditions, different view angles, located at various depths or which
may be occluded by other objects, appears differently due to changes in its
acquisition context [38]. Whilst the semantic concept remains unchanged, the
visual information results in a different interpretation that may negatively affect
the performance of a CBIR system. Moreover, there is ambiguity within the user’s
intent itself. Generally, it is difficult for image retrieval systems to search for broad
semantic concepts because it is hard to limit the feature space without broadening
the semantic gap.

The majority of research studies during the early years of CBIR research have
focused on the extraction and succinct representation of the visual information
that facilitates effective retrieval. Narrow image domains usually contain domain-
specific images such as medical scans or illustrations, where the set of semantic
concepts is restricted and the variability of each concept is rather small. On the
other hand, broad domains, such as natural images on the web, contain a large set
of semantic concepts with significant variabilities within them. Producing a system
that can cope well with a broad image domain is much more challenging than one
for the narrow domain [38]. Images are ambiguous and the user of an image retrieval
system is usually only interested in specific regions or objects of interest and not the
background. Early works extracted a single signature based on the global features
of the image, but the background concealed the true intent. In the later approaches,
in order to capture the finer detail, the images were segmented into regions from
which signatures were extracted.

There are four categories of CBIR methods, [11]: bottom-up, top-down, rele-
vance feedback and those based on image classification. Those that rely purely on
the information contained in the image are bottom-up approaches such as [33],
while top-down approaches consider the prior knowledge. In image classification
approaches, the system is presented with training data from which it learns a
query [8]. Systems involving the user in the retrieval process via relevance feedback
mechanisms are a mixture of bottom-up and top-down approaches [35].

Some of the earliest examples of CBIR systems is QBIC (Query by Image
Content) [2, 13] developed at IBM, and Blobworld [5]. Images are represented as
scenes or objects, and videos are converted into small clips from which motion
features are extracted. These distinctions enable the system to be queried in several
ways: the user may search for objects (such as round and red), scenes (by defining
colour proportions), shots (defined by some type of motion), a combination of the
above, and based on user-defined sketches and query images. In order to query
by objects, the user must use a mask indicating the objects in the image. Image
segmentation was used for the automatic extraction of the object boundaries in
simpler images, but user tools are also provided for manual and semi-automatic
extraction. The downside of such systems is the use of global colour representations
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(histograms), which preserve the colour distributions but have the tendency to hide
information relating to smaller areas of interest that may carry a lot of importance.
In addition, in order to take full advantage of the retrieval by object, the user is
heavily involved in the database population. The later versions of QBIC included
the automatic segmentation of the foreground and background in order to improve
the retrieval.

CANDID (Comparison Algorithm for Navigating Digital Image Databases)
[25] image retrieval represented the global colour distribution in the image as a
probability density function (pdf) modelled as a Gaussian mixture model (GMM).
The idea originated in text document retrieval systems, where the similarity measure
was simply the dot product of two feature vectors [39]. For images, the local features
such as colour, texture and shape were computed for every pixel and then clustered
with the k-means algorithm which defined the GMM’s components and parameters.
The similarity measure was then based on the dot product, representing the cosine
of the angle between the two vectors. The background was considered as another
pdf which was subtracted from each signature during the similarity computation.
This method was applied in narrow image domains such as for retrieving aerial data
and medical greyscale images.

The Chabot [27] system combined the use of keywords and simple histograms
for the retrieval task. The system was highly interactive and utilized a relational
database that would eventually store around 500,000 images. For the retrieval
performance, the RGB colour histograms were quantised to 20 colours, which was
sufficient for qualitative colour definition during query with the keywords as the
primary search method. The MIT Photobook [32] system took an entirely different
approach to the retrieval of faces, shapes and textures. The system performed the
Karhunen-Loeve transform (KLT) on the covariance matrix of image differences
from the mean image of a given training set, while extracting the eigenvectors
corresponding to the largest eigenvalues. These vectors would represent the proto-
typical appearance of the object category and images can be efficiently represented
as a small set of coefficients. The similarity between objects is computed as an
Euclidean distance in the eigenspaces of the image representations. The VisualSEEk
[37] system combines image colour feature-based querying and spatial layouts. The
spatial organisation of objects and their relationships in an image are important
descriptive features that are ignored by simple colour histogram representation
methods. VisualSEEk identifies areas in a candidate image, whose colour histogram
is similar to that of the query.

Certain top-down, CBIR approaches employ machine learning techniques for
the relevance feedback such as the support vector machine (SVM) [4] or multiple
instance learning [33]. Image ranking for retrieval systems has been performed by
using integrated region matching (IRM) [44] and the Earth Mover’s Distance (EMD)
[23, 34]. Deep learning, emerged lately as a successful machine learning approach
to a variety of vision problems. This application of deep learning to CBIR was
discussed in [42, 45].
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The focus of this work is to analyze and evaluate the effectiveness of a bottom-
up CBIR system that employs saliency in order to define the regions of interest
in order to perform localised retrieval in the broad image domain. Visual saliency
was considered for CBIR in [14, 30] as well. This chapter is organized as in the
following. In Sect. 2 we introduce the modelling framework for visual attention
while in Sect. 3 we present the initial processing stages for the Query by Saliency
Content Retrieval (QSCR) methodology. The way how saliency is taken into account
by QSCR is explained in Sect. 4. The ranking of images based on their content
is outlined in Sect. 5. The experimental results are provided in Sect. 6 and the
conclusions of this study in Sect. 7.

2 Modelling Visual Attention

The process of meaningful information processing from images by the human
brain is very complex and it is not fully understood. Human reaction to the
perceived information from images takes into account previous experiences and
memories, as well as eye contact and fixation. The human visual system aims to
focus on interesting regions in images, which coincide with the fixation points
chosen by saccades, corresponding to random eye movements, at the pre-attentive
stage for foveation, representing conscious acquisition of detail. These regions are
characterized by local discontinuities, features and parts of images that attract
the visual attention determining them to stand out from the rest. Such salient
regions tend to correspond to important semantic concepts and are useful for image
understanding while the rest of image content is ignored. In Fig. 1 we present some
examples of visual saliency in images.

Salient regions can be defined in two ways. Bottom-up attention is instinctive
and involuntary. It is entirely driven by the image, usually by specific features, such
as colour, size, orientation, position, motion or their scene context. This approach is
almost a reflex and corresponds to the instinctive type of attention to a salient region.
Top-down attention, on the other hand, is driven by memory and prior experiences.

Fig. 1 Examples of visual saliency
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Looking for a specific object of interest amidst many others, such as a book on
a shelf or a key of a keyboard, may be defined by the previous knowledge of the
title or authors of that book for example. Top-down attention driven by memories
may even suppress bottom-up attention in order to reduce distraction by salient
regions. Recently, memorisation studies have been undertaken in order to identify
the reasoning behind the visual search [40, 41].

Visual attention is a diverse field of research and there are several models that
have been proposed. Visual attention can be defined as either space-based or object-
based. Spatial-based attention selects continuous spatial areas of interest, whereas
object-based attention considers whole objects as driving the human attention.
Object-based attention aims to address some of the disadvantages of spatial models
such as their imprecision in selecting certain non-salient areas. Spatial models
may select different parts of the same object as salient which means that the
attention focus is shifted from one point to another in the image, whereas object-
based attention considers a compact area of the image as the focus of attention.
Applications of spatial-based attention to Content Based Image Retrieval tasks have
been prevalent whilst those of object-based attention have not received a similar
attention from the Image Retrieval community.

One of the main computer vision tasks consists of image understanding which
leads to attempting to model or simulate the processing used by the human
brain. Computational attention models aim to produce saliency maps that identify
salient regions of the image. A saliency map relies on firstly finding the saliency
value for each pixel. Salient region identification approaches fall into two main
categories. The first category is based on purely computational principles such
as the detection of interest points. These are detected using corner detectors and
are robust under some image transformations, but are sensitive to image texture
and thus would generalize poorly. Textured regions contain more corners but there
are not necessarily more salient. Other computational approaches are based on
image complexity assuming that homogeneous regions have lower complexity than
regions of high variance. Some computational methods use either the coefficients
of the wavelet transform or the entropy of local intensities [24]. Once again, such
approaches assume that textured regions are more salient than others, which is
not necessarily true. A spectral approach was used in [19], while [17] proposed a
bottom-up model based on the maximisation of mutual information. A top-down
classification method was proposed in [17] by employing the classification into
either interesting or non-interesting areas.

The biologically influenced computational models of attention represent the
second category of saliency models. This category further splits into two sub-
categories: biologically plausible and biologically inspired. Biologically plausible
models are based on actual neurological processes occurring in the brain, whereas
biologically inspired models do not necessarily conform to the neurological model.
Generally, these models consist of three phases: the feature extraction, the compu-
tation of activation maps, and the normalization and recombination of the feature
maps into a single saliency map [20].
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The Itti-Koch saliency model [21, 22] is a well-known biologically plausible
method modelling rapid changes of visual attention in scene which is based on
neurological processes occurring in the brains of primates. The algorithm analyses
colour, intensity and orientation information within nine different scale spaces
by using dyadic Gaussian pyramids calculating center-surround differences using
Difference of Gaussians (DoG) in order to detect local spatial discontinuities. From
these, feature conspicuity maps (CM) are produced by recombining the multi-scale
images and normalizing. A further linear combination produces the final saliency
map. Among the salient regions, some are more salient than others. When the human
brain is presented with the fixation points defining salient regions, the order in
which it chooses the focus of attention (FOA) is determined by the saliency of a
specific point. This principle is modelled by the algorithm by assigning each pixel
in the saliency map to an input neuron in a feed-forward winner-take-all (WTA)
neural network. In simulated time, the voltage in the network is increased until one
of the input neurons fires, moving the FOA to the salient location represented by
that neuron. After firing, the network is reset and the inhibition of return (IOR)
is applied for a certain time in order to prevent the previous winner neuron from
firing repeatedly. This mechanism produces a sequence of attended locations, where
the order is driven by their saliency. The luminance image is produced from the
average of the result for the red, green, blue image components. Orientation features
are obtained from filtering the image with a bank of Gabor filters at different
orientations. Image scales represent the image from original size down to 1/256th of
the original image. During across-scale map combinations, low-resolution feature
maps are upscaled and the final saliency map is downscaled to 1/256th of the
original image. Given the amount of rescaling and Gaussian filtering occurring
during the process, the saliency map produced by this model removes 99% of
the high frequencies, [1]. This produces blurred edges of the salient regions after
the map is upscaled to the original image size. The map only shows the peaks in
saliency having high precision at low recall, which quickly drops off, [1]. Other
criticism is directed at the lack of a clear optimisation objective of the system.
The research study from [15] used different centre-surround difference calculations
in order to optimise the Itti-Koch framework. The method proposed in [18] uses
the biologically plausible model of Itti-Koch but applies a graph-based method for
producing feature activation maps followed by normalisation.

Another biologically inspired hybrid method is the SUN model proposed in [47].
This model relies on a Bayesian framework based on the statistics of natural
images collected off-line. The training set of natural images is decomposed though
independent component analysis (ICA), yielding 326 filters, which are convolved
with the image feature maps to produce the activations. This approach was shown
to outperform the DoG when computing activation maps, albeit at the increase of
the computational cost, as 326 filters are used in convolutions instead of 12.
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3 Content Based Image Retrieval Framework

Content based image retrieval (CBIR) involves using an image as a model or query
in order to search for similar images from a given pool of images. CBIR relies on the
image content as a base of information for search, whilst defining image similarity
remains a challenge in the context of human intent. In bottom-up computational
analysis of images, the content is considered as being represented by statistics of
image features. In this chapter we explain the Query by Saliency Content Retrieval
(QSCR) method, which considers that the visual attention is a determinant factor
which should be considered when initiating the image search. Firstly, we have a
training stage in which characteristic image features are extracted from image
regions corresponding to various categories of images from a training set. In the
retrieval stage we rank the images, which are available from a database, according
to a similarity measure. The scheme of the proposed QSCR system is provided in
Fig. 2. The main parts of the QSCR system consists of image segmentation, feature
extraction, saliency modelling and evaluating the distance in the feature space
between a query image and a sample image from the given pool of images [29].

3.1 Image Segmentation

The mean shift segmentation algorithm is a well known clustering algorithm relying
on kernel density estimation. This algorithm is a density mode-finding algorithm
[9, 10] without the need to estimate explicitly the probability density. A typical
kernel density estimator is given by
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Fig. 2 The query by saliency content retrieval (QSCR) system using visual attention

Rearranging, yields the mean shift vector as:
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(4)

The mean shift algorithm stops when the mean shift becomes zero and consequently
there is no change in the cluster center defining the mode. In the case when the
algorithm starts with too many initial clusters, several of these would converge to
the same mode and consequently all, but the ones corresponding to the real modes,
can be removed.
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In order to segment images, colour is transformed to the perceptually uniform
CIELUV space. The two pixel coordinates defining their spatial location, and the
colour values are combined into a single 5D input vector, which are then clustered
using the mean-shift algorithm. Clusters, defining image regions correspond to the
set of points that fall within the basin of attraction of a mode. The number of clusters,
each characterizing a segmented region, is selected automatically by the algorithm
based on the data depending only on the bandwidth parameter h [3].

3.2 Image Features Used for Retrieval

Each image is resized and then segmented into regions as described in the previous
section. For each image region a characteristic feature vector is calculated, with
entries representing statistics of colour, contrast, texture information, the region
neighbourhood information and region’s centroid.

Firstly, six entries characterizing the colour are represented by the median values
as well as the standard deviations for the L*a*b* colour components calculated
from the segmented regions. The median estimator is well known as a robust
statistical estimator, whilst the variance represents the variation of that feature in
the image region. The L*a*b* is well known as a colour space defining the human
perception of colours. The Daubechies 4-tap filter (Db4) is used as a Discrete
Wavelet Transform (DWT) [26] function for characterizing texture in images.
4 from Db4 indicates the number of coefficients used for describing the filter
having two vanishing points. A larger numbers of coefficients would be useful
when analysing signals with fractal properties which are also characterized by self-
similarity. Db4 wavelets are chosen due to their good localisation properties, very
good texture classification performance [6], high compactness, low complexity, and
efficient separation between image regions of high and low frequency. Moreover
Daubechie wavelet functions are able to capture smooth transitions and gradients
much better than the original Haar wavelets, which are not continuous and are
sensitive to noise. The lower level decompositions are up-scaled to the size of the
image by using bicubic interpolation and then by averaging the pixel values across
the three scales and for each direction. Three entries represent the texture energy
measured as the average of the absolute values of the DWT coefficients of the region
in the horizontal, vertical and oblique directions across the three image scales, [6].

The human visual system is more sensitive to contrast than to absolute brightness.
Generally, the contrast is defined as the ratio between the difference in local
brightness and the average brightness in a region. In order to increase its robustness,
the contrast is computed as the ratio between the inter-quartile range and the
median of the L* (luminance) component for each segmented region. The locations
of the centers for each region are calculated as the averages of pixel locations
from inside each compactly segmented region. These values are normalised by the
image dimension in order to obtain values in the interval [0,1]. By giving more
importance to the centroid locations, candidate images that best satisfy the spatial
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layout of the query image can be retrieved. However, placing too much importance
on the location may actually decrease the precision and this is the reason why
this feature is considered, together with the region neighbourhood, as a secondary
feature, characterised by a lower weight in the calculation of the similarity measure.
The region neighbourhood can provide very useful information about the image
context. The neighbourhood consistency is represented by the differences between
the L*, a* and b* values of the given region and those of its most important
neighbouring regions located above, below, left and right, where the neighbouring
significance is indicated by the size of the boundary between two regions, [33].

4 Defining the Saliency in Images

Based on the assumption that salient regions capture semantic concepts of an image,
the goal of computing visual saliency is to detect such regions of interest so that
they can be used as a search query. Saliency maps must concisely represent salient
objects or regions of the image. In Fig. 3 we present an example of retrieving
the Translucent Bowl (TB) image in SIVAL database without visual attention
models compared to when visual attention models is used, assuming identical image
features. As it can be observed, when using visual attention models, all first six
retrieved images and the eight out of the total of nine correspond to the TB category,
while when not using the visual attention models only the seventh image is from the
correct category but none of the other eight images.

Saliency is used to identify which image regions attract the human visual
attention and consequently should be considered in the image retrieval. Saliency
is defined in two ways: at local and at the global image level, [29]. The former is
defined by finding salient regions, while the latter is defined by the salient edges
in the entire images. The regions which are salient would have higher weights

Fig. 3 Retrieving images
with salient object when not
using visual attention (top
image) and when using the
visual attention (bottom
images) from SIVAL
database. The query image is
located at the top left image in
each case
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when considering their importance for retrieval while the salient edges are used
as a constraint for evaluating the similarity of the query image to those from the
given pool of images as shown in Fig. 2.

4.1 Salient Edges

In order to capture the global salient properties of a given image we consider the
salient edges as in [14]. Firstly, the image is split into 16 � 16 pixels blocks, called
sub-images. Salient edges are represented by means of the MPEG-7 Edge Histogram
Descriptor (EHD) which is translation invariant. This represents the distribution
along four main directions as well as the non-directional edges occurring in the
image. Edges corresponding to each of these directions are firstly identified and
then their density is evaluated for each sub-image region. The EHD histogram is
represented by five values representing the mean of the bin counts for each edge
type across the 16 sub-images. Each value represents the evaluation of the statistics
for each of the edge orientations: vertical, horizontal, the two diagonal directions
at 45 and 135 deg and the non-directional. The bin counts correspond to a specific
directional edge energy and consequently the mean is an estimate that would capture
it without any specific image location constraint.

4.2 Graph Based Visual Saliency

Known computational models of visual saliency are the Itti-Koch (IK) [22], Graph-
Based Visual Saliency (GBVS) [18], which is the graph-based normalisation
of the Itti-Koch model, the Saliency Using Natural statistics (SUN) [47], and
the Frequency-Tuned Saliency (FTS) [1]. The first three methods produce low-
resolution saliency blur maps that do not provide clear salient region boundaries.
FTS, on the other hand, produces full resolution maps with clear boundaries,
however, unlike the first three methods it only uses colour information, so it may
fail to identify any salient regions when all objects in the image have the same
colour.

The Graph-Based Visual Saliency (GBVS) method [18] was chosen due to its
results for modelling saliency in images. The GBVS saliency extraction method
is a computational approach to visual saliency based on the Itti-Koch model, but it
takes a different approach to the creation of activation maps and their normalisation.
Unlike the Itti-Koch model, which computes activation maps by center-surround
differences of image features [22], GBVS applies a graph-based approach [18].
Generally, saliency maps are created in three steps: feature vectors are extracted for
every pixel to create feature maps, then activation maps are computed, and finally
the activation maps are normalized and combined. The image is converted into a
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representation suitable for the computation of the feature contrasts. Feature dyadic
Gaussian pyramids are produced at three image scales of 2:1, 3:1, and 4:1. Gaussian
pyramids are created for each channel of physiologically based DKL colour space
[12], which has similar properties to L*a*b*. Orientation maps are then produced
after applying Gabor filters at the orientations of f0; 	=4; 	=2; 3	=4g degrees for
every scale of each colour channel. The outputs of these Gabor filters represent the
features which are then used as inputs in the GBVS algorithm.

In the first level of representation in GBVS, adjacency matrices are constructed
by connecting each pixel of the map to all the other pixels, excluding itself,
by using the following similarity function �1.Mx;My/ between feature vectors
corresponding to the pixels located at x and y:
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where 
 2 Œ0:1; 0; 2�D, D representing the given map width. A Markov chain
is defined over this adjacency matrix, where the weights of outbound edges
are normalized to Œ0; 1�, by assuming that graph nodes are states, and edges
are transition probabilities. By computing the equilibrium distribution yields an
activation map, where large values are concentrated in areas of high activation and
thus indicate the saliency in the image. The resulting activation map is smoothed
and normalized. A new graph is constructed onto this activation map, with each
node connected to all the others including itself and which has the edge weights
given by:
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where A.x/ corresponds to the activation map value at location x. The normalization
of the activation maps leads to emphasizing the areas of true dissimilarity, while
suppressing non-salient regions. The resulting. saliency map for the entire image
is denoted as S.x/, for each location x and represents the sum of the normalized
activation maps for each colour and each local orientation channel as provided by
the Gabor filters.

In Fig. 4 we show a comparison of saliency maps produced by four saliency algo-
rithms: Itti-Koch (IK) [22], Graph-Based Visual Saliency (GBVS) [18], Saliency
using Natural Statistics (SUN) [47], and Frequency-Tuned Saliency (FTS) [1]. It
can be seen that IK produces small highly focused peaks in saliency that tend to
concentrate on small areas of the object. The peaks are also spread across the image
spatially. This is because the Itti-Koch model was designed to detect areas to which
the focus of attention would be diverted. Because the peaks do no capture the whole
object, but rather small areas of it, it is insufficient for representing the semantic
concept of the image and is not suitable for retrieval purposes.
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Fig. 4 Evaluation of saliency performance. Original images are in the first row, Itti-Koch saliency
maps are in the second row, GBVS maps are in the third row, SUN maps are in the fourth row, and
FTS maps are in the fifth row. Saliency maps are overlaid on the original images

The image selections produced by GBVS provides a good coverage of the salient
object by correctly evaluating the saliency. It has a good balance between coverage
and accuracy the results sit in between IK and SUN. Unlike the other three methods,
GBVS provides a high-level understanding of the whole image and its environment,
in the sense that it does not get distracted by the local details, which may result in
false positives. It is able to achieve this because it models dissimilarity as a transition
probability between nodes of a graph, which means that most of the time, saliency
is provided by the nodes with the highest transition probability. It can be seen from
the mountain landscape image in the last column that saliency is correctly indicated
at the lake and sky, despite not having an evident object in that region of the image.
In the second image where the red bus fills most of the image, GBVS recognises
the area surrounding the door as most salient, compared to SUN algorithm, which
considers the whole image as salient. It appears that the SUN algorithm only works
well with the simplest of images such is the third image showing a snowboarder
on snow. In the first image, given the image of the horse, which is only slightly
more difficult, the SUN algorithm correctly identifies the head of horse, its legs, and
tail. However, it also selects the trees, which are not that relevant for the retrieval
of such images. The large amount of false positives, apparent bias, and lack of
precision makes SUN an unsuitable choice for retrieval in the broad image domain,
but perhaps it could prove itself useful in specialised applications. FTS algorithm,
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which represents a simple colour difference, only works well when there is a salient
colour object in the image, and the image itself has little colour variation, such
that the average colour value is close to that of the background. As it uses no
other features than the colour, it lacks the robustness of other methods, but works
extremely well when its conditions are met. As seen with the bus in the second
image, its downside is that it does not cover salient objects when there is a lot of
colour variation within, hence failing to capture the semantic concept. One of the
problems with local contrast-based saliency algorithms is that they may misinterpret
the negative space around true salient objects as the salient object.

GBVS is chosen for saliency computation in this study because of its robustness,
accuracy, and coverage. One downside is that it does not produce full resolution
saliency maps due to its computational complexity. During the up-scaling, blurred
boundaries are produced, which means that saliency spills into adjacent regions and
so marks them as salient, albeit to a smaller extent.

4.3 Salient Region Selection

In this study we consider that we segment the images using the mean-shift algorithm
described in Sect. 3.1 and we aim to identify which of the segmented regions are
salient. The purpose of the saliency maps is to select those regions that correspond
to the salient areas of the image, which are to be given a higher importance in
the querying procedure. For distinctive objects present in images, this represents
selecting the object’s regions, whereas for distinctive scenes it would come down
to selecting the object and its neighbouring regions. Several approaches have
been attempted to select an optimal threshold on the saliency energy of a region
as the sum of the saliencies of all its component pixels. An optimal threshold
would be the one that maximises the precision of retrieval rather than the one
that accurately selects regions corresponding to salient objects. This is somewhat
counter-intuitive, as one would think that specifying well-defined salient objects
would improve the precision, but due to the semantic gap, this is actually not always
the case. In the Blobworld image retrieval method [5], images are categorized as
distinctive scenes or distinctive objects, or both. However, it was remarked that when
considering CBIR in some image categories it would be useful to include additional
contextual information and not just the salient object.

Firstly, we consider selecting regions that contain a certain percentage of salient
pixels, where salient pixels are those defined by S.x/ > �p. The average region
saliency is calculated from the saliency of its component pixels as:
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x2ri

S.x/
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(7)
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where x is a pixel in region ri, i D 1; : : : ;R, where R represents all segmented
regions in the image, S.x/ is the value of the saliency for x, and Nr is the number
of pixels in the region r. In a different approach we can consider a saliency cut-
off, given by S.r/ > �R, which was set at a value that would remove most of the
regions defined by a small saliency. A third method of salient region selection is the
one adopted in [14], where a threshold that maximizes the entropy between the two
region partitions by the saliency threshold, was adopted. In [14] they set two cut-
offs. The first cut-off was at 10% of the average region saliency value, calculated
using the cumulative distribution function (CDF) of all region saliencies S.r/, as
in Eq. (7) across the whole image database. This first cut-off was used to filter out
large regions characterized by low saliency. The second cut-off was based on the
total region saliency, representing the sum of all saliency values in the region, and
was used to filter out very small regions characterised by very high saliency.

Another approach to select the salient regions consists in finding the average
region saliency value corresponding to the minimum probability density in a non-
monotonically decreasing pdf. This works well when there is a clear break between
the saliency values in the pdf of salient regions and produces a good cut-off
candidate. However, this method fails when the saliency pdf is monotonically-
decreasing as the smallest saliency value is usually too high to select any regions.
An adaptive method was attempted by using the density-based method for non-
monotonically decreasing pdfs and the percentile-based cut-off otherwise. If the
density-based method sets a cut-off that is too high, the retrieval performance is
likely to decrease, so it is applied only if the first half of saliency values is non-
monotonically decreasing. Another method that provided a suitable threshold was
the one proposed in [28], which was shown to capture well the salient regions in
several CBIR studies.

In the following experiments we consider that salient regions capture semantic
concepts of an image. By computing the visual saliency we detect salient regions
of interest in order to be used as a search query. In Fig. 5 we compare the
saliency maps produced in 12 different images from diverse image categories of
COREL 1000 database, by using different cut-off selection methods. Using Otsu’s
method to select the cut-off produces maps that discard the lower saliency values
associated with the background preserving the medium to high saliency values.
However, this method tends to produce large areas which results in too many
background regions being included, which makes it less suitable when querying
for distinctive objects. An example of this is in the second image from Fig. 5,
representing a snow-covered landscape area. The cumulative distribution function
of pixel saliency values corresponding to COREL 1000 image database is produced
as shown in Fig. 6a. From this plot we can observe that almost 40% of the data
have saliency values less than 0.1 and only 10% have a value above 0.62. The other
half of the data (between 40th and 90th percentiles), has uniform probability as
the gradient of the curve is approximately constant. Hence, we devise two salient
region selection methods which set their cut-offs at the 60th and 80th percentiles
of the image’s saliency values, corresponding to approximately 0.3 and 0.5 cut-off
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Fig. 5 Comparison of saliency cut-offs (1) Original image, (2) GBVS saliency map (SM), (3)
Otsu’s method, (4) Top 40%, (5) Top 20%, (6) Cut-off at 0.61, (7) Cut-off at twice the average
saliency as in [1]
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Fig. 6 Empirical cumulative distribution functions (CDF) calculated for all images from COREL
1000 database. (a) Pixel saliency. (b) Salient regions

points, respectively. The 60th percentile produces similar results to Otsu’s method,
but on some occasions includes too many background pixels as seen in the Beach
and Dinosaur categories images, shown in the last two images from Fig. 5. The 80th
percentile, representing the selection of the top 20% of data, shows a good balance
between the two criteria where it selects a smaller subset of the pixels identified by
Otsu’s method as in the case of the Elephant and Bus categories, from the third and
ninth images and at the same time captures a good amount of background pixels
as in the Architecture and Beach category images from the sixth and tenth images.
Obviously, it is impossible to guarantee that it will capture background information
for distinctive scenes and just the object for distinctive object images, and vice versa,
but at least this method is sufficiently flexible to do so. The next method is a simple
fixed cut-off value set at the pixel value of 155, which corresponds to 60% precision
and 40% recall. By looking at the CDF of salient pixels from COREL 1000 database,
shown in Fig. 6a, this value corresponds to the 90th percentile of saliency values and
so selects only the top 10% of the data. Only small portions of the image are selected
and in many cases this fails to capture the background regions, resulting in lower
performance. An example of this is seen in the image of the walker in the snow-
covered landscape image, the Horse and the Architecture category images from
second, fourth and sixth images from Fig. 5. In all these images, the most salient
object has very little semantic information differentiating it from the others. For
example, the walker is mostly black and very little useful information is actually
contained within that region; the horse is mostly white and this is insufficient to
close the semantic gap. Achieving a balance is difficult because a method that
selects the regions of distinctive objects may fail when the image is both a distinctive
object and a distinctive scene. An example of such a situation is the Horse category
from the fourth image, where selecting the white horse by itself is too ambiguous
as there are many similarly coloured regions, but by adding several background
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regions improves performance greatly. On the other hand, the performance would
be reduced by including background regions when the image is in the category of
distinctive objects. The last method, which was used in [1], sets the threshold at
twice the average saliency for the image. This approximately corresponds to the
top 15% of salient pixels from the empirical cumulative distribution for COREL
1000. This produces similar maps to the selection of regions with 20% salient pixels,
except that it captures fewer surrounding pixels.

In the following we evaluate the segmented image region saliency by considering
only those salient pixels which are among the top 20% salient pixels, which provides
best results, according to the study from [29]. By considering a hard threshold
for selecting salient pixels, the saliency for the rest of pixels is considered as
zero for further processing. We then apply the region mask to the saliency map
and consider the region saliency as given by the percentage of its salient pixels.
Next, we use the saliency characteristic from all regions in the image database to
construct an empirical CDF of salient regions, considering the mean-shift for the
image segmentation, as explained in Sect. 3.1. The empirical CDF of the salient
regions for the COREL 1000 database is shown in Fig. 6b. Now, we propose to
select the most salient regions by setting the second threshold at the first point
of inflexion in the CDF curve. This corresponds to the point where the gradient
of the CDF curve begins to decrease. We observe that this roughly corresponds
to the 35th percentile and thus our method considers the top 65% of most salient
regions in the given database. We have observed that this saliency region selection
threshold removes most of the regions with little saliency, while still considering
some background regions containing the background information necessary for the
retrieval of images of distinctive scenes. Such regions are suitable for describing the
contextual semantic information.

The methods discussed above focus on selecting representative salient query
regions. In the QSCR system we would segment the query image and would assume
that all candidate images had been previously segmented as well. The saliency of
each region in both the candidate images and the query one would then be evaluated.
Once the salient query regions are determined, they could be matched with all the
regions in the candidate images. Another approach could evaluate the saliency in
both the query and the candidate images and the matching would be performed
only with the salient regions from the candidate images. This constrains the search
by reducing the number of relevant images because the query regions are searched
by using only the information from the salient regions of the candidate images.
Theoretically, this should improve both retrieval precision and computational speed,
but in practice, the results will depend on the distinctiveness of the salient regions
because the semantic gap would be stronger due to a lack of context.
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5 Similarity Ranking

Given a query image, we rank all the available candidate images according to their
similarity with the query image. The aim here is to combine the inter-region distance
matrix with the salient edge information to rank the images by their similarity
while taking into account their saliency as well. The processing stages of image
segmentation, feature extraction and saliency evaluation, described in the previous
section, and shown in the chart from Fig. 2, are applied initially to all images from a
given database. Each region Ij, j D 1; : : : ;NI , from every I image is characterized by
a feature vector, and by its saliency, evaluated as described in the previous Section.
Meanwhile, the energy of salient edges is evaluated for entire images. The same
processing stages are applied on the query image Q, which is segmented into several
regions Qi, i D 1; : : : ;M as described in Sect. 3.1. The similarity ranking becomes
a many-to-many region matching problem which takes into account the saliency
as well. Examples of many-to-many region matching algorithms are the Integrated
Region Matching (IRM) which was used in [44] for the SIMPLIcity image retrieval
algorithm and the Earth Mover’s Distances (EMD), [34]. The EMD algorithm was
chosen in this study due to its properties of optimising many-to-many matches, and
this section of the algorithm is outlined in the lower part of the diagram from Fig. 2.

In the EMD algorithm, each image becomes a signature of feature vectors
characterising each region. A saliency driven similarity measure is used between
the query image Q and a given image I, represented as the weighted sum of the
EMD matching cost function, considering the local saliency, and the global image
saliency measure driven by the salient edges, [29]:

S .Q; I/ D WEMD
EMD.Q; I/

˛EMD
C WEHD

X

�

jEHD.�;Q/ � EHD.�; I/j

5 ˛E
(8)

where EMD.Q; I/ is the EMD metric between images Q and I, EHD.�;Q/
represents the average salient edge energy, in five different directions of � D

f0; 	=2; 	; 3	=4;non-dirg for the image Q, derived as described in Sect. 4.1. The
weights, found empirically, for the local region-to-region matching EMD compo-
nent is WEMD D 0:7, while for the global image component EHD, is WEHD D 0:3.
These choices indicate a higher weight for the localized saliency indicated by EMD
than for the global image saliency, given by EHD, as observed in psychological
studies of human visual attention. ˛EMD and ˛E represent the robust normalization
factors which are set as the 95th percentile of the cumulative distribution function
of the EMD and the EHD measures, respectively, calculated using a statistically
significant image sample set. These robustness factors are used for normalizing the
data and removing the outliers, by taking into account that the data distributions
characterizing both EMD and EHD are log-normal.
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EMD is an optimization algorithm which assumes a signature vector for each
image, either the query image Q or any of the candidate images, I, from the database.
The signature assigned to each image consists of a collection of regions, with each
region represented by a feature vector and its saliency. EMD calculates a distance
between the representations provided by the image signatures by transforming the
matching problem into providing a solution for a known transport distribution
calculation, which is solved by linear programming. The problem is a matter of
transporting goods from a set of suppliers to a set of consumers by the least-cost
route, defined by a flow. The intuitive idea of EMD is to assume that a certain
quantity of earth is used to fill up a number of holes in the ground, [34]. The query
image is associated to a specific quantity of earth, grouped on heaps, while each
candidate image for retrieval is assimilated with a number of holes in the ground.
Each heap and each hole correspond to a region, either in the query or in the retrieved
image, respectively, while the earth corresponds to the image region feature vectors
and their characteristic saliency.

We consider the distance between the two sets of features, corresponding
to the regions of the query and any candidate images, as a dissimilarity cost
function D.Qi; Ij/:

D.Qi; Ij/ D  .SQi ; SIj/q
ˇP.�cld2cl.i; j/C �ted2te.i; j/C �cod2co.i; j//C ˇS.�nnd2nn.i; j/C �cdd2cd.i; j//

(9)

where Qi, i D 1; : : : ;M from the query image Q and each region Ij, j D 1; : : : ;N
from the candidate retrieval image I. .SQi ; SIj/ denotes the joint saliency weight for
Qi and Ij. dcl, dte and dco are the Euclidean distances between the primary features,
weighted by ˇP, corresponding to the colour, texture and contrast vectors, respec-
tively. Meanwhile, dnn and dcd are the Euclidean distances between the secondary
features, weighted by ˇS, characterizing the colours of the nearest neighbouring
regions and the centroid locations of the regions Qi and Ij, respectively. Each
feature distance component is normalized to the interval Œ0; 1� and is weighted
according to its significance for retrieval by the global weights ˇP, ˇS, modulating
the significance for each category of features, and the individual weights, weighting
the contribution of each feature as: �cl, �te, �co, �nn and �cd. The selection of
primary and secondary features ˇP > ˇS, where ˇP C ˇS D 1 was performed based
on computational visual attention studies [16, 46] and following extensive empirical
experimentation.

The feature modelling for each segmented region is described in Sect. 3.2 and
distances are calculated between vectors of features characterizing image regions
from the database and those of the query image. The CIEDE2000 colour distance
was chosen for the colour components of the two vectors, because it provides
a better colour discrimination according to the CIE minimal perceptual colour
difference, [36]. The colour feature distance dcl is calculated as:
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1
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where �E00.i; j/ represents the CIEDE2000 colour difference [36], calculated
between the median estimates of L*, a*, b* colour components, normalized by the
largest color distance CDis, while f
x;cjx 2 fi; jg; c 2 fL�; a�; b�gg represent the
standard deviations for each colour component, and f˛cjc 2 fL�; a�; b�gg are their
corresponding 95th percentiles, calculated across the entire image database, and
are used as robust normalization factors. These values are used for normalization
because the cumulative distributions of these features, extracted from segmented
image regions, can be modelled by log-normal functions.

The texture distance dte corresponds to the Euclidean distance between the
average of the absolute values of DWT coefficients corresponding to the horizontal,
vertical and oblique directions for the regions Qi and Ij, divided by their correspond-
ing standard deviations calculated across the entire image database. The contrast
difference dco is represented by the normalized Euclidean distance of the contrast
features for each region from I and Q, with respect to their neighbouring regions. For
the sake of robust normalization, the distances corresponding to the texture features
as well as those representing local contrast are divided by the 95th percentiles of
the empirical cumulative distribution function of their features, computed from
a representative image set. The neighbourhood characteristic difference dnn is
calculated as the average of the resulting 12 colour space distances to the four
nearest neighbouring regions from above, below, left and right, selected such that
they maximize the joint boundary in their respective direction. The centroid distance
dcd is the Euclidean distance between the coordinates of the regions centers.

The weight corresponding to the saliency, weighting the inter-region distances
between two image regions from Qi and Ij, from (9), is given by:

 .SQi ; SIj/ D max

�
1 �

SQi C SIj

2
; 0:1

�
(11)

where SQi and SIj represent the saliency of the query image region Qi and that of the
candidate retrieval image region Ij, where the saliency of each region is calculated,
following the analysis from Sect. 4.3, and represents the ratios of salient pixels from
each region. It can be observed that the distance D.Qi; Ij/ is smaller when the two
regions Qi and Ij are both salient. Eventually, for all regions from Q and I, it results a
similarity matrix D.Qi; Ij/which defines a set of inter-region distances between each
region Qi, i D 1; : : : ;M from the query image Q and each region Ij, j D 1; : : : ;N
from the candidate retrieval image I. The resulting inter-region similarity matrix
acts as the ground distance matrix for the EMD algorithm.
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The distance matrix D.Qi; Ij/ represents the cost of moving the earth energy
associated with the image regions from Q to fitting the gaps of energy, represented
by the image regions from I. A set of weights fwQ;iji D 1; : : : ;Mg is associated with
the amount of energy corresponding to a region in the query image, while fwI;jjj D

1; : : : ;Ng are the weights corresponding to the candidate image, representing the
size of an energy gap. All these weights represent the ratios of each segmented
region from the entire image. A unit of flow is defined as the transportation of a unit
of energy across a unit of ground distance. The EMD algorithm is an optimization
algorithm which minimizes the cost required for transporting the energy to a specific
energy gap, [34]:

min.
MX

iD1

NX

jD1

fijD.Qi; Ij// (12)

which is subject to the following constraints:

fij > 0; i D 1; : : : ;M; j D 1; : : : ;N (13)
PN

jD1 fij � wQ;i; i D 1; : : : ;M (14)
PM

iD1 fij � wI;j; j D 1; : : : ;N (15)
PM

iD1

PN
jD1 fij D min


PM
iD1 wQ;i;

PN
jD1 fijwI;j

�
(16)

The goal of the optimization procedure is to find the flow fij between the regions Qi

and Ij such that the cost of matching the energy from a surplus area to a deficit of
energy area is minimized.

After solving this system by using linear programming, the EMD distance from
(8) is calculated by normalizing the cost required:

EMD.Q; I/ D

PM
iD1

PN
jD1 fijD.Qi; Ij/

PM
iD1

PN
jD1 fij

(17)

This represents the normalized cost of matching the query image signature with that
of the most appropriate candidate retrieval image. The weights add up to unity only
when all image regions are used. We are removing non-salient image regions, and
consequently the weights would add up to a value less than one. Such signatures
enable partial matching which is essential for image retrieval where there is a high
likelihood of occlusion in the salient regions. The computational complexity of the
proposed QSCR is contained mostly in the feature extraction stage for the given
image database which is performed off-line. The computational complexity of the
optimization algorithm can be substantially reduced when thresholding the distances
calculated by EMD, as in [31].
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6 Experimental Results

6.1 Image Retrieval Databases

In the following we apply the methodology described in the previous sections,
to three different databases: COREL 1000, SIVAL and Flickr. COREL 1000 is
well known for its medium-to-high image complexity and its size makes it a good
choice for the development of retrieval algorithms. The database consists of ten
semantic categories of natural scenes, each containing 100 images. The categories
from COREL 1000 are: Africa and its people (AFR), tropical seaside and beaches
(BEA), Greek and Roman architecture (ARC), buses and coaches (BUS), dinosaur
illustrations (DIN), elephants in an African environment (ELE), close-ups of flowers
and bouquets (FLO), brown and white horses in a natural setting (HOR), mountain
landscapes and glaciers (LAN) and food and cuisine (FOO). The SIVAL (Spatially
Independent, Variable Area, and Lighting) database was designed for localized
image retrieval [33], by containing a large number of similar images that only differ
in the salient object. It consists of 1500 images in 25 categories with 60 images
per category (10 scenes, 6 photos per scene). The SIVAL categories are: chequered
scarf (CS), gold medal (GM), fabric softener box (FS), coke can (CC), Julie’s pot
(JP), green tea box (GT), translucent bowl (TB), blue scrunge (BS), glazed wood
pot (GW), felt flower rug (FF), WD40 can (WD), smiley face doll (SF), data mining
book (DM), Ajax orange (AO), Sprite can (SC), apple (AP), dirty running shoe (DS),
banana (BA), striped notebook (SN), candle with holder (CH), cardboard box (CB),
wood rolling pin (WP), dirty work gloves (DG), rap book (RB) and large spoon
(LS). The Flickr database consists of 20 categories with 100 highly diverse images
in each, and 2000 images with no specific concept. The following categories are part
of this database: Mexico city taxi (MC), American flag (US), New York taxi (NY),
snow boarding (SB), Pepsi can (PC), fire and flames (FF), sushi (SU), orchard (OR),
fireworks (FI), Persian rug (PR), waterfall (WA), Coca Cola can (CC), Canadian
mounted police (MO), ostrich (OS), boat (BO), keyboard (KE), honey bee (HB), cat
(CA), samurai helmet (SH) and Irish flag (IF).

6.2 Image Retrieval Performance Measures

The basic retrieval assessment is provided by precision and recall. Precision
represents the number of relevant images retrieved over the total number of retrieved
images, while the recall represents the number of relevant images retrieved divided
by the number of relevant images in database. A precision-recall (PR) curve can be
plotted by classifying all candidate images as relevant/irrelevant according to their
ground truth category and then by assigning a confidence value for the decision
of that classification. In this study, the confidence value is the reciprocal of the
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dissimilarity measure, i.e. lower dissimilarity implies more confidence. Another
statistical assessment measure is the Receiver Operating Characteristic (ROC)
which plots the true positive rate versus the false positive rate (false alarm) by
changing a decision threshold, and can be used to select the optimal number of
images to be retrieved such that both measures are maximized. The area under the
ROC curve (AUC) , which corresponds to the Wilcoxon-Mann-Whitney statistic
[33], is a reliable image retrieval assessment measure. This can be interpreted as
the probability that a randomly chosen positive image will be ranked higher than a
randomly chosen negative image. A value above 0.5 means that the image retrieval
method is more likely to choose a positive image, while a value below 0.5 means that
the system is more likely to choose negative images which is worse than guessing.

In this study, images are ranked based on their similarity to the query, thus
producing an ordered set of results. The rank-weighted average precision (WPR)
is given by, Wang et al. [44]:

WPR D
1

N

NX

kD1

nk

k
(18)

where N is the number of all retrieved images and nk is the number of matches in the
first k retrieved images. This measure gives more weight to matched items occurring
closer to the top of the list and takes into account both precision and ranks. Ranks
can be equated to recall because a higher WPR value means that relevant images
are closer to the top of the list, therefore the precision would be high at lower recall
values because more relevant images are retrieved. However the WPR measure is
sensitive to the ratio of positive and negative examples in the database, i.e. the total
number of relevant images out of the total number of candidate images.

Quantitative tests are performed by evaluating the average performance of the
proposed methodology across the whole databases considering 300 queries for
COREL 1000, 600 queries for Flickr, and 750 for SIVAL. Across the graph legends
in this study, � indicates the mean value for the measure represented, calculated
across all categories and followed by a ˙
 which denotes the average of the spreads.

6.3 Visual Attention Models

Following the analysis of various image saliency selection algorithms from Sect. 4.2
we use Graph-Based Visual Saliency (GBVS) algorithm for selecting the saliency
in the context of the optimization algorithm, as described in Sect. 5. Using saliency
as a weight for the Euclidean distances of the feature vectors is compared against
the case when salience is not used at all. The Area under the ROC curve (AUC)
results for COREL 1000 database are provided in Fig. 7. From this figure it can
be observed that saliency improves the performance in categories where salient
objects are prominent in the image such as Flowers, Horses, Dinosaurs, and
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Fig. 7 Comparison between saliency weighted distances and non-weighted distances

decreases in categories where salient objects are difficult to identify, such as
Beaches, Architecture, Africa, and Cuisine. This happens because in the former
categories, the saliency weight gives preference to genuine candidate salient regions
that correspond to a salient object well represented in that category, rather than the
latter cases, where salient regions are specific in each image. Statistically, on the
entire database, the mean (�) of AUC, provided in Fig. 7, indicate that saliency is
useful when used as a weighting of the distance measure.

6.4 Selecting Salient Regions from Images

In Fig. 8 we present the rank-weighted average precision results in ten image
categories from COREL 1000 database when selecting the top 20% salient image
data. This is compared with the case of using a fixed cut-off threshold of 0.607,
which corresponds approximately to selecting the top 15% salient image data.

In Fig. 9 we provide a comparative study for the retrieval results when con-
sidering as salient regions only those corresponding to the top 65% of all salient
regions from the CDF of salient regions, computed as described above. In Fig. 9a
we compare the rank-weighted average precision results for the proposed image
saliency region selection approach when compared to the approach which considers
only the 50% most salient regions. In Fig. 9b the comparison is with a method using
the maximization of entropy for the average region saliency values, proposed in [14],
when using 100 saliency levels. The method based on the maximization of entropy
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Fig. 8 Image retrieval when considering different saliency map thresholds.� indicates the average
rank-weighted precision followed by the average of the corresponding standard deviations after the
˙ sign. Standard deviations are indicated for each image category in the plot as well

Fig. 9 Comparisons for various ways of selecting salient regions. (a) Rank-weighted average
precision (WPR) when selecting salient regions based on the percentile of salient pixels. (b) Area
under the ROC curve (AUC) when selecting salient regions based on the maximization of the
saliency entropy. (c) WPR when salient regions are extracted using a thresholded saliency map

for the average region saliency values is not suitable for retrieving the images from
Flower and Horse categories because it does not select enough background regions
to differentiate the red/yellow flowers from buses. In both of these plots it can
be observed that by selecting the top 65% salient regions outperforms the other
approaches. Another method for selecting salient regions consists of binarising the
saliency map using Otsu’s threshold proposed in [28], then choosing the salient
regions as those which have at least 80% of their pixels as salient. Figure 9c shows
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that this method underperforms greatly when categories have a well-defined salient
object. This happens because this method selects just the salient object without
including any background regions, and since those categories are classified as
distinctive scenes, confusion occurs due to the semantic gap. On the other hand,
the proposed QSCR method considers only the top 65% salient regions, and this
was shown to be efficient in general-purpose image data sets, such as Corel and
Flickr databases. However, in the case of SIVAL database, which consists entirely
of distinctive objects with no semantic link to their backgrounds, salient regions are
considered when they are part of the top 40% most salient regions, due to the fact
that in this case the inclusion of background regions introduces false positives.

6.5 Similarity Ranking

Salient edges are extracted as explained in Sect. 4.1 and are used in the final
image ranking evaluation measure from (8). The idea is that the region-to-region
matching EMD distance gives a localized representation of the image while the
salient edges provide a global view. Unlike in SEHD algorithm of [14], the QSCR
method decouples the edge histogram from its spatial domain by considering the
edge energy, corresponding to specific image feature orientations, calculated from
the entire image. SEHD uses a different image segmentation algorithm and different
selection of salient regions while performing the image ranking as in [7]. In Fig. 10
we compare the proposed salient edge retrieval approach, considering only the
global image saliency and not the local saliency, and SEHD image retrieval method
used in [14], using the average area under the ROC curve (AUC) as the comparison
criterion. The categories in which the proposed approach outperforms SEHD are

Fig. 10 Retrieval by salient edges: proposed salient edge representation compared with the Feng’s
SEHD approach
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Fig. 11 Examples of extracted query information: (1) Original, (2) Image segments, (3) Saliency
map, (4) Salient edges, (5) Selected salient regions

those where there is a significant amount of variation in the spatial positions of
edges within the images, such as beaches and buses. The mean AUC value for SEHD
and for the proposed method are 0.6037 and 0.6367, respectively. Thus, performing
a two-tailed Students t-test at the highly significant 1% level with 598 degrees of
freedom yields a p-value of 0.0022 which shows that the difference is statistically
significant.

In Fig. 11 we provide the results for three images from three distinct image
categories of COREL 1000 database after segmentation, saliency map estimation,
salient edge extraction and salient region selection. These images are quite chal-
lenging due to their textured context. Examples of images from the other seven
image categories from COREL database are shown in Fig. 12. It can be observed
that the selected salient regions include contextual information such as in the second
image from Fig. 11 and in the first, third, fifth and seventh images from Fig. 12.
The salient object context is very important for image retrieval as shown in the full
database results. Moreover, in the second image from Fig. 12, contextual regions are
not selected since in this case they are not relevant because the main salient object
is not related to its background. We have observed that the mean-shift algorithm
leads to over-segmentation in some cases. However, this does not affect the salient
region selection which is mainly driven by the saliency content and by the salient
region selection procedure described in Sect. 4.3. Since the salient region selection
is based on relative statistical measures, similar results would be obtained when
using a different image segmentation algorithm.

Images are ranked according to the similarity measure S .Q; I/ from (8), between
the query image Q and a candidate retrieval image I. In Fig. 13a we present the
retrieval results of 30 images for two different image categories from COREL 1000
database. In the query image, which is part of the Architecture category, from
Fig. 13a it can be observed that the core of the salient region is a false positive,
because the true object takes most of the image, and the most dissimilar area is a
patch of sky in the middle. Nevertheless, the retrieval succeeds because the region
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Fig. 12 Extracting query information from images for seven image categories from COREL
database. The image columns indicate from left to right: original image, segmented regions, the
GBVS saliency map, salient edges and the salient regions

selection method includes the surrounding regions in the query. The precision-recall
(PR) curve corresponding to the query images is shown in Fig. 13b. Figure 14
shows a scenario where the number of positive examples in the category is much
smaller, and yet the AUC value is high, as it can be observed from Fig. 14b. This
means that if more positive examples were added to the database, then the precision
would improve. Because all images in the category are considered relevant and the
true number of positive examples is much lower, the curve underestimates the true
retrieval performance. The semantic gap is evident in the retrieval of this image as
the query regions contain ambiguous colours, resulting in a series of Horse and Food
category images as close matches. The results when retrieving the white horse in
natural habitat surroundings from Fig. 15 produces no false positives for the first 10
retrieved images, but after that creates some confusion with Africa (which basically
represents people), as well as with Flowers and Elephant categories.
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Fig. 13 Retrieval performance for Architecture category from COREL 1000 database. (a) The
first line shows the query image, its saliency, selected salient regions and salient edge images while
the subsequent lines displays the retrieved images in their order. In the next six lines are shown 30
retrieved images. (b) Precision-recall curve

A variety of good retrieval results are provided in Fig. 16a, b for the Bus
and Flower categories from COREL 1000 database, while Fig. 16c, d shows the
results for images from the Pepsi Can and Checkered Scarf categories from SIVAL
database. The last two examples of more specific image categories from SIVAL
database indicate very limited salient object confusion in the retrieval results.

6.6 Results for Entire Databases

Figure 17 compares the results for the proposed query by saliency content retrieval
(QSCR) algorithm with SIMPLIcity from [44] when applied to COREL 1000
database. The comparison uses the same performance measures as in [44], respec-
tively the average precision, average rank and average standard deviation of rank. As
it can be observed from Fig. 17, QSCR provides better results in 4 image categories
and worse in the other 6, according to the measures used. This is due to the fact that
SIMPLIcity uses very selective features which are appropriate for these 6 image
categories.

Figure 18 compares the results of QSCR, with the two retrieval methods proposed
in [33], on Flickr database when using AUC. The results of QSCR and ACCIO are
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Fig. 14 Retrieval performance for Africa category from COREL 1000 database. (a) The first line
shows the query image, its saliency, selected salient regions and salient edge images while the
subsequent lines displays the retrieved images in their order. In the next six lines are shown 30
retrieved images. (b) Precision-recall curve

broadly similar and vary from one image category to another. However, ACCIO
involves human intervention by acknowledging or not the retrieved images, while
the approach described in this chapter is completely automatic. The salient edges
improve the performance when the image of a certain category contain salient
objects which are neither distinctive or diverse enough. This is the case with the SB
category, where most of the photos depict people as salient objects, set in a snowy
environment, HB, FF and FI categories, where the images are mostly close-ups,
defined by mostly vertical edges.

Figure 19 provides the assessment of the retrieval results using AUC on SIVAL
database when considering the retrieval of five images for each category. In this
database, the objects have simple backgrounds and the saliency should highlight
the main object while excluding the background which is the same for other
image categories. Unlike in COREL 1000 and Flickr databases, the inclusion of
the background is detrimental to the retrieval performance in this database. In the
case of the images from SIVAL database we consider as salient those regions whose
saliency corresponds to the top 40% of salient regions in the image instead of 35%
which was used for the other two databases.
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Fig. 15 Retrieval performance for Horse category from COREL 1000 database. (a) The first line
shows the query image, its saliency, selected salient regions and salient edge images while the
subsequent lines displays the retrieved images in their order. In the next six lines are shown 30
retrieved images. (b) Precision-recall curve

6.7 Discussion

Ideally, a larger database of millions of images should be used for assessing
the image retrieval. The image segmentation currently takes about 90% of the
feature extraction time. Tuning of feature weights usually came down to a decision
regarding the trade-off between specificity and generality. As it can be seen from the
results from Fig. 16, it is possible to obtain images that visually are highly similar
to the query, in terms of colour, orientation, and position, at the cost of lower recall,
since only a fraction of the category has those exact images. This may be a bad
thing for the retrieval of images in general, but if the user were looking for images
in a specific image sequence, then this would be the best way to achieve that goal.
Qualitative tests for certain features are sensitive to the query image because some
images will satisfy the criterion under evaluation and hence return better results for
one specific category and at the same time reduce effectiveness in another.

Corel database is well balanced in terms of objects and scenes. Thus, maximising
the average performance across all categories should produce a robust system.
Nevertheless, in a few cases, the changes that improved the retrieval on the Corel
database, reduced the performance on the Flickr database. Due to the varied nature
of the Flickr images within each category, application of distance normalisation
uncovered the true, large distances between features of the images within the
category, which would otherwise have a negligible impact on ground distance
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Fig. 16 Retrieval performances for images from Corel database in (a) and (b) and from SIVAL
database in (c) and (d)

because the domain of the feature values is very small. The semantic gap is most
evident in this database because its images and ground truths were obtained by
performing keyword search on Flickr. In addition, most of the images contain
multiple salient areas, which combined with the deficiencies of computational
visual attention models, result in several strong responses, which ultimately end
up confusing the CBIR system.

The Corel database has also weaknesses. The categories are not entirely disjoint
and it is sometimes unclear how to judge the retrieval results. When attempting to
retrieve horses we may retrieve elephants as well because they are both animals
and have similar relationships with their surroundings. At the lowest semantic level,
this is incorrect as the retrieval is too general. Without keywords, if the user wished
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Fig. 17 Comparison results with SIMPLIcity

Fig. 18 Retrieval results on Flickr database and comparison with ACCIO
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Fig. 19 Retrieval results on the SIVAL database

to search for animals, it would not be possible to specify such a query because
“animal” is an abstract term. Such retrieval is only possible if the images are loosely
clustered.

By considering distances using (8) between each pair of images for half of
COREL 1000 database, an image classification matrix is produced, shown in Fig. 20.
It shows the categories where the semantic gap is most prominent. It can be seen that
Beach images are likely to get confused with Elephants, Landscapes, and Horses,
whereas Elephants get mostly confused with Horses and to a lesser extent with
Africa, Beaches, Architecture and Landscapes.

7 Conclusions

In this chapter we describe a visual saliency-driven retrieval system employing
both local and global image saliency. Several visual attention models have been
compared based on their ability to emphasise semantically meaningful areas of an
image. The use of second-order moments of a region’s colour distribution has been
shown to improve performance considerably on occasions where the semantic gap
would otherwise have a negative effect. The contrast feature was shown to provide a
small boost in performance, indicating a potential for discriminative power in some
types of images. The use of salient edges was shown to improve results where there
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Fig. 20 Dissimilarity matrix
applied on the Corel database,
where darker texture denotes
higher similarity

is little spatial variation of the salient object within images. A new salient region
selection method, that uses the cumulative distribution of the saliency values in the
database to select an appropriate threshold, was discussed in this chapter. An ideal
CBIR solution would incorporate a variety of search mechanisms and would select
the best choice dynamically, thus maximising its performance. The use of visual
attention models would be one of the mechanisms that a CBIR solution should
employ because it is indispensable in highly localized scenarios such as those found
in the SIVAL database, a global ranking method would fail in SIVAL, regardless of
the choices of features and distance metrics. This implies that systems must be able
to distinguish between images of distinctive objects or distinctive scenes, leading to
the thought of using the visual attention when searching for image content. Little
work has been done before on such semantics-sensitive approaches to the retrieval
task and it would be of great benefit to future CBIR systems. In their current state,
computational models of visual attention are still basic because they operate on the
notion of contrasting features, so they cannot accurately identify salient objects in
complex images that are commonplace. Therefore, saliency models are the limiting
factor for the concept of retrieval by visually salient objects and image features. In
the future more reliable models of the human intent, such as those involving human
memorisation processes, should be considered for CBIR systems in order to provide
better retrieval results.
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Visual Saliency for the Visualization
of Digital Paintings

Pol Kennel, Frédéric Comby, and William Puech

Abstract Over the last 15 years, several applications have been developed for
digital cultural heritage in the image processing and particularly in the area of digital
painting. In order to help preserve cultural heritage, this chapter proposes several
applications for digital paintings such as restoration, authentication, style analysis
and visualization. For the visualization of digital paintings we present specific
methods to visualize digital paintings based on visual saliency and in particular we
propose an automatic digital painting visualization method based on visual saliency.
The proposed system consists of extracting regions of interest (ROI) from a digital
painting to characterize them. These close-ups are then animated on the basis of
the paintings characteristics and the artist’s or designer’s aim. In order to obtain
interesting results from short video clips, we developed a visual saliency map-
based method. The experimental results show the efficiency of our approach and
an evaluation based on a Mean Opinion Score validates our proposed method.

1 Introduction

The two main objectives for cultural heritage services are to preserve paintings that
represent our past and to play an active role in spreading cultural knowledge [27].
For example, Giakoumis et al. presented an efficient method to detect and remove
cracks in digital paintings [8]. Another interesting activity is to analyze painting
styles and movements [28, 33]. This can be employed in artist identification in order
to detect forgery or simply to characterize an artist’s period or to study its evolution
in style or technique. Specific work has also been developed to protect the content
for the secure transmission of high resolution digital paintings [27]. A survey of
digital painting for cultural heritage is presented in a book by Stanco et al. [7].
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The authors present several techniques, algorithms and solutions for digital imaging
and computer graphics-driven cultural heritage preservation, in particular several
new visualization tools are proposed [7].

In this chapter, we first present several applications for digital paintings such
restoration, authentication and style analysis, secondly we present specific methods
to visualize digital paintings based on visual saliency and in particular we propose
an automatic digital painting visualization method based on visual saliency. The
main objective of this method is to generate an animation of a digital painting, which
would be close to what could be manually achieved by an artist. The three main steps
are the detection of regions of interest (ROI), the ROI characterization and the order
of ROI by building a path throughout the digital painting. Finally, we demonstrate
how videos can be generated by following the paths with custom trajectories. In the
first step, we propose to use the saliency map concept for ROI detection [13–15] a
slightly modified applied on a digital painting in order to provide a map of the most
valuable sites and animate them in a visualization process.

The saliency map concept was introduced by Ullman and Koch in 1985 [19].
These maps are supposed to represent salient regions in an image, i.e. regions that
would capture human attention. With this knowledge, the main task is to determine
human brain stimulation that would naturally detect a ROI from a scene in order to
model it. Two factors are distinguished in [23] which are bottom-up and top-down
factors. The first factor represents our natural instinctive sensorial attention based
on factors such as color, contrast, size of objects and luminosity. For example, this
mechanism allows us to detect a bright burning fire in a scene. The second factor
represents a more intelligent process based on the observer’s experience. We use
this mechanism when we are seeking certain kinds of objects. Many techniques
have been developed since the 1980s to generate such saliency maps, each of them
has tried to combine speed and robustness efficiently. Three method groups can be
singled out [36]: local methods [13, 15] which only deal with certain areas, global
methods [1, 12, 37] which use the whole image to characterize ROI, and frequential
methods [10, 26] which use the local characteristics of the spatial frequency phase.

Although saliency methods are already widely used in many domains (e.g.
robotics, marketing etc.), digital paintings have not been widely studied in such
a way. This could be explained by the fact that the understanding on how the brain
processes work and how humans see paintings is an open problem. Gaze tracker
technology has been used for this issue in [30], and shows that despite salient regions
of paintings playing an important role, there is still a large variability depending on
the subjects’ own interests, artistic appreciation and knowledge. Conversely, Subtle
Gaze Direction (SGD) process is employed in [22] to manipulate volunteers gaze on
paintings. The authors succeed in improving the legibility of paintings. Especially
the reading order and fixating time over panels was improved by using SGD. In this
study, saliency methods are envisaged to improve the SGD, but are not currently
implemented. Only a few recent studies have estimated saliency in digital paintings.
In [4], the authors provide a simple saliency analysis method which helped them
categorize paintings by art movement. In [18], the authors provide several valuable
advancements for the study of paintings. First, they provide a large database of
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paintings with a wide diversity of artists and styles. State-of-the-art methods are
used to categorize paintings. Moreover, the authors collected gaze fixation data for
a consistent subset of paintings and applied state of the art saliency methods on the
same paintings. Using Itti’s framework [15], the performance is one of the top rated
methods for correlating salient maps and fixation maps.

The rest of this chapter is organized as follows: In Sect. 2, we present previous
methods applied on digital paintings for restoration, authentication and style
analysis. In Sect. 3 we present specific methods to visualize digital paintings based
on visual saliency. Finally, in Sect. 4 we conclude our experiments and discuss
possibilities for future work.

2 Digital Imaging for Cultural Heritage Preservation:
Restoration, Authentication and Analysis

Even if image processing has been widely used in areas such as medical imaging,
robotics and security, fewer applications have been developed concerning digital
paintings. It is becoming increasingly important for experts or art historians to
analyse painting style or to authenticate paintings. However, some studies prove that
image processing algorithms can perform as well as human experts on applications
dedicated to digital paintings [7]. Among them, the most common are: virtual
restoration (Sect. 2.1), content authentication (Sect. 2.2) and the analysis of painting
evolution in time and style (Sect. 2.3).

2.1 Restoration of Old Paintings

One of the most common processes consists in virtual painting restoration. For
example in [8] the authors propose a technique to remove cracks on digitalized
paintings. The first step detects cracks. In this process, cracks are mainly considered
as dark areas with an elongated shape, so their detection are only performed on
the luminance component of the image. It consists in filtering the image with the
difference between the image’s gray level morphological closing and the image
itself. The authors suggest that a similar process can be used to detect bright cracks
(like scratches on a photo) while replacing the morphological closing by an opening
and computing the difference between the image and its opening. This process gives
a gray level image with higher values for pixels that are most likely to belong to a
crack. Then the image has a threshold filter applied to it in order to extract cracks
from the rest of the image. Many strategies are considered from the simplest one: a
global threshold whose value is computed thanks to the filtered image histogram to
a more complex one: a spatially varying threshold. The author observes that some
brush strokes may be misclassified as cracks, so they provided two techniques to
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distinguish them. The first one is semi-automatic and relies on a region growing
algorithm where the seeds are chosen manually on pixels belonging to the class of
cracks. In this way, pixels corresponding to a brush stroke, are not 8-connected
to crack pixels, are removed from the resulting image. The second approach is
based on an analysis of the Hue and Saturation components of cracks and brush
strokes. A classification using a median radial basis function neural network is
trained to separate cracks from brush strokes. As explained by the authors, these two
approaches can be combined to give better results. Once cracks have been identified
they need to be filled. The authors propose two methods, one using order statistic
filters based on median, the other one based on controlled anisotropic diffusion.
An illustration is presented in Fig. 1. This method gives good results even if some

Fig. 1 (a) Zoom on the original painting containing cracks, (b) thresholded top hat transform
containing mainly cracks, (c) the virtually restored painting with cracks filled with a median
filter [8]
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cracks remains (those not filtered by morphological tools, or when dark cracks occur
in dark areas). It also seems, in their examples, that some edges are degraded, maybe
because they are misinterpreted as cracks.

Other inpainting algorithms have been used to virtually restore paintings, for
example Chinese paintings in [21, 39] or by using a more general restoration tool
presented in [5]. An evaluation of the quality of such restorations has been proposed
in [24] where 14 metrics were compared in order to evaluate 8 inpainting algorithms.
The results showed first that exemplar-based inpainting algorithms worked better
than partial differential equation ones, as the later tends to add blur when filling
large areas; second that there is no ideal metric as they are really image-dependent.

2.2 Painting Identification and Authentication

Detecting cracks may also have another use, for example in painting identification
and control of the evolution of ancient paintings. For example in [6] a part of the
study was about painting authentication. Indeed, the painting Mona Lisa was stolen
in 1911 and when the painting was returned to the Louvre Museum, they wanted to
know if the painting was the original or a copy. The main theory was that the crack
pattern is impossible to copy. So, based on three high resolution pictures taken at
different periods (one before the theft in 1880, and two after in 1937 and 2005)
the crack patterns were extracted in order to compare them and authenticate or not
the painting. The authors proposed a method whereby they removed the content
leaving on the cracks. To do so, images were first filtered by an isotropic low pass
filter that removed almost all jpeg compression artifacts and the grainy aspect of the
images. Then, in order to remove the craquelures two treatments were performed:
one to remove dark cracks based on a gray level morphological closing and one to
remove bright cracks based on an opening. These two processes provide a blurry
image without cracks. An histogram specification was then used to match the gray
level distributions of the original image and the filtered one. Then, subtracting the
filtered image from the original one provided an image mainly composed of cracks.
After a simple edge extraction algorithm provides a binary image of cracks (see
Fig. 2). The three images of crack patterns were then geometrically rectified using
an homography to be aligned and compared. The minor differences between the
crack patterns allowed to confirm that the painting Mona Lisa was the original one.
It also provided information about the best storage conditions of the painting as
the cracks remained stable between 1937 and 2005.

2.3 Style Analysis

Another application using image processing algorithms is the analysis of painting
styles. In [2] the work of several teams are presented on a large collection of 101
van Gogh’s paintings. It includes various wavelet analysis, Hidden Markov Models,
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Fig. 2 (a) Zoom on the eye of Mona Lisa, (b) the filtered version containing cracks, (c) its
edges [6]

feature extraction and classifiers to characterize the brushwork and authenticate
van Gogh’s paintings. In fact, many articles are focused on brushstroke analysis
as they are often characteristic of a painter. In [29] the authors propose a two step
procedure including a contour enhancement and a quantification of the brushstroke
shape on small parts of a painting. This last step consists in filling closed curves, then
skeletonizing and fitting a Nth order polynomial to the curve. A statistical analysis
and a learning procedure on the polynomial coefficients granted a characterization
of the painting style. In Fig. 3, the original painting and the extracted brushstrokes
are presented. In [32], a large data set containing paintings from 91 artists from
different styles is built to test artist and style categorization. They also tested
saliency detection algorithms and compared them to human fixations. The two
categorization process involve a variety of local and global visual features like color
names, SIFT descriptor, three color SIFT descriptors and local binary pattern, etc.
Then, a visual vocabulary is constructed using a bag-of-words framework and a
classification is performed. The best accuracy results obtained in this paper with
a combination of features is about 53% for artist identification and 62% for style
identification. Results concerning saliency algorithms are also very promising as
they give similar results to human fixations on paintings. This tends to prove that
saliency is well suited for painting analysis. Other approaches of style analysis are
presented in [3, 20]. In [20], the profile of an artist is characterized by a mixture
of stochastic models (2D multi-resolution Hidden Markov Model). These models
provide a reliable signature of artists even when there is no color in the painting, for
example in Chinese ink paintings. A classification is then performed to compare or
identify artists. Similarly, in [3], dual-tree complex wavelet transformation, Hidden
Markov Tree modelling and Random Forest classifiers are used to perform a stylistic
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Fig. 3 (a) The Wheatfield
with Crows painting of
Vincent van Gogh, (b) the
brushstrokes extracted with
[29] algorithm

analysis of Vincent van Gogh’s paintings. The authors applied these processes
to date the paintings, but also to extract specific features that are characteristic
of van Gogh’s style. Another approach, presented in [33], uses small patches of
texture (called textons) to characterize the brushstroke configuration. Their process
learns a codebook of textons from a large number of paintings (Fig. 4), then
a histogram is built representing the appearance frequency of each texton. The
analysis of texton’s distribution allows to establish van Gogh’s paintings from those
of other contemporary artists. The authors claimed that texton-based approach is
more suitable for texture analysis than using classical image processing filters,
since the latter introduces a smoothing that may remove some important features.
Brushstrokes are not the only feature that help to identify an artist or an artistic
movement. For example in [28], the authors focus their work on the analysis of
pearls in paintings. The way pearls are represented explains how the nature is
perceived by the painter and also gives informations on contemporary knowledge on
optical theory. To analyse pearls, they used a spatiogram (an extension of histograms
where spatial informations are kept). Each bin of the histogram is associated with
three values which are the bin count, its spatial mean and spatial covariance. Four
new metrics are also defined to characterize pearls thanks to their spatiograms,
for example the mean distance between the spatiogram bin’s centers. Experiments
showed that these four metrics allowed to segregate artists only by observing their
technique to paint pearls.
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Fig. 4 Generation of textons codebook from a set of images [33]

3 Digital Painting Visualization Based on Visual Saliency

3.1 Human Perception of Digital Paintings

Painting analysis also explores the way paintings are perceived by humans. For
example in [31, 34], a saliency map is used to model or interpret the way the human
visual system (HVS) perceives visual art. In [31] the Itti and Koch’s [15] saliency
model was compared to the gaze behavior of human observers. In [34], the algorithm
consists in a segmentation using a fuzzy C-Means of the painting, then features such
as compacity, local contrast, edges and uniqueness are used to define each part of
the segmented image. These criterions are combined into a saliency map using a
weighted sum. A subjective testing strategy was tested with human observers and it
proved that this saliency map is relevant to characterize zones of interest of paintings
(see Fig. 5). Moreover, this is robust, regardless of the art movement they belong to.

In [38] a new metric called LuCo (for Luminance Contrast) is presented to
quantify the artists intention to manipulate lightning contrast to draw visual attention
to specific regions. It can be considered as a visual saliency measure dedicated to
luminance features. A histogram containing Bayesian surprise values is computed
for a set of patches across the painting. Then the LuCo score is computed as
a skewness measure on the histogram (high values of LuCo indicating lightning
effects).
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Fig. 5 (a) Aleksey Konstantinovich Tolstoy painting by Alexander Briullov, (b) resulting saliency
map using algorithm presented in [34], (c) thresholded saliency map and (d) User defined saliency
map for comparison

Fig. 6 Overview of the proposed automatic visualization method for digital paintings. The artist
performs by: designing the final saliency map with custom weight, setting the number of regions
to be in the visualization, selecting features to be interpreted in order

3.2 Visual Saliency-Based Visualization Method

In this section, the proposed method consists of three main steps which are presented
in Fig. 6. First, a saliency map is created from an image so that ROI can be identified
by a custom thresholding of map values. Next, the ROI are characterized by a set
of features. Finally, the third step orders ROI visualization according to the artist’s
needs [17].

3.2.1 Adaptive ROI Localization Based on the Visual Saliency

The saliency map used in our method is a linear combination of several feature maps
derived from color, intensity and orientation information according to the approach
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Fig. 7 Scheme of the proposed saliency system. n D 2.L � 4/ where L is the number of levels on
the multi-resolution pyramid

proposed by Itti [13]. As illustrated in Fig. 7, we integrated a new saliency map
based on saturation, an important supplementary notion for paintings additionally
to other maps provided by the Itti’s framework. We can also observe in Fig. 7 that
orientation is based on the maps of intensity. Linear filtering is used on a multi-
resolution pyramid of the image in order to extract feature-based saliency maps by
a center-surround algorithm [9, 14]. We used L dyadic pyramid levels, where L is
defined as the number of possible sub-sampling given the original painting size. The
local center-surround mechanism used to rate the conspicuity of a region is based
on the subtractions of several layers of the pyramid. Subtractions are made between
layers at level s and layers at level sCı where s 2 Œ1; .L�4/� and ı 2 f3; 4g. Hence,
n D 2.L � 5/ subtraction results are provided.

For the results we have n maps for the intensity features I , n maps for the
saturation features S , and 2n maps for the color features C (half are for blue-yellow
contrast and half for red-green contrast). The orientation features O are calculated
by filtering intensity maps resulting from the center-surround algorithm with Gabor
filters oriented in four directions (0ı; 45ı; 90ı; 135ı) for 4n supplementary maps
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and a total of T D 8n feature maps. For example, a 1024 � 1024 pixel painting will
produce a 9-level pyramid and 64 maps (n D 8).

Each of the T maps is normalized through a feature combination strategy which
relies on simulating local competition between neighboring salient locations. This
process proved its accuracy over other strategies evaluated in [14]. Saliency maps
C ;I ;S and O , illustrated in Fig. 7, are obtained by the addition of sub-maps
and are scaled to the size of the original image with bi-cubic interpolation. Finally,
the four maps are used to produce a final saliency map S . Weighting coefficients
!i used for the feature combination are set up by artists, so that artwork can be
interpreted according to the individual’s sensitivity. Therefore, we define S D

Œ!1; !2; !3; !4�ŒC ;I ;S , O�T .
Once the saliency map S is produced, salient regions which are chosen to guide

visualization paths and close-ups on digital paintings can be isolated. These regions
could be directly segmented by thresholding the S map values, but the results
obtained are not adapted to our objective as illustrated in Fig. 8a. Even if an optimal
threshold value can be defined with constraints (e.g. by minimizing a cost function),
thresholding does not allow to strictly control the number of regions, areas or the
properties that we wanted in our framework. Therefore, we defined an adaptive
thresholding approach which is guided by N the number of ROI expected as well as
Amin and Amax the minimum and maximum areas that are authorized, respectively.
Figure 8b shows that 3 regions can be found on the 1-dimension profile plotted by
using multiple threshold, the second pic is omitted since it does not obey to area
constraints contrary to Fig. 8a.

3.2.2 ROI Description

Isolated ROI are then labeled and characterized by a vector, denoted by F, composed
of 15 features. This description prepares the final ordering step so that artists will
choose and decide which combinations of features allow a proper ROI visualization
sequence. This essential step provides the artist with a set of relevant characteristics
which can be understood and used as an accurate guide. We have kept the four
following classes of descriptors:

• Shape-based descriptors: area, perimeter, circularity, elongation and 16:9 com-
pacity (expressing the space occupied by the ROI in a 16:9 bounding window),

• Position-based descriptors: center coordinates, orientation, absolute and relative
distance from the center of gravity of the image and it’s cardinal position,

• Color-based descriptors: mean hue, mean saturation and mean value,
• Texture-based descriptors: selected Haralick features such as energy, contrast,

homogeneity and correlation [11].

Shape-based and position-based features usually involve simple morphological tools
on binary images (thresholded image from S ) such as the principal component
analysis.
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Fig. 8 The proposed adaptive thresholding method allows to control the number of regions to
segment as well as the regions area properties. Examples of segmentation on an 1-dimensional
profile of a saliency map with: (a) a classic thresholding method (2 threshold values), (b) the
proposed adaptive thresholding method

One part of these descriptors is quantitative (those forming vector F) while
others are only qualitative and only used to assist artists. Figure 9 illustrates the full
description of a ROI in an image. Shape-based and position-based descriptors are
the most appropriate for a wide audience, whereas texture-based descriptors have to
be explicitly described for the application.

3.2.3 ROI Ordering

In order to create an animation from the digital painting, the described
ROI have to be placed in an order that an experienced artist would use.
Therefore, we propose that the artist balances each characteristic with weights
!i 2 f!i 2 Z;�� � !i � �g. Descriptors are normalized and combined according
to their weights to obtain a final score per ROI stored in the vector of scores S.
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Fig. 9 Description of a sample region of interest (left) with various shape-based, position-based,
color-based and textured-based features (right)

At this step, we choose to weight characteristics by a second coefficient  to
take care of the eccentricity bias [35]. Indeed, the first ROI visualized should be
influenced by it’s proximity to the image center, while the following ROI should be
influenced by the proximity of the previous ROI to avoid unpleasant backward and
forward movements.

Therefore, the score Sn of each of the N regions is defined by:

Sn D
X

i

 n!iFni; (1)

where  n is given by a gaussian weighting function g.center; roin/ which is related
to a reference center and the center of a given region:

 D g.center; roi/ D A exp
�.

.centerx�roix/2

2
2x
C
.centery�roiy/2

2
2y
/
;

(2)

where

A D 1; 
x D 
y D 1: (3)

Transition ordering is given simply by sorting ROI scores, vector S, in decreasing
order. First ROI in S is held and the rest of the ROI score’s is updated with the new
 weight and sorted again so that the second ROI can be established.
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The transition graph is created by assigning ranks to ROI according to their
position in the final vector. Graph links represent the transition between salient
regions and the associated transition time expected. Currently, those times are
defined by artists, but could also be computed from the features characterizing
ROI and the relative distance between successive ROI (e.g. short time for a short
distance, longer time for larger areas). The graph representation displays the benefits
of allowing further constrained path computations (e.g. shortest path) and allows us
to take part of the regions proximity into account.

3.2.4 Experimental Results

First, we present how our automatic visualization framework performs on several
digital paintings. Then, we introduce a Mean Opinion Score study conducted using
18 volunteers on 36 randomly-based and 36 saliency-based generated videos from
6 digital paintings.

Results Analysis

The visual saliency system used in our method provides an appropriate identification
of salient regions on digital paintings. The proposed method has been applied on
several digital paintings. Figure 10 presents the feature-based saliency maps C
Fig. 10b, I Fig. 10c, S Fig. 10d, and O Fig. 10e computed from the painting

Fig. 10 Examples of a saliency map obtained from (a) The original digital painting The Cheat of
Georges de La Tour, (b) Color map C , (c) Intensity map I , (d) Saturation map S , (e) Orientation
map O , (f) Features combined in a final saliency map S with artist-set weightings of 0.1, 0.9, 0.4
and 0.2 (respectively for C ;I ;S and O)
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Fig. 11 Results of the ROI segmentation on the saliency map presented in Fig. 10f with the
classic thresholding method. Different choices of threshold values are shown, respectively (a) 0.72,
(b) 0.40 and (c) 0.15

from G. de La Tour The Cheat. The maps I Fig. 10b, and O Fig. 10e highlight
particularly well the players face, gaze and cards, whereas the C and S maps
provide supplementary salient details for the color and texture of the clothes. A
possible final saliency map S illustrated in Fig. 10f was built from an artist’s
weightings using the previous maps (C ;I ;S ;O). The features are combined in a
final saliency map S with artist-set weightings of 0.1, 0.9, 0.4 and 0.2 (respectively
for C ;I ;S and O). This final map shows how the artists intentions can be kept to
our system. Others results of saliency maps are provided in Fig. 14b on four digital
paintings with custom weights on saliency features.

Then, from Fig. 10f, salient regions were isolated to produce the ROI sets
presented in Figs. 11 and 12. Figure 12 illustrates the advantages raised by our
proposed adaptive thresholding method, over a classical thresholding approach
illustrated in Fig. 11. Controlling the number of regions segmented as well as their
dimensions, is a difficult task, but by simply changing (manually or automatically)
a single threshold value on the saliency map S as shown in Fig. 11a–c where
the number of regions increased dramatically by decreasing the threshold value.
The adaptive thresholding proposed provides regions with homogeneous sizes
(we requested between 0.1 and 2% of the total image area) and with a controlled
headcount (3, 5, 7, 9 regions where requested in Fig. 12a–d) ; these constraints are
essential for the proposed framework. Note that increasing the number of requested
regions will produce a set of regions which includes previous regions found by the
process with a smaller requested number. Only the order of the detected regions
will produce changes in the shape of regions due to the erasure step of the proposed
procedure (see Sect. 3.2.1).

Such ROI were ordered according to scores defined by the artist’s weighting on
the ROI descriptors with weights !i 2 f!i 2 Z;�5 � !i � 5g. Figure 13a presents
a possible corresponding transition graph from regions segmented in Fig. 12d. This
path is defined by focusing only on the area, luminosity and entropy descriptors in
the scoring step (! D 2; 1; 4 respectively). Another example of a path presented
in Fig. 13b is defined by opting for the compacity (! D 5), perimeter (! D 2)
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Fig. 12 Results of the ROI segmentation on the saliency map presented in Fig. 10f with the
proposed adaptive thresholding method. Different choices of the region number requested are
shown, respectively (a) 3, (b) 5, (c) 7 and (d) 9. Area constraints are set between 0.1 and 3%
of the total image area

Fig. 13 Salient regions selected by thresholding the saliency map S obtained in Fig. 12d ordered
by expert guidance to obtain two transition graphs resulting from different weightings: (a) area,
! D 2, luminosity ! D 1, entropy, ! D 4 (b) compacity, ! D 5, perimeter, ! D 2, contrast,
! D 2 and correlation, ! D �1. The path in (c) used the same weightings as in the path in (a), as
well as the path in (d) which used the same weightings that were used in the path (b), but with the
consideration of the centrality/proximity bias
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and contrast (! D 2) rather than the correlation (! D �1). Figure 13c, d
illustrates the same paths with identical weights, but with the consideration of the
centrality/proximity bias; this suggests the importance of considering this bias to
obtain the most natural possible tracking, avoiding unnecessary back and forward
movements.

Figure 14 illustrates an application of the proposed method on four digital
paintings: The Cheat (G. de La Tour), Massacre of the Innocents (P.P. Rubens),
The Anatomy Lesson of Dr. Nicolaes Tulp (R. van Rijn), Mona Lisa (L. Da Vinci).
The presented method suggests an appropriate interpretation of paintings according
to the visual attention given by an observer, whose paths were validated by artistic
experts. Note in Fig. 14c that the obtained paths present the most interesting parts
of the digital paintings. Especially, the five salient regions found on the Mona Lisa
painting by using our method (Fig. 14c) this corresponds to the main parts, that
have been extensively discussed in classical art analysis (e.g. [40]): regions 1, 2
and 4 represent the Mona Lisa’s details (heart, face/expression and hands) while
regions 3 and 5 represent important background details. Salient regions found in
The Anatomy Lesson highlight perfectly the different participants in the lesson: the
master, the students and the corpse. Important parts of The Cheat are also revealed
well, like the cheater’s hidden cards.

Mean Opinion Score Evaluation

To assess the suitability of our visualization framework, we submitted a large set
of generated videos to a Mean Opinion Score (MOS) evaluation. As reference, we
compared MOS results between randomly generated videos and videos generated
by our automatic visualization framework. Based on the six paintings (some are
presented in Fig. 14), we created 72 short video clips, lasting 20 s each. From
each painting, we derived six videos with a variable number of ROI (3–5) with
ROI randomly located/sized and randomly ordered, as well as six automatically
generated videos with a similar variable number of ROI.

Subjective quality assessment methods measure the overall perceived quality.
They are carried out by humans. The most commonly used measure is the
Mean Opinion Score (MOS) recommended by the International Telecommunication
Union (ITU) [16]. It consists of having a group of subjects watching the processed
sequences in order to rate their quality, according to a predefined quality scale.
The most suitable way to assess image quality is subjective tests according to
standardized protocols, which are defined in order to obtain correct, universal and
reliable quality evaluations.

Eighteen neutral observers were questioned about the correct representation
of the content of the digital paintings. Each volunteer watched a couple of ran-
domly/automatically generated videos (with the same number of ROI) by painting
and assigned a score 2[1–5] (where 5 is the best score) to each clip (for a total of
216 views). Full size paintings were shown during 10 s before watching the clips.
The size of the screen was 30 in. and the viewing distance was 2 m.
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Fig. 14 (a) Digital paintings used to generate the videos of our Mean Opinion Score study (from
top to bottom: The Cheat (G. de La Tour), Massacre of the Innocents (P.P. Rubens), The Anatomy
Lesson of Dr. Nicolaes Tulp (R. van Rijn) and the Mona Lisa (L. Da Vinci)). (b) The corresponding
saliency maps designed to obtain the segmentation. (c) The ordered regions forming visualization
paths

To assess if the difference between both groups, random-based and saliency-
based videos is significant, we chose the Wilcoxon signed rank test [25]. This test
is appropriate because the samples are not independent. The results show that MOS
values per painting are greater with the saliency-based method than the ones with
the random-based method in most cases. As the standard deviations appear to be
important, we assert the significant difference between the two groups random-
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based videos (MOS = 2.32 ˙ 1.03) and saliency-based videos (MOS = 3.59 ˙

0.99) by the Wilcoxon signed rank test [25] (V D 3820; p-value < 0:001). This
result suggests that our approach is well suited for selecting important regions
to visualize digital paintings using a video method. Our framework performed
particularly well on these paintings because it accurately localizes essential parts
for the interpretation and comprehension of the paintings.

Note that randomly-based and saliency-based videos generated with 4 regions
have the most separable MOS (V D 566:5; p-value < 0:001) compared to
the 3 region groups (V D 497; p-value < 0:001) and the 5 region groups
(V D 388:5; p-value < 0:05), see the density functions of scores obtained in
Fig. 15. These results may be justified by the fact that in the 5 region groups,
most of the paintings area is finally shown by the randomly-based as well as the
saliency-based method so that MOS is less strongly separable between both groups.
This tendency should increase with the number of regions used on the visualization
path. By contrast, the groups with 3 regions are less strongly separable because of
the potential proximity of the regions.

4 Conclusion

In this chapter we have shown that several methods have been developed in image
processing, specifically for digital paintings. In the beginning we presented several
methods that we applied on digital paintings for restoration, authentication and
style analysis. We have proved that saliency is well suited for painting analysis for
example.

In the second part of our experiment, we presented specific methods to visualize
digital paintings based on visual saliency. In particular we developed a method
which is able to automatically generate a video from a digital painting. The results of
the proposed method suggests that our approach is well suited for selecting impor-
tant regions to visualize digital paintings using video. Our framework performed
particularly well on these paintings, because it accurately localizes essential parts
for the interpretation and comprehension of the paintings.

We are convinced that it is very important to continue to develop such approaches
in the future, in particular with the creation of museums on line collections based
on virtual reality and augmented reality. To improve the quality of the automatic
generation of video from digital painting, it is clear that it will be necessary to take
into account gaze tracking.

Acknowledgements The authors would like to thank volunteers who accepted to participate in
our opinion score campaign.
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1 Introduction

With the increased popularity of amateur and professional digital multimedia
content, accessing relevant information is now dependent on effective tools for
managing and browsing, due to the huge amount of data. Managing content often
involves filtering parts of it to extract what corresponds to specific requests or
applications. Fine filtering is impossible however without a clear understanding of
the content’s semantic meaning. To this end, current research in multimedia and
computer vision has moved towards modeling of more complex semantic notions,
such as emotions, complexity, memorability and interestingness of content, thus
going closer to human perception.

Being able to assess, for instance, the interestingness level of an image or
a video has several direct applications: from personal and professional content
retrieval, content management, to content summarization and story telling, selective
encoding, or even education. Although it has already raised a huge interest in the
research community, a common and clear definition of multimedia interestingness
has not yet been proposed, nor does a common benchmark for the assessment of the
different techniques for its automatic prediction exist.

MediaEval1 is a benchmarking initiative which focuses on the multi-modal
aspects of multimedia content, i.e., it is dedicated to the evaluation of new
algorithms for multimedia access and retrieval. MediaEval emphasizes the multi-
modal character of the data, e.g., speech, audio, visual content, tags, users and
context. In 2016, the Predicting Media Interesting Task2 was proposed as a new
track in the MediaEval benchmark. The purpose of the task is to answer a
real and professional-oriented interestingness prediction use case, formulated by
Technicolor.3 Technicolor is a creative technology company and a provider of
services in multimedia entertainment and solutions, in particular, providing also
solutions for helping users select the most appropriate content according to, for
example, their profile. In this context, the selected use case for interestingness
consists in helping professionals to illustrate a Video on Demand (VOD) web site
by selecting some interesting frames and/or video excerpts for the posted movies.

Although the targeted application is well-defined and confined to the illustration
of a VOD web site, the task remains highly challenging. Firstly, it raises the question
of the subjectivity of interestingness, which may vary from one person to the other.
Furthermore, the semantic nature of interestingness constrains its modeling to be
able to bridge the semantic gap between the notion of interestingness and the
statistical features that can be extracted from the content. Lastly, by placing the
task in the field of the understanding of multi-modal content, i.e., audio and video,
we push the challenge even further by adding a new dimensionality to the task. The

1http://www.multimediaeval.org/.
2http://www.multimediaeval.org/mediaeval2016/mediainterestingness/.
3http://www.technicolor.com.

http://www.multimediaeval.org/
http://www.multimediaeval.org/mediaeval2016/mediainterestingness/
http://www.technicolor.com
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choice of Hollywood movies as targeted content also adds potential difficulties, in
the sense that the systems will have to cope with different movie genres and potential
editing and special effects (i.e., alteration of the content).

Nevertheless, although highly challenging, the building of the task responds to
the absence of such benchmarks. It provides a common dataset and a common
definition of interestingness. To the best of our knowledge, the MediaEval 2016
Predicting Media Interestingness is the first attempt to cope with this issue in the
research community. Even though still in its infancy, the task has, in this first year,
been a source of meaningful insights for the future of the field.

This chapter focuses on a detailed description of the benchmarking framework,
together with a thorough analysis of its results, both in terms of the performance
of the submitted systems and in what concerns the produced annotated dataset. We
identify the following main contributions:

• an overview of the current interestingness literature, both from the perspective
of the psychological implications and also from the multimedia/computer vision
side;

• the introduction of the first benchmark framework for the validation of the
techniques for predicting the interestingness of video (image and audio) content,
formulated around a real-world use case, which allows for disambiguating the
definition of interestingness;

• the public release of a specially designed annotated dataset. It is accompanied
with an analysis of its perceptual characteristics;

• an overview of the current capabilities via the analysis of the submitted runs;
• an in-depth discussion on the remaining issues and challenges for the prediction

of the interestingness of content.

The rest of the chapter is organized as follows. Section 2 presents a consistent
state of the art on interestingness prediction from both the psychological and
computational points of view. It is followed by a detailed description of the Medi-
aEval Predicting Media Interestingness Task, its definition, dataset, annotations and
evaluation rules, in Sect. 3. Section 4 gives an overview of the different submitted
systems and trends for this first year of the benchmark. We analyze the produced
dataset and annotations, their qualities and limitations. Finally, Sect. 5 discusses the
future challenges and the conclusions.

2 A Review of the Literature

The prediction and detection of multimedia data interestingness has been analyzed
in the literature from the human perspective, involving psychological studies, and
also from the computational perspective, where machines are taught to replicate the
human process. Content interestingness has gained importance with the increasing
popularity of social media, on-demand video services and recommender systems.
These different research directions try to create a general model for human interest,
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go beyond the subjectivity of interestingness and detect some objective features that
appeal to the majority of subjects. In the following, we present an overview of these
directions.

2.1 Visual Interestingness as a Psychological Concept

Psychologists and neuroscientists have extensively studied the subjective perception
of visual content. The basis of the psychological interestingness studies was
established in [5]. It was revealed that interest is determined by certain factors
and their combinations, like “novelty”, “uncertainty”, “conflict” and “complexity”.
More recent studies have also developed the idea that interest is a result of
appraisal structures [58]. Psychological experiments determined two components,
namely: “novelty-complexity”—a structure that indicates the interest shown for
new and complex events; and “coping potential”—a structure that measures a
subject’s ability to discern the meaning of a certain event. The influence of each
appraisal component was further studied in [59], proving that personality traits
could influence the appraisals that define interest. Subjects with a high “openness”
trait, who are sensation seeking, curious, open to experiences [47], were more
attracted by the novelty-complexity structure. In opposition, those not belonging
to that personality category, were influenced more by their coping potential. Some
of these factors were confirmed in numerous other studies based on image or video
interestingness [11, 22, 54, 61].

The importance of objects was also analyzed as a central interestingness
cue [20, 62]. The saliency maps used by the authors in [20] were able to predict
interesting objects in a scene with an accuracy of more than 43%. They introduced
and demonstrated the idea that, when asked to describe a scene, humans tend to
talk about the most interesting objects in that scene first. Experiments show that
there was a strong consistency between different users [62]. Eye movement, another
behavioral cue, was used by the authors in [9] to detect the level of interest shown in
segments of images or whole images. The authors used saccades, the eye movements
that continuously contribute to the building of a mental map of the viewed scene.
The authors in [4] studied the object attributes that could influence importance and
draw attention, and found that animated, unusual or rare events tend to be more
interesting for the viewer.

In [65], the authors conducted an interestingness study on 77 subjects, using
artworks as visual data. The participants were asked to give ratings on different
scales to opposing attributes for the images, including: “interesting-uninteresting”,
“enjoyable-unenjoyable”, “cheerful-sad”, “pleasing-displeasing”. The results show
that disturbing images can still be classified as interesting, therefore negating the
need of pleasantness in human visual interest stimulation. Another analysis [11] led
to several conclusions regarding the influence on interest, namely: instant enjoyment
was found to be an important factor, exploration intent and novelty had a positive
effect and challenge had a small effect. The authors in [13] studied the influence
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of familiarity with the presented image on the concept of interestingness. They
concluded that for general scenes, unfamiliar context positively influenced interest,
while photos of familiar faces (including self photos) were more interesting than
those of unfamiliar people.

It is interesting to observe also a correlation between different attributes and
interestingness. Authors in [23] performed such a study on a specially designed and
annotated dataset of images. The positively correlated attributes were found to be
“assumed memorability”, “aesthetics”, “pleasant”, “exciting”, “famous”, “unusual”,
“makes happy”, “expert photo”, “mysterious”, “outdoor-natural”, “arousing”,
“strange”, “historical” or “cultural place”.

2.2 Visual Interestingness from a Computational Perspective

Besides the vast literature of psychological studies, the concept of visual inter-
estingness has been studied from the perspective of automatic, machine-based,
approaches. The idea is to replicate human capabilities via computational means.

For instance, the authors in [23] studied a large set of attributes: RGB values,
GIST features [50], spatial pyramids of SIFT histograms [39], colorfulness [17],
complexity, contrast and edge distributions [35], arousal [46] and composition of
parts [6] to model different cues related to interestingness. They investigated the
role of these cues in varying context of viewing: different datasets were used,
from arbitrary selected and very different images (weak context) to images issued
from similar Webcam streams (strong context). They found that the concept of
“unusualness”, defined as the degree of novelty of a certain image when compared
to the whole dataset, was related to interestingness, in case of a strong context.
Unusualness was calculated by clustering performed on the images using Local
Outlier Factor [8] with RGB values, GIST and SIFT as features, composition of
parts and complexity interpreted as the JPEG image size. In case of a weak context,
personal preferences of the user, modeled by pixel values, GIST, SIFT and Color
Histogram as features, classified with a �-SVR—Support Vector Regression (SVR)
with a RBF kernel, performed best. Continuing this work, the author in [61] noticed
that a regression with sparse approximation of data performed better with the
features defined by Gygli et al. [23] than the SVR approach.

Another approach [19] selected three types of attributes for determining image
interestingness: compositional, image content and sky-illumination. The composi-
tional attributes were: rule of thirds, low depth of field, opposing colors and salient
objects; the image content attributes were: the presence of people, animals and faces,
indoor/outdoor classifiers; and finally the sky-illumination attributes consisted of
scene classification as cloudy, clear or sunset/sunrise. Classification of interesting
content is performed with Support Vector Machines (SVM). As baseline, the authors
used the low-level attributes proposed in [35], namely average hue, color, contrast,
brightness, blur and simplicity interpreted as distribution of edges; and the Naïve
Bayes and SVM for classification. Results show that high-level attributes tend to
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perform better than the baseline. However, the combination of the two was able to
achieve even better results.

Other approaches focused on subcategories of interestingness. For instance, the
authors in [27] determined “social interestingness” based on social media ranking
and “visual interestingness” via crowdsourcing. The Pearson correlation coefficient
between these two subcategories had low values, e.g., �0.015 to 0.195, indicating
that there is a difference between what people share on social networks and what
has a high pure visual interest. The features used for predicting these concepts were
color descriptors determined on the HSV color space, texture information via Local
Binary Patterns, saliency [25] and edge information captured with Histogram of
Oriented Gradients.

Individual frame interestingness was calculated by the authors in [43]. They
used web photo collections of interesting landmarks from Flickr as estimators of
human interest. The proposed approach involved calculating a similarity measure
between each frame from YouTube travel videos and the Flickr image collection
of the landmarks presented in the videos, used as interesting examples. SIFT
features were computed and the number of features shared between the frame
and the image collection baseline, and their spatial arrangement similarity were
the components that determined the interestingness measure. Finally the authors
showed that their algorithm achieved the desired results, tending to classify full
images of the landmarks as interesting.

Another interesting approach is the one proposed in [31]. Authors used audio,
video and high-level features for predicting video shot interestingness, e.g., color
histograms, SIFT [45], HOG [15, 68], SSIM Self-Similarities [55], GIST [50],
MFCC [63], Spectrogram SIFT [34], Audio-Six, Classemes [64], ObjectBank [41]
and the 14 photographic styles described in [48]. The system was trained via
Joachims’ Ranking SVM [33]. The final results showed that audio and visual
features performed well, and that their fusion performed even better on the two
user-annotated datasets used, giving a final accuracy of 78.6% on the 1200 Flickr
videos and 71.7% on the 420 YouTube videos. Fusion with the high-level attributes
provided a better result only on the Flickr dataset, with an overall precision of 79.7
and 71.4%.

Low- and high-level features were used in [22] to detect the most interesting
frames in image sequences. The selected low-level features were: raw pixel values,
color histogram, HOG, GIST and image self-similarity. The high-level features
were grouped in several categories: emotion predicted from raw pixel values [66],
complexity defined as the size of the compressed PNG image, novelty computed
through a Local Outlier Factor [8] and a learning feature computed using a �-
SVR classifier with RBF kernel on the GIST features. Each one of these features
performed above the baseline (i.e., random selection), and their combination also
showed improvements over each individual one. The tests were performed on a
database consisting of 20 image sequences, each containing 159 color images taken
from various webcams and surveillance scenarios, and the final results for the com-
bination of features gave an average precision score of 0.35 and a Top3 score of 0.59.
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2.3 Datasets for Predicting Interestingness

A critical point to build and evaluate any machine learning system is the availability
of labeled data. Although the literature for automatic interestingness prediction is
still at its early stages, there are some attempts to construct an evaluation data. In
the following, we introduce the most relevant initiatives.

Many of the authors have chosen to create their own datasets for evaluating
their methods. Various sources of information were used, mainly coming form
social media, e.g., Flickr [19, 27, 31, 43, 61], Pinterest [27], Youtube [31, 43].
The data consisted of the results returned by search queries. Annotations were
determined either automatically, by exploiting the available social media metadata
and statistics such as Flickr’s “interestingness measure” in [19, 31], or manually, via
crowdsourcing in [27] or local human assessors in [31].

The authors in [19] used a dataset composed of 40,000 images, and kept the top
10%, ordered according to the Flickr interestingness score, as positive interesting
examples and the last 10% as negative, non interesting examples. Half of this dataset
was used for training and half for testing. The same top and last 10% of Flickr results
was used in [31], generating 1200 videos retrieved with 15 keyword queries, e.g.,:
“basketball”, “beach”, “bird”, “birthday”, “cat”, “dancing”. In addition to these,
the authors in [31] also used 30 YouTube advertisement videos from 14 categories,
such as “accessories”, “clothing&shoes”, “computer&website”, “digital products”,
“drink”. The videos had an average duration of 36 s and were annotated by human
assessors, thus generating a baseline interestingness score.

Apart from the individual datasets, there were also initiatives of grouping several
datasets of different compositions. The authors in [23], associated an internal
context to the data: a strong context dataset proposed in [22], where the images
in 20 publicly available webcam streams are consistently related to one another,
thus generating a collection of 20 image sequences each containing 159 images; a
weak context dataset introduced in [50] which consists of 2688 fixed size images
grouped in 8 scene categories: “coast”, “mountain”, “forest”, “open country”,
“street”, “inside city”, “tall buildings” and “highways”; and a no context dataset
which consists of the 2222 image memorability dataset proposed in [29, 30], with
no context or story behind the pictures.

3 The Predicting Media Interestingness Task

This section describes the Predicting Media Interestingness Task, which was
proposed in the context of the 2016 MediaEval international evaluation campaign.
This section addresses the task definition (Sect. 3.1), the description of the provided
data with its annotations (Sect. 3.2), and the evaluation protocol (Sect. 3.3).
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3.1 Task Definition

Interestingness of media content is a perceptual and highly semantic notion that
remains very subjective and dependent on the user and the context. Nevertheless,
experiments show that there is, in general, an average and common interestingness
level, shared by most of the users [10]. This average interestingness level provides
evidence to envision that the building of a model for the prediction of interestingness
is feasible. Starting from this basic assumption, and constraining the concept to a
clearly defined use case, will serve to disambiguate the notion and reduce the level
of subjectivity.

In the proposed benchmark, interestingness is assessed according to a practical
use case originated from Technicolor, where the goal is to help professionals
to illustrate a Video on Demand (VOD) web site by selecting some interesting
frames and/or video excerpts for the movies. We adopt the following definition of
interestingness: an image/video excerpt is interesting in the context of helping a user
to make his/her decision about whether he/she is interested in watching the movie
it represents. The proposed data is naturally adapted to this specific scenario, and
consists of professional content, i.e., Hollywood-like movies.

Given this data and use case, the task requires participants to develop systems
which can automatically select images and/or video segments which are considered
to be the most interesting according to the aforementioned definition. Interesting-
ness of the media is to be judged by the systems based on visual appearance, audio
information and text accompanying the data. Therefore, the challenge is inherently
multi-modal.

As presented in numerous studies in the literature, predicting the interestingness
level of images and videos often requires significantly different perspectives. Images
are self contained and the information is captured in the scene composition and
colors, whereas, videos are lower quality images in motion, whose purpose is to
transmit the action via the movement of the objects. Therefore, to address the two
cases, two benchmarking scenarios (subtasks) are proposed as:

• predicting image interestingness: given a set of key-frames extracted from a
movie, the systems are required to automatically identify those images for the
given movie that viewers report to be the most interesting in the given movie.
To solve the task, participants can make use of visual content as well as external
metadata, e.g., Internet data about the movie, social media information, etc.;

• predicting video interestingness: given the video shots of a movie, the systems
are required to automatically identify those shots that viewers report to be the
most interesting in the given movie. To solve the task, participants can make use
of visual and audio data as well as external data, e.g., subtitles, Internet data, etc.

A special feature of the provided data is the fact that it is extracted from the same
source movies, i.e., the key-frames are extracted from the provided video shots of
the movies. Therefore, this will allow for comparison between the two tasks, namely
to assess to which extent image and video interestingness are linked.
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Furthermore, we proposed a binary scenario, where data can be either interesting
or not (two cases). Nevertheless, a confidence score is also required for each
decision, so that the final evaluation measure could be computed in a ranking
fashion. This is more closely related to a real world usage scenario, where results
are provided in order of decreasing interestingness level.

3.2 Data Description

As mentioned in the previous section, the video and image subtasks are based on
a common dataset, which consists of Creative Commons trailers of Hollywood-like
movies, so as to allow redistribution. The dataset, its annotations, and accompanying
features, as described in the following subsections, are publicly available.4

The use of trailers, instead of full movies, has several motivations. Firstly, it is
the need for having content that can be freely and publicly distributed, as opposed
to e.g., full movies which have much stronger restrictions on distribution. Basically,
each copyrighted movie would require an individual permission for distribution.
Secondly, using full movies is not practically feasible for the highly demanding
segmentation and annotations steps with limited time and resources, as the number
of images/video excerpts to process is enormous, in the order of millions. Finally,
running on full movies, even if the aforementioned problems were solved, will not
allow for having a high diversification of the content, as only a few movies could
have been used. Trailers, will allow for selecting a larger number of movies and thus
diversifying the content.

Trailers are by definition representative of the main content and quality of the full
movies. However, it is important to note that trailers are already the result of some
manual filtering of the movie to find the most interesting scenes, but without spoiling
the movie key elements. In practice, most trailers also contain less interesting, or
slower paced shots to balance their content. We therefore believe that this is a good
compromise for the practicality of the data/task.

The proposed dataset is split into development data, intended for designing and
training the algorithms which is based on 52 trailers; and testing data which is used
for the actual evaluation of the systems, and is based on 26 trailers.

The data for the video subtask was created by segmenting the trailers into video
shots. The same video shots were also used for the image subtask, but here each shot
is represented by a single key-frame image. The task is thus to classify the shots, or
key-frames, of a particular trailer, into interesting and non interesting samples.

4http://www.technicolor.com/en/innovation/scientific-community/scientific-data-sharing/
interestingness-dataset.

http://www.technicolor.com/en/innovation/scientific-community/scientific-data-sharing/interestingness-dataset
http://www.technicolor.com/en/innovation/scientific-community/scientific-data-sharing/interestingness-dataset
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3.2.1 Shot Segmentation and Key-Frame Extraction

Video shot segmentation was carried out manually using a custom-made software
tool. Here we define a video shot as a continuous video sequence recorded between
a turn-on and a turn-off of the camera. For an edited video sequence, a shot is
delimited between two video transitions. Typical video transitions include sharp
transitions or cuts (direct concatenation of two shots), and gradual transitions
like fades (gradual disappearance/appearance of a frame to/from a black frame)
and dissolves (gradual transformation of one frame into another). In the process,
we discarded movie credits and title shots. Gradual transitions were considered
presumably very uninteresting shots by themselves, whenever possible. In a few
cases, shots in between two gradual transitions were too short to be segmented.
In that case, they were merged with their surrounding transitions, resulting in one
single shot.

The segmentation process resulted in 5054 shots for the development dataset, and
2342 shots for the test dataset, with an average duration of 1 s in each case. These
shots were used for the video subtask. For the image subtask, we extracted a single
key-frame for each shot. The key-frame was chosen as the middle frame, as it is
likely to capture the most representative information of the shot.

3.2.2 Ground-Truth Annotation

All video shots and key-frames were manually annotated in terms of interestingness
by human assessors. The annotation process was performed separately for the video
and image subtasks, to allow us to study the correlation between the two. Indeed we
would like to answer the question: Does image interestingness automatically imply
video interestingness, and vice versa?

A dedicated web-based tool was developed to assist the annotation process. The
tool has been released as free and open source software, so that others can benefit
from it and contribute improvements.5

We use the following annotation protocol. Instead of asking annotators to assign
an interestingness value to each shot/key-frame, we used a pair-wise comparison
protocol where the annotators were asked to select the more interesting shot/key-
frame from a pair of examples taken from the same trailer. Annotators were provided
with the clips for the shots and the images for the key-frames, presented side by
side. Also, they were informed about the Video on Demand-use case, and asked
to consider also that “the selected video excerpts/key-frames should be suitable in
terms of helping a user to make his/her decision about whether he/she is interested
in watching a movie”. Figure 1 illustrates the pair-wise decision stage of the user
interface.

5https://github.com/mvsjober/pair-annotate.

https://github.com/mvsjober/pair-annotate
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Fig. 1 Web user interface for pair-wise annotations

The choice of a pair-wise annotation protocol instead of direct rating was based
on our previous experience with annotating multimedia for affective content and
interestingness [3, 10, 60]. Assigning a rating is a cognitively very demanding task,
requiring the annotator to understand, and constantly keep in mind, the full range
of the interestingness scale [70]. Making a single comparison is a much easier task
as one only needs to compare the interestingness of two items, and not consider
the full range. Directly assigning a rating value is also problematic since different
annotators may use different ranges, and even for the same annotator the values may
not be easily interpreted [51]. For example, is an increase from 0.3 to 0.4 the same
as the one from 0.8 to 0.9? Finally, it has been shown that pairwise comparisons are
less influenced by the order in which the annotations are displayed than with direct
rating [71].

However, annotating all possible pairs is not feasible due to the sheer number of
comparisons required. For instance, n shots/key-frames would require n.n � 1/=2

comparisons to be made for a full coverage. Instead, we adopted the adaptive square
design method [40], where the shots/key-frames are placed in a square design and
only pairs on the same row or column are compared. This reduces the numbers of
comparisons to n.

p
n � 1/. For example, for n D 100 we need to undergo only 900

comparisons instead of 4950 (full coverage). Finally, the Bradley-Terry-Luce (BTL)
model [7] was used to convert the paired comparison data to a scalar value.

We modified the adaptive square design setup so that comparisons were taken
by many users simultaneously until all the required pairs had been covered. For the
rest, we proceeded according to the scheme in [40]:

1. Initialization: shots/key-frames are randomly assigned positions in the square
matrix;

2. Perform a single annotation round according to the shot/key-frame pairs given
by the square (across rows, columns);
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3. Calculate the BTL scores based on the annotations;
4. Re-arrange the square matrix so that shots/key-frames are ranked according to

their BTL scores, and placed in a spiral. This arrangement ensures that mostly
similar shots/key-frames are compared row-wise and column-wise;

5. Repeat steps 2 to 4 until convergence.

For practical reasons, we decided to consider by default that convergence is
achieved after five rounds and thus terminated the process when the five runs are
finished. The final binary interestingness decisions were obtained with a heuristic
method that tried to detect a “jumping point” in the normalized distribution of the
BTL values for each movie separately. The underlying motivation for this empirical
rule is the assumption that the distribution is a sum of two underlying distributions:
non interesting shots/key-frames, and interesting shots/key-frames.

Overall, 315 annotators participated in the annotation for the video data and 100
for the images. The cultural distribution is over 29 different countries around the
world. The average reported age of the annotators was 32, with a standard deviation
around 13. Roughly, 66% were male, 32% female, and 2% did not specify their
gender.

3.2.3 Additional Features

Apart from the data and its annotations, to broaden the targeted communities, we
also provide some pre-computed content descriptors, namely:

Dense SIFT which are computed following the original work in [45], except that
the local frame patches are densely sampled instead of using interest point detectors.
A codebook of 300 codewords is used in the quantization process with a spatial
pyramid of three layers [39].

HoG descriptors i.e., Histograms of Oriented Gradients [15] are computed over
densely sampled patches. Following [68], HoG descriptors in a 2� 2 neighborhood
are concatenated to form a descriptor of higher dimension.

LBP i.e., Local Binary Patterns as proposed in [49].
GIST is computed based on the output energy of several Gabor-like filters (eight

orientations and four scales) over a dense frame grid like in [50].
Color histogram computed in the HSV space (Hue-Saturation-Value).
MFCC computed over 32 ms time-windows with 50% overlap. The cepstral

vectors are concatenated with their first and second derivatives.
CNN features i.e., the fc7 layer (4096 dimensions) and prob layer (1000

dimensions) of AlexNet [32].
Mid level face detection and tracking features obtained by face tracking-by-

detection in each video shot via a HoG detector [15] and the correlation tracker
proposed in [16].
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3.3 Evaluation Rules

As for other tasks in MediaEval, participants were allowed to submit a total of up
to 5 runs for the video and image subtasks. To provide the reader with a complete
picture of the evaluation process in order to understand the achieved results, we
replicate the exact conditions for the participants, here.

Each task had a required run, namely: for predicting image interestingness,
classification had to be achieved with the use of the visual information only, no
external data was allowed; for predicting video interestingness, classification had to
be achieved with the use of both audio and visual information; no external data was
allowed. External data was considered to be any of the following: additional datasets
and annotations which were specifically designed for interestingness classification;
the use of pre-trained models, features, detectors obtained from such dedicated
additional datasets; additional metadata from the Internet (e.g., from IMDb). On the
contrary, CNN features trained on generic datasets such as ImageNet were allowed
for use in the required runs. By generic datasets, we mean datasets that were not
explicitly designed to support research in interestingness prediction. Additionally,
datasets dedicated to study memorability or other aspects of media were allowed,
as long as these concepts are different from interestingness, although a correlation
may exist.

To assess performance, several metrics were computed. The official evaluation
metric was the mean average precision (MAP) computed over all trailers, whereas
average precision was to be computed on a per trailer basis, over all ranked
images/video shots. MAP was computed with the trec_eval tool.6 In addition to
MAP, several other secondary metrics were provided, namely: accuracy, precision,
recall and f-score for each class, and the class confusion matrix.

4 Results and Analysis of the First Benchmark

4.1 Official Results

The 2016 Predicting Media Interestingness Task received more than 30 registrations
and 12 teams coming from 9 countries all over the world submitted runs in the end
(see Fig. 2). The task attracted a lot of interest from the community, which shows
the importance of this topic.

Tables 1 and 2 provide an overview of the official results for the two subtasks
(video and image interestingness prediction). A total of 54 runs were received,

6http://trec.nist.gov/trec_eval/.

http://trec.nist.gov/trec_eval/
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Fig. 2 2016 Predicting Media Interestingness task’s participation at different stages

Table 1 Official results for image interestingness prediction evaluated by MAP

Team Run name MAP

TUD-MMC [42] me16in_tudmmc2_image_histface 0.2336

Technicolor [56] me16in_technicolor_image_run1_SVM_rbf 0.2336

Technicolor me16in_technicolor_image_run2_DNNresampling06_100 0.2315

MLPBOON [52] me16in_MLPBOON_image_run5 0.2296

BigVid [69] me16in_BigVid_image_run5FusionCNN 0.2294

MLPBOON me16in_MLPBOON_image_run1 0.2205

TUD-MMC me16in_tudmmc2_image_hist 0.2202

MLPBOON me16in_MLPBOON_image_run4 0.217

HUCVL [21] me16in_HUCVL_image_run1 0.2125

HUCVL me16in_HUCVL_image_run2 0.2121

UIT-NII [38] me16in_UITNII_image_FA 0.2115

RUC [12] me16in_RUC_image_run2 0.2035

MLPBOON me16in_MLPBOON_image_run2 0.2023

HUCVL me16in_HUCVL_image_run3 0.2001

RUC me16in_RUC_image_run3 0.1991

RUC me16in_RUC_image_run1 0.1987

ETH-CVL [67] me16in_ethcvl1_image_run2 0.1952

MLPBOON me16in_MLPBOON_image_run3 0.1941

HKBU [44] me16in_HKBU_image_baseline 0.1868

ETH-CVL me16in_ethcvl1_image_run1 0.1866

ETH-CVL me16in_ethcvl1_image_run3 0.1858

HKBU me16in_HKBU_image_drbaseline 0.1839

BigVId me16in_BigVid_image_run4SVM 0.1789

UIT-NII me16in_UITNII_image_V1 0.1773

LAPI [14] me16in_lapi_image_runf1 0.1714

UNIGECISA [53] me16in_UNIGECISA_image_ReglineLoF 0.1704

Baseline 0.16556

LAPI me16in_lapi_image_runf2 0.1398
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Table 2 Official results for video interestingness prediction evaluated by MAP

Team Run name MAP

UNIFESP [1] me16in_unifesp_video_run1 0.1815

HKBU [44] me16in_HKBU_video_drbaseline 0.1735

UNIGECISA [53] me16in_UNIGECISA_video_RegsrrLoF 0.171

RUC [12] me16in_RUC_video_run2 0.1704

UIT-NII [38] me16in_UITNII_video_A1 0.169

UNIFESP me16in_unifesp_video_run4 0.1656

RUC me16in_RUC_video_run1 0.1647

UIT-NII me16in_UITNII_video_F1 0.1641

LAPI [14] me16in_lapi_video_runf5 0.1629

Technicolor [56] me16in_technicolor_video_run5_CSP_multimodal_80_epoch7 0.1618

UNIFESP me16in_unifesp_video_run2 0.1617

UNIFESP me16in_unifesp_video_run3 0.1617

ETH-CVL [67] me16in_ethcvl1_video_run2 0.1574

LAPI me16in_lapi_video_runf3 0.1574

LAPI me16in_lapi_video_runf4 0.1572

TUD-MMC [42] me16in_tudmmc2_video_histface 0.1558

TUD-MMC me16in_tudmmc2_video_hist 0.1557

BigVid [69] me16in_BigVid_video_run3RankSVM 0.154

HKBU me16in_HKBU_video_baseline 0.1521

BigVid me16in_BigVid_video_run2FusionCNN 0.1511

UNIGECISA me16in_UNIGECISA_video_RegsrrGiFe 0.1497

Baseline 0.1496

BigVid me16in_BigVid_video_run1SVM 0.1482

Technicolor me16in_technicolor_video_run3_LSTM_U19_100_epoch5 0.1465

UNIFESP me16in_unifesp_video_run5 0.1435

UNIGECISA me16in_UNIGECISA_video_SVRloAudio 0.1367

Technicolor me16in_technicolor_video_run4_CSP_video_80_epoch9 0.1365

ETH-CVL me16in_ethcvl1_video_run1 0.1362

equally distributed between the two subtasks. As a general conclusion, the achieved
MAP values were low, which proves again the challenging nature of this problem.
Slightly higher values were obtained for image interestingness prediction.

To serve as a baseline for comparison, we generated a random ranking run, i.e.,
samples were ranked randomly five times and we take the average MAP. Compared
to the baseline, the results of the image subtask clearly confirm their performance,
being almost all above the baseline. For the video subtask, on the other hand,
the value range is smaller and a few systems did worse than the baseline. In the
following we present the participating systems and analyze the achieved results in
detail.
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4.2 Participating Systems and Global Trends

Numerous approaches have been investigated by the participating teams to tackle
both image and video interestingness prediction. In the following, we will firstly
summarize the general techniques used by the teams and their key features
(Sect. 4.2.1), and secondly present the global insights of the results (Sect. 4.2.2).

4.2.1 Participants’ Approaches

A summary of the features and classification techniques used by each participating
system is presented in Table 3 (image interestingness) and Table 4 (video inter-
estingness). Below, we present the main characteristics of each approach. Unless
otherwise specified, each team participated in both subtasks.

Table 3 Overview of the characteristics of the submitted systems for predicting image interest-
ingness

Team Features Classification technique

BigVid [69] denseSIFT+CNN+Style Attributes+SentiBank SVM (run4)

Regularized DNN (run5)

ETH-CVL [67] DNN-based Visual Semantic

Embedding Model

HKBU [44] ColorHist+denseSIFT+GIST+HOG+LBP (run1) Nearest neighbor and SVR

features from run1 + dimension reduction (run2)

HUCVL [21] CNN (run1, run3) MLP (run1, run2)

MemNet (run2) Deep triplet network (run3)

LAPI [14] ColorHist+GIST (run1) SVM

denseSIFT+GIST (run2)

MLPBOON [52] CNN, PCA for dimension reduction Logistic regression

RUC [12] GIST+LBP+CNN prob (run1) Random Forest (run1)

ColorHist+GIST+CNN prob (run2), Random Forest (run2)

ColorHist+GIST+LBP+CNN prob (run3) SVM (run3)

Technicolor [56] CNN (Alexnet fc7) SVM (run1)

MLP (run2)

TUD-MMC [42] Face-related ColorHist (run1) Normalized histogram-based

Face-related ColorHist+Face area (run2) confidence score

NHCS+Normalized face

area score (run2)

UIT-NII [38] CNN (AlexNet+VGG) (run1) SVM with late fusion

CNN (VGG)+GIST+HOG+DenseSIFT (run2)

UNIGECISA [1] Multilingual visual sentiment ontology Linear regression

(MVSO)+CNN
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Table 4 Overview of the characteristics of the submitted systems for predicting video interesting-
ness

Teams Features Classification technique Multi-modality

BigVid [69] denseSIFT, CNN SVM (run1) No

Style Attributes, SentiBank Regularlized DNN (run2)

SVM/Ranking-SVM (run3)

ETH-CVL [67] DNN-based Video2GIF (run1) Text+Visual

Video2GIF+Visual Semantic

Embedding Model (run2)

HKBU [44] ColorHist+denseSIFT+GIST Nearest neighbor and SVR No

+HOG+LBP (run1)

features from run1

+ dimension reduction (run2)

LAPI [14] GIST+CNN prob (run3) SVM No

ColorHist+CNN (run4)

denseSIFT+CNN prob (run5)

RUC [12] Acoustic Statistics + GIST
(run4)

SVM Audio+Visual

MFCC with Fisher Vector

Encoding + GIST (run5)

Technicolor [56] CNN+MFCC LSTM-Resnet + MLP (run3) Audio+Visual

Proposed RNN-based model

(run4, run5)

TUD-MMC [42] ColorHist (run1) Normalized histogram-based No

ColorHist+Face area (run2) confidence score (NHCS)
run3)

NHCS+Normalized face
area score (run4)

UIT-NII [38] CNN (AlexNet)+MFCC (run3) SVM with late fusion Audio+Visual

CNN (VGG)+GIST (run4)

UNIFESP [1] Histogram of motion Majority voting of pairwise No

patterns (HMP) [2] ranking methods:

Ranking SVM, RankNet

RankBoost, ListNet

UNIGECISA [53] MVSO+CNN (run2) SVR (run2) Audio+Visual

Baseline visual features [18]
(run3),

SPARROW (run3, run4)

Emotionally-motivated audio
feature (run4)

BigVid [69] (Fudan University, China): explored various low-level features
(from visual and audio modalities) and high-level semantic attributes, as well as
the fusion of these features for classification. Both SVM and recent deep learning
methods were tested as classifiers. The results proved that the high-level attributes
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are complementary to visual features since the combination of these features
increases the overall performance.

ETH-CVL [67] (ETH Zurich, Switzerland): participated in the video subtask
only. Two models were presented: (1) a frame-based model that uses textual side
information (external data) and (2) a generic predictor for finding video highlights
in the form of segments. For the frame-based model, they learned a joint embedding
space for image and text, which allows to measure relevance of a frame with
regard to some text such as the video title. For video interestingness prediction, the
approach in [24] was used, where a deep RankNet is trained to rank the segments of
a video based upon their suitability as animated GIFs. Note that RankNet captures
the spatio-temporal aspect of video segments via the use of 3D convolutional neural
networks (C3D).

HKBU [44] (Hong Kong Baptist University, China): used two dimensional-
ity reduction methods, named Neighborhood MinMax Projections (NMMP) and
Supervised Manifold Regression (SMR), to extract features of lower dimension
from a set of baseline low-level visual features (Color Histogram, dense SIFT,
GIST, HOG, LBP). Then nearest neighbor (NN) classifier and Support Vector
Regressor (SVR) were exploited for interestingness classification. They found
that after dimensionality reduction, the performance of the reduced features was
comparable to that of their original features, which indicated that the reduced
features successfully captured most of the discriminant information of the data.

HUCVL [21] (Hacettepe University, Turkey): participated in image interesting-
ness prediction only. They investigated three different Deep Neural Network (DNN)
models. The first two models were based on fine-tuning two pre-trained models,
namely AlexNet and MemNet. Note that MemNet was trained on the image memo-
rability dataset proposed in [36], the idea being to see if memorability can be gener-
alized to the interestingness concept. The third model, on the other hand, depends on
a proposed triplet network which comprised three instances with shared weights of
the same feed-forward network. The results demonstrated that all these models pro-
vide relatively similar and promising results on the image interestingness subtask.

LAPI [14] (University Politehnica of Bucharest, Romania, co-organizer of the
task): investigated a classic descriptor-classification scheme, namely the combi-
nation of different low-level features (HoG, dense SIFT, LBP, GIST, AlexNet fc7
layer features (hereafter referred as CNN features), Color Histogram, Color Naming
Histogram) and use of SVM, with different kernel types, as classifier. For video,
frame features were averaged to obtain a global video descriptor.

MLPBOON [52] (Indian Institute of Technology, Bombay, India): participated
only in image interestingness prediction and studied various baseline visual features
provided by the organizers [18], and classifiers on the development dataset. Principal
component analysis (PCA) was used for reducing the feature dimension. Their final
system involved the use of PCA on CNN features for the input representation
and logistic regression (LR) as classifier. Interestingly, they observed that the
combination of CNN features with GIST and Color Histogram features gave similar
performance to the use of CNN features only. Overall, this simple, yet effective,
system obtained quite high MAP values for the image subtask.
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RUC [12] (Renmin University, China): investigated the use of CNN features
and AlexNet probabilistic layer (referred as CNN prob), and hand-crafted visual
features including Color Histogram, GIST, LBP, HOG, dense SIFT. Classifiers
were SVM and Random Forest. They found that semantic-level features, i.e., CNN
prob, and low-level appearance features are complementary. However, concate-
nating CNN features with hand-crafted features did not bring any improvement.
This finding is coherent with the statement from MLPBOON team [52]. For
predicting video interestingness, audio modality offered superior performance than
visual modality and the early fusion of the two modalities can further boost the
performance.

Technicolor [56] (Technicolor R&D France, co-organizer of the task): used
CNN features as visual features (for both the image and video subtasks), and
MFCC as audio feature (for the video subtask) and investigated the use of both
SVM and different Deep Neural Networks (DNN) as classification techniques.
For the image subtask, a simple system with CNN features and SVM resulted
in the best MAP, 0.2336. For the video subtask, multi-modality as a mid-level
fusion of audio and visual features, was taken into account within the DNN
framework. Additionally, a novel DNN architecture based on multiple Recurrent
Neural Networks (RNN) was proposed for modeling the temporal aspect of the
video, and a resampling/upsampling technique was used to deal with the unbalanced
dataset.

TUD-MMC [42] (Delft University of Technology, Netherlands): investigated
MAP values obtained on the development set by swapping and submitting ground-
truth annotations of image and video to the video and image subtasks respectively,
i.e., using the video ground-truth as submission on the image subtask and the
image ground-truth as submission on the video subtask. They concluded on the low
correlation between the image interestingness and video interestingness concepts.
Their simple visual features took into account the human face information (color
and sizes) in the image and video with the assumption that clear human faces should
attract the viewer’s attention and thus make the image/video more interesting. One
of their submitted runs, only rule-based, obtained the best MAP value of 0.2336 for
the image subtask.

UIT-NII [38] (University of Science, Vietnam; University of Information Tech-
nology, Vietnam; National Institute of Informatics, Japan): used SVM to predict
three different scores given the three types of input features: (1) low-level visual
features provided by the organizers [18], (2) CNN features (AlexNet and VGG),
and (3) MFCC as audio feature. Late fusion of these scores was used for computing
the final interestingness levels. Interestingly, their system tends to output a higher
rank on images of beautiful women. Furthermore, they found that images from dark
scenes were often considered as more interesting.

UNIFESP [1] (Federal University of Sao Paulo, Brazil): participated only in the
video subtask. Their approach was based on combining learning-to-rank algorithms
for predicting the interestingness of videos by using their visual content only. For
this purpose, Histogram of Motion Patterns (HMP) [2] were used. A simple majority
voting scheme was used for combining four pairwise machine learned rankers
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(Ranking SVM, RankNet, RankBoost, ListNet) and predicting the interestingness
of videos. This simple, yet effective, method obtained the best MAP of 0.1815 for
the video subtask.

UNIGECISA [53] (University of Geneva, Switzerland): used mid-level semantic
visual sentiment features, which are related to the emotional content of images
and were shown to be effective in recognizing interestingness in GIFs [24]. They
found that these features outperform the baseline low-level ones provided by the
organizers [18]. They also investigated the use of emotionally-motivated audio
features (eGeMAPS) for the video subtask and showed the significance of the audio
modality. Three regression models were reported to predict interestingness levels:
linear regression (LR), SVR with linear kernel, and sparse approximation weighted
regression (SPARROW).

4.2.2 Analysis of this Year’S Trends and Outputs

This section provides an in-depth analysis of the results and discusses the global
trends found in the submitted systems.

Low-Level vs. High-Level Description The conventional low-level visual fea-
tures, such as dense SIFT, GIST, LBP, Color Histogram, were still being used by
many of the systems for both, image and video interestingness prediction [12, 14,
38, 44, 69]. However, deep features like CNN features (i.e., Alexnet fc7 or VGG)
have become dominant and are exploited by the majority of the systems. This
shows the effectiveness and popularity of deep learning. Some teams investigated
the combination of hand crafted features with deep features, i.e., conventional and
CNN features. A general finding is that such a combination did not really bring
any benefit to the prediction results [12, 44, 52]. Some systems combined low-level
features with some high-level attributes such as emotional expressions, human faces,
CNN visual concept predictions [12, 69]. In this case, the resulting conclusion was
that low-level appearance features and semantic-level features are complementary,
as the combination in general offered better prediction results.

Standard vs. Deep Learning-Based Classification As it can be seen in Tables 3
and 4, SVM was mostly used by a large number of systems, for both predic-
tion tasks. In addition, regression techniques such as linear regression, logistic
regression, and support vector regression were also widely reported. Contrary to
CNN features, which were widely used by most of the systems, deep learning
classification techniques were investigated less (see [21, 56, 67, 69] for image
interestingness and [56, 67, 69] for the video interestingness). This may be due to
the fact that the datasets are not large enough to justify a deep learning approach.
Conventional classifiers were preferred here.

Use of External Data Some systems investigated the use of external data to
improve the results. For instance, Flickr images with social-driven interestingness
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labels were used for model selection in the image interestingness subtask by the
Technicolor team [56]. The HUCVL team [21] submitted a run with a fine-tuning of
the MemNet model, which was trained for image memorability prediction. Although
memorability and interestingness are not the same concept, the authors expected
that fine-tuning a model related to an intrinsic property of images could be helpful
in learning better high-level features for image interestingness prediction. The ETH-
CVL team [67] exploited movie titles, as textual side information related to movies,
for both subtasks. In addition, ETH-CVL also investigated the use of the deep
RankNet model, which was trained on the Video2GIF dataset [24], and the Visual
Semantic Embedding model, which was trained on the MSR Clickture dataset [28].

Dealing with Small and Unbalanced Data As the development data provided for
the two subtasks are not very large, some systems, e.g., [1, 56], used the whole
image and video development sets for training when building the final models. To
cope with the imbalance of the two classes in the dataset, the Technicolor team [56]
proposed to use classic resampling and upsampling strategies so that the positive
samples are used multiple times during training.

Multi-Modality Specific to video interestingness, multi-modal approaches were
exploited by half of the teams for at least one of their runs, as shown in Table 4.
Four teams combined audio and visual information [12, 38, 53, 56], and one team
combined text with visual information [67]. The fusion of modalities was done
either at the early stage [12, 53], middle stage [56], or late stage [38] in the
processing workflows. Note that the combination of text and visual information was
also reported in [67] for image interestingness prediction. The general finding here
was that multi-modality brings benefits to the prediction results.

Temporal Modeling for Video Though the temporal aspect is an important
property of a video, most systems did not actually exploit any temporal modeling
for video interestingness prediction. They mainly considered a video as a sequence
of frames and a global video descriptor was computed simply by averaging frame
image descriptors over each shot. As an example, HKBU team [44] treated each
frame as a separated image, and calculated the average and standard deviation of
their features over all frames in a shot to build their global feature vector for each
video. Only two teams incorporated temporal modeling in their submitted systems,
namely Technicolor [56] who used long-short term memory (LSTM) in their deep
learning-based framework, and ETH-CVL [67] who used 3D convolutional neural
networks (C3D) in their video highlight detector, trained on the Video2GIF dataset.

4.3 In-Depth Analysis of the Data and Annotations

The purpose of this section is to give some insights on the characteristics of the
produced data, i.e., the dataset and its annotations.
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4.3.1 Quality of the Dataset

In general, the overall results obtained during the 2016 campaign show low values
for MAP (see Figs. 1 and 2), especially for the video interestingness prediction
subtask. To have a comparison, we provide examples of MAP values obtained
by other multi-modal tasks from the literature. Of course, these were obtained on
other datasets which are fundamentally different from the underlying data, both
from the data point of view and also use case scenario. A direct comparison is not
possible, however, they provide an idea about the current classification capabilities
for video:

• ILSVR Challenge 2015, Object Detection with provided training data, 200
fully labeled categories, best MAP is 0.62; Object Detection from videos with
provided training data, 30 fully labeled categories, best MAP is 0.67;

• TRECVID 2015, Semantic indexing of concepts such as: airplane, kitchen, flags,
etc., best MAP is 0.37;

• TRECVID 2015, Multi-modal event detection, e.g., somebody cooking on an
outdoor grill, best MAP is less than 0.35.

Although higher than the obtained MAP for the Predicting Media Interestingness
Task, it must be noted that for more difficult tasks such as multi-modal event
detection, the difference of performance is not that high, given the fact that the
proposed challenge is far more subjective than the tasks we are referring to.

Nevertheless, we may wonder, especially for the video interestingness sub-
task, whether the quality of the dataset/anotations partly affects the predicting
performance. Firstly, the dataset size, although it is sufficient for classic learning
techniques and required a huge annotation effort, it may not be sufficient for deep
learning, with only several thousands of samples for both subtasks.

Furthermore, it may be considered to be highly unbalanced with 8:3 and 9:6%
of interesting content for the development set and test set, respectively. Trying to
cope with the dataset’s unbalance has shown to increase the performance for some
systems [56, 57]. This leads to the conclusion that, although this unbalance reflects
reality, i.e., interesting content corresponds to only a small part of the data, it makes
the task even more difficult, as systems will have to take this characteristic into
account.

Finally, in Sect. 3.2, we explained that the final annotations were determined with
an iterative process which required the convergence of the results. Due to limited
time and human resources, this process was limited to five rounds. More rounds
would certainly have resulted in better convergence of the inter-annotator ratings.

To have an idea of the subjective quality of the ground-truth rankings, Figs. 3
and 4 illustrate some image examples for the image interestingness subtask together
with the rankings obtained by one of the best systems and the second worst
performing system, for both interesting and non interesting images.

The figures show that results obtained by the best system for the most interesting
images are coherent with the selection proposed by the ground-truth, whereas the
second worst performing system offers more images at the top ranks which do not
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Fig. 3 Examples of interesting images from different videos of the test set. Images are ranked
from left to right decreasing interestingness ranking. (a) Interesting images according to the
ground-truth. (b) Interesting images selected by the best system. (c) Interesting images selected
by the second worst performing system (Color figure online)
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really contain any information, e.g., black or uniform frames, with blur or objects
and persons only partially visible.

These facts converge to the idea that both the provided ground-truth and the best
working systems have managed to capture the interestingness of images. It also
confirms that the obtained MAP values, although quite low, nevertheless correspond
to real differences in the interestingness prediction performance.

The observation of the images which were classified as non interesting (Fig. 4) is
also a source of interesting insights. According to the ground-truth and also to the
best performing systems, non interesting images tend to be those mostly uniform,
of low quality or without meaningful information. The amount of information con-
tained in the non interesting images then increases with the level of interestingness.
Note that we do not show here the images classified as non interesting by the second
worst performing system, as we did for the interesting images, because there were
too few (for the example 7 images out of 25 videos) to draw any conclusion.

We also calculated Krippendorff’s alpha metric (˛), which is a measure for
inter-observer agreement [26, 37], to be ˛ D 0:059 for image interestingness and
˛ D 0:063 for video interestingness. This result would indicate that there is no
inter-observer agreement. However, as our method (by design) produced very few
duplicate comparisons it is not clear if this result is reliable.

As a last insight, it is worth noting that the two experienced teams [53, 67],
i.e., the two teams that did work on predicting content interestingness before the
MediaEval benchmark, did not achieve particularly good results on both subtasks
and especially on the image subtask. This raises the question of the generalization
ability of their systems on different types of content, unless this difference of
performance comes from the choice of different use cases as working context.
For the latter, this seems to show that, to different use cases correspond different
interpretations of the interestingness concept.

4.3.2 Correlation Between the Two Subtasks

The Predicting Media Interestingness task was designed so that a comparison
between the interestingness prediction for images and videos would be possible
afterwards. Indeed, the same videos were used to extract both the shots and the
key-frames to be classified in each subtask, each key-frame corresponding to the
middle of shots. Thanks to this, we studied a potential correlation between image
interestingness and video interestingness.

Figure 5 shows the annotated video ranking against their key-frame ranking for
several videos in the development set. None of the curves exhibit a correlation (the
coefficient of determination, R-squared or R2, used while fitting a regression line
to the data, exhibits values lower than 0.03), leading to the conclusion that the two
concepts differ, in the sense that we cannot use video interestingness to infer the
image interestingness and the other way round on this data and use case scenario.
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Fig. 5 Representation of image rankings vs. video rankings from the ground-truth for several
videos of the development set. (a) Video 0, (b) Video 4, (c) Video 7, (d) Video 10, (e) Video 14,
(f) Video 51

This conclusion is in line with what was found in [42] where the authors
investigated the assessment of the ground-truth ranking of the image subtask against
the ground-truth ranking of the video subtask and vice-versa. MAP value achieved
by the video ground-truth on the image subtask was 0.1747, while for the image
ground-truth on the video subtask, it was 0.1457, i.e., in the range, or even lower,
than the random baseline for both cases. Videos obviously contain more information
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than a single image, which can be conveyed by other channels such as audio and
motion, for example. Because of this additional information, a video might be
globally considered as interesting while one single key-frame extracted from the
same video will be considered as non interesting. This can explain, in some cases,
the observed discrepancy between image and video interestingnesses.

4.3.3 Link with Perceptual Content Characteristics

Trying to infer some potential links between the interestingness concept and
perceptual content characteristics, we did study how low-level characteristics such
as shot length, average luminance, blur and presence of high quality faces influence
the interestingness prediction of images and videos.

A first qualitative study of both sets of interesting and non interesting images
in the development and test sets shows that most uniformly black and very blurry
images were mostly classified as non interesting. So were the majority of images
with no real information, i.e., close-up of usual objects, partly cut faces or objects,
etc., as it can be seen in Fig. 4.

Figure 6 shows the distributions of interestingness values for both the develop-
ment and test sets, in the video interestingness subtask, compared to the distributions
of interesting values restricted to the shots with less than 10 frames. In all cases,
it seems that the distributions of small shots can just be superimposed under the
complete distributions, meaning that the shot length does not seem to influence the
interestingness of video segments even for very short durations. On the contrary,
Fig. 7 shows the two same types of distributions but for the image interestingness
subtask and when trying to assess the influence of the average luminance value on
interestingness. This time, the distributions of interestingness levels for the images
with low average luminance seem to be slightly shifted toward lower interestingness

Fig. 6 Video interestingness and shot length: distribution of interestingness levels (in blue—all
shots considered; in green—shots with length smaller than 10 frames). (a) Development set, (b)
test set (Color figure online)
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Fig. 7 Image interestingness and average luminance: distribution of interestingness levels (in
blue—all key-frames considered; in green—key-frames with luminance values lower than 25).
(a) Development set, (b) test set (Color figure online)

levels. This might lead us to the conclusion that low average luminance values tend
to decrease the interestingness level of a given image, contrary to the conclusion
in [38].

We also investigated some potential correlation between the presence of high-
quality faces in frames and the interestingness level. By high-quality faces, we mean
rather big faces with no motion blur, either frontal or profile, no closed eyes or
funny faces. This last mid-level characteristic was assessed manually by counting
the number of high-quality faces present in both the interesting and non interesting
images for the image interestingness subtask. The proportion of high-quality faces
on the development set was found to be 48:2% for the set of images annotated as
interesting and 33:9% for the set of images annotated as non interesting. For the test
set, 56:0% of the interesting images and 36:7% of the non interesting images contain
high quality faces. The difference in favor of the interesting sets tends to prove that
this characteristic has a positive influence on the interestingness assessment. This
was confirmed by the results obtained by TUD-MMC team [42] who based their
system only on the detection of these high quality faces and achieved the best MAP
value for the image subtask.

As a general conclusion, we may say that perceptual quality plays an important
role when assessing the interestingness of images, although it is not the only clue to
assess the interestingness of content. Among other semantic objects, the presence
of good quality human faces seems to be correlated with interestingness.

5 Conclusions and Future Challenges

In this chapter we introduced a specially designed evaluation framework for
assessing the performance of automatic techniques for predicting image and video
interestingness. We described the released dataset and its annotations. Content
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interestingness was defined in a multi-modal scenario and for a real-world, specific
use case defined by Technicolor R&D France, namely the selection of interesting
images and video excerpts for helping professionals to illustrate a Video on Demand
(VOD) web site.

The proposed framework was validated during the 2016 Predicting Media
Interestingness Task, organized with the MediaEval Benchmarking Initiative for
Multimedia Evaluation. It received participation from 12 teams submitting a total
of 54 runs. Highest MAP obtained for the image interestingness data was 0.2336,
whereas for video interestingness prediction it was only 0.1815. Although a great
deal of approaches were experimented, ranging from standard classifiers and
descriptors, to deep learning and use of pre-trained data, the results show the
difficulty of this task.

From the experience with this data, we can draw some general conclusions that
will help shape future data in this area. Firstly, one should note that generating data
and ground truth for such a subjective task is a huge effort and effective methods
should be devised to reduce the complexity of annotation. In our approach we
took advantage of a pair-wise comparison protocol which was further applied in
an adaptive square fashion way to avoid comparing all possible pairs. This has
limitation as it still requires a great number of annotators and resulted in a low
inter-agreement. A potential improvement may consist on ranking directly series
of images/videos. We could also think of crowd-sourcing the key-frames/videos
returned by the participants’ systems to extract the most interesting samples and
evaluating the performances of the systems against these samples only.

Secondly, the source of data is key for a solid evaluation. In our approach we
selected movie trailers, due to their Creative Commons licenses which allow redis-
tribution. Other movies are in almost all cases closed content for the community.
On the other hand, trailers are edited content which will limit at some point the
naturalness of the task, but offer a good compromise given the circumstances.
Future improvements could consist of selecting the data as parts of a full movie—
a few Creative Commons movies are indeed available. This will require a greater
annotation effort but might provide a better separation between interesting and non
interesting content.

Thirdly, a clear definition of image/video interestingness is mandatory. The
concept of content interestingness is already very subjective and highly user
dependent, even compared to other video concepts which are exploited in TRECVID
or ImageCLEF benchmarks. A well founded definition will allow for a focused
evaluation and disambiguate the information need. In our approach, we define
interestingness in the context of selecting video content for illustrating a web site,
where interesting means an image/video which would be interesting enough to
convince the user to watch the source movie. As a future challenge, we might want
to compare the results of interestingness prediction for different use scenarios, or
even test the generalization power of the approaches.

Finally, although image and video data was by design specifically correlated,
i.e., images were selected as key-frames from videos, results show that actually
predicting image interestingness and predicting video interestingness are two
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completely different tasks. This was more or less proved in the literature, however,
in those cases, images and videos were not chosen to be correlated. Therefore,
a future perspective might be the separation of the two, while focusing on more
representative data for each.
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BoVW Bag-of-Visual-Words
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CBIR Content-Based Image Retrieval
CNN Convolutional Neural Networks
CVIR Content-Based Video Retrieval
SVH Human Visual System
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