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Preface

Intelligence and security informatics (ISI) is concerned with the development of
advanced information technologies, systems, algorithms, and databases for national,
international, and societal security-related applications, through an integrated techno-
logical, organizational, and policy-based approach. In the past decade, the ISI com-
munity has experienced tremendous growth and contributed new theories, algorithms,
and methods to the understanding, monitoring, and prevention of intelligence- and
security-related issues.

The Pacific Asia Workshop on Intelligence and Security Informatics (PAISI) pro-
vides a platform for the ISI community to present and discuss findings in
security-related research. PAISI 2017 was the 12th workshop in the series. In 2006, the
First International Workshop on ISI (WISI) was held in Singapore in conjunction with
the Pacific Asia Conference on Knowledge Discovery and Data Mining (PAKDD
2006). The workshop attracted over 100 contributors and participants from all over the
world and marked the start of a new series of ISI meetings in the Pacific Asia region. In
the following few years, the workshop was held in Chengdu, China (2007), Taipei,
Taiwan (2008), Bangkok, Thailand (2009), Hyderabad, India (2010), Beijing, China
(2011, 2013), Kuala Lumpur, Malaysia (2012), Tainan, Taiwan (2014), Ho Chi Minh
City, Vietnam (2015), and Auckland, New Zealand (2016). This year, the Pacific
Asia ISI Workshop series (PAISI 2017) was once again held in conjunction with
PAKDD 2017 in Jeju, South Korea.

PAISI 2017 brought together ISI researchers from Pacific Asia and other regions
working on a variety of fields and provided a stimulating forum for them to exchange
ideas and report on their research progress. The one-day program included a keynote
speech and presentations of eight long and one short papers, covering such topics as
information access and security, cybersecurity and infrastructure protection, data and
text mining, and network-based data analytics. We wish to express our sincere gratitude
to all workshop Program Committee members, who provided valuable and constructive
review comments.

March 2017 Alan Wang
Michael Chau

Hsinchun Chen



Organizing Committee and Program Committee

Workshop Co-chairs

G. Alan Wang Virginia Tech, USA
Michael Chau The University of Hong Kong, SAR China
Hsinchun Chen The University of Arizona, USA

Program Committee

Weiping Chang Central Police University, Taiwan
Xueqi Cheng Chinese Academy of Sciences, China
Vlad Estivill-Castro Griffith University, Australia
Uwe Glässer Simon Fraser University, Canada
Daniel Hughes Massey University, New Zealand
Eul Gyu Im Hanyang University, South Korea
Da-Yu Kao Central Police University, Taiwan
Siddharth Kaza Towson University, USA
Paul Kwan University of New England, USA
Wai Lam The Chinese University of Hong Kong, SAR China
Mark Last Ben-Gurion University of the Negev, Israel
Ickjai Lee James Cook University, Australia
Xin Li City University of Hong Kong, SAR China
Hsin-Min Lu National Taiwan University, Taiwan
Xin Luo University of New Mexico, USA
Byron Marshall Oregon State University, USA
Dorbin Ng The Chinese University of Hong Kong, SAR China
Shaojie Qiao Southwest Jiaotong University, China
Srinath Srinivasa International Institute of Information Technology, Bangalore,

India
Aixin Sun Nanyang Technological University, Singapore
Paul Thompson Dartmouth College, USA
Harry Wang University of Delaware, USA
Jau-Hwang Wang Central Police University, Taiwan
Jennifer Xu Bentley University, USA
Liao You-Lu Central Police University, Taiwan
Yilu Zhou Fordham University, USA



Contents

Cybersecurity and Infrastructure Protection

The Cyberbullying Assessment of Capable Guardianship in Routine
Activity Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Da-Yu Kao, Benjamaporn Kluaypa, and Hung-Chih Lin

The Hierarchy of Cyber War Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Daniel Hughes and Andrew Colarik

Differentiating the Investigation Response Process of Cyber Security
Incident for LEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Shou-Ching Hsiao and Da-Yu Kao

‘Security Theater’: On the Vulnerability of Classifiers
to Exploratory Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Tegjyot Singh Sethi, Mehmed Kantardzic, and Joung Woo Ryu

Network-Based Data Analytics

A Structural Based Community Similarity Algorithm and Its Application
in Scientific Event Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Xiangfeng Meng, Yunhai Tong, Xinhai Liu, Yiren Chen,
and Shaohua Tan

Link Prediction in Temporal Heterogeneous Networks . . . . . . . . . . . . . . . . . 83
T. Jaya Lakshmi and S. Durga Bhavani

NetRating: Credit Risk Evaluation for Loan Guarantee Chain in China . . . . . 99
Xiangfeng Meng, Yunhai Tong, Xinhai Liu, Yiren Chen,
and Shaohua Tan

Information Access and Security

VQ Coding in Data Hiding Using Correlated Neighboring Blocks
in Security Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Cheng-Ta Huang, De-En Sun, Yen-Lin Chen, and Shiuh-Jeng Wang

Idology and Its Applications in Public Security and Network Security . . . . . . 129
Shenghui Su, Jianhua Zheng, Shuwang Lü, Zhiqiu Huang, Zhoujun Li,
and Zhenmin Tang

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

http://dx.doi.org/10.1007/978-3-319-57463-9_1
http://dx.doi.org/10.1007/978-3-319-57463-9_1
http://dx.doi.org/10.1007/978-3-319-57463-9_2
http://dx.doi.org/10.1007/978-3-319-57463-9_3
http://dx.doi.org/10.1007/978-3-319-57463-9_3
http://dx.doi.org/10.1007/978-3-319-57463-9_4
http://dx.doi.org/10.1007/978-3-319-57463-9_4
http://dx.doi.org/10.1007/978-3-319-57463-9_5
http://dx.doi.org/10.1007/978-3-319-57463-9_5
http://dx.doi.org/10.1007/978-3-319-57463-9_6
http://dx.doi.org/10.1007/978-3-319-57463-9_7
http://dx.doi.org/10.1007/978-3-319-57463-9_8
http://dx.doi.org/10.1007/978-3-319-57463-9_8
http://dx.doi.org/10.1007/978-3-319-57463-9_9


Cybersecurity and Infrastructure
Protection



The Cyberbullying Assessment of Capable Guardianship
in Routine Activity Theory

Da-Yu Kao, Benjamaporn Kluaypa, and Hung-Chih Lin(✉)

Department of Information Management, Central Police University,
Taoyuan City 333, Taiwan, ROC

xlunalay@gmail.com

Abstract. Cyber world is undergoing constant and boundless development when
cybercrime has always hindered its progress. The advantages of digitalization has
inevitably enabled crime to expand its unhindered impact by physical limitations.
As the Internet becomes accessible, cyberbullying inflicts social and mental
wounds upon the victims. As the presence of cyberbullying becomes more prom‐
inent, awareness must be raised among Internet users of its insidious nature. If an
individual is exposed to a criminally infested environment in his everyday life‐
style, there is a high possibility for him/her to conform to criminal behaviors and
activities. Implications for Routine Activity Theory (RAT) are discussed in
Taiwan cyberbullying incident. It is believed that the proposed capable guardi‐
anship strategy can protect Internet users from being victimized by cyberbullying,
facilitate to cut down its circuit, and fight against it.

Keywords: Routine activities theory · Capable guardianship · Cyberbullying

1 Introduction

1.1 Cyberbullying Depression as a Risk Factor for Suicide

The modus operandi of cyberbullying could be described below [7]: Cyberbullies often
prey upon potential victims by sending an e-mail to the targets, or engage in a petty
disagreement in the online forums or chat rooms. These enable them to attack the victims
directly. Threats, hints of sexual harassment, hate speeches, or blackmailing comments
are directed towards the victims to make them lose Internet prestige, credibility, or even
push them towards a nervous breakdown. Cyberbullying affects people of all ages, from
children, adolescents, to adults, and can occur at any place and time [16]. The impact
of cyberbullying does not limit to only within the Cyber world. Fear, paranoia, depres‐
sion, and the feeling of inescapability are also forced upon the victims in real life. They
seek any possible means to grant themselves respite from the negativity, including
suicide [10]. Upon being exposed to cyberbullying, different individuals may be affected
on different levels. Among potential effects, depression is perceived as a risk factor for
suicidal behavior. For female victims, cyber victimization is strongly related to depres‐
sion [1]. Females are more emotionally affected, possess a self-centric way of thinking,
and have a high tendency to draw up an imaginary audience. The perceived appearance

© Springer International Publishing AG 2017
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of the imaginary audience may contribute to the development of depression, in which
the female victims magnify the belief that the entire world is aware of their humiliation.

Many cyberbullying actions attempt to damage friendships, social status, or reputa‐
tion. Cyberbullying is one of onerous topics. Cyberbullying victimization rates have
increased from 18.8 percent in 2007 to 33.6 in 2016 [17]. According to the Cyberbullying
Research Center in the USA survey of 2,000 middle schools, findings are listed as follow [9]:

• 20% respondents seriously thought about suicide.
• 19% respondents have attempted suicide.
• Cyberbullying victims were 1.9 times more likely to attempt suicide than non-

victims.

1.2 Cyberbullying on Social Media

In the past, people often engage social interaction in private. However, the emergence
of social media platform has evolved social interaction into an expansive network with
multiple contacts. This enables simultaneous social interactions and relationship
bonding among Internet users [12]. Cyberbullying victimization is related to the
frequency of Internet usage, the number of Internet contacts, and the duration spent on
social networks. Social media platforms are often where Internet abuse occur. Two of
the most prominent cyberbullying platforms are Facebook and Twitter [14]. Online
behaviors that pose a risk of victimization to the users is revealing private information
and befriending strangers [11]. Revealing one’s private information renders the users
vulnerable and exposable to cyberbullying actions. The American Megan Meier foun‐
dation also found the following issues [13]:

• 90% of teens have witnessed cyberbullying on social media.
• 72% of teens are cyberbullied once or twice during the school year.
• 71% of teens use more than one social network, and come across cyberbullying in

some shapes or forms.
• 42% of teens are cyberbullied in the past year.
• 21% of teens check social media to assure nobody was saying something about them.

The literature reviews about cyberbullying explanation and Routine Activity Theory
(RAT) are described in Sect. 2. This paper has conducted to test this theory from the
viewpoint of cyberbullying lifestyle. Section 3 takes a Taiwanese cyberbullying case as
an example, and examines the RAT application to fight against it. The capable guardi‐
anship strategy is proposed in Sect. 4. Our conclusion is drawn in Sect. 5.

2 Literature Reviews

2.1 Bullying and Cyberbullying

2.1.1 Bullying
Bullying is defined as an aggressive behavior that includes three basic components:
intention to cause harm, repetition, and power imbalance [16]. Bullying involves direct

4 D.-Y. Kao et al.



or indirect aggression. Face-to-Face (FTF) bullying can be accomplished physically,
verbally or relationally. Direct aggression includes physical and verbal bullying. Phys‐
ical bullying involves hitting, kicking, or pushing someone [6]. Verbal bullying involves
malicious teasing, name calling, and insults. It can be based on one’s appearance, belief,
or perceived difference. Relational bullying involves the use of rumor-mongering and
gossiping. The falsified or private information of the victims are spread around behind
their back [20]. Bullying carries a malicious intent to hurt a lower-hand person in order
to gain a sense of superiority and power. This in turn causes the victims to feel oppressed
and helpless [11].

2.1.2 Cyberbullying
There is no broadly-accepted definition of cyberbullying due to the inconsistencies of
harassment in cyberspace. Cyberbullying can be defined as aggression, harm, social
exclusion, insults, humiliation, or threats to one’s physical and mental safety [9]. Cyber‐
bullying is one type of cyber harassment against individuals, and is grouped in the sub-
category of non-sexual crime as emotional injuries [8]. Cyberbullying is defined as “an
aggression that is repeatedly and intentionally carried out through electronic media (e.g.,
email, instant message, social networking sites, and text messages) [10].” In 2008,
Jaishankar defines cyberbullying as “abuse/harassment by teasing or insulting victims’
body, shape, intellect, family background, dress sense, mother tongue, place of origin,
attitude, race, caste, class, name calling, using modern telecommunication networks
[8].” Cyberbullying tends to occur on any social media platform. Three characteristics
of cyberbullying are listed as follow: (1) intention (2) lack of power balance between
an aggressor and a victim, and (3) repetition through communicative technologies [18].
Cyberbullying is used to intimidate, harass, victimize or bully an individual or a group
of individuals.

2.1.3 Comparison
Bullying and cyberbullying are arguably excessively used among adults and children
[19]. These two aggression acts repeatedly occur over the course of individuals’ rela‐
tionship. Their divergences in Table 1 include appearance, duration, witness, and
motives [3, 7, 14].

Table 1. The different forms of bullying and cyberbullying

Features Bullying Cyberbullying
Appearance Face-to-face Identity imitation or

anonymous
Duration Working time Any time
Witness Small Large
Motives Initial power and

advantage
Avenge

Appearance. One reason for Internet users to commit cyberbullying is the effortlessness
of identity falsification and anonymity [14]. Internet users tend to remain anonymous,

The Cyberbullying Assessment of Capable Guardianship 5



and feel a sense of detachment from the consequence of cyberbullying. While bullying
offenders either know their victims personally or are familiar with them, cyberbullies
conceal their identities by remaining anonymous. Cyberbullying offenders can imitate
and cover their identities by pretending to be another person. They would be reluctant
to do so in real life.

Duration. Most bullying occurs during office hours or school period. However, cyber‐
bullying is not restricted to certain periods and can occur at any time. High accessibility
of social contact and constant interaction allows offenders to prey on the victims at any
place and time. While on certain occasions, victims decide to shut down their accounts
or cease to attend the virtual forums in which their negative information is posted, the
fact that these information can still be perceived by other people remains.

Witness. The witness or audience of bullying is small and limited to people within
perceivable distance, while the group of cyberbullying audience can be large or global
on the Internet. Some of the witnesses have been subjected to cyberbullying.

Motives. The difference between cyberbullying and bullying is the goal [7]. Bullying
usually has an objective on attaining initial power, and takes advantage over their
victims. Cyberbullying, however, may occur because of several reasons, from taking
revenge for disagreement over the Internet to simply attempting self-gratification
through dominance and display of power.

2.2 Routine Activity Theory

Routine Activity Theory (RAT) states that the following three specific criteria must be
involved for a committed crime: a motivated offender, a suitable target, and the absence
of a capable guardian [23]. RAT focuses on criminal inclination, and explains the
victim’s involvement. It focuses on how daily routine activities or lifestyles of individ‐
uals create opportunities for offenders. In Fig. 1, crime occurs when there is the conver‐
gence of three elements in proper time and space. The convergence of these three
elements creates opportunities for criminal activities to occur, and increases the likeli‐
hood of victimization. The nonexistence of any of the three elements can result in the
prevention of the crime. Individuals’ daily routine activities influence the risk of victim‐
ization, and the chance of coming into contact with the offenders [5]. The increase in
crime rate does not result in the increase in the number of offenders, but the increase in
the windows of opportunity accessible to the offenders [22].

2.2.1 Motivated Offenders
A person who is likely to commit a crime may be anyone with a motive and the capacity
to do so [4]. A motivated offender may not always have a chance to commit a crime.
The decision to commit a crime may vary, and is based on the factors surrounding each
motivated offender.

6 D.-Y. Kao et al.



2.2.2 Suitable Targets
A suitable target is a person or property that may be threatened by an offender. The target
of harassment is also called “victim.” The probability of a suitable target can be described
by the risk level of VIVA (Value, Inertia, Visibility, and Access). The target suitability
of individuals in the virtual world is more active than the physical world [22]. The target
can be globally exposed to criminals in the virtual world. The physical distance between
the motivated offenders and the suitable targets becomes non-existent. Online users set
up their interested lifestyles by participating in various communities [3]. One of the key
factors that makes up a suitable target is their vocational or leisure activities.

2.2.3 Absence of Capable Guardianship
A capable guardian can intervene to stop or impede a crime [4]. The absence of capable
guardianship shows up when crime occurs. Capable guardians should not be limited to
individuals within the law enforcement institutions alone. The physical or symbolic
presence of an individual either in direct or indirect relation to the potential victim might
deter a potential criminal event, or even protect the target from being victimized. Any
capable guardian, who moves through an area or who functions as a guard assigned to
the persons or properties, is also included in RAT.

Fig. 1. The convergence of three elements from RAT

The Cyberbullying Assessment of Capable Guardianship 7



3 Case Study

3.1 Suicide Case

This cyberbullying case occurred in April 2015 to a 24-year-old Taiwan entertainer
named “Cindy Yang.” Cindy was known from her frequent appearance on TV show
programs, variety shows and movies. Cindy committed suicide in her residence at
Taichung, and left a suicide note on her body. The note contained critical information
pertaining to her cyber victimization, and the desire to push the insidious nature of
cyberbullying into the spotlight through her death. Prior to her suicide, Cindy encoun‐
tered various problems: She became a social pariah among her peers, was heavily disap‐
pointed with her work, and had a rough time dealing with cyberbullying. She strived to
do the right thing, but the result turned out badly. Combined with insomnia, professional
pressure, and occasional visits to various hospitals for mental disorder, Cindy was unable
to cope with the ongoing online libel and slander. Her emotional instability was used as
ammunition against her.

Several hate induced posts on Facebook did not directly mention Cindy, but instead
used Chinese characters that are homonymous with the name “Cindy Yang”. It is appa‐
rent that the posts are targeted at Cindy, calling out on her phoniness, naivety, hypocrisy,
and so on. One particular Facebook fan page called “Kao Bei Bloggers” regularly
attacked Cindy’s character through hateful messages. Cindy thought that the people
behind these attacks were her friends, which made her upset and had no idea who she
could trust. She had tried to reply many of the posts and showed her intolerance of such
blatant cyberbullying. All of her efforts were to no avail. Eventually, Cindy left a
message blessing her followers on her fan page before the day of her suicide.

3.2 Discussions and Analyses

If an individual is exposed to a criminally infested environment in his everyday lifestyle,
there is a high possibility for him to conform to criminal behaviors and activities. Indi‐
viduals’ daily routine activities and lifestyles create situations or opportunities for
offenders to commit crimes [15]. Implications for Routine Activity Theory (RAT) are
discussed and analyzed in Fig. 2.

3.2.1 Motivated Offenders
Personal Profile. The personal profile can identify a person’s friends, family members,
and associates [12]. Most sites, such as Facebook, support the creation of explicit social
connections with other users. Such social connections tend to come in two forms:
friending and following. These personal profiles imply that individuals would like to
interact with others. Motivated offenders know about the victim by gaining access to
her social media profiles.

8 D.-Y. Kao et al.



Lack of Online Behavioral Control. Some users joined the cyberbullying, and their
behaviors were not well-controlled. The lack of behavioral control encouraged indi‐
vidual participation in criminal activity [2]. Motivated offenders will place themselves
in close proximity with the targets.

3.2.2 Suitable Targets
Certain factors make people suitable targets for cyberbullying. Victims can be exposed
to offenders when their personal information can be easily accessed on the Internet or
social media platforms through popular search engines. These user demographics can
be easily accessed by any Internet user, as they are essential in helping individuals
connect with friends. This had led the offenders to come into contact with Cindy and
began their attacks.

Online Risky Behaviors of Victims (Person). With the emergence of social media plat‐
forms and detailed personal profiles, it is easy for cyber offenders to piece together
personal information of the prime victims. Victims, who post personal information on
blogs or write journals about sensitive issues, may be easy targets for offenders to exploit
their emotional vulnerabilities. Such sensitive issues include: deepest desires, likes/
dislikes, real-time moods, pictures, addresses, and phone numbers. Cindy was a well-
known entertainer. To connect with her fans, she had to create her own Facebook page
to allow public access to her identity. The risk of cyber victimization was increased due
to individuals’ online risky behavior on social media [2]. Cindy’s risky decision to grant
public access to her profile had inevitably turned her into a suitable target.

Facebook Features (Place). A suitable target can include a person, an object, or a place.
Internet users make use of the various communication tools, such as public forums, chat
rooms, and instant messaging application. Peer to peer communication inevitably
provides an opportunity for cyberbullying, and increases the possibility of users
becoming targets of cyber victimization [21]. In Cindy’s case, Facebook is a platform

Fig. 2. The observation on cindy case
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that facilitates suitable venues for offenders to find their victims, and commit a variety
of offenses without any fear of consequence or detection due to the difficulty in tracking,
apprehending, or prosecuting cyber criminals [23].

3.2.3 Absence of Capable Guardianship
The absence of capable guardians during Cindy’s struggle with cyberbullying is notable.
In the physical world, a friendly and helpful neighborhood, law enforcement officers,
or even closed-circuit televisions can be defined as capable guardians. However, the
definition of a capable guardian on the Internet is somewhat disputable. While certain
guardians are able to protect or prevent criminal offenses within the online society, there
is no prominent cyber institutions that can exert authority or claim responsibility over
the vast virtual space. Even though Facebook employ the use of moderators to supervise
the movement of the users within the platform, it is apparently not sufficient in screening
and maintaining a safe space and appropriate contents for everyone. As Cindy was a
public figure, she could not avoid engaging in online activities. She was therefore
exposed to cyber victimization. Nevertheless, capable guardianship remains an essential
key in fighting and preventing cyberbullying. Online capable guardianship can be iden‐
tified as the following three types: internet users, webmasters, and police officers.

Internet Users. The population of Facebook users continuously increases. Capable
guardians are users who witnessed the cyberbullying occurrences on various Facebook
pages. They can be either Cindy’s Facebook friends or followers.

Webmasters. Webmasters are the head administrators of the respective social media
platform, and can act as guardians to supervise over the forum.

Police Officers. A police officer has authority to investigate, suppress or prevent crimes.
However, in Cindy’s case, no report was filed to the police force.

4 A Purposed Capable Guardianship Strategy for Fighting
Cyberbullying

Capable guardians can prevent and discourage potential offenders from perpetrating the
crimes. The absence of capable guardianship allows offenders free reign over the virtual
space and renders the users vulnerable to their malicious attacks. However, a criminal
act may not be accomplished if the space is well guarded [23]. In the physical world,
law enforcement officers and neighbors act as guardians that can monitor the compound.
The use of Closed-Circuit Television (CCTV) can also help house owners watch the
house’s premise and surroundings. In the Cyber world, there are three elements that
constitute capable guardianship: Police officers (Law enforcement agents), Internet
users (Neighbors), and Webmasters (Community leader). This proposed capable guard‐
ianship strategy is based on the ‘Nip in the bud’ concept which builds the collaboration

10 D.-Y. Kao et al.



between Internet users, law enforcement and all members of communities or organiza‐
tions to prohibit the threat of cyberbullying. It comprises the obligation, alert, and
preventive in Table 2.

Table 2. Fighting cyberbullying strategy through capable guardianship

Physical capable guardianship
Nip in the bud Internet Users

(Neighborhood)
Webmasters
(Community leader)

Police Officers (Law
Enforcement Agents)

Obligation Cyber-surrounding
monitory

Terms of use Framework
development

Alert Warning attention Red box in risky place Online patrol
Preventive Primary report Negative point

deletion
Stop cyberbullying
Campaign

4.1 Internet Users

Individuals can come together with police officers to implement an online community
watch program. Internet users can help prevent crime by posting crime alerts, and raise
awareness of suspicious cyberbullying activities in their surrounding areas. This enables
them to report cyberbullying and suspicious activity to other Internet users, webmasters,
or police officers in real time.

4.1.1 Cyber-Surrounding Monitory
Crime and the fear of crime create special issues on the Internet. Cyberbullying preven‐
tion is not the duty of police officers alone, but every user’s duty [4]. Internet users have
a small but significantly desirable impact in combating cyberbullying. All users should
act as good neighbors and keep a keen eye on the social interactions inside the virtual
world.

4.1.2 Warning Attention
Crime preventive measures help online users create a safe and secure social space [3].
An alert system that warns against and blocks any message with malicious intent can
help filter much of the negativity that permeates the atmosphere of the interaction.
Documenting evidence of the crime can make it difficult for criminals to commit cyber‐
bullying and retain their anonymity. Whenever a cyberbullying occurs, a witness can
help capture evidence from messages or pictures to prosecute the offender in the near
future.

4.1.3 Primary Report
Cyberbullying messages can usually be screen captured and presented to someone who has
the authority to help. If someone detects any cyberbullying conflict or possibility, reporting
the incident to webmasters or police officers will be essential in narrowing down the

The Cyberbullying Assessment of Capable Guardianship 11



offenders and removing the threat [14]. Webmasters are equivalent to that of the landlords
and are obligated to take care of his or her villagers whenever an offense occurs.

4.2 Webmasters

Webmaster is the community leader or landlord, who is perceived to represent the
community and has responsibility for looking after all members’ safety. In case of crim‐
inal occurrence in physical world, police who has built up a familiarity with the leader
will identify and solve problems effortlessly.

4.2.1 Terms of Use
The terms of use provide a rule or regulation for webmasters to ban cyberbullying in
good order [12]. Each type of cyberbullying incident differs in motives, solutions and
responses. There is no golden rule that fits all when cyberbullying is concerned.
Preventing cyberbullying can be initiated from educating the Internet users about the
consequences of account suspension or permanent ban. Users should respect others and
take a stand against cyberbullying.

4.2.2 Red Box in Risky Place
“Red box” normally appears at many places where is considered as a risky place. Inside
the red box is contained a notebook which a patrol police will sign in while patrolling.
People can drop the comments about suspicious incident into the box either [6]. Red
box is set up for decreasing the occurrence of crime in community. Crime hubs in
cyberspace are socializing sites including online chat rooms, blogs, public message
boards, social networking sites, and online dating sites [8]. Red box in this proposed
strategy means a website could send a warning to all users or allow them to report any
incident directly into it. This function also allows relevant authorities (ex. webmasters)
to notify the information to members independently.

4.2.3 Negative Point Deletion
When a user becomes aware of any post, message, and comment with the clear intent
to start cyberbullying, website administrators can remove them permanently and prevent
the crime from occurring in the first place.

4.3 Police Officers

This strategy presents the community-based crime prevention by utilizing neighborhood
surveillance, police building ties with communities’ members, and the principle of patrol
police duty. Interactive partnership and collaboration are created for developing
problem-solving solutions.
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4.3.1 Framework Development
Law enforcement officers are obligated to develop a framework for crime investigation
or crime prevention [15]. Crime prevention means being aware of online environment
and remaining alert to risky situations that could make users vulnerable to crime.
Previous cyberbullying cases could be examined to gather crime determinants, offend‐
er’s behaviors, and victims’ weakness.

4.3.2 Online Patrol
Online patrols can create protection, alert the community, and safeguard users inside
the cyberspace [23]. Any incident will be reported without delay. Police officers need
to cover their identities, keep a low profile, and reveal as little information as possible.
Social media allows users to post any message or comment anonymously. These sites
are risky places for cyberbullying, and police officers should constantly keep monitoring
their actions on the Internet.

4.3.3 Stop Cyberbullying Campaign
The Stop Cyberbullying campaign protects victims by preventing sharing, or participa‐
tion in the offense [23]. Police officers can promote the campaign on the organization’s
website or spread the awareness to various communities with the cooperation from
media, academic institutions and leader of the communities.

5 Conclusion

Routine Activity Theory (RAT) is analyzed in the Taiwan’s Cindy cyberbullying inci‐
dent. Motivated offenders can gain access to victims’ personal information with lack of
online behavioral control. Cindy became a suitable target due to her online risky behav‐
iors (person) and Facebook features (place). The “nip in the bud” strategy includes the
obligation, alert and preventive action. Capable guardians could be police officers,
Internet users and webmasters. An increase in guardianship roles has a positive effect
on the reduction of cyberbullying offenses. Future study will work on another two
variants, motivated offenders and suitable targets, to fight against cyberbullying effi‐
ciently. Cyberbullying could possibly change into an aggressive crime in nature if left
unchecked. People should be made aware of the threats of cyberbullying and help each
other in safeguarding and spreading knowledge in the community.
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Abstract. With the advent of militaries declaring cyberspace as the fifth domain
of military warfare, those modern societies that are heavily dependent on its reli‐
able operation need to have a clear understanding of the actors and future activities
brought about by this new doctrine. Knowing what is meant by the terms ‘cyber
war’ and ‘cyber warfare’ is critical to navigating a path forward in preparing for
and mitigating the effects caused by such activities. In this paper, the authors
identified and analysed 159 documents containing the definitions for these terms
in order to discern definitional origins, patterns of usage and the relative trends
that emerge as a result. From this analysis, we construct a discourse hierarchy of
cyber war and cyber warfare definitions, both as a representation of the findings
as well as a basis for incorporating future works into the larger context of the
domain.

Keywords: Cyber · War · Warfare · Discourse analysis · Definition · Hierarchy

1 Introduction

Cyberspace is a global Information and Communications Technology (ICT) infrastructure
that has rapidly evolved and expanded to become an integral component of modern society.
It has facilitated immense increases in the range, reach and volume of communications on a
scale never seen before. Cyberspace enables mass communication, global supply chains,
shared intelligence, and access to the ideas of a diverse set of cultural norms and customs.
Its continued persistence is now integral to everyday life and the functioning of modern
States and the broader international system. As a result, cyberspace has attained a strategic
significance with both national and international dimensions.

The strategic value of cyberspace rests both in the infrastructure itself and in the
information that is being globally stored, transmitted, and shared. This massive infra‐
structure moves across State borders – sovereign areas of controlled space. It also
traverses those expanses that are open to all nations; international waters and orbital
pathways. The data and information flowing through this infrastructure comprises many
of the forms of communication that individuals, nation States and sub and supra State
organizations use on a daily basis to conduct the transactions underpinning twenty first
century society. Any deliberate disruption of this infrastructure or the information it
contains is likely to be harmful to States, citizens, and international stability. Accord‐
ingly, governments across the world are expanding their security doctrines to include
the defense - and in some cases the exploitation [1] - of cyberspace.
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Traditionally military doctrine considered land, sea, and air as operational domains of
warfare. The advent of orbital and satellite technologies saw the addition of the operational
domain of space. Now militaries have begun to consider cyberspace as the fifth domain of
warfare. But just what does this mean? How does a military secure cyberspace? What
weapons exist in their arsenal to defend it and what new weapons will need to be developed
and deployed to do so? Over the years military scholars and academics have published a
plethora of competing discussions envisioning cyber war, cyber warfare, and how best to
prepare for it. However, in an initial exploration of military and academic literature
pertaining to cyber war and cyber warfare, the authors discovered significant variations in
how these terms have been defined. In an emerging field of study concerned with both the
security and military exploitation of cyberspace - of such criticality to modern societies - the
authors believe that definitions do matter. As such, we embarked on an extensive examina‐
tion of competing definitions. Our aim was to better understand their uses, clarify their
scope, and identify any patterns, categories and trends emerging from their application
within the body of literature relevant to this domain. In the proceeding sections of the paper
we articulate the methodological design used in selecting the body of literature, before
providing a detailed analysis of our findings. We then used the results of our research to
construct a discourse hierarchy of the definitions of cyber war and cyber warfare we have
encountered. Finally, we present our conclusions and identify opportunities for future
research.

2 Methodology

The methodological design of our examination was founded on the theory and practice
of a social constructivist application of discourse analysis. Our methodology utilized
the concept of an ‘order of discourse’ [2, 3], which we understand as a terrain in which
competing discourses attempt to disseminate their claims to authoritative knowledge.
In this case the competing discourses are the contrasting definitions of ‘cyber war’ and
‘cyber warfare’ that have been identified in the literature survey. Competition between
discourses can be seen operating at two levels: textual – the competition between defi‐
nitions set out in individual texts, and disciplinary, the competition between different
academic disciplines. The texts upon which discourse analysis was performed were
articles and papers that include the terms ‘cyber war’ or ‘cyber warfare’ in their title or
abstract, as key words, or at least five times in the main body of text. Slight lexical
variations of these terms, such as ‘cyberwar’, or ‘cyber-war’, were considered to be
synonymous for the purposes of determining qualifying literature. Furthermore, to
qualify as a text, a document must have been published on or before 31 July, 2016, and
be either:

1. A peer reviewed article from an academic journal;
2. A peer reviewed paper from a published conference proceeding; or
3. A publicly available military document that has been published for internal or

external use.
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The body of literature was generated through a series of searches on Google Scholar,
using the terms cyber war, cyberwar, cyber-war, cyber warfare, cyberwarfare, and cyber-
warfare. Qualifying articles were extracted from the first twenty pages of search results
for each term. An important consideration of this approach was to ensure other scholars
had the means to replicate and verify this process.

The key metrics extracted from each article for detailed analysis were definition,
academic discipline, publication date, times cited, and terms used (e.g. cyber war or
cyber warfare). In light of the diverse spectrum of cyber war and cyber warfare defini‐
tions we encountered, definitions were distilled into two categories – explicit and
implicit. Definitions were considered explicit when an article presented a conception of
cyber war or cyber warfare that was distinct, clearly stated, and unambiguous. The
implicit definition category was used to group conceptions of cyber war and cyber
warfare presented in the articles where an explicit definition of cyber war or cyber
warfare was not present. Implicit definitions encompassed a wide spectrum of lingual
specificity. This included uses of the term where a reasonably precise definition could
be inferred from the text, through to uses of the terms in a ‘purely descriptive, non-
normative sense’ [4] such as in The Tallinn Manual on the International Law Applicable
to Cyber Warfare, through to uses of the terms that we regarded as largely superficial.

3 The Discourse of Definitions: Cyber War and Cyber Warfare

The research presented in this paper ultimately examined 159 publications as both a
survey and a comparative analysis of definitions of cyber war and cyber warfare. We
wish to emphasize that this was a descriptive, rather than a prescriptive activity. It was
not our intent to argue for the indisputable validity of any one definition. Indeed, we
believe that in a contested domain such efforts are more likely to confuse, rather than to
clarify the discourse.

Our first task was to clarify the use of the terms cyber war and cyber warfare in
discourse. We began with an assumption that differences between the terms could be
understood by a traditional military distinction, where ‘war’ is held to be the act of war,
while ‘warfare’ is the means. Accordingly, cyber warfare could be understood as the
means of cyber war, and cyber war the act. However, this assumption was not borne out
in our analysis. Figure 1 demonstrates the prevalence with which the terms were used
in our methodological sample.

Fig. 1. Use of terms in articles

The Hierarchy of Cyber War Definitions 17



Tellingly, over half of the articles only used a single term in their analysis; 39 articles
exclusively used ‘cyber war’ and 43 articles exclusively used ‘cyber warfare’. 75 articles
used both terms, but did not offer a means to formally distinguish between the terms.
Only two articles offered distinct definitions of each term. Out of the 85 articles that
made use of both terms 35 used cyber warfare as a dominant term, 20 used cyber war
as a dominant term, while 20 articles used both terms with comparable frequency. The
authors considered a term to be dominant if it was used at least twice as often as the
competing term.

The authors did note that in 12 out of the 35 articles including both terms, with cyber
warfare as the dominant term, that cyber war was used to denote a particular act or event,
which aligned with our original assumption regarding the distinction between ‘war’ and
‘warfare’. A similar pattern was used in articles that used both terms with comparable
frequency; five out of 20 such articles used cyber war to indicate an act or event. While
these trends are notable, we did not feel that they were of sufficient weight to alter the
key conclusion we drew from this information – that the current discourse does not
provide sufficient evidentiary basis to definitively distinguish between the terms cyber
war and cyber warfare. In accordance with our descriptive analytical approach, we
therefore concluded that the current state of the discourse necessitates that we consider
cyber war and cyber warfare as synonymous terms. This is not to say that we believe
this lack of distinction between the terms is desirable; indeed we regard the state of
ambiguous equivalence between the terms as an impediment to focused research.

For our next task, we focused on the proportion of articles that offered a clearly stated
explicit definition of cyber war or cyber warfare, versus articles that offered an implicit
definition of cyber war or warfare. As illustrated in Fig. 2, out of the 159 articles exam‐
ined we found that only 56 offered explicit definitions, versus 103 articles that based
their analysis on generally weaker, implicit definitions of cyber war or warfare.

Fig. 2. Explicit vs. Implicit

The abundance of articles that base analysis on implicit rather than explicit definitions
leads us to agree with the observations presented by Lewis [5] and Raboin [6], that ambig‐
uous terminology weakens the analytical utility of the cyber war and warfare discourse. We
further agree that the information we have uncovered lends credence to Liff’s [7] observa‐
tions, that ‘[W]ritings on cyberwarfare have long been plagued by major definitional prob‐
lems, one consequence of which has been a lack of analytical coherence’, and that the
meaning of ‘cyberwarfare’ has become extremely convoluted in popular discourse. We do
acknowledge that some articles instead offer an explicit definition of related terms such as
‘cyber-attack’ [4, 8], or ‘cyber conflict’ [9]. We believe, however, that unless the relation‐
ship of such ancillary terms to cyber war and cyber warfare is clearly articulated, the defi‐
nition of further competing terms does little to clarify the discourse.
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To develop a deeper understanding of the discourse we thought it essential to trace
its emergence over time. Our sample begins in 1993 with Arquilla and Ronfeldt’s
seminal article ‘Cyberwar is Coming!’ [10]. Our data, shown in Fig. 3, illustrates that
from the publication of Arquilla and Ronfeldt’s article to the turn of the century, cyber
war and cyber warfare discourse remained on the margins of academic debate. From
2000 until 2008 there was a gradual increase in the number of articles published. It was
not, however, until 2009 that rapid growth in the discourse became evident. The number
of articles published in the domain peaked in 2011, then remained strong through to
2013. From 2014 onwards there was a notable drop in the number of articles published.

Fig. 3. Implicit/Explicit definitions by year

It is our contention that the number of articles published in the discourse peaks in
response to what we consider to be the three most notable cyber incidents in the inter‐
national domain; the cyber conflicts between Russia and Estonia in 2007, between
Russia and Georgia in 2008, and the Stuxnet attack in 2011. We believe that the ‘lag’
between the incidents of 2007 and 2008 and the marked increase in publications within
the discourse can be attributed to the time taken for reliable information to emerge, in
addition to the time required to take an article from conception through to publication
in a peer reviewed conference or journal. Based on our observations of the waxing and
waning of the discourse over time, we believe that the discourse will once again expand
in response to further empirical incidents of cyber conflict. For example, while we
believe that most researchers whose work we have studied would not consider the recent
Russian cyber-attacks against the US Democratic Party and alleged interference in the
2016 US election as cyber war or warfare, we nonetheless believe that this event may
generate a considerable body of academic work of relevance to the discourse of cyber
war and warfare definitions.
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As our survey of the cyber war and cyber warfare domain progressed, the inter-
disciplinary nature of the discourse soon became apparent. As part of our analysis we
categorized articles into different academic disciplines, based on the discipline the
publication the article appeared in which it was most closely associated with. The results
of this process are captured at Fig. 4. Four disciplines dominate the discourse: Infor‐
mation and Communication Technology (ICT), Law, Military Studies, and Strategic and
Security studies. These four disciplines accounted for 133 out of the total 160 definitions
encountered, and 47 out of the 57 explicit definitions. The remaining articles were
grouped into the categories of International Relations, the International Conference on
Cyber Conflict, and other. The International Conference on Cyber Conflict is hosted by
the NATO Cooperative Cyber Defense Centre of Excellence (CCDOE) and includes
submissions relevant to cyber security from a wide range of academic disciplines.
Accordingly, the authors felt that articles published from conference proceedings could
not accurately be categorized under a single academic discipline; indeed the diverse
backgrounds of researchers participating in this conference is representative of the multi-
disciplinary nature of the discourse. A similar conclusion can be drawn from the compo‐
sition of the ‘other’ category, which includes articles from publications associated with
International Management, Political Geography, and Philosophy.

Fig. 4. Implicit/Explicit definitions by discipline

Out of the four dominant disciplines within the discourse, the largest body of work
was associated with Law, with the majority of articles concerned with the implications
that the emergence of cyber war and warfare will have on the existing Law of Armed
Conflict, particularly the conditions under whether cyber war or warfare can be consid‐
ered as a ‘use of force’, or ‘armed attack’. The second largest body of work encountered
in our sample was associated with ICT. We considered that this was the most fragmented
discipline, both in the range of divergent positions advanced and the ambiguity with
which the terms cyber war and warfare were used. While it included articles that we felt
made valuable contributions to the discourse [5, 11], we also encountered articles where
we considered the terms cyber war or cyber warfare were used with a significant degree
of ambiguity and superficiality [12, 13].

The discipline of Military Studies made the third largest contribution of articles to
the discourse. Unsurprisingly articles associated with the military discipline predomi‐
nantly focused on how cyber war and warfare capabilities could be used to achieve
military advantage. In addition, there discussion of the ramifications of cyber war and
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warfare for military ethics, ethos, and force development. Readers should note that this
category includes publications from Military Law journals, which we included in the
category because of our belief that their primary focus was on military, rather than purely
legal matters.

The final dominant discipline we identified in the discourse relates to the fields of
Strategic Studies and Security Studies. While these are usually thought of as distinct
disciplines, they have similar fields of enquiry and are often published in venues that
encompass both fields. For these reasons, we have elected to represent them as a single
discipline for the purposes of our analysis. As could be expected, articles associated with
this discipline placed much greater emphasis on the political, international, and strategic
aspects of cyber war and cyber warfare.

To deepen our analysis, we then examined the influence of the articles associated
with each discipline. Our measure of influence was the number of times an article had
been cited. This data was extracted from Google Scholar during the collection of our
sample in July and August 2016. We calculated the average citations per article in each
discipline by adding together the total citations of each article, then dividing by the total
number of articles in that discipline. This information was further broken down into
average citations for both implicit and explicit definitions in each discipline.

As shown in Fig. 5, the most influential discipline in the discourse by citation count
is Strategic and Security Studies, followed by ICT, Law, International Relations, Other,
Cyber Conflict Conference, and finally, Military. However, if we discount citations from
articles with implicit definitions, the rankings change to Strategic and Security Studies,
International Relations, ICT, Law, Military, Cyber Conflict Conference, and Other. This
allows us to draw several conclusions. Despite having the lowest number of articles out
of the major disciplines active in the discourse, the fields of Strategic and Security
Studies have had the greatest impact on the discourse. Conversely Military Studies,
which has the second highest number of articles in our sample has had a low degree of
influence on the discourse.

While the average citations count for articles featuring explicit definitions was
slightly greater than that for articles featuring implicit definitions (34.31 to 31.51), we
were surprised that this was not higher - we had assumed that articles with explicit
definitions would be more influential in the discourse. In line with this observation we
note that articles in the Law, ICT and Other categories with implicit definitions have

Fig. 5. Average impact by article
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been more influential than articles with explicit definitions. In the ICT category, we
ascribe some of this phenomenon to an outlying article – Wang and Wang’s ‘Cyber
Warfare: Steganography vs. Steganalysis’ [12]. The large number of citations it has
accrued (428) does not align with its limited relevance to the domain (cyber warfare is
only mentioned once in the document), granting it a disproportionate weight in our
calculations. If this outlier is removed the average citations for ICT articles with implicit
definitions is reduced from 48.18 to 30.01, and the total average citations for all articles
in with implicit definitions in our sample is reduced from 31.51 to 28.91. We have
observed a similar pattern in the Other category, where two heavily cited articles with
only ancillary discussion of cyber war and cyber warfare acted to inflate the average
citation count for articles with implicit definitions.

The extent to which articles in the Law discipline with implicit definitions have
exerted considerably greater influence than those with explicit definitions, is also worthy
of further consideration. We contend this is due to a focus of the discipline, namely how
cyber incidents should be conceived of with regard to The Law of Armed Conflict and
International Humanitarian Law. More specifically, a substantial number of documents
from the legal discipline consider the circumstances under which acts of cyber aggres‐
sion should be considered as either a ‘use of force’, or an ‘armed attack’, as those terms
are defined within the Charter of the United Nations. The majority of this type of analysis
does not require a perennial definition of cyber war or warfare, as it is focused more on
whether individual acts would cross thresholds established in international law.

4 Explicit Definitions of Cyber War and Cyber Warfare

Until this point our analysis had been focused on the totality of definitions we have
encountered – both implicit and explicit. While consideration of implicit definitions has
provided valuable information as to the shape of the discourse, we believed that further
insight could be achieved through a more comprehensive analysis of the explicit defi‐
nitions encountered in our survey. We began by more effectively ordering explicit defi‐
nitions by consolidating duplicated definitions. We achieved this by counting each
duplicate definition once, then associating it with the discipline of the article using that
definition which had the highest citation count. This resulted in the total number of
definitions being reduced from 57 to 44, as well as minor adjustments to the number of
definitions associated with each discipline. The results of this process are illustrated in
Fig. 6.

Our next action was to shift our analysis down to the level of individual explicit
definitions, then to rank these according to influence (by citation count). The top five
definitions are captured in Fig. 7.
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Fig. 7. Top definitions by influence (citation count) [10, 14–17]

The five definitions listed in Fig. 7 have had the greatest influence by citation count
out of individual articles encountered in our sample. As we have previously noted,
however, we encountered several definitions that were repeated in several articles across
several disciplines. While we regard this as further evidence of the cross-disciplinary
nature of the cyber war and warfare discourse, we also believed that a more in depth
examination of these ‘cross-disciplinary definitions’ provided another viable method to
explore the influence of competing definitions. This led us to construct the table at
Fig. 8, where we identified: (a) each cross-disciplinary definition; (b) the references for
the articles in which the definition appeared; (c) the discipline of each article in which

Fig. 6. Explicit definitions
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the definition appeared; (d) the number of citations arising from each article; (e) the
original source of the definition; (f) the citations arising from the source article; and (g)
the total number of citations associated with the cross-disciplinary definition.

Out of the five cross-disciplinary definitions captured in Fig. 8, only the Arquilla and
Ronfeldt definition is present in Fig. 7 - the initial table we constructed to demonstrate
definition influence. We do note that Arquilla had modified his and Ronfeldt’s original
1993 definition of cyber war (conducting military operations according to information
related principles) to what may be considered a more modern formulation – ‘An emer‐
gent mode of conflict enabled by and primarily waged with advanced information
systems, which are in themselves both tools and targets’ [21].

Out of the remaining four remaining cross-disciplinary definitions, we considered
neither Alford’s nor Taddeo’s definitions to be sufficiently influential to warrant detailed
analysis at that stage. Both definitions encountered were in only one other article and
have generated minimal citations. Clarke and Knake’s definition - ‘Cyber war is the act
of nation state to penetrate another nation’s computer or network in order to cause
damage or disruption’ [36] - is succinct enough to require little explanation. Aside from
its State-centric focus its most noteworthy point is the volume of citations it has gener‐
ated – nearly 800. The background and context of the remaining cross-disciplinary
definition – the concept of Computer Network Operations, promulgated by the US
Department of Defense – is more complex and worthy of further explication.

Computer Network Operations (CNO) is a combined concept defined as consisting
of Computer Network Attack (CNA), Computer Network Defence (CND) and Computer
Network Exploitation (CNE). CNA is defined as ‘[a]ctions taken through the use of
computer networks to disrupt, deny, degrade or destroy information resident in
computers and computer networks, or the computers and networks themselves’ [30].
CND is defined as ‘[a]ctions taken to protect, monitor, analyze, detect, and respond to

Fig. 8. Breakdown of cross-disciplinary definitions [18–36]
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unauthorized activity within the Department of Defense information systems and
computer networks’ [30]. CNE is defined as ‘[e]nabling operations and intelligence
collection capabilities conducted through the use of computer networks to gather data
from target or adversary automated information systems or networks’ [30]. Notably, the
Department of Defense source document does not explicitly equate CNO to cyber war
or cyber warfare. However, this equation is made in the works of Turns [29], Kirsch [28],
Leblanc et al. [26], and Chappelle et al. [27]. We regard the equivalence these authors
assert between the terms CNO and cyber war or cyber warfare as valid, particularly
when the concept of CNO is considered in light of the Department of Defense’s (DoD)
Strategy for Operating in Cyberspace [1]. Despite not making explicit use of the terms
cyber war or cyber warfare, the strategy outlined in this document includes actions likely
to be considered by many authors in the discourse as exemplary acts of cyber war or
cyber warfare. For example the strategy notes how ‘the President or the Secretary of
Defense may determine that it would be appropriate for the U.S. military to conduct
cyber operations to disrupt an adversary’s military related networks or infrastructure’
or to ‘use cyber operations to terminate an ongoing conflict on U.S. terms’. Furthermore,
the strategy notes how U.S. Cyber Command (USCYBERCOM) may be used ‘to deter
or defeat strategic threats in other domains’, and sets a specific strategic goal that focuses
on the creation and maintenance of cyber options to ‘control conflict escalation and to
shape the conflict environment at all stages’ [1].

Neither of the original source documents from which the Clarke and Knake or US
Department of Defense definitions arose were included in our sample. Clarke and
Knake’s definition was not originally published through an academic venue, while the
source document for US Department of Defense’s concept of Computer Network Oper‐
ations was not returned in search results – presumably because it does not include the
terms cyber war or cyber warfare. Our analysis shows, however, that both works have
had considerable influence on the discourse. Indeed, as we have noted, Clarke and
Knake’s work has generated more citations than any other publication.

Based on our analysis of cross-disciplinary definitions we combined Fig. 7 – the
most influential definitions by citation count from a single article, with Fig. 8 – the
breakdown of cross-disciplinary definitions. The results are captured in Fig. 9. For
reasons previously stated concerning low citations, we omitted Alford’s 2000 definition
and Taddeo’s 2012 definition.

Figure 9 contains the seven most influential definitions that we encountered.
However, under further analysis we regard only five of these as ‘essential’ or ‘core’
definitions, in that they ascribe cyber war or warfare certain characteristics or thresholds
that cannot be deduced from other definitions. The five core definitions we have iden‐
tified are Clarke & Knake [37], Arquilla and Ronfeldt [10], Rid [14], US Department
of Defense [30], and Nye [17]. We contend that the definitions offered by Nicolson et al.
[15] and Schaap [16] are more correctly viewed as being derived from the definitions
offered by Clarke and Knake and the US Department of Defense. Both definitions utilize
the State-centric conception of cyber war and cyber warfare found in Clarke and Knake,
in addition to the emphasis on CNO that is the focus of the Department of Defense
definition. We further justify this action by noting that Schaap’s definition uses the
language from the Department of Defense definition – ‘the use of computer networks
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to disrupt, deny, degrade or destroy information resident in computers and computer
networks, or the computers and networks themselves’ – verbatim.

5 A Discourse Hierarchy

Our analysis leads us to contend that the five core definitions we have identified form
the foundations for a ‘discourse hierarchy’ of cyber war and cyber warfare definitions.
We believe that out of the 44 explicit definitions we encountered in our analysis, 43 can
be logically placed in the structure of our hierarchy. Each definition in the hierarchy
either has a one to one relationship with a core definition. Alternatively, in cases where
we have perceived that the definition in question included components from two distinct
core definitions, a one to two relationship with two core definitions. Our discourse hier‐
archy is presented at Fig. 10. To explicate the underlying logic of the relationships within
it, is necessary to expand upon each of the five core definitions that form its basis.

Rid’s definition is presented in his provocatively titled article ‘Cyber War Will Not
Take Place’. Taking as his starting point the conception of war presented by Clausewitz
[66], Rid states that cyber war is ‘a potentially lethal, instrumental, and political act of
force conducted through malicious code’ [14]. This places an extremely high threshold
on what would constitute cyber war or cyber war; indeed Rid argues ‘that cyber war has
never happened in the past, that cyber war does not take place in the present, and that it
is unlikely that cyber war will occur in the future’ [14]. No other authors we have
encountered placed such demanding thresholds within their definition of cyber war or
cyber warfare. However, a considerable number of definitions include sufficient compo‐
nents of Rid’s definition to be grouped under him in the discourse hierarchy. Alford’s
2000 definition, which we have previously encountered in our analysis of cross-disci‐
plinary definitions, is a useful example. Alford’s defines cyber warfare as ‘any act
intended to compel an opponent to fulfil our national will, executed against the software

Fig. 9. Most influential definitions by citation count
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controlling processes within an opponent’s system.’ [22] While it omits Rid’s criterion
of potentially lethal violence, we contend that this Alford’s definition shares Rid’s
conception that cyber war and cyber warfare must involve an instrumental and political
act of force. Lewis’s 2012 definition – ‘the use of cybertechniques to cause, damage,
destruction, or casualties for political effect by States or political groups’ [5] is in even
closer alignment with Rid, although, in a similar manner to Alford, he stops short of
saying that cyber war or cyber warfare must be potentially lethal. In addition, while one
could argue that the concept of instrumentality is implicit in his definition, it is not an
explicit threshold, as is the case with Rid. A final example is the definition offered by
McGraw. In effect McGraw defines cyber war as the application of violent, physical

Fig. 10. Discourse hierarchy of cyber war and cyber warfare definitions [7, 15, 37–65]
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force via virtual means by groups for ‘political, economic, or ideological reasons’ [38].
Once again McGraw’s definition does not maintain Rid’s threshold of potential lethality,
but does emphasize that cyber war should be conceived of as a means to achieve a
political end.

We consider the above definitions to have a one to one relationship with Rid’s
definition in the discourse hierarchy. There are other definitions, however, that utilize
components of both Rid’s definition and the Department of Defense’s conception of
CNO. An example is the definition offered by Junio [41], where cyber war is defined as
a coercive act (using force to change or preserve a political status quo) involving
Computer Network Attack (where information is disrupted, degraded, or destroyed).
The emphasis on cyber war as a coercive act ties back to Rid, while the reference to
Computer Network Attack and the disruption, degradation, or destruction of information
is sourced from the Department of Defense’s concept of Computer Network Operations.
A similar combination of definition components is evident in Liff’s 2012 definition
where ‘cyberwarfare is conceptualized as including only computer network attacks
(CNA) with direct political and/or military objectives – namely, attacks with coercive
intent and/or as a means to some strategic and/or brute force end – and computer network
defense (CND)’ [7].

While the above definitions are the result of the interaction of the definitions offered
by Rid and the Department of Defense, numerous other definitions can be traced solely
to the Department of Defense. Birdwell and Mills’s define ‘cyber war-fighting actions
as CNA plus a subset of CND called CND-response actions (CND-RA)’ [44], notably
omitting Computer Network Exploitation (CNE) from their definition. A similar defi‐
nition is offered by Scott et al.: ‘Cyber warfare is typically associated with the fields of
Computer Network Attack (CNA) and Computer Network Defense (CND)… CNA
attempts to create tactical and strategic effects through the control and exploitation of
network resources, whereas CND defends against these same objectives’ [48]. Related
definitions are observed through the combination of the Department of Defense defini‐
tion and the Clarke and Knake definition. The definitions by Schaap [16] and Nicholson
et al. [15] are useful examples; the definition offered by Dipert [50], is similarly
comprised.

One of the key characteristics of Clarke and Knake’s definition is that it stipulates
cyber war and cyber warfare as something that occurs between nation states. The defi‐
nitions located under Clarke and Knake within the hierarchy share this state-centric
focus, albeit with slight variations. The definition offered by Golling and Stelte expands
the scope of actors involved in cyber war and cyber warfare to include groups operating
‘on behalf of, or in support of, a government’ [51]. Danks and Danks’s definition does
not have a strict criterion that cyber war or warfare either originates from or is targeted
at a State. Instead they state that ‘cyberwarfare involves groups with the expertise and
resources to mount a significant attack, including the accompanying research and devel‐
opment costs, and so arguably includes only those with the backing of a nation-state,
whether the group is officially part of the state (e.g. military), or only sponsored (e.g.,
contractors), encouraged (e.g., patriotic hackers), or tolerated (e.g., international crime)
by the state [53]. They further note that State backed groups ‘typically have a goal that
serves the interest of a particular State or state-like group’ [53]. Conversely Bachmann’s
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2012 definition does not require that a specific category of actor initiates cyber war or
cyber warfare, so long as the actor in question targets a State and has the means to launch
‘a sustained campaign of concerted cyber operations’ [52].

In a pattern similar to that observed elsewhere in the hierarchy, a number of defini‐
tions are constituted according to a dual relationship with both the Clarke and Knake
and Arquilla and Ronfeldt definitions. Definitions such as those offered by Hughes [56],
and Taddeo [24] utilize Arquilla and Ronfeldt’s conception of cyber war and warfare –
conducting military operations according to information-related principles – but add the
additional criterion that cyber war and cyber warfare is ‘waged by states and significant
non-state actors’ [56], or used ‘within an offensive or defensive military strategy
endorsed by a state’ [24]. Other definitions grouped solely under Arquilla and Ronfeldt
focus more exclusively on operational warfare and the furtherance of traditional, kinetic
combat (see Libicki [63], Clemmons and Brown [60], and Lupovici [61]).

The final core definition within the hierarchy is that advanced by Nye – ‘hostile
actions in cyberspace that have effects that amplify or are equivalent to major kinetic
violence’ [17]. We regard Nye’s definition as particularly useful as it provides a mech‐
anism to group those definitions that make reference to the concepts of ‘use of force’
and ‘armed attack’, as they appear in international law. A considerable amount of the
legal discourse pertaining to cyber war and cyber warfare discusses how these concepts,
enshrined in the UN Charter, apply to cyber conflict. While there is considerable disa‐
greement as to whether acts of cyber disruption can ever reach the threshold of the use
of force, or even armed attack, there is near universal agreement that cyber war or warfare
that causes physical destruction to a level equivalent to traditional kinetic weapons
would cross these thresholds. Thus, within our hierarchy, we have aligned definitions
such as those offered by Huntley [64], and Droege [65], with Nye’s definition.

We have represented Hunker’s 2012 definition [55] as the result of the combination
of Nye’s definition with that of Clarke and Knake, as he draws upon the latter’s concep‐
tion of cyber war as something that occurs between nation States. We have categorised
Raboin’s definition in a similar manner, as he states that ‘cyber warfare … has come to
symbolize a state sponsored use of weapons functioning within the cyberspace domain
to create problematic and destructive real world effects’ [6]. The final definition asso‐
ciated with Nye, that proposed by Parks and Duggan, has a relationship to Arquilla and
Ronfeldt’s definition. They state that ‘cyber-warfare, is a combination of computer
network attack and computer network defence’ and that ‘cyber warfare must have kinetic
world effects’ [11]. From the context of their paper ‘The Principles of Cyber-warfare’,
we interpret this to primarily mean kinetic military effects.

6 Conclusions

Through our application of discourse analysis, we have deduced several conclusions
regarding the nature of the discourse of cyber war and warfare definitions. First, the
discourse provides no basis to definitively distinguish between the terms ‘cyber war’
and ‘cyber warfare’; extensive synonymous use of the terms in the literature relevant to
the domain precludes this. Second, despite location in a domain ostensibly concerned
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with the explication and implications of newly emerged technologies and modalities, a
majority of articles do not offer explicit definitions of either cyber war or cyber warfare
from which to base their analysis. Third, the expansion (and recession) of the discourse
correlates with major international cyber incidents. Fourth, the discourse is inherently
inter-disciplinary. This is demonstrated by the considerable bodies of research arising
from publications associated with the disciplines of Information Communication Tech‐
nology, Military Studies, Law, and Strategic and Security Studies. The inter-disciplinary
nature of the discourse is further illustrated by the frequency with which definitions
migrate across articles arising from different disciplines.

We have further concluded that the domain is characterized by both intra and inter-
disciplinary competition between dozens of definitions, most of which have exerted
minimal academic influence. While there are definitions that have been comparatively
influential, there is no dominant functional definition of significance to the discourse.
We contend that this is indicative of a domain contested by a multitude of stakeholders
with differing agendas; and that this is a factor in the failure of the domain to produce a
dominant functional definition.

While some element of fragmentation within the domain may be inescapable, we
have nonetheless shown that almost all definitions we have encountered can be deduced
from five core definitions - those identified through our application of discourse analysis
methodology. The identification of these core definitions has in turn allowed us to
construct a discourse hierarchy of cyber war and warfare definitions. While we believe
that this hierarchy has value in its ability to represent a spectrum of disparate definitions
under a single model, we have primarily constructed it in the hope that it may be expand
upon and refined as the domain solidifies its use of definitions and associated outcomes.
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Abstract. The number of cybercrime involving digital evidence will continue
to increase as Internet become more intertwined in society. As criminals deny
committing crime, Law Enforcement Agencies (LEAs) are hindered by the
limited processing capabilities of human analysis. This paper presents a practical
digital forensics framework of exploring ISO/IEC 27043: 2015 activities to
lessen the caseload burden. It provides a suggestion for applying the Helix3
function to meet the need of incident investigation processes at scene or lab.
While live investigative response at scene puts emphasis on finding actionable
intelligence immediately, dead forensic analysis at lab pays great attention to
reconstructing the case and conducting cross–examination to find the truth. Both
are critical in the investigation response of cyber security incident.

Keywords: Digital forensics � ISO/IEC 27043: 2015 � Investigation response �
Cyber security � Forensic analysis

1 Introduction

ISO/IEC 27043: 2015 offers a pragmatic approach for government agencies, private
sectors, and international organizations [12]. Although it is based on idealized models
for enterprise security incidents, Law Enforcement Agencies (LEAs) can apply such
process on cybercrime investigations, differentiate the investigation response process of
cyber security incident, and focus on the effect of people, process, and technology.

1.1 People: Governance on Digital Forensics

The dependence on using digital forensic tools or techniques brings about some
potential risks, such as a framework for digital forensic science, the trustworthiness of
digital evidence, detection and recovery of hidden data, network forensics. The chal-
lenges for LEAs are to ensure the integrity and validity of digital evidence [10]. The
trend of digital forensics implies the imperative need for governance on digital
forensics. They should persistently upgrade their skills, tools, and know-how to keep
pace with changing technology. It is no longer able to simply unplug a computer and
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expand the backlog as a mountain at lab [20]. Investigators should know how to
capture an image of the volatile evidence, use appropriate tools, and perform live
investigative response.

1.2 Process: ISO/IEC 27043: 2015

LEAs expect to conduct an effective investigation, and create a corresponding increase
of cybercrime conviction rate. The main impediment to pursuing these cybercrimes
may be deficient in the suitable processes. The ISO/IEC 27043: 2015 international
standards can provide some guidance of incident investigation processes when judges,
attorneys, or jurors harbor doubts about the reliability and validity of digital evidence.
In order to solve such plights, it is urgent to highlight a comprehensive process.

1.3 Technology: Helix3 Toolkits

There is an abundance of forensic tools on the Internet. Helix3 is a popular forensic
tool, and has implemented numerous acquisition functions in cybercrime investigation
[9]. Some LEAs have adopted Helix3 as their forensic acquisition method.

Literature reviews are presented in Sect. 2. Section 3 analyzes ISO/IEC 27043:
2015 process class and activity in cyber security incident for LEAs. In Sect. 4, the
implementation framework on free Helix3 toolkits is explored to two phases: live
investigative response in windows mode and dead forensic analysis in Linux/Ubuntu
mode. Our conclusions are given in Sect. 5.

2 Reviews

There are two corresponding procedures for LEAs to exercise a good digital forensic
practice. They are the live investigative response at the very first time at front crime
scene, and dead forensic analysis at back-end lab [11]. From the aspect of live inves-
tigative response, investigators aim to implement the process of initialization and
acquisition instantly after the case occurred. On the other hand, back-end forensic
analysis at lab mainly deals with devices that has been collected or acquired at scene. By
scrutinizing digital contents, the interpretation of digital evidence allows them to fully
understand what actions has been performed and how the crime case is committed.

2.1 Crime Investigation and Forensic Science

The challenge of digital forensics lies in identifying important events in an efficient
manner. The digital forensic process can be divided into the following two parts [6]:
live investigative response at scene and dead forensic analysis at lab. Confusion on live
investigative response or dead forensic analysis has motivated courts to explore some
issues in the incident investigation processes of information security. Nowadays the
drastically ubiquitous use of electronic devices in all spheres of life had contributed to
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the increasing demand on technology system [1]. Such devices include much criminal
data and confidential information, and make it a top priority for LEAs to conduct an
effective digital investigation. They face the challenges of analyzing and processing
large amounts of data to determine criminal behaviors and cybercrime patterns [2].

2.1.1 Criminal Investigation at Scene
Criminal investigation should contain forensic science with modern scientific tech-
nique. Analyzing criminal methodology is necessary to identify suspects. The objective
of criminal investigation is to clarify relation of people, matters, time, places and
objects through confirming the criminal methodologies, motives and targets [4]. It
focuses on the identification of victims, the interview of witness, and the fact recovery
of criminal event [19].

2.1.2 Forensic Science at Lab
Forensic science focuses on the scientific method to collect evidence by repetitive and
verified way. Conclusion is the result of deduction from facts, and is the objective
description. Comment or opinion is the conclusion based on scientific knowledge, test
result or self-experience and somewhat subjective compared with conclusion [4].
Investigators should always offer objective opinions and conclusions that are supported
by facts. The conclusions, opinions, and recommendations should only be offered after a
thorough analysis has been completed. Investigators should never offer an opinion or
conclusion in court if they have not performed a proper examination of the evidence [21].

2.2 Traditional Digital Forensics

Digital forensics bridges computer science and judicial process. It is the fast growing field
of science. Qualified investigators should make sure there is no destroyed, corrupted or
changed evidence while they conduct forensic operation [4]. When evidence reliability is
reviewed, trustworthiness of digital evidence should be verified in order to mitigate the
errors at scene and lab. Traditional digital forensics only focuses on dead forensics, but
the dynamic change status of digital evidence will be lost. That is the reason why LEAs
should pay more attentions on live forensics or live investigative response.

2.2.1 Focus on Dead Forensics: Static Analysis of Image Evidence
There is an obstacle in the proposition of evidence collection by tradition forensics.
Traditional forensic analysis is always operated by image analysis in order to mitigate
the suspicion of altered evidence [19]. Forensic analysis will first try to recover the
original state by forensic tools of Encase or FTK on the generated image file, but will
eventually lose the information of volatile evidence, such as running programs, opening
ports, and net status [17]. Digital evidence comes with dynamic features. Volatile
attributes cannot be acquired due to limited time of complete image copy at scene.
Chain of custody documents is created. It will result in accumulated cases at lab.
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2.2.2 Loss on Live Forensics: Dynamic Change of Digital Evidence
The different records of digital data analysis always come after inconsistence of
timestamp, initialization programs, execution procedure or computer state due to evi-
dence dynamics [7]. To minimize this potential, LEAs must consider solutions to
collect volatile data quickly and decisively. It is necessary to adopt live forensics of
accessing evidence though it may somewhat change original evidence and system [8].
For instance, the digital evidence in cloud environment is dynamic and consisted of
both data in local host and remote site. Evidence in local host is consisted of many
evidence attributes in memory, temporary space, or files. Evidence from network
environment is consisted of protocols, size of data packet, IP address of source and
destination, port number of source and destination, and session time, which are not
acquired by traditional forensics [7]. Most analysis in digital forensic science cannot
make similar claims, and such evidence analysis should be interpreted for clarification.
Failure to address live forensics will hurt the fact-finding activity.

3 Differentiating ISO/IEC 27043: 2015 Process Class
and Activity in Cyber Security Incident for LEAs

This paper explores an overview analysis of ISO/IEC 27043: 2015 processes, and
empowers LEAs to enforce digital forensic practices. Complying with the international
standard, ISO/IEC 27043:2015, is an essential part for investigators to obtain the
general credibility. Digital investigations comprise the following processes [12]:
readiness, initialization, acquisitive, and investigative. Figure 1 consists of ten activi-
ties: plan, prepare, respond, identify, collect, acquire, preserve, understand, report, and
close. These activities are iterative. Investigators can retrospect any processes even
after that investigation process is done [15]. Lessons should be learnt to assist in the

Fig. 1. ISO/IEC 27043: 2015 process class and activity in cyber security incident
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future cybercrime investigation. To explore ISO/IEC 27043: 2015 activities, there are
two analysis modes: live investigative response at scene or dead forensic analysis at
lab. A live investigative response occurs when the running system is analyzed at scene
(Fig. 2). This is frequently used while the incident is confirmed. After it is confirmed,
the system can be acquired. If necessary, a dead forensic analysis will be performed to
further examine the data from a suspect system in a trusted environment at lab (Fig. 3).

Fig. 2. Live investigative response at scene

Fig. 3. Dead forensic analysis at lab
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3.1 Preparation

3.1.1 Readiness Processes
Investigators can take a proactive approach for preliminary planning in readiness
processes, and form the digital forensic circuit before their forensic jobs. The potential
digital evidence can be identified, collected, analyzed, or presented to meet the
cybercrime investigation need of efficiency and effectiveness.

Plan
LEAs may suffer from poor planning when they face the ever-changing cybercrime. It
is essential for them to verify their scope and purpose in an investigation [14]. A clear
understanding of careful planning helps clarify the approach investigators take. The
plan should work from general issues to specific requirements so that investigators can
make right decision in identifying the criminal. It is critical to ensure that the following
steps are implemented to present a proper report [13]:

• The investigation of cyber security incident is carried out in scientific method and in
a professional manner.

• Some observations are proposed to describe an incident phenomenon. The for-
mulation of a hypothesis is presented to explain the phenomena.

• The fact finding of forensic examinations may lead either to the confirmation of the
hypothesis, or to the ruling out of the hypothesis.

• The incident investigation requires that a hypothesis be ruled out or modified if its
predictions are clearly and repeatedly incompatible with digital evidences.

• Potential source of evidence are not overlooked.
• A systematic architecture is established.

Prepare
There are fundamental requirements for investigators, such as capable personnel
training, standard operating process setting, forensic equipment preparing, file docu-
menting, and so on. If servers are compromised, investigators should react quickly to
carry out cybercrime investigation in a forensically sound manner.

3.2 Live Investigative Response for First Responders at Scene

When a computer system is power-on or online, its state is constantly changing. No
matter what kind of toolkits investigators use on a live system, they will definitely
influence the state of the computer system [19].

3.2.1 Initialization Processes
Once a cybercrime has occurred, the initialization processes trigger the commencement
of the digital investigation, and concentrate on case management. This includes inci-
dent detection, first response, plan and preparation. A set of processes will lead
well-trained individuals to implement an investigation. Initialization processes are
compulsory in the corresponding forensic tools and detection techniques to tackle
down cybercrime effectively.
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Respond
The responding activity aims to scrutinize each crime case [16]. The time to respond to
the case varies from the impact and genre. Since every computer system is vulnerable
to hackers, responding to any cybercrime cases in a quick and efficient manner
becomes top priority to mitigate the risk of threat from cybercrimes.

3.2.2 Acquisitive Processes
It is important to preserve the evidence, validate the ability of evidence, and prosecute
the criminal. The acquisitive processes should incorporate the following activities:
identification, collection, acquisition, and preservation. New challenges of cybercrime
cases are presented to investigators due to the escalation need for live investigative
response. Investigators may confront emergent circumstances such as running system
that cannot be shut down, vast database server, encrypted file system, and volatile data
getting lost [13]. Investigators should immediately consider utilizing Helix3 with
well-built functionalities of forensic tools to access the device of their interest. To
develop further insights into cybercrime cases, it is worth noticing not to compromise
the evidence. Improper acquisition of digital device may cause the dismissal of evi-
dence from court of law.

Identify
Forensic investigation cannot be fully realized without comprehensively identifying the
potential evidence in cybercrime [4]. After appropriate and instant response to the
cybercrime, investigators convert the acquired evidence to the readable form of iden-
tification activity. Correctly recognizing and determining the type and contents of the
cybercrime cases will help the entire investigation to smoothly proceed. Once the type
of cybercrime is ascertained, investigators can perform profile detection, network
system monitoring, or cybercrime investigation in a systematic approach.

Collect
With the fast-growing numbers of cybercrime, investigators are increasingly facing
situations in which the traditional forensic methodology of unplugging the power to a
computer and then acquiring a bit-stream image of the system hard drive via a write
blocker is no longer a viable option [20]. From the aspect of live investigative response
to handling cybercrime cases, effective collection of digital evidence is quickly per-
formed and is based on the life expectancy of that evidence in question. Backlogs are
usually associated with cases waiting to be analyzed in crime labs. LEAs are struggling
to reduce digital evidence backlogs in recent years. It becomes crucial for them to
narrow down the cases, and keep high quality in handing every case. Live investigative
response to conducting digital evidence has become a necessity.

Acquire
The shortfalls of traditional forensic method imply the essential need for development
of live investigative response to acquiring digital evidence. Live investigative response
remedies some problems from traditional forensic acquisition such as ineffectiveness
against encryption and loss of volatile data [22]. It is essential for LEAs to collect the
evidence immediately and prosecute criminals successfully after the detection of
cybercrime activities. It means the evidence may inevitably be altered or modified, as
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long as investigators deem the situation appropriate to perform live collection on
running systems. Helix3 may offer forensically sound methodology to seize the
duplication of data and acquire valid digital evidence at scene or lab. To bolster the
credibility and reliability of Helix3 toolkits, it is proper to fortify the admissibility of
the acquired contents at scene by way of the video documentation during handling
digital evidence or computing a checksum for the outcome of forensic tools.

Preserve
The evolution of myriads of cybercrime attacks has brought LEAs down face to face
with the fact that traditional forensic analysis is no longer able to satisfy the require-
ments for preserving digital evidence [18]. Considerable effort in the forensic inves-
tigation is directed at guiding the first responder at cybercrime. Two main problems are
respectively the vast amount of data storage and encrypted files. In live investigative
response, the application of Helix3 proposes a solution to collect/analyze the running
system without shutting down. It can preserve some valuable evidence with least
modifications or obfuscation of the contents. As a general rule of thumb, investigators
can ensure this kind of digital evidence as forensically sound and admissible one.

3.3 Dead Forensic Analysis for Lab Managers at Lab

3.3.1 Acquisitive Processes
Digital evidence remains uncontaminated and forensically useful in acquisitive pro-
cesses [11]. These activities include potential digital evidence identification, collection,
acquisition, transportation, and storage. The essence of acquisitive processes aims to
sustain the evidence to combating cybercrime, and minimize impacts on the
chain-of-custody integrity.

Collect
Actions or measures taken to collect digital evidence should be based on the approved
methods and should not affect the integrity of that evidence [10]. For the sake of
completeness of evidence, it is necessary for investigators to evaluate all evidence,
prove the attacker’s actions, and retain the incriminating evidence.

Acquire
This stage of activity starts when the potential digital evidence is collected and received
by LEAs’ forensic lab. Investigators should conduct a complete acquisition of digital
devices, and determine whether they may contain potentially relevant data. Digital
evidence can be easily altered, damaged, or destroyed. Improper handling or exami-
nation may be fatal to the integrity of the evidence [13].

Preserve
Due to the transient and fragile nature of digital evidence, failure to preserve the
integrity may render it unusable or lead to inaccurate conclusion [19]. LEAs should
understand the importance of their actions and consequences of accessing the original
devices. They should take great care on the court admissibility of digital evidence. The
careful documentation of digital evidence should comply with the chain of custody by
chronological. They should implement appropriate protective and anti-contamination
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measures to keep the disturbance of digital evidence to the minimum. The collected
digital device should be wrapped or secured in an appropriate container to avoid
tampering or spoliation of the potential digital evidence that may reside in it [11].

3.3.2 Investigative Processes
Investigative processes involve processing a large amount of collected data forensi-
cally, achieving the goals of extracting evidence, and assessing relevant information
[19]. In-depth file system analysis, such as analyzing the slack space, unallocated space
in data layer and metadata layer, can be performed to reveal the content of hidden data
and attain data recovery. Digital data pertinent to the incident must be collected and
acquired in adequate manners. Any results from the assessment of extracted evidence
need to draw a conclusion.

Understand
The understand activity aims to assess the obtained evidence quantitatively and qual-
itatively. The approaches to interpreting and analyzing digital evidence rely mostly on
forensic tools. Capitalizing on these tools will improve the understanding, trans-
parency, and readability for investigators. LEAs should be able to distinguish the
difference between human-generated and computer-generated artifacts [21]. The effi-
ciency and effectiveness of utilizing forensic tools are fundamental to reflect the
contextual information in a cybercrime case.

Report
After a cybercrime investigation is complete, the investigator in LEAs may be invited
to provide testimony in court. To deliver the finding in an investigation, a report should
precisely describe its investigative processes, and introduce its technical methods to
identify, collect, acquire, preserve, understand, and reconstruct the digital evidence
[13]. The content of report should be written in a way that general audience can easily
understand. Technological details should be translated adequately to non-technical
people.

Close
The concepts of close activity review the results of the investigation. All evidence
should be appropriately returned to the rightful owner or in a safe place.

4 A Proposed Framework of Exploring ISO/IEC 27043: 2015
Activities to Lessen the Caseload Burden for LEAs

As information technology advances, digital devices become portable and affordable.
A series of methods dealing with digital evidence have been proposed to handle the
investigation process for LEAs. Due to the customizable nature, Helix3 toolkits provide
free attractive function to acquire evidence at scene or lab. It has been very difficult to
integrate all of the information technology into the forensic science from live inves-
tigative response to the lab analysis. This proposed Helix3 framework expands from
crime scene to forensic lab. Similar concepts can be applied to other software.
Although each case is unique, a regular investigation framework always has something
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in common. In most circumstances, investigators can find key evidence during live
investigative response, and put the case into an end. It becomes unnecessary to conduct
a dead forensic analysis at scene for LEAs. By inspecting Helix forensic toolkits from
the perspective of ISO/IEC 27043: 2015, the best practice for first responders and lab
managers will be proposed respectively. It is designed to deal with the collection of live
investigative response in Windows mode and the acquisition of dead forensic analysis
in Linux mode.

4.1 Experiment Design

This experiment has set up a controlled environment to simulate the cybercrime issues.

4.1.1 Hardware

• ASUSTeK Computer Inc.

4.1.2 Software

• OS: Windows 8.1 Home Premium Version
• Forensic Tool: Helix3 (2009R1) (free download from http://www.e-fense.com/

products.php)
• Virtual Machine: VMWare Workstation (10.0.3 build-1895310)

4.2 Toolkit Environment

Helix3 has developed a user-friendly interface in Windows mode to meet the need of
live investigative response at scene. It helps gather information without losing poten-
tially valuable information due to the system shutdown. Sometimes, servers and other
critical resources cannot be turned off at scene. It can get an advanced insight into
potential digital evidence, and assist investigators to judge whether or not the system
contain valuable contents. Preserving the integrity of digital evidence is the basis for
chain of custody in the process of investigations [3]. Since running live preview will
inevitably interfere or modify the original data more or less, this acquisition method is
only implemented for LEAs in exceptional situations or at scene so as to sustain the
admissibility of evidence in the court.

4.2.1 Windows Mode at Scene
After investigators freely download the Windows mode of Helix3, mounting the
“Helix2009R1” ISO file is the easiest way to explore it. During a live investigative
response, a disk is loaded to the live machine and a virtual session is initiated with a set
of toolkits to conduct live forensics.
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4.2.2 Linux/Ubuntu Mode at Scene or Lab
Helix3 toolkits have an interface based on Linux/Ubuntu system, and are often installed
in CD or USB for investigators to collect digital evidence at scene or lab. Investigators
can set up their own customizable toolkits in USBs or CDs. To avoid leaving inves-
tigators’ trail on the evidence system, it is suggested to boot them from a clean, forensic
environment. Before booting up the target system, investigators should setup the BIOS
to boot the system from the forensic USB or CD.

Live Investigative Response at Scene
For a live response, investigators can insert the Helix3 CD and use the function of
Forensics & IR without any need for additional libraries or files. The following toolkits
are included to reveal malicious activities, and respond to incidents quickly: Adepto,
Autopsy, Bless Hex Editor, GtkHash, HFS Volume Browser, LinEn, Meld Diff
Viewer, Ophcrack, Registry Viewer, Retriever, Virus Scanner, Wireshark, and Xfprot.

Dead Forensic Analysis at Lab
The dead forensic analysis refers to a static approach after investigators shut down the
system. Helix3 toolkits are activated from the CD. The examined hard drives are
mounted in read-only mode to impede evidence from contamination. Once Helix3
toolkits are switched to the Linux/Ubuntu mode, it becomes bootable and
self-contained to focus on in-depth analysis of dead systems, such as keyword
searching, integrity check, and hash image [9].

4.3 Analysis Mode of Exploring ISO/IEC 27043: 2015 Activities

4.3.1 Analysis Mode 1: Live Investigative Response at Scene
In ISO/IEC 27043: 2015, the live investigative response process ranges from initial-
ization to acquisitive. At scene, there is no sufficient time for long-term acquisition or
complicated analysis. The instant collection for volatile data is always the key to
successful investigation [5]. By implementing those live responses activities, LEAs aim
to efficiently and effectively identify the case and locate the essential evidence [15].
This section integrates Helix3 features to support the evidence collection.
Multi-dimensional explorations in ISO/IEC 27043: 2015 activities for live investigative
response are presented in Fig. 4 to comprise responding, identifying, collecting,
acquiring, and preserving. These activities are illustrated in both sequential and pro-
cedural manner. The processes of live investigative response in Helix3 toolkits are
further explored below.

Respond
Helix3 features include WFT (Windows Forensic Toolchest), FRU (First Responder
Utility), File Recovery, Rootkit Revealer, Screen Capture, PC On/Off Time, Mozilla
Cookie Viewer, USB Preview, and so on. It is useful for live investigative responders
to immediately discover evidence, capture volatile forensic data, find actionable
intelligence immediately, and get the evidence to the investigators much quicker [17].
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Identify
First responders might be overwhelmed with the amount of information at scene.
Investigators can respectively grab the system information and browse contents of
target system, and immediately recognize where suspicious files or potential evidences
locate.

Collect/Acquire
After identification, key evidence could be found from collecting or acquiring process.
According to the order of volatility, collecting volatile data should always be privileged
to preserve live memory, process, and network information. These would be lost in
traditional forensic approach. Helix3 can support live acquisition on physical memory,
physical drive or logical drive. It can start up FTK Imager for advanced acquisition.

Preserve
The chain of custody principles should always insert into preservation phase to ensure
the integrity of evidence. The first responders can switch to Investigative Notes to fill
up investigator name, case number and agency. Helix3 can automatically generate the
report of whole processes.

4.3.2 Analysis Mode 2: Dead Forensic Analysis at Lab
After the live investigative response at scene, investigators will start conducting the
dead forensic analysis at forensic lab. What forensic analysists find is always the
smoking gun; therefore, analysis is the most complicated and important part in the

Fig. 4. Multi-dimensional explorations in ISO/IEC 27043: 2015 activities for live investigative
response
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whole investigation. Figure 5 demonstrates multi-dimensional explorations in ISO/IEC
27043: 2015 for dead forensic analysis. The function of dead forensic analysis in
Helix3 toolkits is also discussed and analyzed below.

Collect/Acquire

• Adepto: Let investigators select the destination and do hash verification.
• Linen: A Linux version of EnCase acquisition tool can select various imaging

feature step by step.

Preserve

• Adepto: An in-built chain of custody form helps preserve the trace of investigation
records.

• Autopsy: Produce hash value to validate the image, and ensure data integrity.
• GtkHash: Select a file and generate both MD5 and SHA1 hash value.

Understand

• Autopsy: There is a variety of analysis option.
• Autopsy: keyword searching helps investigators looking for essential trace or hex

contents.

Fig. 5. Multi-dimensional explorations in ISO/IEC 27043: 2015 for dead forensic analysis
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• Meld Diff Viewer: This tool allows investigators to see the changes in two files with
a common ancestor. It can distinguish the difference between benign and contam-
inated files.

• Bless Hex Editor: Analyze a single file, and view the detail contents in several
options.

• Retriever: Finding specific file types, such as graphics, word document, video, and
so on.

• Xfprot: There are some scan options for this graphical malware detection toolkit.
• Virus Scanner: There are some scan options for this graphical virus detection toolkit

in a digital forensic process.
• Ophcrack: In this Windows Password cracker software, investigators can update

rainbow tables and import the password files to decrypt.
• Registry Viewer: Investigators can store registry file from Windows system, and

analyze it in Registry Viewer.

Report

• Autopsy: Autopsy can create ASCII reports, and enable investigators to quickly
make consistent data sheets during the investigation.

5 Conclusions

Cybercrime is a growing field in its diversity. Professional hackers can specialize in
using various techniques. LEAs should be ready to plan and prepare their strategies to
combat cybercrime. Any software has some limitations. Digital forensic solutions
should not be limited in some commercial software. To combat cybercrime and put the
criminals behind bars, investigators should take great care in handling digital devices.
This paper increases awareness of ISO/IEC 27043:2015 processes within the digital
forensic community, and shows how they can be utilized to solve lab backlog chal-
lenges. Investigators are able to apply Helix3 free toolkits to handle cybercrime cases,
and fit in the international standard. It can produce a brief report of live investigative
forensic and dead forensic analysis. This paper offers possibilities to conduct prelim-
inary investigation at scene and in-depth analysis at lab effectively. Future research is
needed to enable other software to support digital forensics.
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Abstract. The increasing scale and sophistication of cyber-attacks has
led to the adoption of machine learning based classification techniques,
at the core of cybersecurity systems. These techniques promise scale and
accuracy, which traditional rule/signature based methods cannot. How-
ever, classifiers operating in adversarial domains are vulnerable to evasion
attacks by an adversary, who is capable of learning the behavior of the
system by employing intelligently crafted probes. Classification accuracy
in such domains provides a false sense of security, as detection can eas-
ily be evaded by carefully perturbing the input samples. In this paper,
a generic data driven framework is presented, to analyze the vulnera-
bility of classification systems to black box probing based attacks. The
framework uses an exploration-exploitation based strategy, to understand
an adversary’s point of view of the attack-defense cycle. The adversary
assumes a black box model of the defender’s classifier and can launch
indiscriminate attacks on it, without information of the defender’s model
type, training data or the domain of application. Experimental evalua-
tion on 10 real world datasets demonstrates that even models having
high perceived accuracy (>90%), by a defender, can be effectively cir-
cumvented with a high evasion rate (>95%, on average). The detailed
attack algorithms, adversarial model and empirical evaluation, serve as
a background for developing secure machine learning based systems.

Keywords: Adversary · Reverse engineering · Classification ·
Cybersecurity

1 Introduction

The Big Data revolution has fueled the development of scalable and practical
machine learning systems, which has in turn led to their widespread adaptation
and popularity. The domain of cybersecurity has also recognized the need for a
data driven solution [1,2,4,6,27], owing to the increased scale and sophistication
of attacks in recent times1. Although the use of machine learning techniques has

1 https://www.statista.com/chart/2540/data-breaches/.
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Fig. 1. Classifier systems in adversarial environments. An adversary making probes
to the model C(x) can use active learning to arrive at their own understanding of
the model, as C′(x). Probes are made through the same channels as by other users
accessing the ML service, and as such can be indistinguishable.

found early success in many cybersecurity applications (such as spam filtering
[11], CAPTCHA systems [10], and intrusion detection [6]), its own vulnerabilities
have mostly been overlooked. Machine learning systems were designed under the
assumption of stationarity, i.e. the training and the testing dataset should be
identically and independently distributed [9]. This assumption is often violated
in cybersecurity domains, as the systems operate in a dynamic and adversarial
environment [1,4].

In an adversarial environment, the accuracy of classification has little sig-
nificance if the deployed classifier can be easily evaded by an intelligent
adversary [11]. Classifiers operating in such environments are susceptible to
exploratory attacks by an adversary [1], who uses the same channel as the input
data to probe the system inorder to gain information about it. As seen in Fig. 1,
a model trained and deployed by a data miner (the defender) can provide ser-
vices to end users, but it is also vulnerable to attacks, which use carefully crafted
input samples to evade the classification. In doing so, the classifier system can
be viewed as a black box (C), providing tacit Accept/Reject feedback [18]. This
feedback can be harnessed by an adversary, who is also equipped with the knowl-
edge of machine learning, to reverse engineer (C ′) the behavior of the black box
and avoid detection on future samples. The symmetry of the attack-defense cycle
and the new gamut of vulnerabilities introduced by using classification at the
core of cybersecurity systems, warrants a data driven analysis of the problem
and its effects.

The security of machine learning has garnered recent interest in literature
[1,3,17,18,22,23]. A taxonomy of attacks against machine learning systems was
proposed in [4], with Causative and Exploratory attacks being the broad classi-
fication of attacks, based on the portion of the data mining process they affect.
Causative attacks affect the training data and are aimed at misleading the
learned model. These attacks can poison the trained model, but can be pre-
vented by careful curation of the training data [12] and by using data encryp-
tion techniques to safeguard the original training data. Exploratory attacks are
more commonplace and dangerous, as they affect the testing phase data, which
is often unlabeled and difficult to detect [2]. Using the same channels as a client
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user these attacks can masquerade as regular data samples, posing a risk to any
deployed machine learning model. Mimicry attacks [22], spoofing [2] and reverse
engineering [3] are all forms of exploratory attacks. Exploratory attacks cause
the training and testing data distributions to drift, leading to non-stationarity
and subsequent degradation in the predictive power of a classifier [11]. These
attacks can affect any deployed system, even if the system is available only
as a black box service. Recent advancements in black box Machine-Learning-
as a-Service providers (such as Amazon AWS2, Google Cloud Platform3 and
BigML4), promise a new era of flexibility and ubiquity in the usage of machine
learning. However, preliminary analysis in [23] has shown that these services
are vulnerable to exploratory attacks, by means of querying the system through
their APIs. Membership inference attacks presented in [21], shows that these
services are also vulnerable to data leakage, i.e. inferring whether a particular
sample belongs to a model’s training data, leading to privacy concerns in using
machine learning models. The scope of these attacks can be made independent
of the model trained and deployed as the black box. Deep neural networks were
shown to be vulnerable in [17], who later extended their work in [18] to show how
various classifiers, treated as transferable black boxes, are all equally vulnerable
to such attacks.

This paper analyzes the vulnerability of classification systems to exploratory
attacks, from a data driven perspective. The effects of an adversary, capable
of accessing the system only as a black box; without any information about the
learning process of the defender’s classifier, is presented. To the best of our knowl-
edge, this is the first work which aims at understanding attacks as a exploration-
exploitation problem and presents data generation attack algorithms, using the
classifier as a black box oracle. The following are the contributions of the pro-
posed work:

– The vulnerabilities of classifiers operating in adversarial environments, to
probing based attacks, is demonstrated. These attacks show that classification
systems should not be naively used in cybersecurity applications, as they can
be easily evaded.

– A domain independent and data-driven framework is presented, which can
be used to simulate attacks on classifiers. Under this general framework, two
specific attack algorithms are provided: the Anchor Points (AP) attacks and
the Reverse Engineering (RE) attacks.

– Experimental analysis on 10 real world datasets demonstrate that only infor-
mation about the feature space is sufficient to launch an attack against classi-
fiers, while being agnostic of the type of classifier, the training dataset and the
domain of application. This analysis serves as a background for developing
secure machine learning frameworks.

The rest of the paper is organized as follows. Section 2 presents related work
in the area of exploratory attacks on classifiers. Data driven attacks on binary
2 https://aws.amazon.com/machine-learning/.
3 https://cloud.google.com/prediction/.
4 https://bigml.com/.

https://aws.amazon.com/machine-learning/
https://cloud.google.com/prediction/
https://bigml.com/
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classifiers are presented in Sect. 3. Two specific strategies and algorithms are
presented in Sects. 3.1 and 3.2, for generating simple probing attacks to complex
reverse engineering attacks. Section 4 presents experimental evaluation on 10 real
world datasets, 7 from classification domains and 3 from cybersecurity domains.
Avenues for further development are presented in Sect. 5.

2 Related Work on Exploratory Attacks on Machine
Learning Based Classifiers

Once a model is trained and deployed in a cybersecurity application, it is vulner-
able to exploratory attacks. These attacks are non-intrusive and aim at gaining
information about the system, which is then exploited to create evasive samples,
to avoid detection. These attacks are universal and are difficult to eliminate
by traditional encryption/security techniques, because they use the same access
channels as regular client users and see the same black box view of the system.
Work in [16], shows that linear and convex inducing classifier are all vulnera-
ble to probing based exploratory attacks. Exploratory attacks are classified as
either: Targeted or Indiscriminate, based on the specificity of the attacks [4].
Targeted attacks aim at modifying a specific set of malicious input samples,
minimally, to disguise them as legitimate. Indiscriminate attacks are more gen-
eral in their goals, as they aim to produce any sample which will avoid detection
by the defender’s model. Most work on exploratory attacks are concentrated on
the targeted case, considering it as a constrained form of indiscriminate attacks,
with the goal of starting with a malicious sample and making minimal modifi-
cations to them to avoid detection [5,14].

Particular strategies developed for performing exploratory attacks vary based
on the amount of information available to the adversary, with a broad classifica-
tion presented in [3] as: (a) Evasion attacks and (b) Reverse Engineering attacks.
Evasion attacks are used when limited information about the system is available,
such as a few legitimate samples only. An example of evasion is seen in case of
the ‘Good Words’ attacks on spam classifiers, where the word SALE is modified
to SA1E, to avoid being flagged [15]. In [26], a general purpose domain inde-
pendent evasion technique was developed. Genetic programming was used to
generate variants of a set of malicious samples, as per a monotonically increas-
ing fitness function describing success of evasion. This technique is attractive
due to its generality, but its practically is limited by the lack of a graded fit-
ness function and limited probing budgets. The gradient descent attacks of [5]
provides an efficient heuristic approach to utilizing the information about the
classifier model, to generate optimal modification for targeted evasion of a set of
data samples. However, the attack strategy relies on knowing the exact model
of the defender and cannot be effectively used when only a black box interface
to the defender’s classifier is presented.

Reverse engineering attacks on classifiers, provides avenues for large scale
evasion, as it conveys important internal information about the importance of
features to the classification task. Reverse engineering was employed in [14],



On the Vulnerability of Classifiers to Exploratory Attacks 53

where a signed witness test was used to identify if a particular feature has a
positive or a negative impact on the prediction decision. Reverse engineering
of a decision tree model was presented in [25]. In [26], genetic programming
was used as a model independent reverse engineering tool, assuming that the
training data is known. The idea of reverse engineering was linked to that of
active learning in [3]. Here, the robustness of Support Vector Machines (SVM)
classifiers, to reverse engineering, was tested using active learning techniques of
random sampling, uncertainty sampling and selective sampling.

In the above described targeted-exploratory attacks, it is assumed that an
adversary would give up if an attack is expensive (far from the original samples).
These attacks do not consider the case of a determined adversary intending to
launch an indiscriminate attack. These type of attacks have been largely ignored,
with the only mention we found was in [28], where it is termed - the free range
attack, as an adversary is free to move about in the data space. Analyzing
performance of models under such attack scenarios is essential to understanding
its vulnerabilities in a more general and real world situation, where all types of
attacks are possible. Also, while most recent methodologies develop attacks as
an experimental tool to test their safety mechanisms, there is very few works
[18,21,23], which have attempted to study the attack generation process itself.
Our proposed work analyzes the vulnerability of classifiers to Indiscriminate-
Exploratory attacks, where only a black box model of the defender is available.
A data driven framework is proposed, thereby highlighting the symmetry of the
problem of attack and defense, to motivate a data driven solution.

3 Data Driven Attacks on Classifiers

Data driven attacks on classification systems are exploratory in nature. An adver-
sary proceeds by making probes to the classifier, by means of generated input
samples, which it presents to the system. The feedback, a simple accept/reject
in most cases, can then be used to infer the nature of the trained model. The
classifier is seen only as a black box, which can provide binary feedback on input
samples, in the same way as it provides classification on regular benign input
data (Fig. 1). As an example, a spam classification system will not provide any
information other than its intended behavior of marking input emails as spam,
based on its analysis. In this setting, the model of an adversary can be formalized
as follows:

– Knowledge: Adversary is aware of the number, range and type of features
used by the system. This can be approximated from publicly available case
studies or by educated guessing. No information about classifier type and
training data is known.

– Goals: Adversary intends to produce false negatives for the classification.
– Resources: The attacker has access to the system as a client user. It can

submit probe samples and receive feedback, up to a budget B, without being
detected.
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Based on the above model of an adversary, the problem of generating
exploratory attacks can be formalized. A binary classifier C, trained on a set
of training data D, is deployed to classify input samples as Legitimate or Mali-
cious. An adversary aims to generate samples D′

Attack, such that C(D′
Attack) has

a high false negative rate. The adversary has at its disposal a budget BExplore

of probing data D′
Explore, which it can use to learn about C and understand it

as C ′. This setting represents a natural scenario where attackers start with lim-
ited reconnaissance and then launch a dedicated campaign, based on the learned
vulnerabilities. An adversary operating in this scenario can utilize an Explore-
Exploit strategy, popular in search based optimization techniques [24], to best
utilize the budget BExplore to produce D′

Explore. Two specific instantiations of
this general idea are presented here as the Anchor Points (AP) attack and the
Reverse Engineering (RE) attack.

3.1 The Anchor Points(AP) Attack

Anchor Points attacks start with an adversary gaining information about a set of
samples classified as Legitimate by the classifier C, which it then uses as Anchors
to launch new attack instances. These attacks are characteristic of an adversary
who has a limited probing budget BExplore and who wishes to quickly exploit a
new found vulnerability, as is common in the case of zero day exploits [7].

From a data driven perspective, the attacks begin by obtaining a set of seed
Legitimate samples D′

Seed. As an example, the adversary could start with a set
of legitimate emails obtained from its’ own inbox, for a spam evasion task. The
obtained seed samples are then used to trigger the exploration phase as described
in Algorithm 1. The exploration phase intends to obtain a set of Anchor Points,
which will serve as ground truth for representing the space of samples classified
as Legitimate. This exploration is performed using a radius based incremental
neighborhood search around the seed samples, guided by the feedback from the
black box classifier C. Diversity of search is ensured by dynamically updating
the neighborhood radius Ri in every iteration, as given by (Line 5). This equa-
tion causes the radius of exploration to increase in cases where the number of
legitimate samples obtained are high, thereby balancing diversity of search with
its accuracy. Samples are explored by searching for a random sample within
the radius of exploration, as given by (Line 6). The final exploration dataset of
Anchor Points - D′

Explore, is comprised of all the explored samples xi such that
C(xi) is Legitimate. This is depicted in Fig. 2, as the set of positive points which
are obtained at the end of the exploration cycle.

The explored anchor points set D′
Explore, serves as the basis to launch a

dedicated attack campaign. Algorithm 2 incorporates information learned in the
exploration phase, to generate the attack samples while also imparting diversity
to the attack set D′

Attack. Diversity is imparted by adding random perturbation
to the samples (Line 4) and then generating a sample based on their convex
combination (Line 6), as inspired by the Synthetic Minority Oversampling Tech-
nique(SMOTE) for imbalanced datasets [8]. Random perturbation is controlled
by the input parameter RExploit, which is kept close to Rmin (Algorithm 1), as
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Algorithm 1. AP- Exploration Phase
Input : Seed Data D′

Seed, Defender black box C. Parameters: Exploration
budget BExplore, Exploration neighborhood- [Rmin, Rmax]

Output: Exploration data set D′
Explore

1 D′
Explore ← D′

Seed

2 count legitimate=0
3 for i = 1 .. BExplore do
4 xi ← Select random sample from D′

Explore

5 Ri = (Rmax − Rmin) ∗ (count legitimate/i) + Rmin

6 x̂i ← Perturb(xi , Ri) � Perturbed sample
7 if C.predict(x̂i) is Legitimate then
8 D′

Explore∪ x̂i

9 count legitimate ++

10 Procedure Perturb(sample, RNeigh)
11 return sample+=random(mean=0, std=RNeigh)

Algorithm 2. AP- Exploitation Phase
Input : Exploration data set D′

Explore, Number of attacks NAttack, Radius of
Exploitation RExploit

Output: Attacks set D′
Attack

1 D′
Attack ←[]

2 for i = 1 .. NAttack do
3 xA, xB ← Select random samples from D′

Explore

4 x̂A, x̂B ← Perturb(xA, RExploit), Perturb(xB , RExploit)
5 λ = random(0, 1) � Random number in [0,1]
6 attack samplei ← x̂A ∗ λ + (1 − λ) ∗ x̂B

7 D′
Attack ∪ attack samplei

8 Procedure Perturb(sample, RExploit)
9 return sample+=random(mean=0, std=RExploit)

no explicit feedback from the black box C, is available in this phase. The final
set of attack samples D′

Attack is submitted as attack on the classifier C, shown
as red samples in Fig. 2. An adversary aims to cause a high false negative rate
for C, while at the same time have high diversity in its attacks. D′

Attack is kept
much larger than BExplore to justify adversarial budget expenditure.

The performance of the Anchor Points attack depends on the diversity and
accuracy of samples collected in the exploration phase. Larger coverage ensures
flexibility in the attack phase. By the nature of these attacks, they could be
thwarted by blacklists capable of approximate matching [20]. Nevertheless, these
techniques are suited for adhoc swift exploits, to cause impact before a defender
has time to respond.
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Fig. 2. Illustration of AP attacks on 2D synthetic data. (Left - Right): The defender’s
model from training data. The Exploration phase depicting the seed (blue) and the
anchor points samples. The Exploitation phase samples generated based on the anchor
points, and submitted as attack payload. (Color figure online)

3.2 The Reverse Engineering(RE) Attack

These attacks aim to directly reverse engineer the classification boundary, so as
to better understand the classification landscape, which can then be leveraged
to launch large scale evasion attacks on the black box C. Reverse engineering
could be a goal in itself, as it provides information about features importance
to the classification task, or it could be a first step to launching an evasion or
availability attack [3]. A reverse engineering attack, if done effectively, can avoid
detection and can make retraining more difficult on the part of the defender.
However, unlike the AP attack, the reverse engineering process is affected by
the type of classifier model used by C, and is also dependent on the availability
of sufficient exploration budget BExplore, for the reverse engineering learning
task. Nevertheless, an adversary motivated to evade the classification system is
not concerned with fitting the decision boundary of C exactly. A linear approx-
imation to the non linear defender’s boundary is sufficient to launch a reduced
accuracy attack, which can be compensated for by launching a massive attack
campaign, utilizing the information provided by the reverse engineered model.

Effective reverse engineering depends on making best use of the BExplore.
Random sampling can lead to wasted probes, with no new information added.
The query synthesis strategy of [24] generates samples close to the decision
boundary and spreads these samples across the boundary, for better learning
of the decision landscape. The approach in [24] was used for selecting samples
for active learning. We modify the approach for the task of reverse engineer-
ing in Algorithm3, where a surrogate classifier C ′ is learned as a result of the
exploration phase. The algorithm begins by accepting a seed datasets, which is
comprised of atleast one Legitimate and Malicious sample. The algorithm then
employs the Gram-Schmidt process [24], to generate orthonormal samples near
the midpoint of two randomly selected points of the opposite classes, as shown
in Fig. 3. The magnitude of the orthonormal mid-perpendicular vector is set to
λi, selected as random value in [0,λ], to incorporate variability in the exploration
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Algorithm 3. RE Exploration - Using Gram-Schmidt process.
Input : Seed Data D′

Seed, Defender black box model C. Parameters:
Exploration budget BExplore, Magnitude of dispersion λ

Output: Exploration data Set D′
Explore, Surrogate classifier C′

1 D′
Explore L, D′

Explore M = Legitimate, Malicious samples of D′
Seed

2 for i = 1 .. BExplore do
3 xL, xM ← Select random samples from D′

Explore L, D′
Explore M

4 x0= xL − xM

5 Generate random vector xR

6 xR = xR − <xR,x0>
<x0,x0>

∗ x0 � Gram-Schmidt process - xR orthogonal to x0

7 λi = random(0, λ)

8 xR= λi
norm(xR)

*xR � Set magnitude of orthogonal midperpendicular

9 xS=xR + (xL + xM )/2 � Set xR to midpoint
10 if C.predict(xS) is Legitimate then
11 D′

Explore L ∪ xS

12 else
13 D′

Explore M ∪ xS

14 D′
Explore = D′

Explore L ∪ D′
Explore M

15 Train C′ using D′
Explore � Training can be based on linear classifier of choice

phase (Line 8). The resulting exploration samples are then classified as Legiti-
mate/Malicious by C, which can be probed upto BExplore. The final combined
dataset D′

Explore (Line 14) is then used to train a linear classifier of choice, to
form the surrogate reverse engineered model C ′ (Line 15).

The reverse engineered model C ′ can be used to crosscheck the randomly
generated samples in the exploitation phase, to ensure that attacks have high
accuracy. A practical and effective exploitation strategy is to use the D′

Explore as
the seed set for Algorithm 1, with the exception that we use C ′ to probe instead
of the original C. Since the C ′ is a locally trained model, probing it does not
impact BExplore. Thereby allowing an adversary to make, theoretically, infinite
queries to C ′, at effectively zero cost. The anchor points obtained can then be
used to perform exploitation using Algorithm2. The exploitation can use a large
RExploit, as the results can be verified against the surrogate C ′, to ensure higher
diversity and higher accuracy of attacks, than the AP attacks.

4 Empirical Evaluation

4.1 Experimental Setup

Experimental evaluation, presented here, shows an adversary’s point of view of
the classification system. The adversary is capable of generating data driven
attacks on the system, by making limited probes to it and then generating a
dedicated campaign of evasive samples. Since the adversary aims at evading the
classification system, its efficacy is measured as the Effective Attack Rate(EAR),
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Fig. 3. Illustration of RE attacks on 2D synthetic data.(Left - Right): The defender’s
model based on training data. The Exploration phase depicting reverse engineering
using the Gram-Schmidt orthonormalization process. The Exploitation attack phase
samples generated after validation from the surrogate classifier.

given by Eq. 1. This equation measures the accuracy of the attacks, from an
adversary’s point of view, and it indicates the false negative rate of the defender’s
classifier on the attack samples.

EAR =
|{x : C(x) = Legitimate ∧ x ∈ D′

Attack}|
|D′

Attack|
(1)

Here, C represents the defender’s black box classifier and D′
Attack is the set

of attack campaign samples generated by the adversary to attack C. The goal
of an adversary is to maximize EAR.

The evaluation is performed using 10 binary classification datasets, shown in
Table 1 (Column 1 ). The first 7 datasets represent standard classification tasks
and were obtained from the UCI machine learning repository [13]. The Spam-
base dataset for email classification [13], the KDD99 intrusion detection dataset
[13] and the CAPTCHA dataset for classifying human-bots based on behavioral
data [10], represent 3 different cybersecurity applications which employ machine
learning based classification at its core. All datasets were transformed to have
numerical values normalized in the range of [0,1]. Instances were shuffled to
remove any bias due to inherent concept drift. The class label 1 is taken as the
Malicious class and 0 is taken as the Legitimate class, as convention.

In all experiments, the exploration probe budget BExplore is taken as 1000
and the number of attack samples to be generated NAttack is taken as 2000. For
the Anchor Points (AP) attack, the neighborhood radius [Rmin, Rmax] is taken
as [0.1,0.5] and the exploitation radius as RExploit = 0.1. In case of the reverse
engineering (RE) attacks, a larger exploitation radius (RExploit=0.5) is consid-
ered, due to additional validation provided by the surrogate learned classifier
C ′. A SVM with linear kernel and high regularization constant (c=10) is taken
for the surrogate classifier, to prevent overfitting to D′

Explore. The magnitude of
dispersion (λ) is taken as 0.25, and it was found that changing this had little
affect on the final results. In all experiments, no information about the black box
C is known by the adversary. All experiments in this section are performed using
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Table 1. Results of AP and RE attacks on a linear defender model on 10 real world
datasets (EAR - Effective Attack Rate).

Dataset (#Instances,
#Attributes)

Defender’s
initial
accuracy

Explored
anchor
points/BExplore

Accuracy of
RE model C’

EAR

AP RE

Digits08 (1500, 16) 0.98 0.63 0.92 0.96± 0.01 0.93± 0.06

Credit (1000, 61) 0.79 0.71 0.71 0.98± 0.01 0.8± 0.15

Cancer (699, 10) 0.97 0.99 0.95 0.99± 0.01 0.99± 0.01

Qsar (1055, 41) 0.87 0.99 0.42 0.99± 0.01 0.99± 0.01

Sonar (208, 60) 0.88 0.98 0.61 0.99± 0.01 0.98± 0.01

Theorem (3060, 51) 0.72 0.67 0.57 0.97± 0.01 0.87± 0.08

Diabetes (768, 8) 0.78 0.5 0.71 0.98± 0.01 0.95± 0.04

Spambase (4600, 57) 0.91 0.5 0.59 0.93± 0.01 0.71± 0.2

KDD99 (494021, 41) 0.99 0.91 0.55 0.99± 0.01 0.93± 0.04

CAPTCHA (1885, 26) 1.0 0.92 0.91 0.99± 0.01 0.97± 0.02

Python 2.7 and the scikit-learn library [19]. Results are averaged over 30 runs
for every experiment. Section 4.2 presents the results of a symmetric case, where
both the adversary and the defender have similar model types, while Sect. 4.3
presents analysis on non symmetric model types, with 4 different classifiers for
the black box.

4.2 Experiments with Symmetric Defender Model

Experiments with a linear kernel SVM for the defender’s model (regularization
parameter, c = 1), is presented here, to show effects of a symmetric model type
between the adversary and the defender. The initial accuracy of the defender, as
perceived by cross-validation on its training dataset before deployment, is shown
in Table 1. The Effective Attack Rate (EAR) shows that even models which are
perceived to have a high accuracy (>70% in all 10 cases) by the defender, are
effectively evaded by an adversary, with an EAR of 97.7% in case of the AP
attacks and 91.2% for the RE attacks, on average. This shows the inherent
vulnerability of the classification models and the misleading nature of accuracy,
in an adversarial environment.

Both the attack methods of AP and RE are effective. The fundamental dif-
ference between the two approaches is that RE places its confidence in its under-
standing of the separating boundary, while the AP approach places its confidence
only on the anchor points obtained during exploration. From Table 1, it is seen
that the number of anchor points obtained is >50% of BExplore(Column 3 ), mak-
ing it a simple attack strategy in high dimensional spaces. For the RE attack,
the accuracy of the surrogate classifier C ′(Column 4 ) is computed by evaluating
it on the original dataset, as an adhoc metric of C ′s understanding of the origi-
nal data space and the extent of reverse engineering. It is observed that even in
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Fig. 4. Improving diversity of attacks in AP leads to decreased EAR (a). In case of
RE, which has high diversity, EAR can be improved by increasing BExplore(b).

cases where the RE accuracy is low (0.41 for Qsar), a high EAR is seen (0.99).
This is because, the goal of the adversary is not to totally reverse engineer the
model C, but instead to learn it sufficiently enough to evade it. This enables
the linear approximation technique of the RE approach to work as an effective
attack strategy. The higher variability in EAR for the RE attacks is also a result
of this approximation and its dependence on the quality of the exploration data.

While the AP attacks have a higher EAR than the RE attacks (Table 1), the
RE approach provides better diversity of attacks, as it uses a larger RExploit =
0.5 (for AP,RExploit = 0.1). Diversity ensures that simple countermeasures of
blacklisting will not thwart an attack [20]. The effect of increasing the RExploit

for the AP attack, in an attempt to increase its diversity, is shown in Fig. 4(a).
It is seen that this leads to rapid deterioration in the EAR, as the only ground
truth information available is the Anchor Points obtained during exploration.
Increasing distance from these points leads to uncertainty and reduced accuracy
of attacks. For the RE attacks, the datasets of - Cancer, Theorem and Spambase,
are seen to have a low EAR in Table 1. Effects of increasing the BExplore, in an
attempt to increase the EAR is shown in Fig. 4(b). Increasing number of probes
leads to an increase in the understanding of the black box C, which translates
to better EAR. This increase plateaus after a critical mass of samples, needed
for active learning the model C, is reached. This indicates the efficacy of the
RE attacks as a long term attack strategy on a classification system, where over
time the additional information learned can lead to both high accuracy and high
diversity.

4.3 Experiments with Non-symmetric Defender Model

The development of the AP and the RE attack strategies considers a black box
defender’s model. These techniques are essentially data space search approaches,
which are independent of the defender’s underlying model type and their parame-
ters. Results of testing the behavior of these attack strategies on a non-symmetric
and non-linear defender models is presented in Table 2. The following defender
black box models are considered: K-Nearest Neighbor classifier (KNN) with K
= 3, SVM with a radial basis function kernel(SVM-RBF, γ = 0.1), C4.5 decision
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Table 2. Effective Attack Rate (EAR) of AP and RE attacks, with non linear
defender’s model (Low EAR values are italicized.)

Dataset KNN SVM-RBF DT RF

AP RE AP RE AP RE AP RE

Digits08 0.89 0.96 0.97 0.89 0.87 0.63 0.85 0.48

Credit 0.96 0.78 0.94 0.53 0.79 0.42 0.79 0.33

Cancer 0.99 0.99 0.99 0.99 0.97 0.89 0.99 0.98

Qsar 1 0.99 0.99 0.99 0.96 0.76 0.99 0.99

Sonar 0.99 0.98 1 1 0.97 0.62 0.99 0.95

Theorem 0.97 0.813 0.95 0.5 0.95 0.79 0.62 0.78

Diabetes 0.99 0.935 0.99 0.9 0.83 0.63 0.88 0.61

Spambase 0.93 0.99 0.48 0.84 0.08 0.11 0.99 0.98

KDD99 0.99 0.93 1 0.99 0.89 0.54 0.92 0.27

CAPTCHA 0.99 0.92 0.99 0.92 0.97 0.83 0.93 0.89

trees (DT), and random forest of 50 decision models (RF) [19]. The parameters
of the experiments are kept the same as in Sect. 4.2.

It is seen that the AP approach is minimally affected by the choice of the
defender’s model. The RE attacks are affected by the choice of the model, as seen
in the case of the Credit and the Theorem datasets. These datasets were seen to
have a low accuracy, when trained using a linear model (Table 1), indicating non
linearity in their model space. In these cases, the linear approximation in the RE
approach, is not sufficient to have a high EAR. However, in a majority of the
cases it is seen that a >50% attack rate is still possible with just a linear SVM
model used for reverse engineering. A high average attack rate, irrespective of the
underlying classifier used, indicates vulnerability of classification to purely data
driven attacks. An interesting observation warranting further investigation is the
comparatively low EAR on the decision tree models, which could be indicative
of their attack resistance and its inverse relation to model robustness.

5 Conclusion and Future Work

We present a general data driven framework for demonstrating the vulnerability
of classification systems to exploratory attacks at test time. Under this frame-
work, two specific attack algorithms were developed: The Anchor Points attack
(AP) and the Reverse Engineering attacks (RE). The effectiveness of these attack
algorithms on 10 real world datasets, demonstrates that adversarial attacks can
be launched having only the knowledge of the feature space of the data, agnostic
of the defender’s classifier type, training data and the domain of application.
The defender’s perceived accuracy was shown to be of little importance, if the
model can be easily evaded by such probing based attacks. This is especially
relevant in cybersecurity application domains, where the primary purpose of the
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classifier is to provide security. In these domains, it is worth emphasizing that -
higher accuracy in machine learning does not necessarily imply better security.

While the proposed work presents the adversary’s point of view of the attack-
defense cycle, its goal is to move towards a more secure paradigm of using
classifiers in cybersecurity domains, by clearly understanding its vulnerabilities.
Future work will include attack detection and effective relearning, in environ-
ments with adversarial activity.
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Abstract. Graph similarity has been a crucial topic in network sci-
ence, and is widely used in network dynamics, graph monitoring and
anomalous event detection. However, few studies have paid attention to
community similarity. The fact that communities do not necessarily own
sub-modularity structure determines that graph similarity algorithms
can not be applied to communities directly. Besides, the existing graph
similarity algorithms ignore the organization structure of networks. Two
communities can be regarded as the same when both their vertices and
structure are identical. Thus the existing algorithms are unable to detect
anomalous events about the shift of communities’ organization structure.
In this paper, we propose a novel community similarity algorithm, which
considers both the shift of vertices and the shift of communities’ layered
structure. The layered structure of communities categorizes nodes into
different groups, depending on their influence in the community. Both
the influence of each node and the shift of nodes’ influence are expected
to affect the similarity of two communities. Experiments on the synthetic
data show that the novel algorithm performs better than the state-of-art
algorithms. Besides, we apply the novel algorithm on the scientific data
set, and identify meaningful anomalous events occurred in scientific map-
ping. The anomalous events are proved to correspond to the transition
of topics for journal communities. It demonstrates that the novel algo-
rithm is effective in detecting the anomalous events about the transition
of communities’ structure.

Keywords: Community similarity · Layered structure · k-shell · Anom-
alous event detection

1 Introduction

Community similarity is a crucial problem in various scenarios. It can be used to
track the temporal communities [11], monitor the evolution of communities [8],
track the changes over time, detect anomalies [10,14] and events [2] in temporal
communities. Community similarity can also be used to study the behaviors of
the social group [8].
c© Springer International Publishing AG 2017
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There have been researches on graph similarity and community tracking.
Several algorithms have been proposed [1,12]. Though communities could be
regarded as special networks, there is one major difference between communities
and networks. Communities do not necessarily own sub-modularity structure,
compared to networks and graphs. Thus some communities can not be divided
into more fine-grained communities. The difference between networks and com-
munities determines that graph similarity methods could not be used directly to
calculate the similarity of communities.

Besides, the existing algorithms usually ignore the shift of communities’ orga-
nization structure. Thus they fail to detect anomalous events about the shift of
communities’ organization structure. Intuitively, two communities could not be
regarded as the same when their structure differs greatly, even if they share
the same vertex set. For instance, the replacement of the leaders in a social
group indicates that a subversion or a peaceful transition occurs in the group.
It is expected that a convincing similarity algorithm should identify the shift of
communities’ structure.

This paper presents a novel algorithm to measure community similarity by
considering the shift of communities’ layered structure. The layered structure of
communities categorizes nodes into different groups, such as groups of core nodes
and groups of ordinary nodes, depending their influence. To measure both the
shift of vertices and the shift of communities’ structure, two weights are defined
and assigned to each node. The first is the importance weight. It emphasizes that
the influential nodes could affect the similarity of communities more greatly than
that of ordinary nodes. The second is the persistence weight. It proposes that
the shift of nodes’ influence will weaken the similarity of two communities. By
integrating these two weights, the novel algorithm is able to measure the shift
of both vertices and community structure.

In addition, we apply the novel algorithm into the scholarly scientific data
set. As proposed by scientific scientists, journal clusters are able to guide subject
classification. Thus by tracking the changes in scientific data set, we try to reveal
some anomalous events in scientific mapping.

The contributions of this paper are two-fold. First, we present a novel com-
munity similarity algorithm, which takes both the vertex overlapping and the
shift of community structure into consideration. Therefore, it is able to detect
anomalous events about the shift of structure in communities. Experiments on
synthetic data set show that the novel algorithm outperforms the state-of-art
algorithms. Second, we apply the novel algorithm on scientific data set, and
identify some meaningful anomalous events in scientific mapping.

2 Related Works

2.1 Community Tracking

Community tracking is a fundamental step in community evolutionary analysis.
Several community tracking strategies have been proposed. One widely used
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strategy is the overlapping of vertices in two communities. For two communities
C1 and C2, the similarity between two communities is defined as:

sim =
|V1 ∩ V2|
|V1 ∪ V2| , (1)

where V1 and V2 stand for the vertex set of C1 and C2, respectively. Two com-
munities are regarded as the same community when their similarity is beyond a
certain threshold. Besides, Palla et al. [11] proposed that two communities from
two adjacent periods are the same community, when these two communities are
contained in a single community that is obtained by partitioning a joint network
that integrates the two corresponding networks. These two strategies, however,
ignore the shift of structure over time. Chen et al. [3] proposed a set of rules to
decide the matching of communities, which is somewhat subjective, and strongly
depends on expert’s experience.

2.2 Graph Similarity

The problem of graph similarity are divided into two main categories [8]: (1)
with known node correspondence; (2) with unknown node correspondence.

For the first category, various kinds of algorithms have been proposed.
Papadimitriou et al. [12] propose 5 similarity measures for web graphs. Among
them the best two strategies are the Signature Similarity and the Vertex/Edge
Overlap similarity. Bunke [1] presents techniques used to track sudden changes
in communications networks for performance monitoring. The best approaches
are the Graph Edit Distance and Maximum Common Subgraph.

For the second category, previous studies have presented multiple algorithms.
The most widely used algorithms include: λ-distance [1,13,15], which is based
on the spectral method; algebraic connectivity method [5]; and algorithms based
on various graph kernels [7].

There are two major differences between the existing graph similarity algo-
rithms and the work in this paper. First, the existing algorithms usually ignore
the shift of the layered structure of graphs. Second, communities do not neces-
sarily own sub-modularity structure, compared to graphs and networks. So the
existing algorithms could not be applied to communities directly. And a more
specific method is required to measure community similarity.

2.3 Properties a Convincing Community Similarity Algorithm
should Satisfy

Koutra et al. [8] presented a set of properties to measure the effectiveness of graph
similarity algorithms. They proposed that a convincing algorithm should obey
the identity property, the symmetric property and the zero property. Besides,
the algorithms should also satisfy five other properties [8].

However, both these axioms and properties are proposed in terms of graphs
and networks, which may not hold for communities. For instance, the edge impor-
tance emphasizes the edge changes that create disconnected components and
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punishes the changes with high penalty. As communities do not have to own
evident sub-modularity structure, thus this property does not always hold. So a
novel set of properties are required in community similarity algorithms.

3 Methodology

We present a novel structural based community similarity algorithm, aiming at
solving the drawbacks suffered by the existing methods. The algorithm assumes
that two communities should not be regarded as the same when their structure
shifts greatly, even if they share the same set of vertices. Equivalently, the shift
of communities’ structure could be interpreted that an anomalous event occurs
in that community.

In this section, we first present the basic idea of the novel community similar-
ity algorithm. One crucial point in the novel algorithm is to measure the social
influence of nodes in communities. Thus the k-shell decomposition method is
adopted and briefly introduced. Then we present the novel community similar-
ity algorithm. In addition, we also propose a set of properties that an effective
community similarity algorithm should satisfy.

3.1 The Basic Idea of the Novel Community Similarity Algorithm

The novel algorithm assumes that community similarity is determined by both
the shift of vertices and the shift of their structure. Intuitively, communities are
organized with certain structure, such as the flat structure and the hierarchical
structure. The structure categorizes nodes into different classes, which reflect the
influence of nodes in the community. Thus the shift of communities’ structure
can be measured by the shift of all nodes’ influence.

Intuitively, for one node u that belongs to two communities C1 and C2, the
following properties should hold in an effective community similarity algorithm:

(1). If u is influential in both C1 and C2, it will strengthen the similarity of C1

and C2.
(2). If u is influential in one community, but ordinary in another community, it

will weaken the similarity of C1 and C2.
(3). If u is ordinary in both communities, its influence on the community simi-

larity is weak.

These properties show that community similarity is affected by two factors.
The first one is the influence of nodes. Influential nodes are expected to be more
crucial in community similarity measurement. Intuitively, when measuring the
changes of one social group, the shift of group leaders should be emphasized.
Thus the importance weight is defined to measure the influence of nodes in the
community. The second is the shift of nodes’ influence. The fact that any node
is influential in one community but becomes ordinary in another will weaken
the similarity of the two communities. Thus the persistence weight is defined to
measure the shift of nodes’ influence.
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3.2 The Measurement of Nodes’ Influence

Both the importance weight and the persistence weight depend on the influence
of nodes in communities. Thus how to measure the influence of nodes in com-
munities is crucial. This paper adopts the k-shell decomposition method [4] to
measure the influence of nodes. As proposed by Lü [9], the k-shell decomposition
method could identify the coreness of nodes, which is an effective indicator for
nodes’ influence power.

The k-shell decomposition method is carried out as follows. First one removes
from the network all nodes with degree k = 1, and assigns the integer ks = 1
to them. This procedure is repeated iteratively until only nodes with degree
k ≥ 2 are left in the network. Subsequently, one removes all nodes with degree
k = 2 and assigns the integer ks = 2 to them. Again, this procedure is repeated
iteratively until only nodes with degree k ≥ 3 are left in the network, and so on.
This routine is applied until all nodes have been assigned to one of the k-shells.

Figure 1 shows an example of the community structure obtained by the k-
shell decomposition method. In Fig. 1, nodes in this community are categorized
into three classes. Nodes with ks = 3 are the most influential, and belong to
the ‘upper’ class. These nodes are densely connected. Nodes with ks = 1 are
the least influential, and belong to the ‘lower’ class. They usually locate at the
periphery of the community. The rest nodes belong to the ‘middle’ class.

Fig. 1. The structure of a community obtained by the k-shell decomposition method

However, the k-shell decomposition method could only be applied to
unweighted networks. To solve this problem, we adopt a derived k-shell decom-
position method for weighted networks [6]. In detail, the weighted k-shell decom-
position method applies the same pruning routine as the k-shell decomposition
method [6], but is based on an alternative measure for node degree. This mea-
surement considers both the degree of a node and the weights of its links, and
assigns for each node a weighted degree, k’. The weighted degree of a node i is
defined as:

k
′
i = [kα

i (
ki∑

j

wij)β ]
1

α+β , (2)
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where ki stands for the degree of node i, and
∑ki

j wij stands for the sum of node
i’s link weights. For simplicity, both α and β are set as 1, so that the weighted
degree of a node i can be written as:

k
′
i =

√√√√ki

ki∑

j

wij . (3)

It is evident that when the weights of all edges are 1 in the networks, the
weighted degree degenerates to the classical degree.

3.3 The Structural Based Community Similarity (SCS) Algorithm

We identify the influence of nodes by adopting the k-shell decomposition method,
and present the definition of both the importance weight and the persistence
weight here.

The Importance Weight of Nodes. We conduct the k-shell decomposition
method in two large networks, and plot the distribution of nodes’ k-shell values
in Fig. 2. As shown in Fig. 2, in both networks, the number of nodes with cer-
tain k-shell value decreases exponentially as the k-shell value increases. Based
on this fact, we assume that the importance weight of nodes should increase
exponentially with their k-shell values.

Fig. 2. The distribution of node importance

Thus, given the influence of node i in both communities, which are denoted
as ki1 and ki2 , the importance weight of node i is defined as:

weight i = 2(ki1+ki2 )/2−1, (4)

which indicates that one node owns high importance weight when it is influential
in both two communities.
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The Persistence Weight of Nodes. The persistence weight of nodes is defined
as:

weight p = e−τ∗(ki1−ki2 )
2
, (5)

where τ is the coefficient that determines the influence of the shift of nodes’
status. Equation 5 shows that when the influence of one node remains unchanged
in two communities, the persistence weight of the node is 1. Meanwhile, the
persistence weight of one node will decrease greatly, when the influence of the
node in two communities differs greatly.

Figures 3 and 4 show the distribution of the persistence weight with τ = 0.5.
In both two curves, k1 and k2 stand for the influence of nodes in two communities,
respectively. In detail, Fig. 3 presents the distribution of the persistence weight
with both k1 and k2 in the interval [0,10]. Figure 4 presents the distribution of
the persistence weight with k2 = 2. It can be seen that with the increase of the
shift of nodes’ influence, the persistence weight decreases sharply.

The Similarity Between Two Communities. For two communities C1 and
C2, we denote that O(C1, C2) = C1∩C2 and that F (C1, C2) = C1∪C2. For each
node i in the set O(C1, C2), the influence of the node in the two communities are
denoted as ki1 and ki2 , respectively. Thus the overall weight of node i is defined
as:

2(ki1+ki2 )/2−1 ∗ e−τ∗(ki1−ki2 )
2

(6)

The overall similarity of two communities are defined as:

sim(C1, C2) =

∑
i∈O(C1,C2) 2(ki1+ki2 )/2−1 ∗ e−τ∗(ki1−ki1 )

2

∑
i∈F (C1,C2) 2(ki1+ki1 )/2−1

, (7)

where the denominator is a normalization formula, ensuring that the similarity
of two communities is in the interval [0,1].

Fig. 3. The curve of the persistence
weights

Fig. 4. The curve of the persistence
weights when k2 = 2



74 X. Meng et al.

3.4 Properties a Convincing Community Similarity Algorithm
should Satisfy

For two communities C1 and C2, the similarity between them should obey the
following axioms [8]:

A1. Identity property: sim(C1, C1) = 1
A2. Symmetric property: sim(C1, C2) = sim(C2, C1)
A3. Zero property: sim(C1, C2) → 0 for n → ∞, when C1 and C2 are com-

plementary in terms of edges or vertices.
Moreover, the measurement should also satisfy the following properties:
P1. [Edge importance]: Changes that lead to the shift of community structure

should be penalized more than changes that maintain the layered structure of
community.

P2. [Weight awareness]: In weighted graphs, the bigger the weight of the
removed edge is, the greater the impact on the similarity measure should be.

P3. [Influence awareness]: Changes of nodes’ influence with the same exten-
sion should be penalized equally.

4 Experiments

We apply the novel community similarity algorithm on both synthetic and real
data set to test its effectiveness. First, we conduct experiments on small synthetic
communities to test whether the novel algorithm obeys the proposed desired
properties. Then we conduct the novel algorithm on the Web of Science data
set, and try to identify anomalous events in scientific mapping.

4.1 Experiments on Synthetic Data Set

Experimental Setting. We conduct the experiments on small graphs as shown
in Fig. 5, since people can argue about their similarities. These small graphs
include cliques, stars, circles, and wheel-barbell graphs. Table 1 shows the name
conventions for these small synthetic graphs. We compare our method to the 6
best state-of-the-art similarity algorithms:

1. Vertex Overlap [12] (VE)
The similarity between two graphs is defined as the ratio of nodes that exist

in both graphs. It is usually used to track dynamic communities and analyze the
community evolution.

2. Vertex/Edge Overlap [12] (VEO)
For two graphs G1 = (V1, E1) and G2 = (V2, E2), the similarity of these two

graphs are measured by their vertex and edge overlapping, which is defined as:

simV EO =
|V1

⋂
V2| + |E1

⋂
E2|

|V1

⋃
V2| + |E1

⋃
E2| . (8)

3. DELTACON algorithm [8] (DA)
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Fig. 5. The synthetic data set

Table 1. Name Conventions for small synthetic graphs. Missing number after the prefix
implied x = 1.

Symbol Meaning

Kn Clique of size n

Cn Cycle of size n

Ln Lollipop of size n

Sn Star of size n

WhBn Wheel barbell of size n

Nn Ordinary network of size n

mx Missing X edges

mmx Missing X ‘bridge’ edges

wx Weight of edge

kx Graphs with nodes’ k-shell values being k
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It is proposed by Danai et al. [8], which is a principled, intuitive, and scalable
algorithm that assesses the similarity between two graphs on the same nodes. It
first obtains the pairwise node influence based on the random walks on networks,
and then finds the similarity between the pairwise node influences in both two
communities.

In detail, two versions of the DeltaCom algorithm are compared in this paper.
The first one is the naive DeltaCon algorithm (DA1). And the second version
is the scalable DeltaCon algorithm (DA2), which could deal with large scale
networks. More details are available in [8].

4. Graph Edit Distance [1] (GED)
A simple GED algorithm considers the edit distance for both nodes and

vertices. For two graphs G1 = (V1, E1) and G2 = (V2, E2), the GED is defined as:

ged(G1, G2) = |V1| + |V2| − 2|V1 ∩ V2| + |E1| + |E2| − 2|E1 ∩ E2|. (9)

5. Vertex ranking (VR)
Vertex ranking assumes that two graphs are similar if the rankings of their

nodes are similar [12]. The vertices are usually ranked using their qualities, and
the similarity of rankings is usually computed using a rank correlation method
such as Spearman’s rho (denoted ρ).

Given two graphs G1 = (V1, E1) and G2 = (V2, E2), for each graph we
rank their vertices by using their influences, and obtain a sorted list of vertices.
The ranking lists are denoted as π1 and π2. Thus the graph similarity can be
defined as:

sim(G1, G2) = 1 − 2
∑

v∈V1∩V2
wv ∗ (π1v − π2v)2

D
, (10)

where π1v and π2v are the ranks of node v in both graphs, and D is a normal-
ization factor that restraints the value of the fraction in the interval [0,1].

6. The last 3 methods are variations of the well-studied spectral method
‘λ-distance’.

Given {λ1i}V1
i=1 and {λ2i}V2

i=1 be the eigenvalues of the matrices that represent
G1 = (V1, E1) and G2 = (V2, E2). Then, λ-distance is defined as:

dλ(G1, G2) =

√√√√
k∑

i=1

(λ1i − λ2i)2, (11)

where k = max{|V1|, |V2|}. In case when the dimensions of {λ1i}V1
i=1 and {λ2i}V2

i=1

are different, a pad function should be defined which appends a number of values
to the end of the shorter vector until the appropriate length is reached for the
longer eigenvector. The variations of the method are based on three different
matrix representations of the graphs: adjacency (λ-da), laplacian (λ-dl) and
normalized laplacian matrix (λ-dn).
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Experimental Results. The results for the three properties are presented in
Tables 2, 3 and 4. For property P1, we compare the communities (A,B) and (A,C)
and report the difference between the pairwise similarities/distances obtained
by both the novel method and the 6 state-of-the-art methods. We’ve arranged
the pairs of communities in such way that (A,B) are more similar than (A,C).
Therefore, entries in Table 2 that are non-positive indicate that the correspond-
ing method does not satisfy property P1. Similarly, for properties P2 and P3,
we compare the communities (A,B) and (C,D) and report the difference in their
pairwise similarity/distance scores.

Comparisons indicate that the novel algorithm is the only one that satisfy
all the three properties. More detailed analysis is as follows.

P1. Edge Importance: Edges whose removal lead to great shifts of com-
munities’ layered structure are more important than those whose absence does
not affect communities’ layered structure. The more important an edge is, the
more greatly it should affect the similarity or distance measurement.

For property P1, we adopt both the wheel barbell and lollipop communities.
The idea is that edges that form the cores of the community are more impor-
tant from the perspective of the layered structure, while edges that connect the
ordinary nodes in one community are less important.

Table 2 shows the comparisons of these algorithms in terms of property P1.
Two strategies are conducted in terms of the novel algorithm, with the value
of τ being 0.5 and 1, respectively. It can be seen that only the novel algorithm
succeeds in distinguishing the importance of the edges in terms of communities’
layered structure, while all the other methods fail at least once.

P2. Weight Awareness: The absence of an edge with larger weight could
weaken the similarity of two communities more greatly than that of an edge with
smaller weights.

The weight of an edge defines the strength of the connection between two
nodes, and can be viewed as a feature that relates to the importance of the edge
in the graph. For property P2, we adopt the lollipop, star, path, cycle, and clique
communities. The basic idea is that edges with larger weights play more crucial
roles in community similarity.

Table 3 shows the comparisons of these algorithms in terms of property P2.
It can be seen that four algorithms satisfy property P2, including our novel algo-
rithm, the DeltaCon algorithm, the lambda distance in terms of both adjacent
matrix and the laplacian matrix.

Table 2. Edge importance (P1): Highlighted entries violate P1.

Communities SCS1 SCS2 VO VEO DA0 DA1 VR GED λ-da λ-dl λ-dn

A B C Δs = sim(A, B) − sim(A, C) Δd = dist(A, C) − dist(A, B)

L8 mmL8 mL8 0.28 0.44 0 0 -0.01 -0.02 0 0 0.09 -0.12 0.08

WhB10 mmWhB10 mWhB10 0.16 0.26 0 0 -0.02 -0.01 0 0 -0.35 0.42 -0.03

WhB10 mmmWhB10 m2WhB10 0.12 0.37 0 0 -0.02 -0.01 0 0 0.12 0.23 0.06

WhB10 mm2WhB10 m2WhB10 0.39 0.63 0 0 -0.05 -0.03 0 0 -0.63 0.02 -0.08
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Table 3. Weight awareness (P2): Highlighted entries violate P2.

Communities SCS1 SCS2 VO VEO DA0 DA1 VR GED λ-da λ-dl λ-dn

A B C D Δs = sim(A, B) − sim(C, D) Δd = dist(C, D) − dist(A, B)

L8 w4L8 L8 w9L8 0.15 0.19 0 0 0.19 0.16 0 0 6.77 9.85 0.09

w4L8 mmL8 w9L8 mmL8 0.15 0.19 0 0 0.11 0.10 0 0 6.74 9.80 0.07

S5 w4S5 S5 w9S5 0.03 0.05 0 0 0.19 0.16 0 0 6.79 9.67 0

w4S5 mS5 w9S5 mS5 0.23 0.18 0 0 0.11 0.10 0 0 6.55 9.59 0

P5 w4P5 P5 w9P5 0.30 0.25 0 0 0.19 0.16 0 0 6.88 9.92 -0.02

w4P5 mP5 w9P5 mP5 0.23 0.18 0 0 0.11 0.10 0 0 6.88 9.87 -0.02

C5 w4C5 C5 w9C5 0.19 0.31 0 0 0.19 0.16 0 0 6.83 9.91 0.11

w4C5 mC5 w9C5 mC5 0.23 0.17 0 0 0.11 0.10 0 0 6.84 9.80 -0.11

K5 w4K5 K5 w25K5 0.19 0.31 0 0 0.52 0.43 0.3 0 24.70 45 -0.86

w4K5 mK5 w25K5 mK5 0.23 0.17 0 0 0.42 0.35 0.3 0 24.05 43.04 -1.41

P3: Influence Awareness: The density of connections in one community
reflects how active the social group is. Thus the shift of communities’ activeness
should also be considered in the community similarity measurement. Changes of
nodes’ influence with the same extension should be penalized equally.

For this property, we consider a set of communities with different connection
density. The connections in these 4 communities are densifying gradually, with
their nodes’ influence shifting from k = 2 to k = 5, respectively. It is expected
that the similarity of any pair of communities with their nodes’ status differing
by a fixed value should be the same. Furthermore, the less one community’s
nodes’ status shifts, the larger the similarity will be.

Table 4 presents the results for property P3. Different from the former two
properties, the similarity of (A,B) is equivalent to the similarity of (C,D) for the
first two rows in Table 4. Thus table entries with non-zero values mean that the
corresponding method does not satisfy the property. It can be seen that only
our novel algorithm satisfies property P3 for any case.

4.2 Experiments on Scholarly Data Set

The Scientific Data Set. We apply the novel algorithm on the scientific data
set from Thomoson Rueters. It contains tens of millions of papers, academic
reports and comments, from 1992 to 2011. We classify these data sets into four
distinct periods, with each five years forming a single period. We obtain the

Table 4. Status awareness (P3): Highlighted entries violate P3.

Communities SCS1 SCS2 VO VEO DA0 DA1 VR GED λ-da λ-dl λ-dn

A B C D Δs = sim(A, B) − sim(C, D) Δd = dist(C, D) − dist(A, B)

k2N6 k3N6 k3N6 k4N6 0 0 0 0.08 0.02 0.03 0 2 0.72 1.55 0.06

k2N6 k3N6 k4N6 k5N6 0 0 0 -0.04 -0.01 10−3 0 0 1.05 1.01 -0.09

k2N6 k3N6 k2N6 k4N6 0.47 0.35 0 0.19 0.05 0.06 0 4 1.43 3.21 0.37

k2N6 k3N6 k2N6 k5N6 0.59 0.37 0 0.26 0.09 0.10 0 6 2.85 6.04 0.71
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citation relations among journals by aggregating the citations from the level of
papers. Two criteria are applied to select journals: at first, only the journals with
at least 50 publications are investigated, and others are removed from the data
set; then only those journals with more than 30 citations are kept. Thus four
journal networks are formed, with nodes representing journals and edges repre-
senting the citation relations among journals. We adopt the spectral clustering
algorithm to partition each journal network, and obtain 60 communities for each
snapshot of the journal networks.

Experimental Results. We conduct both the vertex overlapping strategy and
the novel algorithm to calculate the similarities of communities from adjacent
periods. The comparison of the two strategies are plotted in Fig. 6. In Fig. 6, the
x-axis stands for the similarity of communities obtained by the vertex overlap-
ping strategy, the y-axis stands for the similarity of communities obtained by
our novel algorithm, and the red line stands for the plot y = x.

Fig. 6. Comparison of similarities measured by the two methods

It can be seen that for most pairs of communities, the two similarity values are
located around the plot y = x. This indicates that the structure of the majority
of journal communities remain stable over time. However, there are exceptions.
Four cases are listed, as their similarities obtained by the vertex overlapping
strategy and our novel algorithm differ greatly. Both the visualizations and the
text annotations of communities in these four cases are presented.

For both cases of ‘A’ and ‘B’, the structural similarities obtained by the novel
algorithm are much larger than that obtained by the vertex overlapping strategy.
It indicates that the vertex sets in these communities shift greatly. Meanwhile,
the structure of the community remains stable.

We visualize the pair of communities for case ‘A’ in Fig. 7. In Fig. 7, nodes
with large sizes represent the core journals in communities. Though multiple
journals are inserted in Fig. 7b, these new nodes lie mainly at the periphery
of the community. And the core nodes in Fig. 7a remain influential in Fig. 7b.
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Fig. 7. The pair of communities for case A

Table 5. Text annotations of the four cases in Fig. 6

Cases Comm Text annotation

A A1 Philology, classical, historical, roman

A2

B B1 Biblical, catholic, jewish, fiction

B2

C C1 Zoology, ecology, biology, evolutionary

C2 Entomology, zoology, insect, invertebrate

D D1 Information,library,documentation,electronic

D2 Law, criminal, harvard, legal

Besides, we present the text annotations of the two communities in Table 5.
It can be seen that the text annotations of both communities in case ‘A’ are
‘philology, classical, historical, roman’.

Similarly, for case ‘B’, though the majority of nodes have changed, the set of
core nodes remain stable. Thus the similarity of the two communities based
on the novel algorithm is larger than the classical vertex overlapping strat-
egy. Specifically, both the two communities in case ‘B’ are about the ‘biblical,
catholic, jewish, fiction’.

For both cases of ‘C’ and ‘D’, the similarities obtained by the vertex overlap-
ping are much larger than that obtained by the novel algorithm. It indicates that
although the vertex set of the communities remain relatively stable, the internal
structure of these communities shifts greatly. A potential topic transition may
have occurred in these communities.

As shown in Fig. 6, the two communities in case ‘C’ share 35% of their ver-
tices. However, the layered structure of these two communities differ greatly. As
shown in Fig. 8, the core nodes shift from one set of vertices to another. Fur-
thermore, according to Table 5, these two communities focus on different sub-
disciplines about zoology. The first community prefers researches about both
the ecology and biology. Meanwhile, the second community prefers to researches
about animals, such as entomology, insects, and invertebrate.
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Fig. 8. The pair of communities for case C

Similarly, for case ‘D’, the first community prefers to the library and infor-
mation science. However, the second community prefers to law and criminal
researches. The difference of their topics demonstrate that the novel algorithm
is effective to monitor the evolution of journal clusters.

5 Conclusions

This paper presents a novel similarity algorithm to measure the similarity of
communities. It considers not only the overlapping of vertices, but also the shift
of communities’ structure over time. In the novel algorithm, two kinds of weights
are defined and assigned to each node to measure the shift of community struc-
ture. The first is the importance weight, indicating that influential nodes play
crucial roles in community similarity algorithms. The second is the persistence
weight, indicating that the shift of nodes’ influence will weaken the similarity
of two communities, and vice versa. By considering the shift of communities’
structure, the novel algorithm is able to detect anomalous events about the
communities’ structural transition.

Besides, we propose a set of desired properties a convincing community sim-
ilarity algorithm should satisfy. We apply the novel algorithm on the synthetic
data set, and demonstrate that the novel algorithm outperforms the state-of-
art algorithms. In addition, we apply the novel algorithm in the scholarly data
set, and identify some anomalous events that occur in scientific mapping. These
identified events correspond to topic transitions in corresponding journal com-
munities. The experiments indicate that the novel algorithm is effective to detect
anomalous events about the shift of communities’ internal structure.

The capacity of detecting communities’ structural transition determines that
the novel algorithm can be used to various sceneries, such as crime and fraud
detection in social groups. In later studies, we will apply this algorithm to more
sceneries, and further validate its effectiveness in anomalous event detection.
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Abstract. Link prediction in temporal social networks addresses the
problem of predicting future links. The problem of link prediction in het-
erogeneous networks is challenging due to the existence of multiple types
of nodes and edges. There are many methods available in the literature
for homogeneous networks, which rely on the network topology. In this
work, we extend some of the standard measures viz Common Neighbors,
Jaccard Coefficient, AdamicAdar, Time-score, Co-occurrence probabilis-
tic measure and Temporal Co-occurrence probabilistic measure to het-
erogeneous networks. Probabilistic graphical models prove to be efficient
for link prediction compared to topological methods. We incorporate the
information related to time of link formation into probabilistic graphical
models and generate a new measure called Heterogeneous Temporal Co-
occurrence probability (Hetero-TCOP) measure for heterogeneous net-
works. We evaluate all the extended heterogeneous measures along with
Hetero-TCOP on DBLP and HiePh bibliographic networks for predicting
two types of links: author-conference/journal links and co-author links
in the heterogeneous environment. In both cases, Hetero-TCOP achieves
superior performance over the standard topological measures. In the case
of DBLP dataset, Hetero-TCOP shows an improvement of 15% accuracy
over neighborhood-based measures, 6% over temporal measures and 5%
over Co-occurrence probability measure. Similar improvement in perfor-
mance is observed for HeiPh dataset also.

1 Introduction

A social network modelled as a graph is called heterogeneous if it has multiple
types of nodes and multiple type of edges. A multi-relational network contains
single type of nodes and multiple types of edges. A bipartite network contains
two types of nodes and an edge connects two vertices of different types.

Many networks in the real world are heterogeneous in nature. For instance, a
bibliographic network may have multiple types of nodes such as author, paper,
conference, venue and keywords. Two authors may be related with co-authorship
relation; an author may write a paper; a paper may be published by a conference;
an author attends a conference and a paper contain keywords. This scenario is
depicted in Fig. 1.
c© Springer International Publishing AG 2017
G.A. Wang et al. (Eds.): PAISI 2017, LNCS 10241, pp. 83–98, 2017.
DOI: 10.1007/978-3-319-57463-9 6
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Fig. 1. DBLP heterogeneous network

We define a homogeneous edge as an edge between two nodes of same type
and heterogeneous edge as an edge existing between nodes of different types.
In Fig. 1, co-authorship edges are homogeneous and the publish edges between
paper node and conference node are heterogeneous edges.

A social network is called as temporal network, if knowledge of formation-
time of link is available [34]. Link Prediction is a task of predicting future
links in temporal social networks and identifying missing links in non-temporal
social network. Link prediction has many significant applications such as item
recommendations in e-commerce sites, recommend friends in a friendship net-
work, identify cross domain potential collaborators and infer links in partially
observed network. In criminal networks, illicit interactions may be hidden and
the information may not be available. The missing links in such cases may relate
to the illegal intrusion of people with most probable co-participation. Link pre-
diction can identify these hidden illicit activities in such networks [3,10,13].

The structure of heterogeneous network is more complex compared to homo-
geneous network because of existence of multiple types of nodes and edges. The
relation between two nodes of same type may be influenced by the existence of
multiple types of edges between them. So, solving link prediction problem using
homogeneous projections does not yield good results.

Many link prediction measures in literature infer homogeneous links in social
networks; recently more work is seen with reference to heterogeneous networks.
In this paper, we extend the available link prediction measures to heterogeneous
networks. In addition to that, a new probabilistic measure called Heterogeneous
Temporal Co-occurrence probability (Hetero-TCOP) is proposed for bipartite
and heterogeneous social networks. We evaluate the proposed measures on two
collaborative datasets of DBLP and HiePh of arXiv. The proposed measures
show an improvement in accuracy when heterogeneous information is included.
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2 Literature Review

Mainly, there are two approaches for link prediction: proximity-based and
machine learning-based [34].

Proximity-based approaches compute a score for pairs of unconnected nodes,
and pairs with highest score are considered most likely to form in future.
Common Neighbors, Jaccard Coefficient [20], Preferential Attachment, Adamic
Adar [1], Katz [16], Rooted Page Rank, PropFlow [23] and Co-occurrence prob-
ability (COP) [32] are some of the popular proximity-based measures.

A machine learning-based approach models the link prediction problem as a
binary classification task [13,23]. The main challenge for machine learning app-
roach for link prediction is the extreme class-skewness. The number of possible
links is very high compared to the actual links present in the network, resulting
in class skewness. Some techniques to handle imbalance are required. HPLP [23]
uses undersampling [4] to handle class imbalance.

2.1 Link Prediction Literature for Heterogeneous Networks

A heterogeneous social network contains multiple types of nodes with homoge-
neous and heterogeneous edges existing between them. A multi-relational net-
work contains multiple types of homogeneous edges between same type of nodes.
A bipartite network contains two types of nodes and heterogeneous edges con-
necting the nodes while the homogeneous edges are suppressed. Davis et al. [7].
Lichtenwalter et al. [22] and Han et al. [35] propose solutions for link prediction
problem in multi-relational networks. Benchettara et al. [2] predict future links
of a bipartite graph by constructing homogeneous projections of the bipartite
graph over one of its node sets and apply traditional link prediction methods on
the projected graph. Li et al. [19] define a random-walk based kernel function
to define the similarity between two types of nodes and predict heterogeneous
links in a bipartite graph. The authors of [14,17,31] have shown that the link
prediction performance improves by utilizing the information such as network
structure. But these methods may not work for sparse and weakly clustered
networks.

Dunlavy et al. [9] represent the heterogeneous network as a third order tensor
and propose a mechanism for collapsing the tensor to matrix and use Katz
method to predict links on the matrix. But the tensor based methods are global
and time consuming. Cold-start link prediction problem is proposed by Leroy
et al. [18]. They predict homogeneous links using the heterogeneous information
available in the network.

A meta-path based approach for predicting homogeneous links in a heteroge-
neous graph is defined in [29]. Meta-path is a sequence of successive homo-
geneous/heterogeneous edges between two nodes of same type. In [29], Sun
et al. propose a measure called PathSim between two nodes u and v as the
fraction of number of meta-paths between u and v among total paths between
u and v. Meta-path selection is a major problem in meta-path based approach.
Commonly meta-paths are selected using one of these ways: User may explicitly
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specify a meta-path combination, best path can be chosen by experiments or
training instances can suggest a meta-path. An application of meta-path based
approach on bibliographic networks and drug target predictions in chemical net-
works can be found in [27] and [11] respectively.

2.2 Temporal Link Prediction

The time of formation of a link plays a major role in link prediction. Some
measures which utilize temporal information are proposed in [6,9,28,30,35].

Wang et al. mine the role of an author such as advisor/advisee between two
authors by constructing a time-constrained probabilistic factor graph (TPFG)
of a coauthorship network [33]. Munasinghe et al. define a measure called time-
score [26] for homogeneous networks. Time-score is a neighborhood based mea-
sure. A path-based measure called Link-score is defined in [5]. Link-score is the
extension of time-score measure for homogeneous networks. A temporal random-
walk based extension of Propflow [23], called T Flow is proposed in [25].

Probabilistic graphical models efficiently utilize the higher order topological
information and thus are efficient in link prediction task [32]. Wang et al. propose
a measure called Co-occurrence Probability [32](COP) to predict links in homo-
geneous networks. Lakshmi T.J et al. incorporated time information into COP
and obtained better results for predicting homogeneous links in collaboration
networks [15]. In this paper, we extend the ideas of COP [32] and TCOP [15]
from homogeneous network to heterogeneous network.

Contributions. The contributions made in this paper are

• The proximity-based measures Common Neighbor, Jaccard Coefficient,
AdamicAdar [1] and Co-occurrence probability [32] are extended to heteroge-
neous social networks.

• The temporal measures Time-score [26], Link-score [5], T Flow [25] and Tem-
poral Co-occurrence Probability [15] are extended to temporal bipartite and
heterogeneous social networks.

• The proposed bipartite and heterogeneous link prediction measures are evalu-
ated on two temporal bibliographic networks: DBLP and HiePh treating them
as heterogeneous networks.

3 Link Prediction in Heterogeneous Environment

3.1 Problem Statement

Given a Temporal Heterogeneous Network G = (V,E,w, t), V =
n⋃

i=1

Vi

represents n types of nodes, E =
m⋃

j=1

Ej denotes m types of edges (x, y) where

x ∈ Vi, y ∈ Vj , the edge (x, y) is referred to as homogeneous if i = j and
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heterogeneous if i �= j. w : E → R,w(x, y) denotes the weight of the interaction
between x and y and t : E → 2N, where t(x, y) is an ordered set of time units
denoting the interaction time instants of nodes x and y. We assume a common
time unit (encoded as integers) for the entire network.

Temporal Bipartite Network is a special case of Temporal Heterogeneous
Network with two types of nodes V = V1 ∪ V2 and purely heterogeneous edges
E ⊆ V1 × V2.

The aim of link prediction between two unconnected nodes u, v ∈
n⋃

i=1

Vi is

to find the possibility of a link of type k, k ∈ {1, 2 . . . m} appearing between u and
v at a future instant of time. Graph G is a homogeneous network if m = n = 1
and bipartite if n = 2 and m = 1.

3.2 Notation

The following notation is followed throughout this paper.

• Meta-path: Paths consisting of homogeneous/heterogeneous edges. For exam-
ple, in Fig. 2(b), a1 − a2 is a homogeneous edge and a1 − c1 − a3 − c3 is a
heterogeneous path.

• Γk(u): The set of k-hop neighbours of node u. Γ1(u) refers to the set of all
nodes connected by an edge to u. Γ (u) ∩ Γ (v) denotes the set of common
neighbors between node u and v, and Γk(u) ∩ Γk(v) contains all the common
k-hop neighbors between nodes u and v.

• Pk(u, v): The set of meta-paths joining u and v by at most k edges.

3.3 Non-temporal Measures Proposed for Heterogeneous Networks

Heterogeneous networks contain homogeneous as well as meta-paths. Preferential
attachment and path based measures can be applied on heterogeneous networks,
but common neighborhood based measures cannot be applied directly.

The baseline link prediction measures are extended in heterogeneous envi-
ronment as follows:

• Common Neighbours (CN): Common neighbors in homogeneous networks
as well as heterogeneous networks occur on paths of length 2 between the
nodes. For example, in Fig. 3(a), the node a2 occurs on path of length 2
between the nodes a1 and a3, is a common neighbor. Note that in bipar-
tite network in Fig. 3(b), if the edge a2 − c2 does not exist, there is no path
between the nodes a1 and c1. Hence for bipartite networks, paths of minimum
length 3 have to be considered (Fig. 3(b)) for common neighbour computa-
tion. In heterogeneous networks, paths of length 2 as well as 3 exist through
homogeneous/heterogeneous edges. Hence, to compute common neighbours
in heterogeneous environment, we consider meta-paths of length ≤3. This
understanding leads to simple definitions that can be extended naturally to
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Fig. 2. Examples of bipartite and heterogeneous networks

Fig. 3. Minimum length paths containing homogeneous edges (blue and black) and
heterogeneous edges (red) between nodes in different types of networks (Color figure
online)

Bipartite/heterogeneous environment in contrast to a specialized definition of
Adamic Adar for Bipartite networks given in [7].
The common neighbor measure in homogeneous and heterogeneous environ-
ments is given as follows:

CN(u, v) = |Γ1(u)
⋂

Γ1(v)| in Homogeneous networks

= |Γ2(u)
⋂

Γ2(v)| in Bipartite/Heterogeneous networks
(1)

Jaccard Coefficient, AdamicAdar and Preferential Attachment measures are
also neighborhood based defined in a similar way as follows.

• Jaccard Coefficient (JC): Jaccard Coefficient is the normalized Common
Neighbor measure.

JC(u, v) =
|Γ1(u) ∩ Γ1(v)|
|Γ1(u) ∪ Γ1(v)| in Homogeneous networks

=
|Γ2(u) ∩ Γ2(v)|
|Γ2(u) ∪ Γ2(v)| in Bipartite/Heterogeneous networks

(2)
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• Adamic Adar (AA):

AA(u, v) =
∑

z∈Γ1(u)∩Γ1(v)

1

log(|Γ1(z)|)
in Homogeneous networks

=
∑

z∈Γ2(u)∩Γ2(v)

1

log(|Γ2(z)|)
in Bipartite/Heterogeneous networks

(3)

• Preferential Attachment (PA):

PA(u, v) = |Γ1(u)| ∗ |Γ1(v)| in all types of networks (4)

The proposed measures are summarized in Table 1.

Table 1. Link prediction measures for a node pair (u, v) in various types of networks

LP Homogeneous networks Bipartite/heterogeneous networks

CN |Γ1(u) ∩ Γ1(v)| |Γ2(u) ∩ Γ2(v)|
JC |Γ1(u)∩Γ1(v)|

|Γ1(u)∪Γ1(v)|
|Γ2(u)∩Γ2(v)|
|Γ2(u)∪Γ2(v)|

AA
∑

z∈Γ1(u)∩Γ1(v)

1

log(|Γ1(z)|)
∑

z∈Γ2(u)∩Γ2(v)

1

log(|Γ2(z)|)
PA |Γ (u)| ∗ |Γ (v)| |Γ (u)| ∗ |Γ (v)|

3.4 Temporal Measures Proposed for Heterogeneous Networks

Hetero-Time-Score (Hetero-TS). Let u and v be unconnected nodes in
the network. Let p be a path connecting the nodes u and v in P3(u, v), with
edges e lying on p. We extend Time-Score measure proposed for homogeneous
networks [26] to heterogeneous environment as follows:

Hetero TS(u, v) =
∑

p∈P3(u,v)

w(p) ∗ βr(p)

|latest(p) − oldest(p)| + 1
(5)

where w(p) is equal to the harmonic mean of edge weights of edges in p.
β is a damping factor (0 < β < 1), r is a recency factor, defined as

r(p) = current time − max
e on P3

(t(e)), latest(p) = max
e on P3

(t(e)) and oldest(p) =

min
e on P3

(t(e)).

Hetero-Link-Score (Hetero-LS). Choudhary et al. extend the Time-score
measure to obtain a path based measure called Link-score [5]. To obtain the
Link-score between two unconnected node u and v, a Time Path Index (TPI) is
computed on each path between the nodes u and v. TPI evaluates path weight
based on time stamps of links involved in a path. Link-score is the sum of TPI
of each path between the nodes u and v.
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We extend Link-score to bipartite networks by considering heterogeneous
links available in bipartite networks. We also extend Link-score to heterogeneous
network by considering meta-paths between two unconnected nodes instead of
paths containing only homogeneous links.

Hetero-T Flow (Hetero-TF). T Flow [25] is a random-walk based measure,
which is an extension of PropFlow measure defined in [23]. T Flow computes the
information flow between two unconnected nodes u and v based on link weights
as well as activeness of links by giving more weight to recently formed links.

We extend T Flow measure to heterogeneous and bipartite networks by con-
sidering heterogeneous edges for bipartite networks and both homogeneous and
heterogeneous links for heterogeneous networks.

Heterogeneous Temporal Co-occurrence Probability (Hetero-
TCOP). Wang et al. propose a probabilistic measure called Co-occurrence Prob-
ability (COP) [32], to predict links in homogeneous networks. COP (u, v) is a
joint probability of two unconnected nodes u and v, which involves computation
of Markov Random Fields (MRF) of cliques contained in common neighborhood
of u and v as described in [32]. Lakshmi T.J et al. incorporated time informa-
tion into COP and obtained better results for predicting homogeneous links in
collaboration networks [15]. We extend the algorithms given in [32] as well as
[15] to heterogeneous environment.

We extend TCOP to bipartite and heterogeneous environment by considering
complete bipartite subgraphs (B-clique) in the case of bipartite networks and
cliques containing homogeneous and heterogeneous edges (H-clique) with regard
to heterogeneous networks.

We extend computation of COP in a similar way to Bipartite networks and
Heterogeneous networks by extending the computations of clique potentials to
B-Cliques and H-cliques respectively. The details of Hetero-TCOP computation
in the case of DBLP bibliographic networks are given in Sect. 4.

4 Implementation of Heterogeneous Measures for
Bibliographic Networks

Given a temporal bibliographic graph G = (Va

⋃
Vc, Eaa

⋃
Eac⋃

Ecc, waa, wac, wcc, taa, tac, tcc), where Va and Vc represent author and
conference nodes respectively and Eij : Vi → Vj denotes interaction between
nodes of type i and type j respectively. For example, Eaa : Va → Vc shows
co-author relation and Eac publish relation. wij : Eij → N represents weight of
edge between node types i and j, with wac representing the number of papers
that the author a publishes in the conference c. And tij : Eij → 2N represents
set of years of interaction between node types i and j.

We discuss prediction of different types of links in bipartite and heterogeneous
environments.
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• Prediction of future collaboration of authors (Homogeneous links):
When an author presents a paper in a conference, new interaction with other
authors in the same conference may result in new collaborations. This trans-
lates to predicting a homogeneous link between a1 − a2 using the existing
heterogeneous links a1 − c1 and a2 − c1. We compute the scores based on
neighbourhood based extended measures as specified in Table 1.

• Recommending conferences to authors (Heterogeneous links): We
generate the pairs of author-conference pairs and predict future links by apply-
ing the proposed measures. Heterogeneous measures in particular Hetero −
TCOP naturally uses these heterogeneous links for link prediction. Now the
computation of Hetero − TCOP is explained in detail below.

The implementation of Hetero-TCOP to compute the score between an author
node ai and a conference node cj is explained below:

1. Common neighborhood set of ai and cj (CNS(ai, cj)) is computed using
a breadth first search based algorithm. In this computation, path length is
taken as 5 and size of CNS is considered as 6.

2. Extraction of H-cliques: Heterogeneous cliques are those that contain
nodes of different types and homogeneous as well as heterogeneous edges.
Here H-Cliques containing only the nodes of CNS(ai, cj) are obtained by the
following procedure:

Fig. 4. Extracting heterogeneous cliques
from bibliographic network

Fig. 5. B-Cliques extracted from DBLP
bibliographic network edge labels repre-
sent oldest(x, y) − latest(x, y) : w(x, y)
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• Let Ai be the group of authors who have co-authored with ai. Finding
author cliques is obvious in any network, as the group of authors who
publish a paper together can be found in event logs.

• Let Cj be the list of conferences that all the authors in Ai publish.
• Now, Ai∪Cj forms a heterogeneous clique since all the mutual links among

authors and between authors and the corresponding conferences exist.
The extraction of H-Clique containing author nodes and conference nodes is
depicted in Fig. 4 and a snapshot of B-cliques extracted is shown in Fig. 5.

3. Construction of MRF: MRF construction needs computation of clique
potentials. Let F be subsets of H-clique be referred to as factor graphs of H.
Clique potential table of a H-clique consists of weights of all its factor graphs
F . We define the temporal weight of a factor graph F in a heterogeneous
clique H by extending Hetero − TS and TCOP proposed in [15].

Temporal−Weight(F ) =
w(F ).βr(F )

|max(F ) − min(F )| + 1
(6)

where the definitions of w, r, maxt, mint are naturally extended to subgraphs
F : w(F ) is harmonic mean of the edge weights of every edge e in F .
maxt(F ) = max

e∈F
(t(e)) β < 1 is a damping factor

mint(F ) = min
e∈F

(t(e))
r(F ) = Current Y ear - maxt(F ),
captures recency of factor F .

An example computation of clique potential table of a H-clique extracted
from DBLP bibliographic network is depicted in Table 3.

4. Once the MRF graph is constructed, the Hetero-TCOP score of nodes ai and
cj is obtained using junction tree algorithm available in the tool libDAI [24].
Note that Hetero − TCOP score for a link ai − cj cannot be computed if ai

and cj are in disjoint cliques as there exists no path connecting these cliques.

Also note that in heterogeneous environment, coauthor and co-conference
homogeneous links are also included.

4.1 Performance Evaluation

We evaluate the extended measures including Hetero-TCOP by performing link
prediction for two datasets.

1. DBLP: DBLP dataset used in [32] consisting of research publications of 28
conferences in the fields of Data Mining, Databases and Machine Learning
held during the years 1997 to 2006. The dataset consists of two types of nodes:
author and conference and three types of edges corresponding to co-author
links, author-conference links and co-conference links. A link exists between
an author node and a conference node, if the author publish a paper in that
conference. Co-conference link exists between two conferences, it there are
common authors publishing in both conferences.
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Table 2. Dataset statistics

#Nodes #Edges

Author Conf/jrnl co-author author-conf/jrnl

DBLP 23,136 28 56,829 35,665

HiePh 8,381 199 40,736 20,826

2. HiePh [22]: HiePh consists of a set of publications in theoretical High
Energy Physics during the years 1992–2003. We consider two types of nodes,
author and journal and two types of edges, author-author, author-journal and
journal-journal.

Details of dataset are shown in Table 2.

4.2 Evaluation Measures

It is a general practice to use Area Under Receiver Operating Characteristic
(AUROC) to evaluate the performance of a binary classifier. Area Under Preci-
sion Recall (AUPR) curve is considered a more appropriate measure for imbal-
anced classification problems [8,21]. ROC curves are drawn with FPR (False
Positive Rate) against TPR (True Positive Rate) and PR curves are drawn with
Recall against Precision. We use AUROC and AUPR for evaluating performance
of prediction in this paper.

4.3 Experimental Setting

All the proposed measures along with Hetero-TCOP are used as unsuper-
vised measures as well as individual features to form a feature vector in the
machine learning framework for link prediction. Every edge is represented as a
9-length feature vector: (Hetero − CN, Hetero − JC, Hetero − AA, Hetero −
PA, Hetero−COP, Hetero−TS, Hetero−LS, Hetero−TF, Hetero−TCOP ).
For bipartite networks, we use the bipartite versions of proposed measures.

Test set is composed of all the edges existing in the last year and the dataset
is trained on the network except the last year. For DBLP dataset, the graph
of 1997–2005 is taken as training set. The measures are computed on this train
set. The performance is evaluated on the test set for pairs of nodes for which
edges are formed in the year 2006. The same is the case with HiePh dataset also.
The training set is under-sampled and Bagging (10 bags) with Random Forest
classification algorithm is used. We used the tool WEKA [12] for Bagging and
Random Forest algorithms.

4.4 Results and Discussion

The performance of Hetero-TCOP is compared with Hetero-Common Neighbor
(CN), Hetero-Jaccard Coefficient (JC), Hetero-Adamic Adar (AA), Hetero-
Preferential Attachment (PA), Hetero-Co-occurrence Probability (COP),
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Fig. 6. A snapshot of DBLP het-
erogeneous network

Table 3. A partial clique potential
table (φC(F )) of H-clique C = {10482,
7838, ICDE, SIGMOD}
10482 7838 ICDE SIGMOD φC(F )

0 0 0 0 0.00000

0 0 0 1 0.00000

. . . . . . . . . . . . . . .

0 1 0 1 0.00000

. . . . . . . . . . . . . . .

0 1 1 0 0.50000

. . . . . . . . . . . . . . .

1 1 0 1 0.50000

1 1 1 0 0.08335

. . . . . . . . . . . . . . .

1 1 1 1 0.08335

Hetero-Time-score (TS), Hetero-Link-score (LS) and Hetero-T Flow (TF). Simi-
larly, the prediction performance of Bipartite-TCOP is compared with all bipar-
tite versions specified in Table 1. The AUROC and AUPR results obtained for
DBLP and HiePh datasets are tabulated in Tables 4 and 5 and ROC curves are
shown in Figs. 7 and 8.

COP performs best among all the non-temporal measures CN, JC, AA and
PA, while TCOP proves to be better over all the temporal as well as non-
temporal measures. The proposed Hetero-TCOP shows superior performance
over all 8 measures for both the datasets.

We analyse a few True Positives discovered by Hetero − TCOP that are
missed by COP as well as the other measures; and False Positives of other
measures which are rightly rejected by Hetero − TCOP .

Consider a snapshot of DBLP heterogeneous network in Fig. 6. DBLP net-
work contains a link between the author node 10482 and the conference node
VLDB in the year 2006. Hetero-TCOP predicts a link between the author 10482
and the conference VLDB as the links involved are latest, but the standard link
prediction measures compute a low score between 10482 and VLDB, as there
are more meta-paths of length greater than 2 between them. In the other case,
DBLP does not contain a link between the author node 10482 and the con-
ference node PODS in the year 2006. Neighborhood-based measures as well as
COP predict a link between the author 10482 and the conference PODS, as
many meta-paths exist between them through author nodes 7838 and 144087
which are old links. Hetero-TCOP ranks this low as the links on meta-paths are
old.
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Table 4. Link prediction performance of author-conf/journal heterogeneous link on
DBLP and HiePh networks

DBLP HiePh

AUROC AUPR AUROC AUPR

Bipartite Heterogeneous Bipartite Heterogeneous Bipartite Heterogeneous Bipartite Heterogeneous

CN 0.5243 0.5571 0.0014 0.0014 0.5030 0.5350 0.0009 0.0023

JC 0.5019 0.5201 0.0013 0.0015 0.5113 0.5313 0.0013 0.0020

AA 0.6061 0.6370 0.0028 0.0031 0.5521 0.5821 0.0080 0.0036

PA 0.5619 0.5625 0.0015 0.0019 0.5200 0.5326 0.0018 0.0019

COP 0.6861 0.7196 0.0170 0.0129 0.6699 0.6801 0.0110 0.0201

TS 0.6692 0.6783 0.0098 0.0142 0.6313 0.6601 0.0074 0.0091

LS 0.6714 0.6899 0.0132 0.0155 0.6521 0.6712 0.0089 0.0093

TF 0.6790 0.6913 0.0147 0.0193 0.6666 0.6799 0.0094 0.0099

TCOP 0.7093 0.7530 0.0251 0.0410 0.6890 0.7104 0.0230 0.0314

Supervised 0.7400 0.8120 0.0421 0.0910 0.7395 0.8120 0.04211 0.0910

Table 5. Link prediction performance of co-author relation on DBLP and HiePh
bibliographic networks

DBLP HiePh

AUROC AUPR AUROC AUPR

Homo Hetero Homo Hetero Homo Hetero Homo Hetero

CN 0.6504 0.6811 0.0681 0.0720 0.5846 0.5920 0.0076 0.0077

JC 0.5942 0.6012 0.0637 0.0660 0.5167 0.5169 0.0045 0.0046

AA 0.6777 0.7011 0.0774 0.0837 0.6064 0.6253 0.0089 0.0094

PA 0.7415 0.7423 0.1162 0.1164 0.5466 0.5500 0.0050 0.0052

COP 0.8379 0.8439 0.2028 0.2399 0.7153 0.7390 0.0215 0.0308

TS 0.7913 0.8290 0.1625 0.1766 0.6752 0.6801 0.0092 0.0105

LS 0.8016 0.8376 0.1721 0.2276 0.6836 0.6900 0.0110 0.0118

TF 0.8125 0.8263 0.1785 0.1791 0.6921 0.7000 0.0114 0.0190

TCOP 0.8590 0.8934 0.2421 0.3953 0.7392 0.7575 0.0320 0.0486

Supervised 0.9281 0.9420 0.4390 0.5321 0.8396 0.8655 0.0596 0.0688

In the case of author-conference heterogeneous link prediction, all the mea-
sures show an improved performance on DBLP/HiePh heterogeneous network
over the DBLP/ HiePh bipartite network. More improvement in prediction per-
formance is observed for probabilistic measures COP and TCOP over non-
probabilistic measures in both bipartite and heterogeneous networks. From
Table 4, one can see that the performance of Hetero-TCOP is improved by 5%
over Bipartite-TCOP for DBLP network and Hetero-COP is improved by 4%
over Bipartite-COP. Similar is the case with HiePh dataset also. Prediction accu-
racy is increased in DBLP which is sparse network over the dense network HiePh.
In machine learning framework, the prediction accuracy is improved from 74%
to 81% for heterogeneous links for DBLP heterogeneous network and from 73%
to 81% for HiePh network.
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Fig. 7. ROC curve for predicting
auth-conf heterogeneous links in DBLP
TCOP vs non-temporal measures

Fig. 8. ROC curve for predicting auth-
conf heterogeneous links in DBLP TCOP
vs temporal measures

In the case of homogeneous (author-author) link prediction, the improvement
is less (Table 5). More improvement in the prediction performance is observed
for homogeneous links (author-author) when compared to the performance of
heterogeneous links (author-conference). Hetero-TCOP has shown an accuracy
of 9% over neighborhood-based measures and 6% over temporal measures in
heterogeneous environment.

An average improvement of around 5% is observed for temporal measures
over non-temporal measures, in the prediction of both homogeneous as well as
heterogeneous links.

5 Conclusion

Heterogeneous social networks are ubiquitous in nature and contain a lot of hid-
den information. Most of the state of art link prediction measures project the
heterogeneous networks into homogeneous projections and predict homogeneous
links. In this work, some of the link prediction measures are extended to het-
erogeneous environment. A temporal measure called Hetero-TCOP is proposed
on heterogeneous networks. We evaluate our new measure on two bibliographic
networks and predicted two types of links on them. Hetero-TCOP demonstrates
that taking cognizance of time by differentiating old links from new as well as
including heterogeneous information via H-Cliques yields a significant improve-
ment in performance for link prediction.
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Abstract. Guaranteed loans are a common way for enterprises to raise
money from banks without any collateral in China. The enterprises are
highly intertwined with each other, and hence form a densely connected
guarantee network. As the economy is down in recent years, the default
risk spreads along with the guarantee relations, and has caused great
financial risk in many regions of China. Thus it puts forward a new chal-
lenge for financial regulators to monitor the enterprises involved in the
guarantee network and control the system risk. However, the traditional
financial risk management are based on vector space models, and could
not handle the relations among enterprises. In this paper, based on the
k-shell decomposition method, we propose a novel risk evaluation strat-
egy, NetRating, to assess the risk level of each enterprise involved in the
guaranteed loans. Besides, to deal with the direct guarantee networks, we
propose the directed k-shell decomposition method, and extend NetRat-
ing strategy to the directed NetRating strategy. The application of our
strategy in the real data verifies its effectiveness in credit assessment.
It indicates that our strategy can provide a novel perspective for finan-
cial regulators to monitor the guarantee networks and control potential
system risk.

Keywords: Enterprise monitoring · Risk control · Credit rating ·
Guarantee relation · Netrating · The k-shell decomposition method

1 Introduction

As the financial system is not developed in China, bank loan has been a pop-
ular approach for enterprises to raise money. As the cost of assessing whether
these enterprises have good credit is high in the absence of collateral, banks are
reluctant to extend loans without explicit backing. Thus these enterprises have
to seek for other enterprises to back loans for them. It is said that around a
quarter of loans in China’s bank system are backed by such guarantees.

Usually, enterprises involved in guaranteed loans are closely intertwined, thus
forming the so-called loan guarantee chain. With the decline of Chinese economy
in the recent years, loan guarantee chain of enterprises has become a big issue
for Chinese financial system as increasing number of enterprises, from Yangtze
c© Springer International Publishing AG 2017
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River Delta to Circum-Bohai-Sea region, are deeply involved. This financial phe-
nomenon, like an epidemic disease, is spreading over time and thus threatening
the stability of Chinese financial system. So it is urgent for financial regulators
to monitor the enterprises and prevent further risk spreading.

Though economists have proposed multiple approaches, these approaches
have a major drawback. They describe and predict the credit risk of entities
by extracting features of each entity, such as consumer or enterprises, while
neglecting the interdependencies within the credit entities. Thus, more systemic
analysis is required for tacking the credit risk caused by loan guarantee chain.

Fortunately, network science provides a powerful tool to analyze the correla-
tions among entities. Previous studies have combined financial applications with
complex network theory [2,5,6,8,12]. For instance, Allen and Babus [1] gave
multiple kinds of financial networks and described the empirical results of them;
Galbiati, Delpini and Battiston [7] tried to analyze the controllability of financial
systems by using complex network.

In this paper, we propose a network-based analytic framework to deal with
the loan guarantee chain and help regulators monitor the evolution of the guaran-
tee chain. We leverage the complex network theory to model the loan guarantee
chain. The enterprises are modeled as nodes while the loan guarantee relations
are the links among them. We put forward a new type of credit risk (we define
it as outer credit risk). It integrates both the relation structure information and
the loan default reality. With collaboration with People’s Bank of China, which
collects the loan guarantee data nationwide, we test the validity of our methods
through the data from real loan guarantee chain. Verified by both the numerical
evaluation and risk analysis, our strategy could help solve the complicated credit
risk management of loan guarantee chain.

The contributions of this paper are two-fold. First, we model the loan guar-
antee chain by using complex network theory. It is believed that the network
based analysis of the loan guarantee chain will provide more insights about the
system risk caused by credit default. Second, we present a novel network based
credit rating strategy to measure the credit worthiness of enterprises involved in
the loan guarantee chain. We apply this novel strategy to the data set of guaran-
tee loans in China. Numerical evaluations demonstrate that this novel strategy
could depict the worthiness of enterprises accurately.

The rest of this paper is organized as follows. Related works about the
researches of guaranteed loans are introduced in Sect. 2. The novel credit rating
strategy, named ‘NetRating’, is formulated in Sect. 3. The data set adopted in
this paper and the experimental results are presented in Sect. 4. We give the
conclusion in Sect. 5.

2 Related Works

2.1 Researches About the Guarantee Chain in China

As loan guarantee is crucial for financial system in China, some Chinese scholars
have conducted such kind of researches. Zhang [16] introduced the guarantee
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chain crisis, analyzed its infecting process and modeled the critical condition
with infection models. The strategy relies on the vector based dynamic equation
and the simulation process is implemented. Zhang [10] gave a basis analysis about
the risk sharing mechanism, the risk reduction mechanism and risk contagions
of the guarantee chain. The conclusion is that risk sharing was beneficial in a
favorable economic environment but risk contagion would lead all companies in
trouble in a difficult environment. Leng, Zhang and Xing [11] adopted regression
models to analyze the transfer of risk to guarantors by using the data set of the
listed Chinese companies that have issued bonds. The results showed that if risk
is well managed, the provision of loan guarantees does not affect the default risk
of guarantors. However, when a guarantor firm is controlled by the government,
the provision of guarantees increases the firm’s default risk.

2.2 Researches About the Financial Networks

Recently network analysis has attracted more attentions in the financial field.
In 2013, Nature physics delivered a special issue named ‘Complex Network in
Finance’. It believes that thanks to the ability to interpret the network parame-
ters with respect to stability, robustness and efficiency of an underlying system,
financial networks have become a natural candidate to study. The financial sys-
tem can be thought as a set of intermediaries, such as banks that interact with
each other through financial transactions. These interactions are governed by
a set of rules and regulations, and take place on an interaction graph of all
connections between financial intermediaries.

Battison et al. [4] introduced DebtRank, a novel measurement of the systemic
impact inspired by feedback-centrality. It measures the systemically important
institutions in a financial network extracted from the USD 1.2 trillion FED
emergency loans program. Vitali [15] investigated the architecture of the control
network consisting of transnational corporations. These corporations could affect
both the competitions in global markets and financial stability. Thus how to
find the core financial institutions, which can be seen as an economic “super-
entity”, becomes a new important issue for both researchers and policy makers.
Van Vlasselaer et al. [14] employed social network analysis to detect the fraud
transactions during financial paying.

2.3 Traditional Financial Risk Management

In traditional credit risk management, the financial entities are described by
vector space based features. Some features are directly from the following prop-
erties: Character, Capital, Collateral, Capability, Condition and Stability. Other
features are derived from the original features through linear combinations or
other approaches. One classical model for quantifying the credit risk is linear
regression. For instance, Eq. 1 shows a classical regression model when measur-
ing the credit risk:

R = k1 ∗ x1 + k2 ∗ x2 + . . . + kn ∗ xn + b, (1)
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where R represents the risk assessment of an enterprise, {x1, . . . , xn} denotes
the feature vector of an enterprise, {k1, k2, . . . , kn, b} is the coefficient vector.
The traditional credit risk strategy works well when predicting the default risk
as long as the training data is rich enough.

However, for enterprises that have close relationships with other enterprises,
such as the family relation, group relation, upstream/downstream relation and
loan guarantee relation, credit behavior could not depict their risk profiles alone.
These relations can also lead to risk diffusions among them, although the mecha-
nism is quite complicated compared to the traditional credit risk measurements.
So we need to seek a new scheme to model the relations among enterprises to
measure the inherent risk.

3 Methodologies

3.1 Credit Rating

Credit rating is designed to provide information about credit quality [9,13]. It
describes the evaluation of the credit worthiness of a debtor. Credit rating has a
direct effect on equity prices, bond prices and risk management strategies. For
instance, given the credit rating of corporations, individuals are informed of the
likelihood that the corporations will pay their obligations.

However, these traditional approaches suffer from a major drawback. Though
credit rating results from a thorough analysis of both public and private informa-
tion from various relevant sources, these approaches treat each financial entity
individually, and neglect the correlations within different financial entities. In
fact, financial entities exhibit a high degree of interdependence. Mother com-
panies and subsidiary companies are directly connected through cross share-
holding. Upstream enterprises and downstream enterprises are directly connected
through the transfer of both products and funds. Thus the default of one com-
pany may lead to wide spread of defaults along with the interdependent con-
nections. How the connections within financial agents affect their credit ratings
remains a problem.

3.2 NetRating Based on the k-shell Decomposition Method

As discussed in the previous part, the traditional credit rating strategy does
not work well for assessing the financial risk caused by loan guarantee relations.
Meanwhile, complex network analysis provides many useful tools for statistic
and calculation. This paper applies the network theory to the loan guarantee
networks, and puts forward a method named NetRating to assess the credit risk
of enterprises caused by loan guarantee relations.

The NetRating strategy is based on the k-shell decomposition method. The
k-shell decomposition method partitions a network into sub-structures that are
directly linked to centrality [3]. This method assigns an integer index, ks, to
each node, which indicates the location of the node in the network according to
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its connectivity patterns. Nodes with low/high values of ks are located at the
periphery/center of the network. This way, the network is described by a layered
structure that reveals the full hierarchy of its nodes. The innermost nodes belong
to the structure are called cores or “nucleus” of the network, while the remaining
nodes are placed into more external layers (k-shells).

Concerning the loan guarantee network, if an enterprise is a core in the
network, its risk level might be high as more enterprises are attached to it. Also,
it is easy to spread the credit risk into the other part of the network, thus leading
to system risk. So the k-shell index of an enterprise is related to its risk level.
We can obtain the credit risk rating of an enterprise based on the k-shell index
of the enterprise. As this rating scheme is based on network analysis, we denote
it as NetRating.

The detailed procedures of the NetRating strategy are as follows. First, we
removes enterprises from the loan guarantee network with degree k = 1, and
assigns the integer ks = 1 to them. This step is repeatedly carried out until the
degree of any remaining enterprise is above 1. Then, enterprises with degrees
k = 2 are removed from the loan guarantee network and are assigned the integer
ks = 2. This step will be repeated again until the degrees of remaining nodes
are above 2. Similar procedures are repeated for nodes with degrees k ≥ 3 until
all the enterprises are assigned a ks value.

Figure 1 shows the risk measurement of enterprises by the NetRating strategy.
In Fig. 1, 19 enterprises form a loan guarantee network because of their loan
guarantee relationships. The k-shell decomposition method is run on this network
to obtain the k-shell index for each enterprise. It can be seen that the set of
enterprises within the innermost ring occupy the largest ks value, with ks = 3.
The set of enterprises between the two outermost rings have the smallest ks
value, with ks = 1. Particularly, even though the 11th enterprise has the largest
degree, with k = 6, its ks value is still 1, because the enterprises linked to it are
single nodes. Thus it is not a core node in the network.

Fig. 1. Visualization of k-shell based NetRating scheme
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It needs to mention that the current k-shell index is not the real credit
risk grade in the application of credit risk management. We will discuss the
transformation in Sect. 4.

3.3 NetRating Based on the Directed k-shell Decomposition
Method

In the loan guarantee network, links between each pair of enterprises are direct,
which means that one enterprise backs the other enterprise to get bank loans. For
instance, Fig. 2 depicts a directed network, of which the symmetrical version is
the same as the undirected network shown in Fig. 1. In Fig. 2, the 7th enterprise
is guaranteed by the 6th enterprise, and the 17th enterprise guarantee for the
1st enterprise. In such situation, the 7th enterprise should be free from potential
outer credit risk as it does not back for any enterprise, while the 17th enterprise
should suffer from potential outer credit risk as it backs for many enterprises
and have to face great default threats.

However, the ks values of these two enterprises (the 7th and 17th compa-
nies) in the NetRating strategy are identical, which is inconsistent to the intu-
ition. Motivated by this problem, we propose the directed k-shell decomposition
method and extend the NetRating strategy based on the novel directed k-shell
decomposition method.

In this paper, we propose the directed NetRating scheme. The basic principle
is that two enterprises (We suppose they are A and B) along an edge in the
loan guarantee network are exposed with different kinds of risk: the enterprise A
starting the edge will suffer from the potential outer credit risk from enterprise B
while the enterprise B pointed by the edge will not. Consequently, the enterprises
starting the edges will be taken into consideration for risk assessment in our
strategy. In terms of complex network analysis, the out-degree of an enterprise
is taken into account while the in-degree of an enterprise is neglected.

This novel method applies a similar pruning routine as the standard k-shell
decomposition method, but is based on an alternative measure of nodes’ degrees
and an alternative initial step.

First, as the credit risk is diffused along with the inverse directions of edges,
the out-degrees of enterprises are considered in directed k-shell decomposition
method. Second, when the out-degrees of some enterprises are 0, these enterprises
are free from the potential outer credit risk caused by risk diffusions. So the ks
values of these enterprises are set as the minimum value 0.

We re-calculate the k-shell structure of the directed network in Fig. 2, and
show the result in Fig. 3, where different colors represent different ks values that
the nodes take. After calculating NetRating, we get three types of k-shell index.
Green nodes represent the guaranteed enterprises and their ks values are 0. The
ks value of blue nodes is 1, and that of the yellow nodes is 2. Compared with
that in Fig. 1, we can find that due to the dense connections between the first
four nodes labeled as 1, 2, 3 and 4, they remain the core nodes in this network.
Particularly, the 17th node is more important than above, as it backs a central
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Fig. 2. The illustration of a loan guar-
antee network

Fig. 3. The credit rating of enterprises
by directed NetRating method (Color
figure online)

node, which indicates that it will face more outer credit risk threats; while under
the undirected NetRating, its k-shell index is the smallest.

The analysis of the directed network in Fig. 3 shows that the directed k-shell
decomposition method yields a more refined partitioning of the directed networks
as it utilizes more information from the loan guarantee network. Besides, nodes
that initially lie at the peripheral of the networks identified by the standard
k-shell decomposition method are likely to be more close to the cores of networks.

4 Experiments

4.1 Data Set and Pre-processing

The financial data set adopted in this research is obtained from one commercial
bank in China. It contains the records of bank loans that are guaranteed by other
companies within twelve adjacent months during 2007. Among each record of
the bank loans, the relevant information about enterprise that raises money from
bank, enterprise that backs for the bank loan and the details of the bank loan
are provided. The bank loan guarantee networks can be constructed with nodes
representing companies and direct edges representing the guarantee relations.

4.2 Evaluation of the NetRating Strategy

In this section, we will evaluate whether the NetRating strategy could accu-
rately measure the outer credit worthiness of companies involved in the guar-
antee networks. As mentioned before, the k-shell index of each enterprise is not
identical to its credit ratings, it is necessary to do some transformations. In this
experiment, before verifying the effectiveness of our strategy, we implement the
transformation as shown in Table 1 for the undirected NetRating scheme.

Regarding how to verify the effectiveness of the novel network-based credit
rating strategy, the intuitive way is to detect how many enterprises with weak



106 X. Meng et al.

Table 1. Mappings from the ks values to the credit grades for the undirected NetRating
scheme

ks Credit grade Credit quality

1 A Strong

2 B Adequate

3 C Speculative

4 D Vulnerable

Table 2. Prediction evaluation of NetRating based on the standard k-shell decompo-
sition method

Credit grade Company number Default rate (half-year) Default rate (1-year)

A (ks=0) 3452 0.93% 1.25%

B (ks=1) 2328 2.28% 2.96%

C (ks=2) 428 5.84% 8.41%

D (ks=3) 61 0 0

credit ratings will default in the following periods. In our research, 13 tempo-
ral guarantee networks can be constructed. For simplicity, we apply our novel
method to the first snapshot of the temporal guarantee networks, and evaluate
the results of the novel method by using the remaining 12 snapshots of the tem-
poral guarantee networks. In other words, we will check how many enterprises
with weak credit ratings will default in both the following half a year observation
window and the following one year observation window.

Table 2 shows the assessment result of our NetRating scheme based on the
standard k-shell decomposition. In Table 2, it can be seen that for the first three
credit grades, ‘A’, ‘B’ and ‘C’, the default rate increases while the credit grades
degenerate. Especially for the credit grade ‘C’, the default rate in the next one
year, 8.41%, is remarkably high while the default ratio of enterprises with credit
grade ‘A’ is only 1.25%. It seems that our strategy does not work well for enter-
prises with credit grade ‘D’. There are two reasons: the number of these enter-
prises is small; the edge directionality is not full employed.

4.3 Evaluation of the Directed NetRating Strategy

In this section, we evaluate whether the directed NetRating strategy could accu-
rately measure the outer credit worthiness of companies involved in the guaran-
tee networks, and that whether the directed NetRating strategy performs better
than the NetRating strategy.

We implement the transformation as shown in Table 3 for the directed
NetRating scheme. Table 4 shows the assessment result of our NetRating scheme
based on the directed k-shell decomposition method. The default rate of
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Table 3. Mappings from the ks values to the credit grades for the directed NetRating
scheme

ks Credit grade Credit quality

1 A Strong

2 B Weak

3 C Vulnerable

Table 4. Prediction evaluation of NetRating based on the directed k-shell method

Credit grade Company number Default rate (half-year) Default rate (1-year)

A (ks=0) 5959 1.66% 2.25%

B (ks=1) 299 2.01% 2.68%

C (ks=2) 11 45.45% 54.55%

companies with credit grade ‘A’ is the lowest, followed by that of companies
with ‘B’, and the default rate of companies with ‘C’ are the largest. To be more
detailed, only 1.66% of the companies with ‘A’ default in the next half a year, and
2.25% of these companies default in the next year. 199 companies are assigned
with credit grade ‘B’, with 2.01% of them defaults in the next half a year and
2.68% default in the next year. The credit grades of 11 companies are ‘C’, indi-
cating that these 11 companies are most likely to default in the future. As is
shown in Table 4, 45.45% of these companies default in the next half a year, and
54.55% default in the next year.

Thus, the directed NetRating strategy is effective in approximate the wor-
thiness of enterprises. By considering the edge directionality, the obtained credit
ratings of enterprises are more meaningful.

5 Conclusions

To quantitatively measure the potential credit risk of enterprises that is caused
by default risk spreading, we put forward a new strategy named NetRating.
Besides, considering the directionality of the guarantee networks, we propose
the directed k-shell decomposition method, and extend the NetRating strategy
to directed NetRating strategy. The novel strategy has the following merits.
First, it is based on the complex network theory, and is able to deal with complex
relational data set. Second, the directed NetRating strategy can effectively depict
how susceptible the enterprises are when exposed to external default risk. The
experiment on the real data has verified the effectiveness of our strategy. It shows
that our NetRating strategy is able to provide a new risk analytic tool for loan
guarantee related risk management.

Thus the directed NetRating strategy provides an effective tool for financial
regulators to monitor the guarantee networks and control potential system risk.
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Given the credit risk an enterprise is exposed due to the external default risk
spreading, both the financial regulators and the governments are able to monitor
the worthiness of the enterprise in time, and prevent the outbreak of system risk.

The novel strategy is just a starting point to explore the risk management
of guaranteed loan. As a later study, we will investigate the combination of
external risk and internal risk, aiming at depicting the worthiness of enterprises
more comprehensively. This will provide more powerful analysis tool for financial
regulators to monitor the potential system risk in guarantee networks.
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Abstract. With the continued expansion of the Internet and increased
means of communication, it is inevitable that we send data via the Inter-
net or other such media. The important issue of maintaining the confi-
dentiality and integrity of such data when using the Internet as a primary
mode of communication also continues to grow in scale. In this paper,
we therefore propose an information-hiding method based on the vector
quantization (VQ) compression algorithm with elastic indicators; further,
we present our design for a key stream to enhance security. Our experi-
mental results have shown that our proposed method performs better as
compared to the method introduced by Lee et al. in 2013.

Keywords: Vector quantization · Information hiding · Image compres-
sion · Huffman coding · Elastic indicator

1 Introduction

For decades, researchers have developed information hiding techniques to pro-
tect the confidentiality and integrity of messages sent to one another. With
the continued growth of the Internet, the use of digital information and digital
images has increased dramatically, which further emphasizes the importance of
maintaining the confidentiality and integrity of transmitted information. General
methods to protect secret information are typically divided into two categories,
i.e., cryptography and information hiding. The main purpose of cryptography is
to avoid unauthorized individuals from seeing the secret information, whereas
the main purpose of information hiding is to ensure unauthorized individuals are
not aware that secret information is hidden within other media, such as video,
image, and text files.

Information hiding techniques using images are divided into three cate-
gories, i.e., spatial domain approaches [1–7], frequency domain approaches [8–11],
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and compression domain approaches [12–14]. Information hiding in the spatial
domain is the most intuitive; here, algorithms are designed to directly modify
pixel values, using such methods as least significant bit (LSB) [1,2], difference
expansion (DE) [3–5], and histogram modification [6,7]. If the robustness of
the transmitted data is a top priority, algorithms are often applied to the fre-
quency domain, including discrete cosines transform (DCT) methods [8–10] and
discrete wavelet transform (DWT) methods [11]. If the efficiency of data trans-
mission over the Internet is a top priority, information hiding algorithms based
on the compression domain are often applied, including vector quantization (VQ)
coding [15]. In general, VQ information hiding methods [12–14] are further clas-
sified into three categories according to their output format; these categories
are VQ image methods, VQ-based image methods with control messages, and
codestream-based methods.

Given the above, in this paper, we propose an information hiding model
based on VQ coding between correlated neighboring blocks. Our proposed model
is applicable to codestream-based VQ information hiding methods. Goals of our
proposed model are to improve security and find optimal parameters for encoding
and decoding using Huffman coding.

The remainder of our paper is organized as follows. In Sect. 2, we introduce
some background information and related work, including such topics as VQ
coding [15], Huffman coding [16] and Lee et al.’s data hiding method [12]. Next,
we present our proposed elastic indicator VQ information hiding method in
Sect. 3. Section 4 shows our experimental results and analysis. Finally, in Sect. 5,
we present our conclusions and provide avenues for future work.

2 Related Work

In this section, we present VQ coding and Huffman coding in Sect. 2.1 and
Sect. 2.2, respectively. We then describe the codestream-based VQ information
hiding method developed by Lee et al. [12] in Sect. 2.3.

2.1 Vector Quantization (VQ)

VQ, also known as block quantization, is often used for lossy data compression,
encoding values from a multidimensional vector space to a finite set of lower-
dimensional values that thereby occupies less storage space and leads to a higher
data compression ratio. A VQ coding algorithm consists of three parts, i.e.,
codebook generation, image encoding, and image decoding.

The most commonly used method for generating a codebook is the Linde-
Buzo-Gray (LBG) algorithm [15], proposed by Linde, Buzo, and Gray in 1980.
This algorithm selects some featured blocks from non-overlapping blocks of cer-
tain images. A codebook is then composed of these featured blocks, which are
called codewords; here, pixel values of a featured block are the components of a
codeword. Each codeword has its own index value, which depends on codebook
size. The first step of VQ encoding is to divide the cover image into several
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Fig. 1. The VQ encoding procedure.

non-overlapping blocks. Next, all blocks are encoded using the similar codeword
in the codebook and calculating the Euclidean distance. More specifically, the
Euclidean distance is calculated via Eq. (1), where u represents the pixel value
of the block, v represents the pixel value of the codeword, and k is the size of
the codeword. Thus, we have:

d(u, v) =
k∑

i=1

(ui − vi)2 (1)

All non-overlapping blocks of the cover image are encoded using the codewords
with the smallest Euclidean distance. The corresponding index value of the nearest
distance codeword serves as the output as VQ encodes an image block. The finial
output is then an index table. Figure 1 illustrates this VQ encoding procedure.

2.2 Huffman Code

The Huffman code is an optimal prefix code commonly used for lossless data
compression that was originally proposed by Huffman [16]. The output from
Huffman’s algorithm is a variable-length code table used to encode source sym-
bols, with the more frequently used symbols generally represented using fewer
bits than the less frequently used symbols. To achieve this, Huffman coding
derives a frequency table from the frequency of occurrences for each possible
value of the source symbol, then creates a binary tree of nodes.

This tree can be traversed backwards, from right to left, assigning different
bits to different branches. The specific construction algorithm using a priority
queue is described below.
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Step 1: Create a leaf node for each symbol; add the leaf node to the priority
queue.

Step 2: Remove the two nodes with the highest priority from the queue, then
create a new internal node with these two nodes as children; the prob-
ability associated with this new node is the sum of the two child node
probabilities. Add this new node to the priority queue.

Step 3: Repeat Step 2 until only the root node remains in the priority queue;
this root node is the root of the completed Huffman tree.

2.3 Codestream-Based VQ Information Hiding Method

In 2013, Lee et al. proposed a codestream-based VQ information hiding method
using correlations between neighboring blocks [12]. Some of the notation used
by Lee et al. is presented in Table 1.

Table 1. Notation used by Lee et al. in the embedding and extraction phases of their
codestream-based VQ information hiding method

Symbol Definition

Y The encoding index

YT The top neighboring index of the encoding index

YL The left neighboring index of the encoding index

fine subcodebook1 Fine sub-codebook created by using the top neighboring index

fine subcodebook0 Fine sub-codebook created by using the left neighboring index

coarse subcodebook1 Coarse sub-codebook created by using the top neighboring
index

coarse subcodebook0 Coarse sub-codebook created by using the left neighboring
index

cs The size of a codebook

z The half-length of a coarse sub-codebook

Cy The Cy-th index in the corresponding coarse sub-codebook,
where Cy is in the range 0 to 2z − 1

CV Q The index table generated by the sorted codebook

w1, w2 The secret data to be hidden

In the embedding phase of Lee et al.’s method, a cover image is first divided
into several non-overlapping blocks, then all blocks are encoded into a corre-
sponding index via VQ encoding. Note that codewords in the codebook are
sorted. Through this process, index table CV Q is obtained, which can sub-
sequently be used as a cover image within which the secret message may be
embedded.

For each encoding index Y, four sub-codebooks (i.e., fine subcodebook1,
fine subcodebook0, coarse subcodebook1, and coarse subcodebook0 ) are generated
using rules below.
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Table 2. The indicators and encoding rules of Lee et al.’s codestream-based VQ infor-
mation hiding method [12]

Case Indicator Condition Encode

1 00 If Y belongs to fine subcodebook0 00 ‖ w1

2 01 If Y belongs to fine subcodebook1 01 ‖ w1

3 100 If Y belongs to coarse subcodebook0 100 ‖ Cy ‖ w2

4 101 If Y belongs to coarse subcodebook1 101 ‖ Cy ‖ w2

5 11 None of the above 11 ‖ Y

(a) fine subcodebook1 = {YT}
(b) fine subcodebook0 = {YL}
(c) coarse subcodebook1 = {YT−z, . . ., YT−1, YT+1, . . ., YT+z}
(d) coarse subcodebook0 = {YL−z, . . ., YL−1, YL+1, . . ., YL+z}

If index Y is in fine subcodebook1 (i.e., index Y is the same as YT ), the indi-
cator is set to 01. If index Y is in fine subcodebook0 (i.e., index Y is the same as
YL), the indicator is set to 00. If index Y is in coarse subcodebook0, the indicator
is set to 100 followed by index value Cy (in binary) of coarse subcodebook0. If
index Y is in coarse subcodebook1, the indicator is set to 101 followed by index
value Cy (in binary) of coarse subcodebook1. Otherwise, the indicator is set to
11. Table 2 summarizes the indicators and the above encoding rules.

From Table 2, we observe that the indicator rule of Lee et al.’s method is
fixed. For cases 1 and 2, the assumption is that occurrence rates are higher
than for the other cases in the encoding. In recent years, the indicator rule of
several codestream-based VQ information hiding methods have similarly been
fixed; however, this fixed indicator approach may not be the best for all images.
In this paper, we propose an elastic indicator model using Huffman coding for
codestream-based VQ information methods. Our contributions here are not only
solving the problem of the fixed indicator rule, but also enhancing security using
a key. Details of our elastic indicator model are described in Sect. 3.

3 Our Proposed Elastic Indicator VQ Information Hiding
Method

In this section, we present our elastic indicator VQ information hiding method
that uses correlations of neighboring blocks. Our proposed method consists of
four parts, i.e., encoding, decoding, variable selection, and encoding/decoding
the key stream. In the initial encoding process, a cover image is translated into
CVQ using the standard VQ compression algorithm. Next, we calculate the dif-
ferences between neighboring blocks to further categorize results into different
cases, details of which are discussed in Sect. 3.1. In the decoding process, the
codestream is reconstructed in the form of a binary tree using a breadth-first
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traversal algorithm; the resulting binary tree is then used in the Huffman decod-
ing process, details of which are presented in Sect. 3.2. To enhance security in
the information hiding process, the sub-codebook generation policy, the number
of sub-codebooks, the size of the sub-codebooks, and the Huffman code for dif-
ferent cases are all encoded as a key stream. Next, in Sect. 3.3, we introduce the
variable selection and encoding/decoding key stream processes. To illustrate our
proposed elastic indicator model, the symbols corresponding to our proposed
model are defined in Table 3.

3.1 The Encoding Process

Generating DL(i, j), DT (i, j), and DA(i, j): The processing order of CV Q

starts with the first row, going from left to right, then moves to the first column,
going from top to bottom, and finally the rest of the region, going from left to
right and top to bottom. Here, DL(i, j), DT (i, j), and DA(i, j) are calculated
using Eqs. (2a), (2b), and (2c), respectively. Thus, we have:

DL(i, j) = CV Q(i, j) − CV Q(i, j − 1), if j ≥ 2 (2a)

DT (i, j) = CV Q(i, j) − CV Q(i − 1, j), if i ≥ 2 (2b)

DA(i, j) =

⎧
⎪⎨

⎪⎩

DL(i, j), if i = 1
DT (i, j), if j = 1

CV Q(i, j) −
⌊
CV Q(i−1,j)+CV Q(i,j−1)

2

⌋
, if i > 1 and j > 1

(2c)

Generating Sub-codebook SCx and the Indicator: Figure 2 illustrates the
concept of a sub-codebook. In the figure, each SCx consists of a positive and
negative part according to the distribution of DA. Further, Ftx indicates the
middle position of each SCx that is closest to zero, where the order of SCx ranges
from the minimum negative value to the maximum positive value. Equations to
calculate Ftx and SCx are presented below as Eqs. (3) and (4), respectively.
Note that not all difference values of DA are in SCx as it depends on the bits of
each Zx. We therefore have:

FTx =

{
1 , if x = 1

FTx−1 + 2Zx−1−1 , otherwise
(3)

SCx =

{
[{−2z1−1 + ud}, {2z1−1 − 1 + ud}] , if x = 1

[{−FTx − 2zx−1 + 1 + ud}, {FTx + 2zx−1 − 2 + ud}] −∑x−1
k=1 SCx , otherwise

(4)

Generating the Ord : Binary bits Ord are generated from DA, Ftx, and Zx

using Eq. (5) below. The output codestream Zx-bit Ord in binary is gener-
ated from DA and Ftx in decimal. For the decoding process, the codestream
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Table 3. Symbols for our proposed elastic indicator model

Symbol Definition

i The current processing index of the x -axis in the CV Q table

j The current processing index of y-axis in the CV Q the table

x The x -th sub-codebook, with a value between 1 and t

t The number of sub-codebooks, with a value between 1 and 8

Zx The size of the x -th sub-codebook

p The p-th element in a sub-codebook, with a value between 1 and
2Zx

n The length of the secret message in bits

y The y-th case, with a value between 1 and t + 3

CV Q(i, j ) The index value of a VQ-compressed image in row i, column j

cbsize The size of the codebook

DL(i, j ) The difference between CV Q(i, j ) and CV Q(i, j − 1), where j >1

DT (i, j ) The difference between CV Q(i, j ) and CV Q(i − 1, j ), where i >1

DA(i, j ) The difference between CV Q(i, j ) and the average value of DL(i,
j ) and DT (i, j )

SCx,p The p-th elements in the x -th sub-codebook

ud The generating policy of SCx, with a value of either 0 or 1; since
DA constructs part of SCx, and DA could be positive or
negative, if ud = 1, a positive value starts at 1, whereas a
negative value starts at 0; if ud = 0, a positive value starts at 0,
while a negative value starts at −1

Ftx The middle position of the x -th sub-codebook; when ud = 1, Ftx
= SCx,(p/2) + 1; when ud = 0, Ftx = SCx,(p/2)+1 − 1

Hfy The Huffman code of the y-th case

mod(k1, k2) The remainder of k1 divided by k2

Bin2dec(k3) The decimal value of k3 bits

Dec2bin(k4, k5) Conversion of decimal value k4 to a bit stream of length k5

Ekey The encoded key

Efin The encoded image

‖ The concatenation operator

s1...sn The secret message bit stream of length n

is decoded and the order of the elements is decoded using Zx-bit Ord first, thus
recovering the original CV Q. Thus, we have

ord =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Dec2bin(DA + FTx + 2Zx−1 − 2, Zx), if ud = 1 and DA ≤ 0

Dec2bin(DA − FTx + 2Zx−1 − 2, Zx), if ud = 1 and DA > 0

Dec2bin(DA + FTx + 2Zx−1 − 1, Zx), if ud = 0 and DA < 0

Dec2bin(DA − FTx + 2Zx−1 + 1, Zx), otherwise

(5)
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Fig. 2. Difference values of DA in each SC, where ud = 0 and the underlined values
denote Ftx of SCx

The Output Codestream of the Encoding Process. The output code-
stream of the encoding process consists of Huffman code Hf , Ord, and secret
message s. The Huffman code is generated according to key and the frequency
of each case, which we further discuss in Sect. 3.3. Table 4 presents the encoding
rules for the codestream output. There are t + 3 cases in these encoding rules,
where t denotes the number of sub-codebooks. If DL(i, j) = 0 or DT (i, j) = 0,
the output codestream is encoded by indicator Hf1 or Hf2 and secret message
s1...sn (i.e., cases 1 and 2, respectively). If DA(i, j) is not in all SCs, the output
codestream is encoded via Hft+3 ‖ CV Q(i, j) ‖ s1...sn (i.e., case t+ 3). In resid-
ual situations, the output codestream is encoded via Hfk+2 ‖ ord ‖ s1...sn (i.e.,
case k + 2) according to DA(i, j) being in SCk.

Table 4. The t + 3 encoding rules in our proposed method

Case Condition Encoding rule

1 DL=0 Hf1 ‖ s1...sn

2 DT=0 Hf2 ‖ s1...sn

3 DA ∈ SC1 Hf3 ‖ ord ‖ s1...sn

4 DA ∈ SC2 Hf4 ‖ ord ‖ s1...sn

. . .

t + 1 DA ∈ SCt−1 Hft+1 ‖ ord ‖ s1...sn

t + 2 DA ∈ SCt Hft+2 ‖ ord ‖ s1...sn

t + 3 None of the above Hft+3 ‖ CV Q(i, j) ‖ s1...sn
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3.2 The Decoding Process

The decoding process is divided into two parts, i.e., decoding the key and the
codestream. Before trying to decode the codestream, the key must first be
decoded to construct the Huffman tree and retrieve t and Zx. After the Huff-
man tree is reconstructed, the codestream can then be decoded according to the
Huffman code represented by the given Huffman tree. The decoding algorithm
is presented below.

Input: codestream, codebook, key
Output: secret message s, cover VQ image
Step 1: retrieve t, Zx, and the Huffman tree from key (see Sect. 3.3.1) and gen-
erate Ft1 to Ftt using Eq. (3)
Step 2: set case t+4 as the root of the Huffman tree
Step 3: create an empty CV Q table
Step 4: read log2(cbsize) bits as the first node and set to CV Q(1, 1)
Step 5: retrieve the CV Q table and secret message s from the Huffman tree
switch(node)
{

Case (0):
Read one bit, a, for the codestream; if bit a is 0, move to the left child;

otherwise (i.e., if a = 1), move to the right child
Case (1):

Set CV Q(i, j) = CV Q(i, j − 1), read n bits as the secret message, then
return to the root

Case (2):
Set CV Q(i, j) = CV Q(i − 1, j), read n bits as the secret message, then

return to the root
Case (3 ∼ t + 2):

Read Znode−2 bits and calculate CV Q(i, j) using Eq. (6), read n bits as the
secret message, then return to the root

Case (t + 3):
Read log2(cbsize) bits and set to CV Q(i, j), read n bits as the secret

message, then return to the root
Case (t + 4):

if j is less than the width of CV Q, then j = j + 1;
else if i is less than the height of CV Q, then i = i + 1 and j = 1;
else CV Q(i, j) is reconstructed and secret message s is decoded

}

CV Q(i, j − 1) =

{
g +Bin2dec(Zx) − Ftx − 2Zx−1 + 1 + ud, if Bin2dec(Zx) < 2Zx−1

g +Bin2dec(Zx) − Ftx − 2Zx−1 − 1 + ud, otherwise
,

where g =

⎧⎪⎨
⎪⎩

CV Q(i, j − 1), if i = 1
CV Q(i − 1, j), if j = 1⌊

CV Q(i,j−1)+CV Q(i−1,j)

2

⌋
, if j ≥ 2 and j ≥ 2

(6)
Step 6: use the VQ algorithm with the codebook to recover the image

Generating SCs and the Huffman Tree: When receiving the codestream,
the SCs generation process is the same as the encoding process described in
Eq. (4) above. The difference here is that the Huffman tree acquired by decoding
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key does not have to be translated into the Huffman code; instead, we assign
indicators to each node and assign case t + 4 as the root.

The Purpose of Assigning Value to Each Node and the Decoding
Process: When decoding an image, each node can be seen as a case that can be
used to recover original CV Q(i, j). To begin decoding, we first read a bit stream of
length log2(cbsize), assigning the value to the top left corner as CV Q(1, 1). Next,
we construct the Huffman tree, where different cases lead to different processes.

3.3 Variable Selections and the Encoding/Decoding Process of key

In our proposed elastic indicator VQ information hiding method, we use key to
record variables used for the encoding and decoding processes. The key provides
variety for the encoding/decoding process, thus enhancing security. The first
step in our proposed method is to find a suitable variable combination, then
encode the selected parameters into the key, which must be shared between
sender and receiver. In this subsection, we discuss two key parts of this process,
i.e., the encoding procedure, which is presented in Sect. 3.3.1, and the decoding
procedure, which is presented in Sect. 3.3.2.

3.3.1 The Encoding Procedure of Keystream key

After finding SCx and the indicators, the input variables, including ud, t, Zx,
and Huffman tree T , must be encoded into keystream key. The input variables
can then be further used in the CV Q encoding/decoding process. Since Ftx can
be obtained via Eq. (3), it does not have to be included in keystream key. The
processing order of keystream key is first the input variables, then the Huffman
tree of indicators.

A. Transforming Variables ud, t, and Zx: Since ud can be only zero or one,
one bit is sufficient to store ud; similarly, t is between one and eight, thus three
bits are sufficient for storing the information (i.e., t− 1). Because Zx represents
the length of bits of SCx, and the value of SCx must be between one and cbsize,
the value of Zx must between one and log2(cbsize) − 1. To save space, Zx is
re-encoded and combined with Ekey using Eq. (7) as follows:

Ekey = Ekey ‖ Dec2bin(

t∑
x=1

(Zx − 1) × ((log2cbsize) − 1)t−x,
⌈
log2((log2cbsize) − 1)t

⌉
) (7)

B. Translating the Huffman Tree of Indicators: After the input variables
are encoded, the indicators are encoded using the translation process for indi-
cators. Since indicators are stored in a binary tree, the entire structure must be
encoded into keystream key. According to the properties of a Huffman tree, the
number of children of each node is either zero or two. Therefore, all cases of our
proposed encoding method are stored in the leaves of the Huffman tree, thus we
have t + 3 leaves and 2t + 5 nodes overall. Assume that each node requires ns
bits to be stored. We use t as a boundary, i.e., if t > 4, then ns = 4, otherwise
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Fig. 3. The order we use to scan all nodes as part of translating the Huffman tree.

Fig. 4. The format of keystream key in our proposed method.

if t ≤ 4, then ns = 3. During the translation procedure, we use a breadth-first
traversal algorithm such that each node is translated into a binary bit stream of
length ns, as illustrated in Fig. 3. Since the leaves have already been assigned an
index based on which case they fall into, we assign zero to non-leaf nodes. The
format of keystream key is illustrated in Fig. 4.

C. The key-encoding algorithm
Input: ud, t, Z, Huffman tree
Output: Ekey

Step 1: Ekey = null and output 1-bit ud to Ekey

Step 2: output 3-bit (t − 1) to Ekey

Step 3: use Eq. (7) to re-encode Zx as �log2((log2(cbsize) − 1)t)�-bit and output
the result to Ekey

Step 4: output all tree 2t+5 nodes as ns×(2t+5) bits to Ekey by a breadth-first
traversal algorithm
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3.3.2 Key-Decoding Procedure

A. Recovering Three Variables ud, t, and Zx of SCx: Before the decoding
procedure, ud must be decoded from the first bit of codestream Ekey. Next,
the following three bits are decoded as t, which indicates the number of sub-
codebooks. Finally, Zx is recovered from the next �log2((log2(cbsize) − 1)t)�
bits. This algorithm is summarized below.

Step 1: Fetch 1 bit from Ekey as ud
Step 2: Fetch 3 bits from residual Ekey and plus 1 as t
Step 3: Fetch �log2((log2(cbsize) − 1)t)� bits from residual Ekey as follows
for i = 1 to t − 1

Zt−i+1 = mod(zk, log2(cbsize) − 1) + 1
Zk =

⌊
zk

log2(cbsize)−1

⌋

end for
Z1 = zk + 1

B. Reconstructing the Huffman Tree:
During the reconstruction process, the leftmost node of each layer is recorded
in the pointtable table. As shown in Fig. 5, the data structure of the tree node
consists of a value and three pointers, which point to the left child, right child,
and right sibling. Other symbols are defined as shown in Table 5.

Table 5. Symbols used for reconstructing the Huffman tree

Symbol Definition

null Null pointer, indicating the end of a link

point1 A pointer that points to the parent node of the node to be retrieved

point2 A pointer that points to the node to be retrieved

pointtable(g) The leftmost node of layer g

node(q) The q-th recovered node, with q between 1 and 2t+ 5

The Huffman tree is reconstructed after Zx is decoded. There are 2t + 3
nodes in the Huffman tree. The algorithm below illustrates the process of recon-
structing a Huffman tree, with variable temp indicating the node currently being
processed.

Step 1: Initial process
Set temp = node(1)
Create the pointtable table and initialize pointtable(1)=temp
Set the right sibling of temp = null
Set point1 = temp
Set root = temp
Set temp = node(2)
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Fig. 5. Illustrating the structure for reconstructing the Huffman tree.

Set the left child of point1= temp
Set point2= temp
Set pointtable(2) = temp

Step 2: Find the position of the reconstructed node
while point1 is not zero or point1 is zero but the right child of point1 is not

null
do

if the right sibling of point1 is not null, then
Set point1 to the right sibling of point1

else
Set the right sibling of point2 = null
Set point2 to the next layer of point2 in pointtable
Set point1 to the right sibling of the next layer of point1 in pointtable

Step 3: Reconstruct the node
Step 4: Check that all nodes are reconstructed

Repeat Step 2 and Step 3 until there are no more node(q) instances

C. Key-Decoding Algorithm
Input: Ekey

Output: ud, t, Z1 Zt, Huffman tree (indicator)
Step 1: Retrieve ud

ud = the first bit of Ekey
Step 2: Retrieve t

t = the second bit to fourth bit of Ekey + 1
Step 3: Retrieve Z

Retrieve �log2((log2(cbsize) − 1)t)� bits, and calculate Zx using the approach
described in Sect. 3.3.2.1 Step 4 Each node in ns-bit is decided by t and
retrieves the ns-bit as the node for the steps that follow:
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Step 4.1
Create pointtable and initialize as pointtable(1) = root
Set the right sibling of root = null
Set the value of root = node(1)
Set pointtable(2) = node(2)
Set the left child of root = node(2)
Set point1 = root
Set point2 = node(2)

Step 4.2
for the remaining node() instances:

while point1 is not 0 or point1 is 0 but the right child of point1 is not
null:

do{
if the right sibling of point1 is not null, then

Set point1 to the right sibling of point1
else

Set the right sibling of point2 = null
Set point2 to the next layer of point2in pointtable
Set point1 to the right sibling of the next layer of point1 in
pointtable

}
Set temp = node(q)
if the left child of point1 is null, then

Set temp = the left child of point1
else

Set temp = the right child of point1
Set the right sibling of point2 = temp
Set temp = point2

End for

4 Experimental Results

In this section, we present some of our experimental results in which we compare
our proposed method and Lee et al.’s method. With a codebook 128, we used
10 test images, as shown in Fig. 6. All test images were grayscale images with
uniform sizes of 512 × 512. Our experimental results relate to three aspects, i.e.,
compression, security, and speed. More details are provided in the subsections
that follow.

Further, we used pure bit rate (PBR) as the performance measurement, which
is defined as shown below. We used PBR to show the compression capability of
an algorithm, where the smaller PBR values, the better the performance. PBR
is defined as

PBR =
the outputted codestream

M × N
,

where M and N denote the width and height of the test image, respectively.
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Fig. 6. The 10 grayscale test images that we used in our experiments.

4.1 Compression

Table 6 shows PBR values for our proposed method and Lee et al.’s scheme
using various test images and a codebook with 128 codeword. According to these
results, when compared to Lee et al.’s method, our proposed scheme produced
better PBR in all circumstances. The average PBR value of the proposed method
is lower than Lee et al.’s scheme, especially in the two images (Baboon and
Tiffany), the performance is much better than Lee et al.’s scheme. Considering
the capacity of compression, the result of using the Tiffany image as a cover

Table 6. PBR comparisons between our proposed method and Lee et al.’s scheme with
cbsize = 128 [12]

In bit Proposed method Lee et al.’s scheme

codestream (A) key stream (B) (A) + (B) PBR codestream PBR

cbsize = 256 z = 8

Airplane 58047 77 58124 0.222 62803 0.240

Lena 65662 109 65771 0.251 72031 0.275

Peppers 64456 109 64565 0.246 70514 0.269

Boat 61109 77 61186 0.233 65248 0.249

Sailboat 67317 45 67362 0.257 71178 0.272

Toys 39015 54 39069 0.149 47876 0.183

Gold Hill 73974 109 74083 0.283 79586 0.304

Zelda 68748 109 68857 0.263 76675 0.292

Baboon 99940 109 100049 0.382 109028 0.416

Tiffany 35619 109 35728 0.136 46851 0.179

Average 63389 91 63479 0.242 70179 0.268



126 C.-T. Huang et al.

image with cbsize = 128 and z = 4 produced a 35,728/46,851 = 0.762 ratio
versus that of Lee et al.’s scheme. From the above key results, we conclude that
our proposed scheme has better performance in terms of compression.

4.2 Security

Since the underlying process of our proposed scheme is largely affected by vari-
able SCx and the indicator, we used a greedy algorithm to find a suitable com-
bination of SCx and indicator by counting the number and size of each case
to estimate the size of the final coding result. Then, the top 1000 candidates
were selected for use in our proposed method. Based on the experimental results
presented in Table 7, compression ratios were very similar across all of the cases,
thus we decided to use a randomly selected candidate in our proposed method.

Table 7. PBR values for different candidates in our proposed method

Bits of
encoded image
PBR

Minimum 250-th 500-th 750-th 1000-th Difference
between the
minimum and
the 1000-th

Airplane 58124 58274 58317 58343 58364 240

0.222 0.222 0.222 0.223 0.223 0.00092

Lena 65771 65980 66019 66047 66068 297

0.251 0.252 0.252 0.252 0.252 0.00113

Peppers 64565 64700 64739 64765 64790 225

0.246 0.247 0.247 0.247 0.247 0.00086

Boat 61186 61291 61341 61379 61401 215

0.233 0.234 0.234 0.234 0.234 0.00082

Sailboat 67362 67498 67577 67624 67648 286

0.257 0.257 0.258 0.258 0.258 0.00109

Toys 39069 39178 39222 39244 39261 192

0.149 0.149 0.150 0.150 0.150 0.00073

Gold Hill 74083 74305 74379 74433 74474 391

0.283 0.283 0.284 0.284 0.284 0.00149

Zelda 68857 69048 69118 69159 69211 354

0.263 0.263 0.264 0.264 0.264 0.00135

Baboon 100049 100344 100450 100545 100605 556

0.382 0.383 0.383 0.384 0.384 0.00212

Tiffany 35728 35802 35836 35877 35910 182

0.136 0.137 0.137 0.137 0.137 0.00069
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5 Conclusions

In this paper, we proposed an information hiding method based on VQ com-
pression that also incorporated neighboring correlation and an elastic indictor.
In our proposed method, indices are encoded according to difference values from
adjacent indices, and elastic sub-codebooks are used to improve the compres-
sion rate. Further, we demonstrated three steps for speeding up execution times.
Our experimental results confirmed the effectiveness of our proposed elastic VQ
information hiding method. In terms of embedding capacity and compression
rate, experimental results showed that performance of our proposed method was
better than Lee et al.’s method [12]. Even with the additional key stream, by
using our approach, compression rates can be reduced by approximately 10% on
average.
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1 Introduction

Fraud (swindling money, property, or authority by fictionizing, counterfeiting, forging,
or imitating things, or by feigning other persons in private) exists ubiquitously in both
the physical world and the digital world (cyberspace). It is age-old but active, and
prohibited by laws but not prevented efficiently with techniques.

Fraud forms its threat against public securities. For instance, counterfeit of mer-
chandise brands (especially food and drugs) [1, 2], forgery of papery diplomas or
certificates [3], forgery offinancial bills or notes [4], fiction offinancial accounts [5], etc.

Fraud forms its threat against network securities. For instance, fiction of IP
addresses, juggle of IP addresses [6], non-license of programs (note that the execution
of malicious program is ascribed to non-license) [7], non-authorization of websites
(namely fishing websites) [8], forgery of electronic documents [9], wiretapping of user
passwords [10], etc.

Fraud is different from secret-outing. Keeping of secret relies on the application of
encryption technology while prevention of fraud relies on the improvement and
application of identification technology. Sometimes, symmetric ciphers are used for
authentication, but it is not strict identification, and only the re-meeting between two
friends who hold the same private key.

Throughout this paper, unless otherwise specified, the sign % means ‘‘modulo’’, M
means ‘‘M – 1’’ with M prime, lg x denotes the logarithm of x to the base 2, does
the opposite value of a bit bi, does the maximal prime allowed in a coprime
sequence, |x| does the absolute value of a number x; xk k does the order of an element

does the size of a set S, and gcd(a, b) represents the greatest common divisor
of two integers. Without ambiguity, ‘‘% M’’ is usually omitted in expressions.

2 Several Definitions Relevant to Identification

In terms of american dictionaries, an identity is said to be the set of characteristics by
which a person or thing is definitively recognizable or known, the awareness that an
individual or group has of being a distinct and persisting entity, the condition of being a
certain person or thing, information such as an identification number used to establish
or prove a person’s individuality [11], or the set of behavioral or personal character-
istics by which an individual is recognizable as a member of a group [12]. Therefore,
the identity concept is not only applicable to a person, but also a thing such as a
material article, a machine, an organization, etc.

2.1 Identity, Subject, Object, and Idology

An identity referred here is not the social attribute of a person or thing — a nobleman
or commoner, a luxury or pedlary for example, but the natural attribute of a person or
thing, relating to inherence — the head portrait or fingerprint of a person stored in the
chip of a passport for example.
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Definition 1. An identity is a congenital mark of a person or thing (including orga-
nization) by which the nativity, derivation, affiliation, or/and distinctiveness of the
person or thing are determined.

Definition 2. The administration of persons, the registry of users or organizations, the
producer, maker, issuer, or approver of things is called a subject, and a person or thing
is called an object.

Two affairs, namely the prevention of secret-outing and prevention of fraud,
occurred simultaneously along with human beings wars, which indicates that identi-
fication technology is the same archaic as encryption technology. For example, in 257
B.C. belonging the Warring States Period of China, a son of the king of Wei State
whose feoff was in XinLing rescued Zhao State successfully by stealing the half
BingFu, dispatching the troop, reenforcing Handan, and defeating the enemy from Qin
State [13].

A BingFu is a commander’s tally which convinces the chief general at a military
base that an order to maneuver troops comes indeed from the king or emperor of a state
or nation, and is split into two halves — the right reserved by the king or emperor and
the left given to the chief general (Fig. 1).

In Fig. 1, the right and left of the BingFu have the same inscriptions: This is a tally
for maneuvering soldiers in armour, the right is reserved by the emperor, and the left is
given to the chief general at YangLing.

Notice that the inscriptions of the right and left are arranged asymmetrically. When
the first emperor maneuvers troops, the right must coincide with the left (Fig. 2).

Definition 3. Idology is a systematic and scientific study of identity confection,
identity denotation, identity sensing, and identity verification for the identification of a
person or thing.

Identity confection is to say to make the characteristics of a subject and/or the
characteristics of an object into an identity which is a string, graph, or cast.

Identity denotation is to say to set the identity of an object into a place which is a
part of the object, or bound with the object.

Identity sensing is to say to detect (or perceive) an identity manually or automat-
ically, extract the identity essence, and send (or transmit) it to a verification platform.

Fig. 1. A BingFu — the identity of military orders of the first emperor of Qin Dynasty
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Identity verification is to say to affirm the correctness or facticity of an identity by
evidence and logic, and on occasion return the result and related information to an
inquirer [14].

As a branch of knowledge or teaching, idology has its research purpose, theoretical
foundation, and exploration field.

The research purpose of idology is to prevent fraud in both the physical world and
the digital world.

The theoretical foundation of idology involves computational complexity, infor-
matics, number theory, abstract algebra, the design and analysis of algorithms, data
structure, hash function, digital signature, security proof theory, etc.

The exploration field of idology includes symmetric identities, asymmetric iden-
tities, isomeric identities, communication networks, internet of things, big data, cloud
computing, pattern recognition, biometrics, electronic or imaging sensors, software
engineering, etc.

2.2 Symmetric Identity and Asymmetric Identity

On the view of practice, identities present symmetric and asymmetric modalities.

2.2.1 Symmetric Identities

Definition 4. A graph or a string which is verified through direct comparison or simply
computational comparison with a duplicate stored in advance is called a symmetric
identity.

Fig. 2. Process of maneuvering troops with a BingFu
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The evolution of symmetric identities experiences two phases.

• Classical Symmetric Identities
They include passwords or watchwords which emerged first within the ancient
Roman military [15], stamps (equivalent to handwritten signatures) which occurred
at least two thousand years ago — the Nephrite Stamp of the Empress in the
Western Han Dynasty for example [16], watermarks of which the idea was first
brought forward by an Italian in 1282 [17], trademarks which are thought of as
being used first by blacksmiths of the Roman Empire period from 27 BC to 476 AD
[18], etc.

• Modern Symmetric Identities
They include holographic labels which occurred in the late 1970’s (Left of Fig. 3)
[19], electronic query/supervision codes which emerged in the early 1990’s [20],
quick response codes (namely two-dimensional codes) which occurred in 1994
(Right of Fig. 3) [21], etc.

Especially, it should be pointed out that human biological characteristics such as a
fingerprint and iris (Fig. 4) [22] are also a type of symmetric identity, where a fin-
gerprint was applied to biometric authentication and criminalistics in the early 20th
century [23, 24].

Fig. 3. A holographic label and QR code

Fig. 4. A fingerprint and iris
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Among the above symmetric identities, a watermark, trademark, and holographic
label are collective identities of which each is assigned the same kind of object, a
two-dimensional code, electronic supervision code, fingerprint, and iris are individual
identities, and a stamp and password may be either collective identities or individual
identities.

Note that because the symmetric identities are easily copied, imitated, forged, or
liable to being manipulated by an inside jobber, they are insecure sometimes [25].

2.2.2 Asymmetric Identities

Definition 5. A cast or a string which is verified through the matching the left half with
the right half or the public key with the private key is called an asymmetric identity [26].

The evolution of asymmetric identities also experiences two phases.

• Classical Asymmetric Identity
It is only a BingFu (namely a commander’s tally) which is separated into two
asymmetric halves, and appeared in China at least two thousand and two hundred
years ago (Figs. 1 and 2) [13].

• Modern Asymmetric Identities
They include a RFID (Radio Frequency IDentity) which is embedded with a chip,
occurred roughly in 1983 [27], and adopted digital signatures for anti-counterfeit in
the late 1990’s (Fig. 5) [28, 29], and a BFID (BingFu Identity Digitized) which is
without a chip, originated from the early 2012’s (Fig. 6) [30], and is composed of
16–22 printable characters corresponding to a digital signature.

From now on, an asymmetric identity just indicates a modern asymmetric identity
for a classical asymmetric identity is not applied any longer.

According to Definition 5, an asymmetric identity has the following four properties
[26]:

① Uniqueness: An asymmetric identity derives from a digital signature hiding the
distinctive information of an object and being actually different from one another.
Thus, it can uniquely represent one object in a domain.

Fig. 5. A RFID with a chip storing a digital signature
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② Anti-forgery: An asymmetric identity is obtained through a digital signing
algorithm. Only can a specific public key which corresponds to the private key of a
subject check it, and other public keys cannot check it. Consequently, the sufficiency of
anti-forgery can be ensured.

③ Hiddenness: An asymmetric identity contains obscurely the characteristic of an
object — a serial number, scaled time, biological attribute for example, and the private
key of a subject.

④ Asymmetry: An asymmetric identity is confected with a private key, verified
with a public key, and different from a symmetric identity which has no key or only one
key.

Summarily, an asymmetric identity may produce important effects on authentica-
tion, anti-forgery, source tracing, and distribution monitoring.

Definition 6. An asymmetric identity which consists of only 16–22 characters, and
does not need to be stored in a chip is called a lightweight asymmetric identity.

Because an asymmetric identity confected through the optimized REESSE1
+signing scheme may be 16–22 characters long (see Sect. 3.1), it is lightweight in
terms of Definition 6 [26]. A lightweight asymmetric identity is also called a BFID.

2.2.3 Conversion of a Symmetric Identity to an Asymmetric Identity
In remote service mode based on the Internet, the employment of a symmetric identity
is probably insecure. We analyze an affair that a fingerprint as a password is used to log
on a remote e-mail server. Under the circumstances, there exist two security risks:

① a fingerprint template stored in the server may be acquired by inside unautho-
rized technicians;

② a fingerprint instance transmitted on the Internet may be wiretapped by delib-
erate eavesdroppers on logon.

Therefore, when a symmetric identity such as a fingerprint or string password is
used remotely, it needs to be converted into an asymmetric identity through a hash
function and a lightweight digital signing algorithm by the owner of a fingerprint or a

Fig. 6. A BFID consisting of 80 bits equivalent to 16 characters
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secret string who holds a private key and a public key. The latter is placed on a united
verification platform or a server.

Although any digitized symmetric identity may be converted into an asymmetric
identity, sometimes the mixed or combined utilization of a symmetric identity and an
asymmetric identity is needed.

2.3 Comparison Between a Symmetric Identity and an Asymmetric
Identity

A symmetric identity and an asymmetric identity act as different roles. A comparison
between them may be made according to the definitions and facts (Table 1).

It is well known that a symmetric identity such as an official stamp or electronic
supervision code is easily imitated through an inside job or outside job since it does not
bear the characteristic of an object [31]. It follows that an official stamp or electronic
supervision code attached to authority is usually considered as trustworthy, but not
secure. Note that trustworthiness does not equal security.

We can understand from Table 1 that the two primary advantages of an asym-
metric identity are the prevention of inside jobs and the realizability of a united veri-
fication platform.

Asymmetric identities do not repulse symmetric identities. On some occasions, they
are employed miscellaneously.

2.4 Comparison Between a Symmetric Identity and an Asymmetric
Identity

A RFID may be used for the anti-counterfeit of a merchant article, and similarly, a
BFID may be used for the anti-counterfeit of a merchant article, especially a con-
sumable commodity. Why is a BFID brought in yet? This needs to make a comparison
between them (Table 2).

Note that there is 16 = 80/5, namely a character is twice-hexadecimal.

Table 1. A comparison between a sym. identity and an asym. identity
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It can be understanded from Table 2 that a BFID is tightly pertinent to a new
specific algorithm, lightweight, economical, green, and easy to use (no need of card
readers — for example).

3 Foundation of Lightweight Asymmetric Identities

A digital signature in a RFID chip is generally produced with the ECC or RSA signing
scheme [32–34] while a digital signature corresponding to a BFID is produced with the
optimized REESSE1+ signing scheme [35, 36]. It is well known that a digital signing
scheme is devised on the basis of intractable computational problems which are pri-
marily constructed on the subbasis of computational complexity theory [37, 38].

Concretely speaking, the security of ECC is based on an elliptic curve discrete
logarithm problem (ECDLP) [33, 39], the security of RSA is based on an integer
factorization problem (IFP) [34, 40], and the security of REESSE1+ , including a hash
function resistant to birthday attack [41], is based on the three new hardnesses and one
classical hardness: a multivariate permutation problem (MPP), an anomalous subset
product problem (ASPP), a transcendental logarithm problem (TLP) [35, 42], and a
polynomial root finding problem (PRFP) which is equivalent to the fact that a poly-
nomial of high degree has only exponential time solutions at present [43, 44]. Similar
to PRFP, the hardnesses MPP, ASPP, and TLP have no subexponential time solutions
so far [36, 42].

3.1 Optimized REESSE1+ Signing Scheme

The optimized REESSE1+ digital signing scheme includes three algorithms for
key-pair generation, digital signing, and signature authentication.

A digital signature is the output of the digital signing algorithm which takes a
private key and an information digest as input [35].

The length of an optimized REESSE1+ modulus may only be 80 bits under the
security of magnitude 2 ^ 80 while the length of an ECC modulus is 160 bits under the
same security. The length of an optimized REESSE1+ signature only is 160 bits while
the length of a ECC signature is at least 320 bits under the same security [33, 35].

Table 2. A comparison between a RFID and a BFID
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3.1.1 Key Generation Algorithm
Assume that are pairwise coprime integers, where
containing a prime � 252, and .

This algorithm is called by an identity key management algorithm.

3.1.2 Digital Signing Algorithm
Assume that hash is a one-way compression function — the Juna hash for example.

This algorithm is called by an identity confection algorithm.
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3.1.3 Signature Authentication Algorithm
Assume that hash is the above one-way compression function.

This algorithm is called by an identity verification algorithm.

3.2 Juna Hash Function

Definition 7. Let b1…bn 6¼ 0 be a bit string. Then with i 2 [1, n] is called a bit
shadow if it comes from such a rule [41]:

①
② = 1 + the number of successive 0-bits before bi if bi = 1; or
③ = 1 + the number of successive 0-bits before bi + the number of successive

0-bits after the rightmost 1-bit if bi is the leftmost 1-bit.
For example, let b1…b8 = 01010100, then .

Definition 8. Let be the bit shadow string of b1…bn 6¼ 0. Then with
i 2 [1, n] is called a bit long-shadow, where [41].

For example, let b1…b8 = 01010100, then .
The Chaum-Heijst-Pfitzmann hash function, a non-iterative one based on a DLP, is

appreciable [45].
The new non-iterative hash function is constituted of two algorithms which contain

two main parameters m and n, where m denotes the bit-length of a modulus utilized in
the new hash, n denotes the bit-length of a short message or a message digest from a
classical hash function, and there are 80 � m � 232 with 80 � m � n � 4096.

Additionally, K and X are two integral sets. Their lengths are selected as
and , and moreover make . Notice that
means .

For example, as m = 80 � n, there should be and ; as m = 96 �
n, should and ; as m = 112 � n, should and ; as
m = 128 � n, should and ; as m = 232 � n, should and

.
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3.2.1 Initialization Algorithm
This algorithm is employed by an authoritative third party or the owner of a key pair,
and only needs to be executed one time.

A private parameter ({Ai}, {‘(i)}, W, d) may be discarded, but must not be
divulged.

At S3, to seek W, let W � gM=Fð%MÞ, where g is a generator of ðZ�
M ; �Þ obtained

through Algorithm 4.80 in Sect. 4.6 of [46], and is a factor of M.

At S4, X ¼ þ =�5; þ =�7; . . .; þ =�ð2enþ 3Þf g indicates that X is one of 2en

potential sets, indeterminate, and unknown to the public, where “þ =�” means the
selection of the “+” or “−” sign. Notice that in the arithmetic modulo M; �x represents
M � x.

3.2.2 Compression Algorithm
This algorithm is employed by one who wants to obtain a short message digest.
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It is easily known from Definition 8 that the max of is less than or equal
to n when b1…bn 6¼ 0.

4 United Verification Platform for BFIDs and Identification
Systems

4.1 Topological Structure of the Platform

The platform working in cloud computing mode and being reached through a domain
name or a mobile number supplies shared storage and verification services for a wide
variety of users or lessees (Fig. 7). For security, the cloudland is partitioned into an
inner network and an outer network.

Between the inner network and the outer network, there is a security gateway which
can prohibit illegal IP packets from invading the inner network. Additionally, the
platform will have a strict identification mechanism which can prevent unauthorized

Fig. 7. Topological structure of the united verification platform for BFIDs
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persons from accessing and modifying databases. The platform does not need strict
encryption measures since all data on it are allowed being in a public state.

The platform is composed of a verification server, source tracing server, public key
server, information digest server, distribution monitoring server, fraud guard server,
short message server, IP packet server, web server, etc.

• Verification/Source Tracing Server
Being responsible for the checking computation of BFIDs, and returning the result
and relevant information to an inquirer.

• Public Key Server
Storing all public keys of enterprises, organizations, institutions, and persons. These
public keys may be accessed, but may not be modified.

• Information & Digest Server
Storing characteristic information, description data, source information, or their
digests of persons and things (commodities, bills, notes, diplomas, certificates,
websites, programs, etc.).

• Distribution Monitoring Server
Supervising and managing the warehouse-outing, delivery, passage, and marketing
of packaged merchandise articles so as to prevent the overlap of sale regions and
guarantee the retrospection of sale channels.

• Fraud Guard Server
Detecting malicious programs, fishing websites, fabricated IP addresses, counterfeit
commodities (especially food or drug articles), fake bills or notes, forged diplomas
or certificates, imitative credentials or licenses on the basis of BFID verification
results, as well as reporting occurrences to related enterprises, institutions, or
administrations who take charge of disposing frauds.

• Short Message Server
Being responsible for receiving a BFID sent by a customer or consumer with a
mobile, and directly returning a verification result and a piece of source information
to the customer or consumer.

• IP Packet Server
Being responsible for receiving a program BFID from a computer outside the
platform, and directly returning a verification result in the form of a IP packet to the
computer.

• Web Server
Providing web pages for question inquiry and BFID checking service, and return an
answer or verification result to the browser of a customer or user.

4.2 Software Composition of an Identification System

Multiple identification systems may be developed on the basis of the united verification
platform. Each of these systems consists of a server terminal, client terminal, and
inquiry terminal.

A server terminal shares the united verification platform, a client terminal needs to
be developed individually according to the business of a different client — an
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enterprise or institution for example, and an inquiry terminal also needs to be devel-
oped individually according to the medium of a different inquirer a user or customer for
example.

• Software at a Server Terminal
Including a BFID verifier, a source tracing subsystem, a distribution monitoring
subsystem, a fraud guarder, a short message exchanger, an IP packet exchanger, a
web page exchanger, a user register, etc.

• General Software at a Client Terminal
Involving an asymmetric foundational operator, a one-way hash function, a key-pair
generator, a key-pair keeper, a digital signer, etc.

• Individual Software at a Client Terminal
Involving a public key cloudland storage subsystem, an identity confection sub-
system, a source information transfer subsystem, a label/mark concocting subsys-
tem, a multiple identities handling subsystem, etc.

• Software at an Inquiry Terminal
Including identity information sensor, identity validity query subsystem, etc.

5 Applications of Idology

Obviously, idology has its applicative value in public security and network security.

5.1 Applications in Public Security

Fraud in the real world is rampant, which damages greatly the development of national
economy, hence, it should be prevented at technical level.

• Banknote Anti-forgery System Based on BFIDs
The central bank gives every banknote a BFID which is visibly printed on the
surface of the banknote without a chip, and hides the private key of the central bank
and the characteristic of the banknote — the currency number, par value, issuing
bank name, issuing date, currency version etc. for example. The BFID sent with the
mobile of a customer is checked by the united verification platform, and the plat-
form can detect whether a BFID is imitated, and a banknote is forged through
analyzing big BFID data [47].

• Diploma Anti-forgery System Based on BFIDs
A college or university grants every graduate a diploma on which a BFID is visibly
printed. The BFID conceals the private key of the college or university and the
characteristic of the graduate — the name, birthday, resident ID number/social
insurance number, graduating time, graduating university, specialty etc. for exam-
ple. Because the ID number or social insurance number of the graduate is unique
and inimitable, the BFID is also inimitable.
When the diploma of a graduate is examined by an employer, a related BFID is sent
to the united verification platform alongside of the ID card or insurance card of the
graduate being examined [48].
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• Food/Drug Anti-counterfeit and Source Tracing System Based on BFIDs
A food/drug mill assigns to every food/drug article a BFID which is printed on the
label of the food/drug article, covered with a layer of luminescent powder, and hides
the private key of the mill and the characteristic or source information of the
food/drug article — the product number, material component, production date,
expiration date, mill name, mill address etc. for example.
The coat on a BFID needs to be scraped off when it is inputted or scanned to a
mobile for verification. The united verification platform will return the “True”
value, source information, and marketing channel if the BFID passes the exami-
nation [26].

• Passport Anti-forgery System Oriented to Antiterrorism
Most of terrorists utilized fake passports to sneak into intendedly attacked countries
(Fig. 8) [49].

Therefore, to prevent passports from being forged, should let a passport contain a
lightweight asymmetric identity such as a BFID and a biological characteristic. The
former hides the private key of an issuing government and the personal material of a
related holder, and ensures the coherence between the issuing government and the
passport; the latter is the head-photo, fingerprint, or iris of the related holder which
ensures the coherence between the passport and the related holder. By transmissibility,
there is the coherence between the issuing government and the related holder.

Fig. 8. Serbian magazine Blic displays a fake Syrian passport found at a scene of the Paris
attacks
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The lightweight asymmetric identity should be visibly printed on a page of the
passport so as to be capable of being checked in manual way through a united veri-
fication platform. Clearly, some protocols on and standards for lightweight asymmetric
identities and the united verification platform should be proposed to a pertinent
international association and sufficiently discussed among most nations before the final
versions are concluded.

5.2 Applications in Network Security

The Internet is innately imperfect, which leaves occasions to cheaters.

• Prevention of Fictional IP Addresses
IETF published Internet Protocol version 6 (shortly IPv6) in 1998 [50]. IPv6 adopts
a 128-bit address format allowing 2128 addresses, which means that almost every
device on the Internet may be assigned an IP address for identification and location
definition. However, it has two prominent flaws:

① a nation identifier is not designated in the global routing prefix of an IP address;
② there is no mechanism for precluding fictional IP addresses or IP addresses fraud

although there is the Internet Protocol Security (IPsec) attached to IPv6 which is
developed only to prevent the content of an IP packet from being divulged as well as
the source and destination addresses in an IP packet from being tampered.

Hence, IPv6+ is suggested by the authors. The dominant difference between IPv6
+ and IPv6 is the partition of a source or destination address and the prevention of
fictional IP addresses. In IPv6+ , the structure of a source or destination address is as
follows (Fig. 9):

In an IPv6+ address, the nation ID which is an 8-bit number represents the
boundary of a national territory in the cyberspace, needs to be uniformly assigned
among major countries, and should be coincident with the international calling code of
a country — 86 being of China for example.

The domestic routing indicator which is a 24–32 bit number represents the
approach to a province (state), municipality (county), city, or town.

The subnet ID which is an 8–16 bit number represents a subsystem of intercon-
nections within a system, and it allows the components to communicate directly with
each other.

The interface ID equivalent to a BFID which is an 80 bit number represents a host,
router, or other device on a subnet, and hides the private key of a national cyberspace
administration and the characteristic of an interface such as the domain name (globally

Fig. 9. Structure of an IPv6+ address
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unique), EUI-64 address (also globally unique), nation ID, domestic routing indicator,
subnet ID, etc.

When a destination host receives a IP packet, it will extract a source address from
the IP packet, and send the source address to the united verification platform which will
check the validity of the source address with the public key of the national cyberspace
administration, and return a result to the host. Note that a IP packet should be
simultaneously signed with the private key of a user on a related source host.

• Dynamic Password Equivalent to a BFID
A dynamic password of which the checking is not a direct comparison or hash
comparison is confected through the optimized REESSE1+ signing scheme, hides
the private key source or biologic fingerprint of a user and the characteristic of a
login occasion such as the user name, login date, login time, machine name, etc., is
thoroughly different on every login, and is checked with the user’s public key that is
fetched to a server terminal in advance. Obviously, a dynamic password is sub-
stantially equivalent to a BFID which is so short as to be capable of being checked
fast.

The advantage over a classical password of a dynamic password is that it may
protect a confidential fingerprint or private key source against being exposed to an
eavesdropper in a transmission process or to an inside job worker at a server terminal.

• Official Document against Forgery and Tampering
When an official document of an organization or administration is promulgated on
the Internet, it should bear a BFID which is so short as to be capable of being placed
at the document’s file name position [35, 41]. The BFID conceals the private key of
the organization or administration and the characteristic of the document — the
title, script number, key words, promulgator name, promulgating date, etc. for
example, is checked by the united verification platform, and can defend the doc-
ument against being forged or tampered.

• Prevent Computer Viruses
A program is given an asymmetric identity BFID by its developer, and the BFID is
put in the program’s file name [35, 41]. When the program is executed, the BFID
will be captured, sent to the united verification platform, and verified with the public
key of the developer. If the BFID is ineligible, the execution of the program will be
terminated. It is impossible that a computer virus acquire an eligible BFID, and this
way, computer viruses may be prevented.

• Attestation by a Real Name against Privacy Divulgence in Cyberspace
When a citizen registers at a server with his own real identity, he needs to input
from a keyboard his account-name, BFID (equivalent to a real name), profession,
affiliation, etc., where the BFID will be sent to the united verification platform
storing a variety of public keys for examination. Note that a traditional password is
not necessary for registration due to a dynamic password being available.

Such a BFID as a network identity of a citizen hides the private key of a national
population administration and the characteristic of a resident such as the legal identity—
the Chinese ID number for example, legal name, gender, home address, telephone
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number etc. Note that the Chinese ID number despite being nationally unique is not
allowed to be inputted into a server on the registration of a citizen because it contains the
privacy birth date of the citizen.

6 Conclusion

Omnipresent fraud in both the real world and the cyberspace causes the international
society giant economic losses [1–4]. The prevention of fraud needs not only behavioral
legislation but also technical innovation. The latter is more urgent.

The logic makes it clear that the prevention of fraud is essentially the identification
of a person or thing in the real world and the cyberspace.

Facts elucidate that ubiquitous old-line symmetric identities are incompetent for
anti-fraud, and asymmetric identities represent a new direction in anti-fraud.

Extensive and favorable application demands leads the naissance of a new disci-
pline— idology which is the study of knowledge on identifications of persons or things
in brief.

The aim of idology is the prevention of fraud while the aim of cryptology is the
prevention of secret-outing, and thus idology should be independently considered and
treated. If they are confused, then the fulfillment of anti-fraud tasks all over the world
will be affected severely.

Along with the coming of quantum computer era, researches on post-quantum
idology which is resistant to quantum computation attack namely Shor algorithm attack
will be made [51].

Many problems relevant to idology are faced with us, and need to be seriously
resolved.
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