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Preface

The finite volume method consists in a space discretization technique for partial
differential equations. It is based on the fundamental principle of local conservation
(or more generally local balance), making it very natural and successful in many
applications, including fluid dynamics, magnetohydrodynamics, structural analysis,
nuclear physics, and semiconductor theory. Motivated by their large applicability
for real-world problems, finite volumes have been the purpose of an intensive
research effort in the last decades, yielding significant progresses in the design, the
numerical analysis, and the practical implementation of the methods.

Research on finite volumes remains very active since the problems to solve are
everyday more complex and demanding. Among the current challenges addressed
by the scientific community, let us mention for instance the design of robust (with
respect to the mesh and/or physical parameters) numerical methods, of high-order
methods, and of methods preserving structural properties (positivity and dissipation
of a prescribed quantity). The implementation of such methods on new architectures
is also a crucial issue.

Previous conferences on this series have been held in Rouen (1996), Duisburg
(1999), Porquerolles (2002), Marrakech (2005), Aussois (2008), Prague (2011), and
Berlin (2014).

The present volumes contain the invited and contributed papers presented as
posters or talks at the Eights International Symposium on Finite Volumes for
Complex Applications held in Lille, June 12–16, 2017. It also contains a bench-
mark on discretizations for incompressible viscous flows governed by Stokes and
Navier–Stokes equations.

The first volume contains the invited contributions, the benchmark on
discretizations for incompressible viscous flows, and some contributed papers
focusing on theoretical aspects of finite volumes, including discrete functional
analysis tools, convergence proof, and error estimates for problems governed by
partial differential equations.

The second volume is focused on the simulation of problems arising in
real-world applications, such as complex fluid mechanics, elasticity problems, and
complex porous media flows.
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The volume editors thank the authors for their high-quality contributions, the
member of the program committee for supporting the organization of the review
process, and all reviewers for their thorough work on the evaluation of each of the
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AWeighted Splitting Approach
for Low-Mach Number Flows

David Iampietro, Frédéric Daude, Pascal Galon
and Jean-Marc Hérard

Abstract In steady-state regimes,water circulating in the nuclear power plants pipes
behaves as a lowMach number flow. However, when steep phenomena occur, strong
shockwaves are produced.Herein, a fractional step approach allowing to decouple the
convective from the acoustic effects is proposed. The originality is that the splitting
between these two parts of the physics evolves dynamically in time according to
the Mach number. The first one-dimensional explicit and implicit numerical results
on a wide panel of Mach numbers show that this approach is as accurate and CPU-
consuming as a state of the art Lagrange-Projection-type method.

Keywords Low Mach number flows · Fractional step · Operator splitting · Hyper-
bolic · Relaxation schemes

1 Introduction

Even if it is intrinsically quasi-incompressible, water flowing inside nuclear plants
can generate strong shock waves through which pressure can vary by dozens of bar.
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4 D. Iampietro et al.

From a numerical point of view this diversity of behaviors raises a dilemma. Indeed,
an efficient way to capture shocks in a fluid is to use exact or approximate Riemann
solvers. However, stationary cases shown in [9] and theory developed in [7] prove
that these latter are unable to maintain the approximated solution in the initial low-
Mach phase space also called “well-prepared space”. What is more, they suffer from
a serious loss of accuracy in case of low-Mach number flows. Eventually, the CFL
condition inherent to explicit schemes requires very demanding non-dimensional
time steps bounded by the Mach number. One way to bypass these difficulties is
to decouple convection from acoustic waves production by splitting the original
conservation laws into two subsystems. Then, they can be successively solved and
a specific low-Mach number treatment or a direct time-implicit scheme can be done
on the acoustic subsystem. Such a strategy has been tested in [4] where a transport
and an acoustic subsystems are exhibited, the latter being reformulated in Lagrange
variables. Inspired by the pioneering work of [1], the present approach introduces a
splitting weighted by a parameter related to the instantaneous flow Mach number.
By doing so, it becomes sensitive to any change of Mach regime, allows to capture
shocks and may be accurate in the case of low-Mach number flows.

2 A Weighted Splitting Approach

Our work focuses on the compressible Euler system whom differential structure is
similar to these of two-phase homogeneous models. In one dimension, the mass,
momentum and energy conservation laws read:

∂t ρ + ∂x (ρ u) = 0, (1a)

∂t (ρu) + ∂x (ρ u2 + p) = 0, (1b)

∂t (ρ e) + ∂x ((ρ e + p) u) = 0. (1c)

Here, e = u2/2 + ε is the specific total energy made of the kinetic contribution
plus the specific internal energy ε related to pressure and density by the equation
of state ε = εE O S (ρ, p). Eventually, one can introduce c the sound speed such that
(ρ c)2 = (

∂p ε|ρ
)−1 (

p − ρ2 ∂ρ ε|p
)
which strongly depends on the fluid equation

of state and governs the acoustic waves speed. Following [1], let us introduce C
(respectively A ) a convective (respectively an acoustic) subsystem, namely:

C :

⎧
⎪⎨

⎪⎩

∂t ρ + ∂x (ρ u) = 0,

∂t (ρ u) + ∂x
(
ρ u2 + E 2

0 (t) p
) = 0,

∂t (ρ e) + ∂x
(
(ρ e + E 2

0 (t) p)u
) = 0.

A :

⎧
⎪⎨

⎪⎩

∂t ρ = 0,

∂t (ρ u) + ∂x
(
(1 − E 2

0 (t)) p
) = 0,

∂t (ρ e) + ∂x
(
(1 − E 2

0 (t)) p u
) = 0.

Here, E0(.) is a time-dependent weighting factor belonging to interval ]0, 1]. It is
directly related to the maximal Mach number of the flow by the expression below:
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E0(t) = min (Mmax (t), 1) ; with: Mmax (t) = sup
x∈Ω

(
M(x, t) = |u(x, t)|

c(x, t)

)
, (2)

Ω being the computational domain. One can notice that formally summing conser-
vative subsystems C and A allows to recover the original Euler system (1). In the
case of a globally low-Mach number flow, Mmax (t) ≈ E0(t) � 1, and pressure terms
completely disappear from C which turns out to be a pure “convective” subsystem.
Pressure terms are treated afterwards inA which becomes an “acoustic” subsystem.
Actually, a low-Mach correction or a straight time-implicit resolution applied on its
flux would allow to reduce the numerical diffusion or remove the most constraining
part of the CFL condition. However, suppose that at instant t the flow is such that
Mmax (t) jumps to 1 suddenly. Then, E0(t) will be close to 1, C formally converges
towards the full Euler systemwhileA is a degenerated stationary subsystem. Hence,
if C is solved using a time-explicit Godunov-like scheme, Euler shocks would be
optimally captured. This strategy relies on the hypothesis that the waves produced
by C and A are real and also that their asymptotic behavior in terms of E0 is the
expected one. The proposition below clarifies this point (see [10]):

Proposition 1 (Hyperbolicity of convective and acoustic subsystems)
Let us introduce cC (ρ, p) and cA (ρ, p) two modified sound speeds such that:

(ρ cC (ρ, p))2 = (
∂p ε|ρ

)−1 (
E 2
0 p − ρ2 ∂ρ ε|p

)
,

(ρ cA (ρ, p))2 = (
∂p ε|ρ

)−1
p.

(3)

In case of a stiffened gas thermodynamics, c2C ≥ 0. Besides, if pressure remains
positive, c2A ≥ 0. Under this condition, the subsystems C and A are hyperbolic.
The eigenvalues of C and A are:

λC
1 = u − E0 cC ≤ λC

2 = u ≤ λC
3 = u + E0 cC ,

λA
1 = − (

1 − E 2
0

)
cA ≤ λA

2 = 0 ≤ λA
3 = (

1 − E 2
0

)
cA ,

(4)

the 1-wave and 3-wave of both subsystems are associated to genuinely non-linear
fields whereas the 2-wave field are linearly degenerate.

3 Suliciu-like Relaxation Schemes To Solve C and A

Relaxation schemes emerge from the theory of kinetic schemes described in [2, 3]. As
shown in [5], such a method can be applied on a rather general fluid model endowed
with a set of conservation laws, a strictly convex entropy and basic thermodynamical
constraints linking state variables. Following the Suliciu-like relaxation method,
also used in [4], let us introduce C μ (respectively A μ) the relaxation convective
(respectively the relaxation acoustic) subsystem:
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C μ :

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂t ρ + ∂x (ρ u) = 0,

∂t (ρ u) + ∂x (ρ u2) + ∂x
(
E 2
0 (t)Π

) = 0,

∂t (ρ e) + ∂x
(
(ρ e + E 2

0 (t)Π) u
) = 0,

∂t (ρ Π) + ∂x
(
(ρ Π + a2

C ) u
) = ρ

μ
(p − Π) ,

A μ :

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂t ρ = 0,

∂t (ρ u) + ∂x
(
(1 − E 2

0 (t))Π
) = 0,

∂t (ρ e) + ∂x
(
(1 − E 2

0 (t))Π u
) = 0,

∂t (ρ Π) + ∂x
(
(1 − E 2

0 (t)) a2
A u

) = ρ

μ
(p − Π) .

Here, ρ

μ
(p − Π) can be formally interpreted as a correction term of time scale

μ forcing the relaxed pressure Π to converge towards the physical pressure instan-
taneously if μ tends to zero. Besides, aC and aA are the constant relaxation coef-
ficients encapsulating the thermodynamical nonlinearity. What is more, under the
subcaracteristic condition aC > ρ cC (respectively aA > ρ cA ), C μ (respectively
A μ) converges formally towards C (respectively A ) at order one in μ. Then, the
augmented set of conservation laws is still hyperbolic and all its fields are linearly
degenerate. Hence, it is possible to derive an exact Godunov solver for these relaxed
subsystems. The eigenvalues ofC μ are u − E0 aC τ , u and u + E0 aC τ with τ = 1/ρ
the specific volume. The ones of A μ are − (

1 − E 2
0

)
aA τ , 0, and

(
1 − E 2

0

)
aA τ .

The numerical flux related to C (respectivelyA ) is derived by solving a convective
(respectively an acoustic) Riemann problem associated to C μ (respectivelyA μ). In
the end, for an explicit time integration, the convective flux at face i + 1/2 and time
tn reads:

Hc
n
i+1/2 =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
2

(
FC

(
Un

i

) + FC

(
Un

i+1

))

− 1
2

∣∣un
i − E n

0 (an
C )i+1/2 τ n

i

∣∣ (U∗, n
i+1/2 − Un

i )

− 1
2

∣∣∣(u∗
C )n

i+1/2

∣∣∣ (U∗∗, n
i+1/2 − U∗, n

i+1/2)

− 1
2

∣∣un
i+1 + E n

0 (an
C )i+1/2 τ n

i+1

∣∣ (Un
i+1 − U∗∗, n

i+1/2),

(5)

with FC

(
U

) = [
ρ u, ρ u2 + E 2

0 p, (ρ e + E 2
0 p) u

]T
, and:

U∗, n
i+1/2 =

⎡

⎣
(ρ∗

i,C )n

(ρ∗
i,C )n (u∗

C )n
i+1/2

(ρ∗
i,C )n (e∗

i,C )n

⎤

⎦ ,U∗∗, n
i+1/2 =

⎡

⎣
(ρ∗

i+1,C )n

(ρ∗
i+1,C )n (u∗

C )n
i+1/2

(ρ∗
i+1,C )n (e∗

i+1,C )n

⎤

⎦ ,

(an
C )i+1/2 = K max

(
ρn

i (cC )n
i , ρn

i+1 (cC )n
i+1

)
, K > 1.
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The expressions of intermediate quantities like (u∗
C )n

i+1/2, (ρ
∗
k,C )n and (e∗

k,C )n,

k ∈ {i, i + 1} are close to these derived in [4, 6]. More details are given in [10]. The
acoustic flux is simpler because of the zero eigenvalue:

Hac
n, θ
i+1/2 = (

1 − (E n
0 )2

)
⎡

⎣
0

(Π∗
A )

n, θ
i+1/2

(Π∗
A )

n, θ
i+1/2 (u∗

A )n
i+1/2

⎤

⎦ , (6)

with:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(u∗
A )n

i+1/2 = un
i+1 + un

i

2
− 1

2 (aA )n
i+1/2

(
pn

i+1 − pn
i

)
,

(Π∗
A )

n, θ
i+1/2 = pn

i+1 + pn
i

2
− (aA θ)n

i+1/2

2

(
un

i+1 − un
i

)
,

(an
A )i+1/2 = K max

(
ρn

i (cA )n
i , ρn

i+1 (cA )n
i+1

)
, K > 1.

(7)

Following [7], the parameter θn
i+1/2 introduced in (7) is a low-Mach number

correction term. Indeed, θn
i+1/2 = 1 is the original formula with no correction,

θn
i+1/2 =

∣
∣∣(u∗

A )n
i+1/2

∣
∣∣ /max

(
cn

i , cn
i+1

)
prevents an initial well-prepared solution from

leaving the well-prepared space after one iteration. It also diminishes the numerical
diffusion in the low-Mach number configurations. See [4, 7, 9] for more details. The
discrete expression of the weighting parameter E0 follows the continuous definition
written in (2):

E n
0 = max

(
Ein f , min

(
Mn

max , 1
))
; with: Mn

max = max
i∈[1, Ncells ]

(∣∣un
i

∣∣

cn
i

)

. (8)

Here, 0 < Ein f � 1 is only a lower bound preventing E n
0 from being exactly

equal to zero if velocity is initially null everywhere. Finally, the overall dynamical
fractional step approach can be summed up in the following equations:

C :
{

Un+
i = Un

i − Δt
Δx

(
Hci+1/2

(
Un

i , U
n
i+1

) − Hci−1/2

(
Un

i−1, U
n
i

))
,

Πn+
i = pE O S

(
Un+

i

) = pn+
i ,

A :
{

Un+1
i = Un+

i − Δt
Δx

(
Haci+1/2

(
Un+

i , Un+
i+1

) − Haci−1/2

(
Un+

i−1, U
n+
i

))
,

Πn+1
i = pE O S

(
Un+1

i

) = pn+1
i .

(9)

We also have the following results (see [10] for a proof):

Proposition 2 (Conservativity, Positivity, Low-Mach Accuracy)

• Conservativity: The overall scheme (9) is conservative.
• Positivity: Assume ∀i : ρn

i > 0, εn
i > 0. Then, ρn+1

i > 0, εn+1
i > 0 is ensured

under modified subcaracteristic conditions:
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(an
C )i+1/2 = K max

(
ρn

i (cC )n
i , ρn

i+1 (cC )n
i+1, aρ ;ε, n

i , aρ ;ε, n
i+1

)
(10a)

(an
A )i+1/2 = K max

(
ρn

i (cA )n
i , ρn

i+1 (cA )n
i+1, aρ ;ε, n

i , aρ ;ε, n
i+1

)
(10b)

where the non-dimensional expressions associated with aρ; ε, n
i and aρ; ε, n

i+1 are of
order O(1); and under a global CFL condition: Δtn = min

(
Δtn

E , Δtn
C , Δtn

A

)
,

with Δtn
E (respectively Δtn

C , Δtn
A ) the timestep bounded by the Euler (respectively

C , A ) CFL condition guaranteeing no interaction between waves produced by
the face Riemann problems.

• Low-Mach accuracy: Assume that the initial conditions belong to the well-
prepared space (see [7] for a definition) and that E n

0 is given by (8). Then, the
non-dimensional numerical diffusion of a smooth solution computed thanks to the
scheme is a O(Δx) instead of O(Δx/M) if the above global CFL condition holds,
and if the discrete low-Mach correction θn

i+1/2 is triggered.

4 Numerical Results

We perform a one-dimensional Sod-type shock tube. The fluid is endowed of an
ideal gas thermodynamics with γ = 7/5. The initial data are: ρ0

L = 1 kg.m−3,
u0

L = 0 m.s−1, p0, L = p0, R (1 + ε), ρ0
R = 0.125 kg.m−3, u0

R = 0 m.s−1, p0, R =
0.1 bar . By tuning ε, the maximal flow Mach number can be modified. Figure1
shows the pressure convergence curves for three different Mach values: M = 0.92,
M = 9.5 × 10−2 and M = 4.2 × 10−3. The cells number varies from 102 to 9 × 104.
Five different schemes have been tested: “no-Sp” corresponds to the case where
E n
0 = 1 is imposed along the simulation. Thus, the splitting is not triggered. “Sp-

(
√

M)” is the weighted splitting approach with E n
0 = max

(
Ein f , min

(√
Mn

max , 1
))

while “Sp-(M)” involves E n
0 defined in formula (8) which is optimal, because, as

proven in [10], it minimizes the numerical diffusion of the subsystem C in the low-
Mach number case. Eventually, “LP” is the Lagrange Projection splitting method,
fully described in [4] and taken as a benchmark. “-corr” means that the low-Mach
correction is triggered.

One can notice that, when M ≈ 1, all the schemes are equivalent in terms of
accuracy. In the sequel, as the Mach number decreases the low-Mach corrected
schemes become the most accurate ones. Particularly, Sp-(

√
M)-corr seems to be

more precise than Sp-LP-corr at M = 4.2 × 10−3. However, one should notice that
for every schemes, the order of convergence is depreciated as the Mach number
decreases. Indeed for pressure, it passes from 0.87 at M = 0.92 (the expected order
already obtained in [8]) to 0.82 at M = 9.5 × 10−2 and 0.56 in the low-Mach case.

Velocity profiles are plotted on Fig. 2. It seems that the accuracy of Sp-(M) is
higher than these of Sp-(

√
M) through the left rarefaction wave where the exact

solution is continuous. Besides, the low-Mach correction applied on the weighted
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Fig. 1 Pressure convergence curves: explicit schemes
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Fig. 2 Velocity profiles: M = 4.2 × 10−3, Ncells = 103

splitting approach results in small overshoots located in the tail of the left rarefaction
wave and before the shock front.

Instead of using the low-Mach correction, one can directly apply an implicit
approximation of the acoustic flux (6) using a method that relies on strong
relaxed Riemann Invariants (see [4, 6] for more details). Pressure convergence
curves for different implicit schemes at M = 4.2 × 10−3 are shown on Fig. 3. Here,
∀k ∈ {1/2, 5, 20}, the mention “-cfl[k]” indicates that the Courant number involved
in the determination of Δtn

E and Δtn
A defined in Proposition2 is equal to “k”. As

expected, the implicit techniques are more diffusive than explicit schemes. Besides,
at a givenmesh, CPU time diminishes considerably as the Courant number increases.
For example, at Ncells = 103, Sp-(M)-Imp-RI-cfl0.5 takes 10.1 s whereas Sp-(M)-
Imp-RI-cfl5 (respectively Sp-(M)-Imp-RI-cfl20) requires 1.9 s (respectively 0.7 s).
Finally, one can notice that the present implicit weighted splitting approach is as
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Fig. 3 Pressure convergence curves: implicit schemes, M = 4.2 · 10−3
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Fig. 4 Pressure efficiency curve: M = 4.2 × 10−3

accurate as the implicit Lagrange-Projection method. In the low-Mach regime, the
trade-off between explicit-accuracyversus the implicit-CPU-rapidity is solved thanks
to the efficiency curve plotted on Fig. 4. At a given precision, for low-Mach unsteady
cases, explicit schemes are still less CPU-consuming than implicit techniques.
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Weno Scheme for Transport Equation
on Unstructured Grids with a DDFV
Approach

Florence Hubert and Rémi Tesson

Abstract In this paperwe develop aDDFVapproach forWENOscheme on unstruc-
tred grids for 2D transport equations. An order 2 scheme is presented using theDDFV
diamond structure to define the different stencils. Numerical tests illustrate the accu-
racy and robustness of the method.

Keywords Weighted essentially non-oscillatory · Transport equation · Discrete
duality finite volume scheme

MSC (2010): 65M08 · 65Z12 · 65D05

1 Introduction

The problems we are interested in are fluid-structure interaction problems in 2D,
where we use a level-set approach. In such problems, we look at the behavior and
displacement of a structure, that can be a solid or an elastic membrane, inside a fluid.
The level-set approach consists, in this situation, in representing the interface between
the fluid and the structure implicitly as the level-set of a function φ. Themodelization
of this situations often implies fluid mechanics equations, such as Stokes equations,
coupled with transport equations.

Here we focus on numerical tools for the resolution of transport equations.
Because the level-set functionφ that captures the interface is the solutionof a transport
equation we want to be very sharp when solving this equation. Order one schemes
are known to be very diffusive and inadapted in the level-set context. High order
method, like WENO schemes, appear to be a good solution to solve precisely trans-
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port equation. First introduce byHarten, Osher and others [6–8, 13],WENO schemes
are known to be efficient on convection problems.

The interest to use locally refinedmeshes is that it allows us to be accurate near the
interface between fluid and structure although to be efficient in term of computational
time andmemory. In this paper,wewill develop aDDFVapproach forWENOscheme
on locally refined grids. The Discrete Duality Finite Volume method (DDFV) is a
Finite Volume method, that has been successfully used to solve Stokes equations
[11] on various kind of meshes, including locally refined meshes. In Sect. 2 we will
present the time and spatial discretization of the transport equation, in Sect. 3 we will
expose the reconstruction procedure used in theWENO scheme in itself and then we
will illustrate our statement with numerical tests in Sect. 4.

2 Discretization of the Transport Equation

2.1 Notations and DDFV Structure

In fluid-structure interaction problems, the velocity used in the transport equation
is often given by fluid mechanics equations like Stokes equations. In such models
we must couple the resolution of Stokes equations with the resolution of transport
equation. In order to be able to deal with a large class of meshes and to release us
from the orthogonality constraint imposed by VF4 methods (see [4]), we choose to
use a DDFV strategy.

DDFV are Finite Volume methods introduced first in [3, 9]. They consist in a
decomposition of the computing domain in a set of polygons. Those polygons form
the primal mesh and one unknown is associated to the barycenter of each polygon.
Then other unknowns are added on the vertices of the polygons. Those vertices are
therefore seen as centers of other polygons that define a dual mesh as in Fig. 1. The
interest of introducing newunknowns is that it allows us to compute an approximation
of the gradient in every directions.

Fig. 1 DDFV structure. From the left to the right primal mesh, dual mesh and diamond structure
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We denote by K a polygon of the primal mesh M and K ∗ a polygon of the dual
meshM∗. In the following, we will denote an element of the primal or dual mesh by
C ∈ M ∪ M∗.

Another mesh, the diamond mesh, can be associated to the DDFV structure. This
thirdmesh is very convenient whenwe have to implement theDDFVmethod because
it is a link beetween primal and dual meshes in which they both play a symmetric
role. In particular, this is on the diamondmesh that we define the discretized gradient.
To create the diamond mesh, we construct quadrangle associated to each edge of the
primal and dual mesh like in Fig. 1.

2.2 Time Discretization

The transport equation on a bounded open setΩ ⊂ R
2, with a divergence-free veloc-

ity u, can be written as:
dφ

dt
= −div(φu) := L (φ) (1)

For the time discretization, we follow [5] and use a TVDRunge-Kutta of order k. The
order k is then chosen to be in adequation with the order of the spatial discretization,
that means here k = 2. Let Δt be the the time step of the method, we will denote by
φn the approximation of function φ at time tn = nΔt . The RK2 scheme is then given
by the following steps:

φn,1 := φn + ΔtL
(
φn

)
, φn+1 := 1

2
φn + 1

2
φn,1 + 1

2
ΔtL

(
φn,1

)
(2)

We will now focus on the space discretization of operator L by a WENO method.

2.3 Discretization of Operator div(φU)

Let φτ = (φC)C∈M∪M∗ , the vector of the approximations φC of the mean values
φ̄C = 1

|C |
∫
C φ of function φ on the cells C ∈ M ∪ M∗ that we want to compute.

Following the Finite Volume strategy, we integrate the operator L on each cell:

1

|C |
∫

C
L (φ) = 1

|C |
∫

∂C
φu.n (3)

where n is the outer unit normal to the boundary ∂C of C .
Because the cells are polygonal, we can rewrite the boundary integral as a sum

over the edges: ∫

∂C
φu.n =

∑

σ⊂∂C

∫

σ

φu.nσ (4)
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The line integral of the right member can be approximated using a p point Gaussian
quadrature. Taking p = 1 allows us to find back the classical DDFV formulation of
divergence operator. Of course the same work can be done for p > 1

∫

∂C
φu.n ≈

∑

σ⊂∂C

|σ|φ(xσ)u(xσ).nσ where xσ is the middle ofσ (5)

The WENO scheme consists in approximating for each cell C and each edge σ, the
value φ(xσ) by a convex combination of the value in xσ of several polynomials whose
mean values coincide with the mean values of φ on a set of selected cells. This set
of cells is called the stencil of the method. The WENO procedure for polynomial
reconstructions will be developed in Sect. 3. For the moment, let us assume that we
dispose of such an approximation φC,σ. Then we define the spatial discretizationLC

of operator L using an upwind flux as:

LC (φτ ) := −
∑

σ=C∩C̃
|σ| [φC,σ(u(xσ).nσ)+ − φC̃,σ(u(xσ).nσ)−

]

−
∑

σ∈C∩∂Ω

|σ| [φC,σ(u(xσ).nσ)+ − φb(xσ)(u(xσ).nσ)−
]

(6)

where C̃ and C share the edge σ and φb prescribed through the boundary condition.
Let define φn,τ = (

φn
C

)
C∈M∪M∗ the vector of the approximation φn

C of the mean
value of φ on the cells C at time tn . The full discretization is then given by:

φn+1
C := φn

C + 1

2
Δt

[
L (φn

C) + L
(
φn
C + ΔtL (φn

C)
)]

(7)

The previous work is done in the same way on both primal mesh and dual mesh. If
we take a look at Eq. (6), we can see that each cell is only linked with its neighbours.
One can then think that primal and dual meshes are totally decoupled. In fact the
coupling beetween the two meshes will be ensured by the reconstruction process as
we are going to see in the next section and depends on the degree of the polynomial
approximation.

3 Reconstruction Procedure

3.1 Problem Statement

Given a cell C and an edge σ, we want to reconstruct an approximation of φ(xσ)

though we only know the mean values (φ̄C) of φ onM ∪ M∗. Following the WENO
strategy, the approximation φC,σ is computed as a convex combination of several
polynomial interpolations of φ.
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To find those polynomial interpolations, we fix a subset S ⊂ M ∪ M∗, depending
on C and σ, and we choose the polynomial PS[φ] among the polynomials of degree
k as the solution of the following problem:

1

|C |
∫

C
PS[φ] = φ̄C , ∀C ∈ S (8)

The degree k of polynomial PS is fixed arbitrary and impacts the size of the stencil S.
For high degree k, interpolation often leads to oscillating polynomials. That is the

reasonwhywe compute a convex combination of several different interpolations ofφ.
Theweights in the convex combination are choosen in order to favour non-oscillating
polynomials

φC,σ =
∑

S

aS PS[φ](xσ) (9)

In this paper, we choose to focus on the oscillating criterion proposed by Abgrall in
[1] but other criterion and weights can be found in [5, 10]:

aS = (ε + c0(PS[φ]))−4

∑

T

(ε + c0(PT [φ]))−4
, with c0(P) =

∑

|α|=m

|pα| for P =
∑

|α|≤m

pαX
α (10)

3.2 Polynomial Interpolation Procedure

Let us consider a stencil S = {C0, ...,Cl} and (φ̄Ci )i=1..l the mean values of φ on the
cells Ci . We want to find a polynomial PS that depends on the stencil S and such as:
〈PS〉C = φ̄C , for each C ∈ S. With idea of computing an approximation PS on the
stencil S and to avoid spatial dependency, we use a barycentric representation with
respect to a given cell C0:

PS =
∑

|α|≤n

pα(X − xC0)
α

where xC0 is the barycenter of cell C0 ⊂ S. When we rewrite the previous equations
on PS in an extended form

∑

|α|≤n

pα〈(X − xC0)
α〉C = φC , for each C ∈ S

we can easily see that we have to solve a linear problem A X = b, with AK ,α =
〈(X − xC0)

α〉C , X = (pα)α andb = (φ̄C)C⊂S . If thematrixA is invertible, the stencil
S is called admissible. In practice, we don’t have access to an easy way to know if
a stencil is admissible. When a stencil is not admissible, then we have to change
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the stencil, test again if it is admissible and repeat those operations until we find an
admissible one.

3.3 Stencil Choice

The choice of the stencil is a crucial point in the construction of the scheme. Stencils
will be composed of both primal and dual cells. As in classical WENO scheme
stencils have to be centered in the smooth regions and one-sided near the shocks.

The usual strategy is to associate a given number of stencil to each cell, and
then to evaluate the corresponding polynomials on each edges. Here, because the
natural structure to use in DDFV schemes is the diamonds structure, we define
stencils from this structure. We associate stencils to each couple (C,σ) and each
couple is associated to an unique diamond D , see Fig. 2 (left). Let us define
V (D) = {D ′/ such that D ∩ D ′ 
= ∅}. In order to construct the stencils, we will use
the unknowns provided by D but also by V (D) and V (V (D)). This choice allows
us to have access to enough unknowns on the boundary and to construct centered as
one-sided stencils.

Then we will construct the stencils associated to (C,σ) as follows. First, we set
C as the first cell of the stencil. Then we will choose randomly the other ones (if
needed) in D ∪ V (D) ∪ V (V (D)).

Because diamonds are quadrangles and two neighbours share an edge, the number
Nu of potential unknowns is then given by Nu ≤ 4 + 4 × 2 + 3 × 4 × 2 = 36.

For a reconstruction of order 0, we only need one point in the stencil and so we
only have one potential stencil. One can easily see that in that case we find back
the classical upwind scheme and both primal and dual meshes are totally decoupled.
For a reconstruction of order greater than 0, primal and dual mesh are coupled. For
example in the case of order 2, we have at mostNS = (36

5

)
different stencils. We can

however mention that in practice, the maximal number of potential unknowns is not
achieved (see Fig. 2 for examples).

C


Fig. 2 Diamond cells. D is in black, V (D) in gray and V (V (D)) in light gray
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4 Numerical Tests

In all the following tests, we use a locally refined mesh like in Fig. 1. The previous
WENO scheme is implemented in each case with 15 stencils.

4.1 Sinus Translation

First, we test our WENO scheme on the equation

∂φ

∂t
+ ∂φ

∂x
+ ∂φ

∂y
= 0, (x, y) ∈ [−2; 2] × [−2; 2]

with the initial condition φ0(x, y) = sin( π
2 (x + y)). One can refer to [10] for com-

parison of the results. Tests are done with a time step equal to Δt = 0.01 and in each
case we compute the L1 error at time t = 2.The results for the error and the order
of the scheme are presented in Table1 (mesh size refers for the minimal size of the
square cells). We obtain an order 2 for the method, which is in adequation with the
degree of the polynomial reconstruction.

4.2 Solid Body Rotation (SBR)

Solid body rotation is a classical test used in the literature for advection equation.
Zalesak proposed in [14] the rotation of a slotted cylinder. The width of the slot as
well as the “bridge” connecting the two half must be about 5 cells. Here, we choose
an adaptation of this test introduced in [12] and used in [2]. It consists in the rotation
of three body shapes, a hump, a cone and a the slotted cylinder of Zalesak. The
overvalue of the initial condition is given on Fig. 3 (left). We chooseΔt = 0.005 and
a mesh size h = 1/128. As it is mention in [2], a way to measure the accuracy of
the scheme is to count the number of isolines outside of the slot. Figure3, show the
isolines at t = 2π. We can see here that all the isolines fit the slot. Results at t = π
in Fig. 3 are here to point the fact that all three shapes really pass through the refined
part of the mesh.

Table 1 L1 error for sinus translation

Mesh size 1.25.10−1 6.25.10−2 3.125.10−2 1.5625.10−2

Error L1 5.699.10−1 1.448.10−1 3.363.10−2 7.884.10−3

Order – 1.98 2.10 2.09
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Fig. 3 Isovalues from 0.1 to 0.9 for SBR. From the left to the right Isovalues at t = 0,π, 2π

5 Conclusion

We presented in this paper a DDFV approach for WENO scheme working on any
structured and unstructred grids. We exhibited the expected order 2 of the scheme on
smooth test case. The experiment on the SBR test seems also very promising. This
approach will have many applications in moving domains on adaptative meshes.
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New Types of Jacobian-Free Approximate
Riemann Solvers for Hyperbolic Systems
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Abstract We present recent advances in PVM (Polynomial ViscosityMatrix) meth-
ods based on internal approximations to the absolute value function. These solvers
only require a bound on the maximum wave speed, so no spectral decomposition is
needed. Moreover, they can be written in Jacobian-free form, in which only evalua-
tions of the physical flux are used. This is particularly interesting when considering
systemswith complex Jacobians, as the relativisticmagnetohydrodynamics (RMHD)
equations. The proposed solvers have also been extended to the case of approximate
DOT (Dumbser-Osher-Toro) methods, which can be regarded as simple and efficient
approximations to the classical Osher-Solomon method. Some numerical experi-
ments involving the RMHD equations are presented. The obtained results are in
good agreement with those found in the literature and show that our schemes are
robust and accurate. Finally, notice that although this work focuses on RMHD, the
proposed schemes can be directly applied to general hyperbolic systems.

Keywords Hyperbolic systems · Incomplete riemann solvers · Osher-solomon
method · Relativistic magnetohydrodynamics

MSC (2010): 65M08 · 35L65

M.J. Castro · J.M. Gallardo (B)
Facultad de Ciencias, Department Análisis Matemático,
Estadística e I.O., y Matemática Aplicada, Universidad de Málaga,
Campus de Teatinos s/n, 29080 Málaga, Spain
e-mail: jmgallardo@uma.es

M.J. Castro
e-mail: mjcastro@uma.es

A. Marquina
Department Matemáticas, Universidad de Valencia, Avda. Dr. Moliner 50,
46100 Burjassot, Valencia, Spain
e-mail: marquina@uv.es

© Springer International Publishing AG 2017
C. Cancès and P. Omnes (eds.), Finite Volumes for Complex Applications
VIII—Hyperbolic, Elliptic and Parabolic Problems, Springer Proceedings
in Mathematics & Statistics 200, DOI 10.1007/978-3-319-57394-6_3

23



24 M.J. Castro et al.

1 Preliminaries

Consider a hyperbolic system of conservation laws

∂tw + ∂x F(w) = 0, (1)

where w(x, t) takes values on an open convex set O ⊂ R
N and F : O → R

N is a
smooth flux function. We are interested in the numerical solution of (1) using finite
volume methods of the form

wn+1
i = wn

i − Δt

Δx
(Fi+1/2 − Fi−1/2), (2)

where wn
i denotes the approximation to the average of the exact solution on the cell

Ii = [xi−1/2, xi+1/2] at time tn = nΔt (unless necessary, dependence on time will be
dropped). The numerical flux is assumed to have the form

Fi+1/2 = F(wi ) + F(wi+1)

2
− 1

2
Qi+1/2(wi+1 − wi ), (3)

where Qi+1/2 denotes the numerical viscositymatrix, which determines the numerical
diffusion of the scheme.

It is worth noticing that Roe’s method [10] can be written in the form (3) with
viscosity matrix Qi+1/2 = |Ai+1/2|, where Ai+1/2 is a Roe matrix for the system.
This remark has originated several numerical methods in the literature (see, e.g.,
[5, 6, 11] and the references therein), for which the corresponding viscosity matrix
consists of some approximation to the absolute value matrix |Ai+1/2|.

2 Some Comments on PVM Riemann Solvers

Polynomial Viscosity Matrix (PVM) Riemann solvers were introduced in [2]. They
are based on the idea of approximating the absolute value of the Roematrix Ai+1/2 by
means of a suitable polynomial evaluation of suchmatrix. If P(x) is some polynomial
approximation of |x | in the interval [−1, 1], and λi+1/2,max is the eigenvalue of Ai+1/2

with maximum modulus (or an upper bound of it), the numerical flux of the PVM
method associated to P(x) is given by (3) with viscosity matrix

Qi+1/2 = |λi+1/2,max|P(|λi+1/2,max|−1Ai+1/2),

which provides an approximation to |Ai+1/2|, the viscosity matrix of Roe’s method.
It is important to notice that no spectral decomposition of the matrix Ai+1/2 is needed
to build a PVM method, but only a bound on its spectral radius. This feature makes
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PVMmethods greatly efficient and applicable to systems in which the eigenstructure
is not known or difficult to obtain.

A number of well-known schemes in the literature can be viewed as particular
cases of PVM methods: Lax-Friedrichs, Rusanov, HLL, FORCE, Roe, etc. In the
cases in which a Roe matrix is not available or is difficult to compute, Ai+1/2 can be
taken as the Jacobian matrix of the system evaluated at some average state.

The stability of a PVM scheme strongly depends on the properties of the basis
polynomial P(x). In particular, it must verify the stability condition

|x | ≤ P(x) ≤ 1, ∀ x ∈ [−1, 1]. (4)

Of course, a standard CFL restriction has also to be imposed.
The technique for constructing PVM methods has been further extended in [3]

to the case of rational functions, which has originated new families of very pre-
cise incomplete Riemann solvers. Moreover, in [4] the authors have introduced the
so-called approximateDOT (Dumbser-Osher-Toro) solvers,which combine the tech-
nique of PVMmethods with the universal Osher-type solvers proposed in [7]. These
methods can be viewed as simple and efficient approximations to the classical Osher-
Solomon method [9], sharing most of its interesting features and being applicable to
general hyperbolic systems, unlike the original Osher-Solomon method.

With respect to the choice of the basis function, in [3, 4] Chebyshev polyno-
mials (which provide optimal uniform approximations to |x |) were considered. An
advantage of these methods is that they can be implemented in a recursive way
using only vector operations. On the other hand, as Chebyshev approximations cross
the origin, PVM-Chebyshev methods need an entropy fix to handle sonic flow cor-
rectly. Furthermore, Chebyshev functions do not satisfy the stability condition (4)
strictly, which may cause the scheme to be unstable under certain conditions (see
[3]). For these reasons, it would be interesting to consider another family of polyno-
mial approximations to |x | fixing the above mentioned problems. Such a family of
internal approximations can be iteratively constructed as follows:

p0(x) ≡ 1, pn+1(x) = 1

2

(
2pn(x) − pn(x)

2 + x2
)
, n = 0, 1, 2, . . . (5)

For instance, the polynomial used in the numerical tests in Sect. 4 is given by

p3(x) = − 1
128 x

8 + 3
32 x

6 − 23
64 x

4 + 31
32 x

2 + 39
128 .

3 Jacobian-Free Implementation

In this section we build Jacobian-free PVM solvers associated to the internal approx-
imation pn(x) introduced in the previous section. First of all, it should be noted that
the recursive form (5) is not suitable for that purpose due to the term pn(x)2. For this
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reason, the explicit form of pn(x) combined with Horner’s method will be consid-
ered instead. On the other hand, notice that it will not be necessary to compute the
viscosity matrix Qi+1/2 explicitly, but only the vector Qi+1/2(wi+1 − wi ) appearing
in the numerical flux (3).

To illustrate the procedure, consider the polynomial

p2(x) = α0x
4 + α1x

2 + α2 = x2(α0x
2 + α1) + α2,

whereα0 = −1/8,α1 = 3/4 andα2 = 3/8. Let A ≡ A(w) be the Jacobianmatrix of
F evaluated at an intermediate state w, and let v be an arbitrary state; for simplicity,
assume that λmax = 1. Then, as stated in Sect. 2, the following approximation holds:

|A|v ≈ p2(A)v = (A2(α0A
2 + α1 I ) + α2 I )v.

The above expression can be computed using Horner’s algorithm:

• Define v0 = v and compute ṽ0 = A2v0.
• Calculate v1 = α0̃v0 + α1v0 and ṽ1 = A2v1.
• Compute v2 = ṽ1 + α2v0. Then, |A(w)|v ≈ p2(A)v = v2.

The product A(w)v can be approximated using the finite difference formulation

A(w)v ≈ F(w + εv) − F(w)

ε
,

which leads to

A(w)2v ≈ F
(
w + F(w + εv) − F(w)

) − F(w)

ε
≡ Φε(w; v).

In practice, the value ε has to be chosen small relative to the norm of w; for instance,
in Sect. 4 we have taken ε = 10−6‖w‖L2 , which provides good results. Finally, the
vector |A(w)|v can be approximated using the following steps, in which only vector
operations and evaluations of the physical flux F are involved:

• Define v0 = v and compute ṽ0 = Φε(w; v0).
• Calculate v1 = α0̃v0 + α1v0 and ṽ1 = Φε(w; v1).
• Compute v2 = ṽ1 + α2v0. Then, |A(w)|v ≈ v2.

4 Numerical Results

The equations of relativistic ideal magnetohydrodynamics (RMHD) have been cho-
sen to analyze the behavior of the proposed schemes, mainly due to the complex
form of the Jacobian of the system. It will be assumed throughout this section that
the speed of light is normalized to c = 1. The notations are standard: see, e.g., [8].
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4.1 One-Dimensional Test Problems

In this section we have chosen two one-dimensional tests that constitute standard
references in RMHD. The initial conditions for these Riemann problems can be
found in [1]. The adiabatic coefficient in Test 1 is γ = 2, while for Test 2 it is
γ = 5/3. The tests have been computed using 800 cells, a Courant number of 0.8,
and a final time of t f = 0.4. To save space, only the results for the density component
will be shown; similar comments and results apply for the other variables.

The numerical experiments have been performed with the Jacobian-free versions
of the following methods:

• PVM-Cheb-12 and PVM-int-8: PVM methods based, respectively, on the Cheby-
shev approximation of degree 12 and the internal approximation of degree 8. The
intermediate matrix Ai+1/2 has been taken as the Jacobian of the flux evaluated at
the mean state 1

2 (wi + wi+1).
• DOT-Cheb-12 and DOT-int-8: approximate DOT solvers using the same polyno-
mials as above and a Gauss-Legendre quadrature with q = 3 points.

The results have also been compared with the classical Harten-Lax-van Leer (HLL)
method. In this case, the minimum and maximum speeds of propagation have been
taken as −1 and 1 respectively, so HLL reduces to Rusanov’s method.

Finally, with respect to the higher order schemes, a third-order PVM method has
been considered in space, combined with a third-order TVD Runge-Kutta method
for time stepping.

4.1.1 Blast Wave with Strong Initial Pressure Difference

This problem, first proposed in [1], consists in a blast wave problem with a very
strong initial pressure. The maximal Lorenz factor is about 3.37, which means that
the flow is strongly relativistic. The solution consists of two left-propagating fast and
slow rarefaction waves, a contact discontinuity, and two right-going slow and fast
shocks. In this case, the relativistic length-contraction effect induces a compression
of the waves travelling to the right. Thus, the contact discontinuity and the right-
going shocks remain under-resolved: see [1] for more details about this pathology.
As it is shown in Fig. 1, our results are in good agreement with those in [1, 12].

4.1.2 Relativistic Shock Reflection Problem

In this section we consider the relativistic MHD analog of the Noh test problem pro-
posed in [1]. Initially, there are two streams approaching each other with a Lorenz
factor of 22.366, which makes this problem a extremely strong relativistic one. The
solution, shown in Fig. 2, has two very strong fast shocks propagating outwards sym-
metrically in opposite directions. Moreover, two slow shocks travelling in opposite
directions are formed, which are also properly computed.
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Fig. 1 Density component of the solution in test Sect. “Blast Wave with Strong Initial Pressure
Difference”. Left first order. Right third order

Fig. 2 Density component of the solution in test Sect. “Relativistic Shock Reflection Problem”.
Zoom of the central zone. Left first order. Right third order

The post-shock oscillations at the fast shocks are minimal and can be greatly
damped by reducing the Courant number in the computation. At the point of sym-
metry x = 0.5 there is a spurious density undershoot due to the numerical pathology
known aswall heating, that is produced by an undesired accumulation of entropy in a
few zones around the point of symmetry. The numerical error around the undershoot
is about 4.44%, which is quite acceptable (see [1, 12]).

4.2 Two-Dimensional Test Problems

Due to the challenging nature of the two-dimensional tests considered here, we have
considered second-order TVD versions of the schemes, which seem robust enough
to resolve the complex features of the solutions accurately. In general, the results
obtained with the PVM-int-8 and PVM-Cheb-12 schemes are very similar. For this
reason, in order to save space only the results obtained with the PVM-int-8 scheme
will be shown. On the other hand, DOT-type schemes are not considered, as they
produce similar results as PVM-type schemes but at a higher computational cost.
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4.2.1 Relativistic Orszag-Tang Problem

This test constitutes the relativistic version of theOrszag-Tang vortex problem,which
is a well-known model for testing the transition to supersonic MHD turbulence. The
initial conditions can be found in [13]. The problem has been solved up to time t = 4
in the computational domain [0, 2π] × [0, 2π] using a 512 × 512 grid, withCFL=0.5
and adiabatic index γ = 4/3. Periodic boundary conditions have been considered.

Figure3 shows the results obtained with the second-order PVM-int-8 scheme for
the density component at times t = 4 and t = 7. At a qualitative level, our results
are in good agreement with those presented in [13].

4.2.2 Cylindrical Blast Wave

This test concerns the evolution of a blast wave in a plasma with an initial uniform
magnetic field. It is a canonical problem for testing the evolution of strong multidi-
mensional shocks.

The blast wave is initiated using a cylinder of overpressured and overdense gas
placed at the center of the domain, where the plasma is at rest and subject to a constant
magnetic field in the x-direction.We have taken the same initial conditions as in [13].
The problem has been solved in the computational domain [−6, 6] × [−6, 6] using
a 250 × 250 grid, until time t = 4 with CFL number 0.5. The adiabatic index is
γ = 4/3 and transmissive boundary conditions have been applied.

Figure4 shows the results for the case in which the initial magnetic field in the
x-direction is taken as Bx = 0.1, obtained with the second-order PVM-int-8 scheme.

Fig. 3 Orszag-Tang vortex. Density at times t = 4 and t = 7
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Fig. 4 Cylindrical blast wave with Bx = 0.1. Solution at time t = 4. Left density. Right pressure

As it can be seen, the main waves are properly captured: an almost circular external
fast shock and an oblate reverse shock. The results agree with those found in the
literature (see, e.g., [12, 13]).
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A Fractional Step Method to Simulate Mixed
Flows in Pipes with a Compressible
Two-Layer Model

Charles Demay, Christian Bourdarias, Benoît de Laage de Meux,
Stéphane Gerbi and Jean-Marc Hérard

Abstract The so-called mixed flows in pipes include two-phase stratified regimes
as well as single-phase pressurized regimes with transitions. It is proposed to handle
those configurations numerically with the compressible two-layer model developed
in [7]. Thus, a fractional step method is proposed to deal explicitly with the slow
propagationphenomena and implicitlywith the fast ones. It results in a large time-step
scheme accurate in both regimes. Numerical experiments are performed including
convergence results and academical test cases.

Keywords Two-layer model · Implicit-explicit scheme · Mixed flow

1 Introduction

We focus on air-water flows in pipes and particularly on the so-called mixed flows.
The latter include stratified regimes driven by slow surface waves as well as pressur-
ized regimes (pipe full of water or air) driven by fast acoustic waves. This type of flow
occurs in piping systems of several industrial areas such as nuclear and hydraulic
power plants or sewage pipelines.
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Numerous modelling and numerical issues are tackled when dealing with mixed
flows due to the different nature of each regime. Using a 1D approach, a model with
an associated numerical scheme is proposed in [1] without computing the air phase.
With the aimof accounting for air-water interactions, a compressible two-layermodel
is developed in [7]. It results in an hyperbolic two-phase two-pressure model which
presents strong similarities with the isentropic form of two-fluid models introduced
in [3]. In that framework, classical explicit schemes bring large numerical diffusivity
in the slow stratified regime.

Thus, a fractional stepmethod is derived herein to split the slow dynamics from the
fast dynamics and adapt the numerical treatment. This approach is used in [2, 5] for
the Baer-Nunziato model andmore recently in [6] for the model under consideration.
Furthermore, an implicit-explicit time discretization is also proposed in the sequel
to end up with a large time-step scheme and get accuracy in the stratified regime.
Contrary to the work presented in [6], the overall approach is driven by the fast
pressure relaxation and the shallow-water structure of the system such that interesting
results are obtained even for low speed flows.

2 The Compressible Two-Layer Model

The considered model deals with stratified gas-liquid flows in pipes. It results from
a depth-averaging of the isentropic Euler set of equations for each phase where the
classical hydrostatic assumption ismade for the liquid, see [7] for details. Considering
a two-layer air-water flow through a pipe of height H , it reads:

⎧
⎪⎨

⎪⎩

∂t h1 + UI ∂x h1 = λp(PI − P2(ρ2)),

∂t mk + ∂x mkuk = 0,

∂t mkuk + ∂x mku2
k + ∂x hk Pk(ρk) − PI ∂x hk = (−1)kλu(u1 − u2),

(S )

where k = 1 for water, k = 2 for air, mk = hkρk and h1 + h2 = H . Here, hk , ρk ,
Pk(ρk) and uk denote respectively the height, themean density, themean pressure and
themean velocity of phase k. The interfacial dynamics is represented by the transport
equation on h1 while the other two equations account for mass and momentum
conservation in each phase. The interfacial pressure is denoted by PI and closed by
the hydrostatic constraint, while the interfacial velocity is denoted by UI and closed
following an entropy inequality, one obtains (see [7]):

(UI , PI ) = (u2, P1(ρ1) − ρ1g
h1

2
), (1)

where g is the gravity field magnitude. As the phases are compressible, state equa-
tions are required for gas and liquid pressures. For instance, perfect gas law may be
used for air and linear law for water. The celerity of acoustic waves is defined by
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ck =
√

P
′
k(ρk). In practice, one uses λp = 3h1h2

4πμ1H and λu = h1h2
2H 2 fiρ2|u2 − u1|, where

μ1 is the dynamic viscosity of water and fi is a friction factor, see [6] for details.

Properties of (S )

(i) Smooth solutions of (S ) comply with an entropy inequality.
(ii) The convective part of (S ) is hyperbolic under the condition |u1 − u2| �= c1.

Its eigenvalues are unconditionally real and given by λ1 = u2, λ2,3 = u1 ± c1,
λ4,5 = u2 ± c2. The field associated with the 1-wave is linearly degenerate
while the other fields are genuinely nonlinear.

(iii) Unique jump conditions hold within each isolated field.
(iv) The positivity of hk and ρk is verified.

The details and proofs are provided in [7]. Two additional properties of (S ) are used
in the proposed fractional step method. Firstly, using (1), the momentum equation
for water can be written under a Saint-Venant-like form (see [8]):

∂t m1u1 + ∂x m1u
2
1 + ∂xρ1g

h2
1

2
+ h1∂x PI = λu(u2 − u1). (2)

Secondly, the pressure relaxation in the first equation of (S ) writes classically:

PI →
t→∞ P2, (3)

and this relaxation is very fast in our framework as λp � 1. In addition, regarding
the pressurized regime, (S ) degenerates towards a single-phase Euler system when
one phase vanishes, as soon as the source terms also vanish.

3 Fractional Step Method Adapted to Mixed Flows

In order to handle both regimes included in mixed flows, the proposed fractional step
method splits (S ) into three sub-systems. The material component of (S ) is treated
in (Sm) including the pressure relaxation source term and using the Saint-Venant
structure (2) for the water phase:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂t h1 + u2∂x h1 = λp(PI − P2),

∂t mk + ∂x mkuk = 0, k = 1, 2,

∂t m1u1 + ∂x m1u
2
1 + ∂xρ1g

h2
1

2
= 0,

∂t m2u2 + ∂x m2u2
2 = 0.

(Sm)

(Sa) refers to the acoustic component of (S ) including the pressure gradients:
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⎧
⎪⎨

⎪⎩

∂t hk = 0, ∂t mk = 0, k = 1, 2,

∂t m1u1 + h1∂x PI = 0,

∂t m2u2 + h2∂x P2 + (P2 − PI )∂x h2 = 0,

(Sa)

where PI = P1(ρ1) − ρ1g h1
2 . Finally, (Su) deals with the velocity relaxation source

terms:
∂t hk = 0, ∂t mk = 0, ∂t mkuk = (−1)kλu(u1 − u2), k = 1, 2. (Su)

A key feature is that the fast relaxation (3) solved in (Sm) is explicitly seen by (Sa).

Proposition 1 (Hyperbolicity of (Sm))The convective part of (Sm) is weakly hyper-

bolic. Its eigenvalues are given by {u2; u1 ±
√

g h1
2 }.

(Sa) is not hyperbolic as its spectrum reduces to zero. This singularity is handled in
the sequel using a relaxation approach.

In the discrete setting, the time step is denoted Δt and the space step Δx . The
space is partitioned into cells Ci = [xi− 1

2
, xi+ 1

2
[ where xi+ 1

2
= (i + 1

2 )Δx are the
cell interfaces. At times tn = nΔt , the solution is approximated on each cell Ci by

Wn
i =

(
(h1)

n
i , (h1ρ1)

n
i , (h2ρ2)

n
i , (h1ρ1u1)

n
i , (h2ρ2u2)

n
i

)T
.

Step 1: Explicit scheme for (Sm). In this step, Wi is updated from W n
i to W ∗

i . A
classical explicit finite-volume schemewith Rusanov fluxes is used on the convective
part while the pressure relaxation source term is treated implicitly. It writes:

W∗
i = Wn

i − Δt

Δx

(
F(Wn

i+ 1
2
) − F(Wn

i− 1
2
)
)

− Δt

2Δx
B(Wn

i )
(

Wn
i+1 − Wn

i−1

)
+ S(W∗

i ), (4)

where F(W) = (0, m1u1, m2u2, m1u2
1 + m1g h1

2 , m2u2
2)

T , B(W) = (u2, 0, 0, 0, 0)T

and S(W) = (λp(PI − P2), 0, 0, 0, 0)T . The fluxes are defined by:

⎧
⎪⎪⎨

⎪⎪⎩

F(Wn
i+ 1

2
) = 1

2

(
F(Wn

i ) + F(Wn
i+1) − ri+ 1

2
(Wn

i+1 − Wn
i )

)
,

ri+ 1
2

= max
j∈{i;i+1}

(
|un

2, j |; |(u1 ±
√

g
h1

2

)n

j |
)
.

(5)

In order to solve implicitly the source term, the mass terms mn
k,i are updated first and

the first equation in (Sm) is solved under the form f (h∗
1,i ) = 0 where:

f (y) = y − hn
1,i + Δt

∫ x
i+ 1

2

x
i− 1

2

un
2
∂hn

1

∂x
dx − Δtλn

p,i

(
PI

(m∗
1,i

y

)
− P2

( m∗
2,i

H − y

))
.

(6)
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One may easily demonstrate that f is strictly increasing on [0; H ] with the limits
f →

0+
−∞ and f →

H−
+∞, such that f (x) = 0 admits a unique solutionh∗

1,i on [0; H ].

Proposition 2 (Positivity of heights and densities) The proposed scheme for (Sm)
ensures the positivity of heights and densities under the classical CFL condition:

Δt

Δx
max

i

(ri+ 1
2
+ ri− 1

2

2

)
< 1, (7)

which only implies material velocities.

Step 2: Implicit relaxation approach for (Sa). In this step, only uk is updated
from u∗

k to u∗∗
k . The lack of hyperbolicity is handled with a relaxation approach, see

[4, 5], introducing the system (S r
a ) which relaxes towards (Sa) in the limit ε → 0:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂t hk = 0, ∂t mk = 0, k = 1, 2,

∂t m1u1 + h1∂xΠI = 0,

∂t m2u2 + h2∂xΠ2 + (Π2 − ΠI )∂x h2 = 0,

∂t mkΠk + a2
k hk∂x uk + a2

k (uk − u2)∂x hk = 1

ε
mk(Πk − Pk), k = 1, 2,

(S r
a )

where ΠI = Π1 − ρ1g h1
2 and Πk relaxing toward Pk as ε → 0. The PDE verified

by Πk is derived from the PDE verified by Pk in (S ) . In addition, ak are positive
numerical parameters used to ensure the stability of the relaxation approximation in
the regime of small ε, their definition is provided later according to the flow regime.

Proposition 3 (Hyperbolicity of (S r
a )) When ak > 0, the convective part of (S r

a )
is strictly hyperbolic. Its eigenvalues are given by {0;± a1

ρ1
;± a2

ρ2
}.

In order to keep a numerical diffusivity based on the material CFL condition (7), an
implicit-explicit time discretization is proposed for the convective part of (S r

a ) :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

h∗∗
k = h∗

k , m∗∗
k = m∗

k , k = 1, 2,

(m∗∗
1 u∗∗

1 − m∗
1u∗

1)/Δt + h∗∗
1 ∂xΠ

∗∗
I = 0,

(m∗∗
2 u∗∗

2 − m∗
2u∗

2)/Δt + h∗∗
2 ∂xΠ

∗∗
2 + (Π∗

2 − Π∗
I )∂x h∗

2 = 0,

(m∗∗
k Π∗∗

k − m∗
kΠ

∗
k )/Δt + a2∗∗

k h∗∗
k ∂x u∗∗

k + a2∗
k (u∗

k − u∗
2)∂x h∗

k = 0, k = 1, 2.
(8)
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Classical combinations on (8) lead to the following semi-discrete equations on uk :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

u∗∗
1 − u∗

1

Δt
− Δt

ρ∗
1

∂x

(a2∗
1

ρ∗
1

∂x u∗∗
1

)
= − 1

ρ∗
1

∂x P∗
I + Δt

ρ∗
1

∂x

(a2∗
1 (u∗

1 − u∗
2)

m∗
1

∂x h∗
1

)
,

u∗∗
2 − u∗

2

Δt
− Δt

ρ∗
2

∂x

(a2∗
2

ρ∗
2

∂x u∗∗
2

)
= − 1

ρ∗
2

∂x P∗
2 − (P∗

2 − P∗
I )

m∗
2

∂x h∗
2.

(9)

In (9), instantaneous relaxation (ε → 0) is assumed between Πk and Pk such that
Π∗

k = P∗
k . Thus, the proposed implicit relaxation approach acts as a stabilization

process involving a diffusion term weighted by ak .

Definition 1 Under the light of (9), ak is defined according to the flow regime:

• In the stratified regime (h1 < H ): the pressure gradient h1∂x PI in (Sa) is seen as a
source term. It accounts for variable interfacial pressure which can be interpreted
as air phase pressure due to the relaxation (3) solved in the first step. Thus, a1 is
set to zero.

• In the pressurized regime (h1 = H ): the stabilization process is applied and a1

must follow the so-called Whitham condition: a2
1 > max

ρ1

(ρ2
1c21), see [4, 5].

• In all the regimes, a2 follows the Whitham condition a2
2 > max

ρ2

(ρ2
2c22).

After integrating (9) on a cell Ci and using centered schemes for gradients, one
obtains an implicit system which may be written in matrix form:

A∗
kU

∗∗
k = S

∗
k , (10)

where A∗
k is a non-singular tridiagonal matrix (M-matrix structure) and S

∗
k corre-

sponds to the integrated source term. Calculations are not detailed here. In practice,
the diffusion coefficient (a2

k /ρk)
∗
i+ 1

2
is computed using an harmonic average and a

threshold on h1 is introduced to identify the flow regime.

Step 3: Implicit scheme for (Su). In this step, only uk is updated from u∗∗
k to un+1

k .
The velocity relaxation source term is treated implicitly (except the λu coefficient)
such that the following non-singular 2x2 system is obtained:

(
m∗∗

1,i + Δtλ∗∗
u,i −Δtλ∗∗

u,i
−Δtλ∗∗

u,i m∗∗
2,i + Δtλ∗∗

u,i

) (
un+1
1,i

un+1
2,i

)

=
(

(m1u1)
∗∗
i

(m2u2)
∗∗
i

)

. (11)

This step concludes the overall scheme which ensures the positivity of heights and
densities under the material CFL condition (7).
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4 Numerical Results

In this section, the proposed scheme is denoted SPr and compared with a classical
Rusanov scheme applied on (S ) under an acoustic CFL condition.

Riemann problem for the convective part. One considers an analytical solution
which contains two shocks for each phase traveling with the fast acoustic waves and
a contact discontinuity (slow wave) where h1 jumps. Without the pressure relaxation
(3), note that a1 follows the Whitham condition. Fields are displayed on Fig. 1 at
T = 23.10−5s with 500 cells. A mesh refinement is also performed to check the
numerical convergence of the method.

As expected, the SPr scheme is accurate on the slow wave. Regarding the fast
waves, it is more diffusive than Rusanov on phase 1 (the fastest) while better results
are obtained on phase 2. Indeed, the optimal regime for the Rusanov scheme is on
phase 1 with acoustic time steps. Stability and convergence towards relevant shock
solutions are obtained with the expected convergence rate 1

2 due to the contact dis-
continuity.

Dambreak. The source terms are activated and one considers the dambreak prob-
lem where the initial condition is a discontinuity on h1 with constant density and
zero speed. Regarding the water layer, the (incompressible) Saint-Venant system
admits an analytical solution, see [8]. As the compressibility of water as well as the
additional air layer should have a minor influence here, one expects to obtain the
same kind of solution for phase 1. Therefore, a 1m long pipe is considered with
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Fig. 1 Errors in L1-norm and fields at T = 23.10−5s with 500 cells for the Riemann problem
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Fig. 2 Fields at T = 24.10−3s with 1000 cells for the dambreak problem

(h1/H)L = 0.6 and (h1/H)R = 0.4 as initial conditions. The velocity and height
fields for phase 1 are plotted on Fig. 2 at T = 24.10−3s using 1000 cells.

Contrary to the results obtained with the large time-step scheme proposed in [6],
the SPr scheme displays accurate fields regarding the Saint-Venant solution. The
Rusanov scheme is highly diffusive and regarding CPU time, it needs 3 minutes
while SPr takes 6 seconds. Those results emphasize the fact that a classical explicit
scheme applied on (S ) is not adapted to low speed configurations.

Mixed flow. One considers a closed sloping pipe with constant height and zero
speed as initial conditions. The pipe is 5m long with H = 1m, h1 = 0.8m, θ = 30
degrees. A mesh of 250 cells is used and the threshold is set to 0.99H . The flow
becomes pressurized at the bottom (only water) and dried at the top (only air), see
Fig. 3 for a snapshot of the water height and Fig. 4 for the pressure field.

Interesting qualitative results are obtained which demonstrates the ability of the
SPr scheme to handle mixed flows. Regarding the pressure field, one observes oscil-
lations at the transition point between the regimes which are classical when dealing
with mixed flows, see [1]. In the pressurized region, the pressure gradient slope is
given by the expected equilibrium ∂ P1

∂x = −ρ1g sin(θ).

Fig. 3 Pipe filling snapshots for water height with 250 cells
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Fig. 4 Pressure field and water height at T = 0.5s
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A Second Order Cell-Centered Scheme
for Lagrangian Hydrodynamics

Théo Corot

Abstract We describe a high-order cell-centered Godunov type scheme for
Lagrangian hydrodynamics on general unstructured meshes using nodal fluxes. The
nodal solver only depends on the angular repartition of the physical variables around
the node. A second order extension of the scheme, using a linear reconstruction and
a Runge–Kutta method is described.

Keywords Lagrangian hydrodynamics · Godunov scheme · High-order finite vol-
ume method

1 Introduction

Lagrangianmethods, which have themeshmovingwith the fluid, are commonly used
to simulate multi-material fluid flows. Indeed these methods have the advantage of
capturing interfaces sharply. They are widely used in computational fluid dynamics.
In this work we are insterested in solving the two-dimensional compressible gas
dynamics equations in the Lagrangian framework [2]. The physical variables con-
sidered are the density ρ, the velocity u, the total energy E and the pressure p. The
equations can be written in an integral form

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

d
dt

∫

Ω j (t)
ρdV = 0

d
dt

∫

Ω j (t)
ρudV + ∫

S(t) pndS = 0
d
dt

∫

Ω j (t)
ρEdV + ∫

S(t) p (u,n) dS = 0
d
dt

∫

Ω j (t)
dV − ∫

S(t) (u,n) dS = 0

(1)
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where Ω j is, in pratice, a cell moving with the fluid. The first three equations of
( 1 ) describe mass, momentum and total energy conservation. The last one is the
geometric conservation law.

Several methods have been developed to solve this system of conservation laws.
For example staggered schemes [2] or free-Lagrange methods [11]. There are also
complete codes developed using Lagrangian methods, like [15] for instance.

We choose to use a Godunov type scheme with node based fluxes. Indeed node
velocities are needed to move the mesh. The development of this type of schemes
has been enabled by Després and Mazeran [10] with GLACE scheme. Then it has
been pursued by Maire, who highlighted a strong sensitivity of GLACE to the cell
aspect in [13] which led to EUCCLHYD scheme. Later Burton and others developed
a new scheme using similar ideas [3]. These schemes have been extended to high
orders, unstructured grids, multi-dimension and arbitrary Lagrange-Euler [4, 5, 9,
12, 14]. However, we remarked in [8] that in a particular case of one dimensional
Riemann problem, node velocities computed with GLACE and EUCCLHYD nodal
solvers can have an incorrect direction. To overcome this problem we proposed an
alternative scheme using a continous approach around the nodes. This approach led
to the construction of a nodal solver which only depends on the angular repartition
of the physical variables around the node and not on edge lengths. In this paper we
recall this last scheme and describe a second order extension.

2 Presentation of the First Order Scheme

Here we present the first order scheme developed in [8] which will be extended to
the second order in the next section.

2.1 Mesh and Definition

Let us first provide some basic definitions concerning the mesh and our finite volume
scheme. We note τ = 1

ρ
the specific volume, c the sound speed and z = ρc the

acoustic impedance. We use general unstructured mesh, denote r the nodes and j
the cells. We define Vj the volume of the cell j and Mj the constant mass of this
cell. We note xr the coordinates of the node r and x j = 1

Vj

∫

Ω j
xdV the centroid of

the cell j . We write r ∼ j if and only if the node r is a vertex of the cell j .
Since we use nodal fluxes, we need to define some normal at each node of a cell j ,

C j,r = N(r,r−) + N(r,r+)

2
, (2)
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Fig. 1 Cell j

where N(r,r−) and N(r,r+) are the normal vectors of the two edges of the cell j having
r as a vertex (see Fig. 1) such that | N(r,r−) | (resp | N(r,r+) |) is the length of the edge
(r, r−) (resp (r, r+)). Our scheme can be written with a semi-discrete formulation

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Mj
d
dt τ j − ∑

r∼ j

(
ur ,C j,r

) = 0

Mj
d
dt u j + ∑

r∼ j
prC j,r = 0

Mj
d
dt E j + ∑

r∼ j
pr

(
ur ,C j,r

) = 0

. (3)

Nowwe need to describe how to compute ur and pr at each node. In order to describe
the nodal solver, we define, as in Fig. 2, for each cell having r as a vertex, φ1

j,r and
φ2

j,r the angles made by each of the two edges of the cell j having r as a vertex with
a horizontal line. We note θ j,r = φ2

j,r − φ1
j,r . Furthermore we define the variation

of a physical variable w (pressure, velocity or acoustic impedance) around a node
with respect to an angle θ as the function θ → w(θ). These functions are piecewise
constant. Moreover we define the nodal vector (see Fig. 2)

nθ = −
(
cos(θ)
sin(θ)

)

. (4)

Fig. 2 Node r
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2.2 The Nodal Solver

To compute nodal pressure pr and velocity ur we need to define an intermediate
unknownpressure around eachnodeθ → p̃r (θ). Thenour nodal solver canbewritten

⎧
⎪⎨

⎪⎩

p (θ) + z (θ) (u (θ) ,nθ) = p̃r (θ) + z (θ) (ur ,nθ)∫ 2π
0 p̃r (θ)nθdθ = 0(∫ 2π
0

1
z(θ)dθ

)
pr = ∫ 2π

0
1

z(θ) p̃r (θ) dθ

. (5)

Note that in one dimension, p + zu and p − zu, are the acoustic Riemann invariants.
Then the first equation of (5) is the multidimensional extension of these invariants.
The second expresses that the sum of forces around the node vanishes. The last one
defines pr as a mean weighted value of p̃r , which permit us to recover one unique
pressure and, consequently, a conservative scheme. Weights are chosen in order to
be as close as possible to the acoustic solver in the case of one dimensional Riemann
problem [8]. The system (5) can be written

{
Arur = br
Γr pr = ∑

j∼r

[
Γ j,r p j + (

u j ,n j,r
)]

(6)

where we define ⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ar = ∑

j∼r
A j,r

br = ∑

j∼r

[
A j,ru j + p jn j,r

]

A j,r = z j
∫ φ2

j,r

φ1
j,r

nθ ⊗ nθdθ

n j,r = ∫ φ2
j,r

φ1
j,r

nθdθ

Γr = ∑

j∼r
Γ j,r

Γ j,r = θ j,r

z j

. (7)

Remark 1 This nodal solver only depends on the angular repartition of physical
variables around the node and has no dependence on edge lengths. Moreover, it has
been proven in [8] that, this solver always recovers the right direction of the velocity
when one considers a one dimensional problem around a node. Finally the first
order scheme using this nodal solver is conservative and verifies a weak consistency
property.
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3 Second Order Extension

In this section we describe a second order extension of our scheme. This extension
is made thanks to a piecewise linear reconstruction of pressure and velocity in each
cell and a Runge–Kutta two-step integration method to discretize the time derivative.

3.1 Piecewise Linear Reconstruction

Let w be a fluid variable (pressure or velocity components). The idea is to assume
that w has a linear variation in the cell j

w j (x) = wj + (∇wj , x − x j
)

(8)

with x j = 1
Vj

∫

Ω j
xdV . Consequently we need to compute the gradient ∇wj . Many

ways are possible, such as using ENO [6], WENO [7] or a least squares method [12]
to reconstruct the slope. In this paper we chose to construct it using a least squares
method. The gradient is constructed by imposing that

∀k ∈ Neig( j) wj (xk) = wk (9)

where Neig( j) is the set of all neighboring cells of j . In practice this problem is over-
determined and the gradient is computed using a least squares method. Consequently
it is computed as the solution of the minimization problem

∇wj = argmin
∑

k∈Neig( j)

[
wk − wj − (∇wj , xk − x j

)]2
. (10)

The solution of (10) is easy to compute, searching for zeros of the first order derivative
one obtains

∇wj = A−1
j

∑

k∈Neig( j)

(
wk − wj

) (
xk − x j

)
(11)

with
A j =

∑

k∈Neig( j)

(
xk − x j

) ⊗ (
xk − x j

)
. (12)

Once the gradient computed, one has to limit its value in order to preservemonotonic-
ity. x → w(x) becomes

wj (x) = wj + (
φ j∇wj , x − x j

)
(13)
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where φ j ∈ [0, 1] and
φ j = min

r∼ j
φ j,r (14)

with

φ j,r =

⎧
⎪⎪⎨

⎪⎪⎩

μ
(

wmax
j −wj

w j (xr )−wj

)
ifwj (xr ) − wj > 0

μ
(

wmin
j −wj

w j (xr )−wj

)
ifwj (xr ) − wj < 0

1 else

. (15)

Here wmax
j (resp wmin

j ) denotes the maximum (resp minimum) of w in the neig-
bouring cells of j . The function μ characterizes the limiter. In this article we chose
to use μ(x) = min(1, x) to obtain the Barth Jepersen limiter [1]. Once this linear
reconstruction is done, in order to obtain a second order scheme, we use the values
extrapolated at each node wj (xr ) instead of the mean values wj in the nodal solver.

3.2 Time Discretization

We chose to discretize the semi-discrete equations (3) using a second order Runge–
Kutta method. Let us assume that we know the physical variables at a time tn and
we want to compute these quantities at a time tn+1 = tn + δtn . The second order
Runge–Kutta scheme can be described using a predictor and a corrector step.

3.2.1 Predictor Step

• Compute nodal velocities unr and pressures pnr using our nodal solver and extrap-
olated values at each node deduced with the linear reconstruction of Sect. 3.1.

• Compute nodal normals Cn
j,r and update the momentum and the total energy with

⎧
⎪⎪⎨

⎪⎪⎩

u
n+ 1

2
j = unj − δtn

2Mj

∑

r∼ j
pnrC

n
j,r

E
n+ 1

2
j = En

j − δtn

2Mj

∑

r∼ j

(
pnr u

n
r ,C

n
j,r

) . (16)

• Update node positions

x
n+ 1

2
r = xnr + δtn

2
unr (17)

and deduce cell densities ρ
n+ 1

2
j using mass conservation
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ρ
n+ 1

2
j = V n

j

V
n+ 1

2
j

ρnj . (18)

3.2.2 Corrector Step

• Knowing the physical variables and the geometry at the end of the predictor step,

compute nodal velocities u
n+ 1

2
r and pressures p

n+ 1
2

r with our nodal solver using
extrapolated values given by the linear reconstruction.

• Compute nodal normalsC
n+ 1

2
j,r and update the momentum and the total energy with

⎧
⎪⎪⎨

⎪⎪⎩

un+1
j = unj − δtn

M j

∑

r∼ j
p
n+ 1

2
r C

n+ 1
2

j,r

En+1
j = En

j − δtn

M j

∑

r∼ j

(
p
n+ 1

2
r u

n+ 1
2

r ,C
n+ 1

2
j,r

) . (19)

• Update node positions

xn+1
r = xnr + δtnu

n+ 1
2

r (20)

and deduce the cell densities ρn+1
j using mass conservation.

4 Numerical Validation

Let us consider the classical one dimensional Sod shock tube in order to validate
the second order extension. This case is a simple one dimensional Riemann problem
involving one perfect gas with an adiabatic constant γ = 1.4. The shock tube is a
[0, 1] × [0, 1] box where we initially have

(ρ, u, p) (t = 0, x) =
{

(1, 0, 1) if x < 0.5
(0.125, 0, 0.1) if x > 0.5

. (21)

All the boundaries are sliding walls. We compare the convergence order of the first
and second order scheme. To do it we compute the test on four meshes : M1 is a
5000 × 3 cartesian grid, M2 a 10000 × 3, M3 a 15000 × 3 and M4 a 20000 × 3.

We note uerr , perr and ρerr L1 errors made on the pressure, velocity and density.
Let us also denote urerr , p

r
err and ρrerr L

1 errors made on a subdomain containing only
the rarefaction wave. These errors are written in Tables1 and 2.

The second order scheme gives higher convergence speed (Table1) than the clas-
sical one obtained in the Eulerian framework, especially for the density. This can
be explained by the fact that contrary to the Eulerian methods, Lagrangian schemes
permit to follow the contact discontinuity exactly. Moreover one can see in Table1
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Table 1 Sod shock tube. Convergence of the numerical solution toward the exact solution

Mesh Order uerr perr ρerr Order uerr perr ρerr

M1 1 4.7E-3 2.85E-3 2.86E-3 2 5.92E-4 2.79E-4 3.2E-4

M2 1 2.65E-3 1.62E-3 1.64E-3 2 2.96E-4 1.41E-4 1.68E-4

M3 1 1.89E-3 1.15E-3 1.18E-3 2 2E-4 9.51E-5 1.19E-4

M4 1 1.45E-3 9.02E-4 9.26E-4 2 1.52E-4 7.26E-5 9.31E-5

Convergence order ≈ 0.84 ≈ 0.84 ≈ 0.82 ≈ 0.96 ≈ 0.96 ≈ 0.86

Table 2 Sod shock tube. Convergence of the rarefaction wave toward the exact solution

Mesh Order urerr prerr ρrerr Order urerr prerr ρrerr

M1 1 1.39E-3 9.15E-4 7.75E-4 2 1.26E-4 7.68E-5 6.84E-5

M2 1 7.95E-4 5.21E-4 4.44E-4 2 6.32E-5 3.91E-5 3.47E-5

M3 1 5.69E-4 3.73E-4 3.19E-4 2 4.22E-5 2.64E-5 2.33E-5

M4 1 4.48E-4 2.93E-4 2.51E-4 2 3.17E-5 2E-5 1.76E-5

Convergence order ≈ 0.83 ≈ 0.83 ≈ 0.83 ≈ 0.99 ≈ 0.97 ≈ 0.98

that our second order scheme has a convergence order close to 1 for the pressure and
the velocity while it is slightly lower for the density. However when one looks at the
convergence speed only on the rarefaction (Table2) all convergence orders are close
to 1 for the second order scheme.
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1 Introduction

In this paper we introduce a way to investigate fluid flows in thermohydraulic cir-
cuits components in nuclear reactors where three so-called “system”, “component”
and “local” representation scales coexist. The first one is a 0D/1D description and
aims at providing a real time simulation of full circuits. The third one is the CFD
scale and allows a fine description on restricted physical domains. The intermediate
scale relies on a homogenized representation of some components [7, 9]; it consists
in taking into account a fluid and solid volume in cells. Our purpose is to build a
formulation embedding the “local” and “component” scales and ensuring the conti-
nuity between these two scales. A possible approach has been introduced in [6] using
explicit schemes. The basic idea consists in an integral formulation of PDEs in a
domain where a fluid flows around many small obstacles. Herein an implicit finite
volume scheme is considered, using the open-source code Code_Saturne [4]. The
compressible Euler equations (1) governing inviscid fluid flows are considered, and
the unknowns ρ, u, P respectively denote the density, the velocity and the pressure
of the fluid, while the momentum is Q = ρu. The volumetric total energy E is such

that E = ρ
(
u2

2 + ε(P, ρ)
)

. The internal energy ε(P, ρ) is prescribed by the EOS

(Equation Of State), f is a mass volumetric external force and Φv a volumetric heat
transfer source term. Thus the set of governing equations is:

⎧⎪⎨
⎪⎩

∂tρ + ∇ · Q = 0

∂t Q + ∇ · (u ⊗ Q) + ∇P = ρ f
∂t E + ∇ · (u(E + P)) = ρ f · u + ρΦv

(1)

The speed of acoustic waves noted c is such that: c2 =
(

P
ρ2 − ∂ε(P,ρ)

∂ρ

)
/
(

∂ε(P,ρ)

∂P

)
.

The total enthalpy is: H = E+P
ρ

, and W is the conservative variable: W =(ρ, Q, E)t .

2 Integral Formulation

The integral form of conservation laws described in [6, 8] is considered. Set of
equations (1) is integrated on control volumes Ωi which may contain many solid
obstacles. All Ωi cells form a mesh of the computational domain Ω ⊂ R

d (d = 1, 2
or 3), such that: Ω = ∪iΩ i . The obstacles may be completely or partially included in
Ωi . Part of a control volume boundary may coincide with the surface of an obstacle.
Figure 1 is a sketch of the admissible situtations. In the sequel, the subscript i j refers
to interfaces between neighbouring control volumes Ωi and Ω j , and the superscript φ
refers to fluid volumes and interfaces i j where the fluid may cross the interface, noted

Γ
φ
i j of measure Sφ

i j = meas
(
Γ

φ
i j

)
. Besides, the superscriptw refers to solid interfaces

where a wall boundary Γ w
i of measure Swi is located inside the control volume Ωi
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Fig. 1 A (blue) control volume Ωi includes (gray) obstacles numbered from 1 to 5. Obstacles may:
overlap part of the boundary of cell i (1); partially occupy one fluid cell (or subcell) (2); and split it
into two fluid sub-cells Ω

φ
i,1 and Ω

φ
i,2 (3); be totally included in cell i or one of its subcells (4); be

aligned with part of the boundary of cell i (5). The dashed blue surface corresponds to the fluid-fluid
part of the boundary Γ

φ
i,k between sub-cells Ωi,k and their neighbouring sub-cells occupied by the

fluid

or on its boundary. The mass flux is null through surfaces Swi . The volume occupied
by the fluid within the control volume Ωi is denoted by Ω

φ
i . Nonetheless, a control

volume Ωi may contain several fluid sub-domains Ω
φ
i,k (k ∈ �1, N (i)� with N (i) the

number of sub-elements), that are not connected to each other. We introduce within
each fluid sub-cell Ωφ

i,k a mean value of the fluid state variable W(x, t) noted W i,k(t).
The mean fluid state variable in cell Ωi , W i (t), is introduced as follows:

meas
(
Ω

φ
i

)
W i (t) =

∑
k∈{1,...,N (i)}

∫

Ω
φ
i,k

W(x, t)dx

By additivity, using Ω
φ
i = ⋃

k∈{1,...,N (i)} Ω
φ
i,k , where Ω

φ
i,k are all mutually disjoint:

meas
(
Ω

φ
i

)
=

∑
k∈{1,...,N (i)}

meas
(
Ω

φ
i,k

)

The conservation laws (1) can be rewritten as follows:

∂tW + ∇ · F (W) = D (W) (2)

where F (W) = (ρu, ρu ⊗ u + PI, u (E + P))t is the convective flux and D (W) =
(0, ρ f , ρ ( f · u + Φv))

t represents the source term. Equation (2) is integrated over
a bounded time interval [t0, t1] ⊂ R

+and space with respect to the Ω
φ
i,k sub-cell, the
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divergence theorem allows to rewrite:

∫

Ω
φ
i,k

(W (x, t1) − W (x, t0)) dx +
∫ t1

t0

∫

Γi,k

F (W (x, t)) · ndΓ dt =
∫ t1

t0

∫

Ω
φ
i,k

D (W (x, t)) dx dt

(3)
Here, Γi,k = ∂Ω

φ
i,k denotes the whole boundary of the fluid sub-cell Ω

φ
i,k with n the

outward normal vector. Fluid Γ
φ
i,k and wall Γ w

i,k boundaries of each sub-cell Ω
φ
i,k are

distinguished, such that: Γi,k = Γ
φ
i,k ∪ Γ w

i,k and Γ
φ
i,k ∩ Γ w

i,k = ∅. Summing up over the
N (i) fluid sub-cells of the control volume Ωi , we get the integral formulation:

meas
(
Ω

φ
i

)
(W i (t1) − W i (t0)) +

∑
k∈{1,...,N (i)}

∫ t1

t0

∫

Γ
φ
i,k∪Γ w

i,k

F (W (x, t)) · ndΓ dt

=
∑

k∈{1,...,N (i)}

∫ t1

t0

∫

Ω
φ
i,k

D (W (x, t)) dx dt
(4)

3 Time Scheme

The time discretization of the dynamic equation (4) is based on an implicit first order
scheme. It is assumed that all numerical fluxes may be evaluated by means of a
standard finite volume method, considering one mean value Wn

i per cell Ωi at each
time tn . Wn

i is an approximation of W i (tn), and the time step at the nth iteration
is: Δtn = tn+1 − tn . The numerical algorithm uses a fractional step method, with
prediction and correction of the pressure [1, 5]. Each time stepping is divided in
three steps: a mass balance step which is used to update the density and to predict
the pressure, a momentum balance step where the velocity is updated and an energy
balance step that allows to update the total energy and to correct the pressure. The
superscript (·)n+1,− states that the variable is implicit for the current step (or known
from the last step).

1. Mass balance

Pressure and density are implicit, while velocity and entropy are considered frozen
at time tn . The following scheme is set:

meas
(
Ω

φ
i

) 1

(c2)ni

(
Pn+1,−
i − Pn

i

)
+ Δtn

∫

Γ
φ
i

Q∗ · ndΓ = 0 (5)

where:
(
c2

)n = c2(Pn, ρn), and the approximation δP = (
c2

)n
δρ is considered, with

δP = Pn+1,− − Pn . The approximation of the implicit mass flux Q∗ is:

Q∗ = Qn − Δtn∇Pn+1,− (6)
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and a two-point flux approximation is used:
∫
Γ

φ
i

∇φ · ndΓ = ∑
j∈V (i)(φ j − φi )S

φ
i j/

hi j , on admissible meshes.

2. Momentum balance

In this step, velocity (and momentum) is implicit, whereas density and pressure are
known from Eq. (5), and total energy is frozen. Integration of the momentum equation
gives:

meas
(
Ω

φ
i

) (
Qn+1,−
i − Qn

i

)
+ Δtn

∫

Γ
φ
i

(
(Q∗ · n)u

)n+1,−dΓ + Δtn
∫

Γi

Pn+1,−ndΓ

− Δtnmeas
(
Ω

φ
i

)
ρn+1,−
i f n+1,−

i = 0 (7)

where: Pn+1,−
w is equal to Pn+1,−

i for all wall interfaces of cell i . This second step
provides the velocity un+1,− and thus Qn+1,− = ρn+1,−un+1,−, using:

((
Q∗ · n)

φ
)
i j

= (
Q∗ · n)

i j
φ
upwind
i j (8)

with: φ
upwind
i j = βi jφi + (

1 − βi j
)
φ j , and: βi j = max

(
0, sgn

(
Q∗ · n)

i j

)
.

3. Energy balance

Total energy is implicit while pressure, density and velocity are explicit from the
previous steps. Using upwind scheme (8), the total energy En+1,− is updated:

meas
(
Ω

φ
i

) (
En+1,−
i − En

i

)
+ Δtn

∫

Γ
φ
i

(
(Q∗ · n)

E + P

ρ

)n+1,−
dΓ

− Δtnmeas
(
Ω

φ
i

)
(ρ f · u + ρΦv)

n+1,−
i = 0 (9)

Property 1 (Positivity of the density and the pressure): If the initial conditions are
such that: ρni > 0 and Pn

i > 0 and the EOS is such that: γ̂ = ρc2/P > 1. The density
ρn+1,−
i and the pressure Pn+1,−

i remain positive for all i , if the time stepΔtn complies
with the CFL-like condition (10):

meas
(
Ω

φ
i

)
≥ Δtn

∑
j∈V (i)

βi j

(
ρi c2

i

Pi

)n (
un · n)

i j S
φ
i j (10)

Sketch of proof Equation (5) gives an invertible linear system: A Pn+1,− = B with
(A−1)i j ≥ 0, and also Bi ≥ 0 if and only if condition (10) holds, thus implying
Pn+1,−
i ≥ 0. To be conservative, we have set: ρn+1,−

i = (c−2)ni P
n+1,−
i + ρni (γ̂

n
i −

1)/γ̂n
i which completes the proof: ρn+1,−

i ≥ 0, since γ̂n
i > 1.

Eventually, the variables are updated: ρn+1 = ρn+1,−, un+1 = un+1,−, En+1 =
En+1,−, and Pn+1 = P(ρn+1, εn+1), where: ρn+1εn+1 = En+1 − 0.5 ρn+1

(
un+1

)2
.
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4 Numerical Results

Mesh refinement impact
Numerical approximations obtained thanks to this new approach are compared with
approximate solutions of the fluid model when the mesh perfectly matches obstacles
inside the computational domain (i.e. without any porous control volume). The inte-
gral approach is applied on porous meshes so that fluid cells are partially obstructed
by obstacles. The numerical example consists in computing the steady flow of a
compressible inviscid fluid in a channel aligned with the x-direction. At mid-length,
the channel is cluttered by two identical, steady and impermeable tubes aligned with
it. A sketch of the test case is displayed on Fig. 2. The two-dimensional computa-
tional domain is Ω = [0, L] × [0, h]. It contains a discontinuous transition interface
between a totally fluid area and an obstructed area at x = L

2 . We consider admis-
sible meshes, with faces aligned with the obstacles. At the inlet and outlet sections
of the domain, boundary conditions from the resolution of half Riemann problems
are enforced [3] and a steady state is computed. Slip wall boundary conditions are
imposed at the top (y = h) and bottom (y = 0) of the computational domain. The
time step is controlled by the CFL-like condition (10). Several numerical approxi-
mations of the steady state are obtained using coarse and fine meshes. Six meshes
are perfectly adapted to the domain, thus including either totally fluid cells or fully
solid cells. They are respectively composed of 24 × 5, 48 × 10, 96 × 20, 192 × 40,
384 × 80 and 768 × 160 regular cells. The four other meshes include porous cells,
they are respectively composed of 24 × 6, 48 × 12, 96 × 24 and 192 × 48 regular
cells. We assume that a steady state is reached when the dimensionless time residuals
on pressure and velocity in L2 norm become small enough (≈10−7, see Fig. 3). The
time to steadiness is mainly governed by the velocity time residual. We note Pw the
pressure on the intern upstream vertical faces, and Sw the vertical wall surface of these
intern upstream faces, such that Sw = Sin − Sout (see Fig. 2). We define the flux vector
ϕ = [QS, QSH, (QU + P) S]t and the head losses vector Δ = [0, 0, PwSw]t , with
Q the momentum, S the fluid cross section, H the total enthalpy, U the bulk velocity
in the x-direction and P the pressure. When the perfect steady state is reached, the
conservation laws provide: ϕin = ϕout + Δ. The relative deviation between inlet
and outlet boundary values for all the variables is defined as:

Fig. 2 The Ω domain has a L × h size, containing two internal obstacles (in gray). They lie in the
downstream middle of Ω and are spaced of h

5 such that Sout + Sw = Sin . The fluid flows from the
left inlet towards the right outlet
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Fig. 3 Time residuals and value of e (ϕ) for the adapted and porous meshes. The adapted meshes
correspond to the black plots and the porous meshes to the red plots

Fig. 4 Pressure field (Pa) for 48 × 12 porous mesh (black cells are solid)

e (ϕ) = |ϕin − (ϕout + Δ)|
|ϕin| + |ϕout | + |Δ| .

For each mesh, e (ϕ) is plotted for ϕ components on Fig. 3. This deviation is
small (≤ 10−6). When the cells number increases, e (ϕ) may slightly increase since
unsteady terms (vortices) appear on refined meshes (Fig. 4).

Mesh adaptation w.r.t. obstacles position: sensibility analysis
The coarsest mesh, composed of 24 × 5 cells, is considered for two sensibility tests.
The differences in results between the adapted fluid mesh and any configuration
where the bottom of one of the obstacles is slightly shifted off its grid edge are
compared. The first configuration, called M1, corresponds to the mesh adapted to
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Table 1 Comparison of M1 and M2 configurations, x and y are the cell center coordinates

Variables x y EM1M2

Density 4.6875 0.1 2.3842 ×10−6

Pressure 2.60417 0.1 1.6911 ×10−8

Table 2 Comparison of M1 and M3 configurations, x and y are the cell center coordinates

Variables x y EM1M3

Density 2.8125 0.1 1.5046 × 10−3

Pressure 2.8125 0.1 2.2050 × 10−3

Table 3 Comparison of M2 and M3 configurations, x and y are the cell center coordinates

Variables x y EM2M3

Density 2.8125 0.1 1.5046 × 10−3

Pressure 2.8125 0.1 2.2099 × 10−3

the tubes position. In the second configuration, M2, the lower tube width is slightly
reduced (10−5 h) so that weakly porous cells exist. In the last situation, M3, the width
of the same tube is reduced again at the top (10−5 h), and its upstream wall is also
slightly shifted in the downstream direction (10−5 h). The relative deviation, EMkMl ,
between two simulations of different Mk and Ml configurations (k, l = 1, 2 or 3) on
all Nφ

cells fluid cells for each discrete variable ϕi = (ρi , Pi ), i ∈ {1, . . . , Nφ
cells} (see

Tables 1, 2 and 3) is defined as follows:

EMkMl = max
i∈{1,...,Nφ

cells }

∣∣∣ϕMk
i − ϕMl

i

∣∣∣ /
∣∣∣ϕMl

i

∣∣∣ .

Here the domain measures are: L = 5 and h = 1. The deviations are rather weak
(≤ 10−3). The porous formulation is robust w.r.t. standard computations. We note
that the gaps are concentrated in the same area, near the upstream faces (x = 2.5).
They are higher between M3 and the other configurations. Current work aims at
extending the integral formulation to incompressible viscous fluid flows governed
by the Navier-Stokes equations. Viscous effects are taken into account thanks to a
wall function which vanishes when the mesh is refined [2].

Acknowledgements The first author receives a financial support by ANRT through an EDF-CIFRE
contract 2016/0728.
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A High-Order Discontinuous Galerkin
Lagrange Projection Scheme
for the Barotropic Euler Equations

Christophe Chalons and Maxime Stauffert

Abstract This work considers the barotropic Euler equations and proposes a high-
order conservative scheme based on aLagrange-Projection decomposition. The high-
order in space and time are achieved using Discontinuous Galerkin (DG) and Runge-
Kutta (RK) strategies. The use of a Lagrange-Projection decomposition enables the
use of time steps that are not constrained by the sound speed thanks to an implicit
treatment of the acoustic waves (Lagrange step), while the transport waves (Projec-
tion step) are treated explicitly. We compare our DG discretization with the recent
one (Renac in Numer Math 1-27, 2016, [7]) and state that it satisfies important non
linear stability properties. The behaviour of our scheme is illustrated by several test
cases.

Keywords Barotropic Euler equations · High-order discontinuous Galerkin
schemes · Lagrange-projection decomposition · Implicit explicit · Large time steps

MSC (2010): 35L40 · 35Q35 · 65M12 · 65M60

1 Introduction

We are interested in the gas dynamics equations in Eulerian coordinates

{
∂tρ + ∂x (ρu) = 0,

∂t (ρu) + ∂x
(
ρu2 + p

) = 0,
(1)
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where ρ > 0 is the density, u the velocity and p = p(ρ) is the pressure of the fluid
such that p′(ρ) > 0. In the numerical experiments, we will choose p(ρ) = gρ2/2
where g > 0 is the gravity constant so that the model can also be understood as the
Shallow-Water equations with flat topography (in this case, ρ stands for the water
depth). The unknowns depend on the space and time variables x and t , with x ∈ R

and t ∈ [0,∞). At time t = 0, the model is supplemented with a given initial data
ρ(x, t = 0) = ρ0(x) and u(x, t = 0) = u0(x).

The aimof this paper is to propose a high-order discretization basedon aLagrange-
Projection decomposition of the governing equations and using a Discontinuous
Galerkin (DG) [4, 9] strategy for the space variable.

The Lagrange-Projection (or equivalently Lagrange-Remap) decomposition is
interesting since it allows to naturally decouple the acoustic and transport terms of
the model. It proved to be useful and very efficient when considering subsonic or
low-Mach number flows. In this case, the CFL restriction of Godunov-type schemes
is driven by the acoustic waves and can be very restrictive. The Lagrange-Projection
strategy allows for a very natural implicit-explicit scheme with a CFL restriction
based on the (slow) transport waves and not on the (fast) acoustic waves. We refer
for instance the reader to [1, 2, 5], to the recent contribution [3], and to the refer-
ences therein. Note that the later contribution considers the Shallow-Water equations
with non flat topography and that the corresponding (implicit-explicit) Lagrange-
Projection scheme is well-balanced but only first-order accurate. It is the purpose
of this contribution to extend the first-order Lagrange-Projection schemes of the
above references to high-order of accuracy in both space and time. The proposed
approach is quite close to the one recently developed in [7], but as we will see, the
corresponding Projection step turns out to be different.

2 Lagrange-Projection Decomposition
and Finite-Volume Scheme

In this section, we briefly present the Lagrange-Projection decomposition considered
in this paper and the corresponding first-order finite volume scheme.
Operator splitting decomposition and relaxation approximation.Using the chain rule
for the space derivatives of (1), the Lagrange-Projection decomposition consists in
first solving {

∂tρ + ρ∂x u = 0,
∂t (ρu) + ρu∂x u + ∂x p = 0,

(2)

which gives in Lagrangian coordinates τ∂x = ∂m , with τ = 1/ρ,

{
∂tτ − ∂mu = 0,
∂t u + ∂m p = 0,

(3)

and then the transport system
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{
∂tρ + u∂xρ = 0,
∂t (ρu) + u∂x (ρu) = 0.

(4)

The numerical approximation of (3) and (4) will be given in the next sections but
let us notice from now on that the Lagrangian system (3) will be treated considering
the following relaxation approximation [6, 8],

⎧⎪⎨
⎪⎩

∂tτ − ∂mu = 0,

∂t u + ∂mΠ = 0,

∂tΠ + a2∂mu = λ (p − Π) .

(5)

Here, the new variable Π represents a linearization of the real pressure p, the con-
stant parameter a is a linearization of the Lagrangian sound speed ρc such that
the sub-characteristic condition a > ρc, c = √

p′(ρ), is satisfied, and the relaxation
parameter λ allows to recover Π = p and the original system (3) in the asymptotic
regime λ → ∞. As usual, the relaxation systemwill be solved using a splitting strat-
egy which consists in first settingΠ = p at initial time (which is formally equivalent
to considering λ → ∞ in (5)), and then solving the relaxation system (5) with λ = 0.
First-order numerical scheme. The first-order finite volume scheme associated with
the above decomposition and relaxation approximation is classical and given for
instance in [2]. Nevertheless, it will be recovered in the DG extension proposed in
the next section by setting the degree of all polynomials p to 0. Space and time
will be discretized using a space step Δx and a time step Δt . We will consider a
set of cells κ j = [x j−1/2, x j+1/2) and instants tn = nΔt , where x j+1/2 = jΔx and
x j = (x j−1/2 + x j+1/2)/2 are respectively the cell interfaces and cell centers, for
j ∈ Z and n ∈ N.

3 Discontinuous Galerkin Discretization

We begin this section by introducing the notations of the DG discretization. Recall
that theDGapproach considers that the approximate solution at each time tn is defined
on each cell κ j by a polynomial in space of order less or equal than p for a given inte-
ger p ≥ 1 (p = 0 corresponds to the usual first-order and piecewise constant finite
volume scheme). With this in mind, we consider the (p + 1) Lagrange polynomials
{	i }i=0,...,p associated with the Gauss-Lobatto quadrature points in [−1, 1]. More
precisely, denoting −1 = s0 < s1 < · · · < sp = 1 the p + 1 Gauss-Lobatto quadra-
ture points, 	i is defined by the relations 	i (sk) = δi,k for k = 0, ..., p, where δ is the
Kronecker symbol. Then, in each cell κ j , we define the shifted Lagrange polynomials
Φi, j byΦi, j (x) = 	i

(
2

Δx (x − x j )
)
and we take {Φi, j }i=0,...,p as a basis for polynomi-

als of order less or equal than p on κ j . If we denote by XΔx the DG approximation
of X , we thus have XΔx (x, t) = ∑p

k=0 Xk, j (t)Φk, j (x), ∀x ∈ κ j , where the coef-
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ficients Xk, j depend on time and correspond to the value of the numerical solution
at the shifted Gauss-Lobatto quadrature points xk, j = x j + Δx

2 sk .
Before entering the details of the numerical approximation, let us briefly recall

that the Gauss-Lobatto quadrature formula for f : κ j × R
+ → R writes

∫
κ j

f (x, t) dx ≈ Δx

2

p∑
k=0

ωk f (xk, j , t),

where ωk are the weights of the Gauss-Lobatto quadrature. It is well-known that this
formula is exact as soon as f is a polynomial of order less or equal than (2p − 1)with
respect to x on κ j . Just note that the integral

∫
κ j

Φi, j (x)Φk, j (x) dx will be therefore

approximated by Δx
2 ωiδi,k in the following. At last, note that the piecewise constant

case p = 0 can be also considered in this framework provided that we set s0 = 0,
Φ0, j = 1 and ω0 = 2.
Time discretization (tn → tn+1). We begin with the acoustic step (5) with λ = 0.
Multiplying the three equations by Φi, j , integrating over κ j , and considering the
piecewise polynomial approximations XΔx for X = τ, u,Π easily leads to

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Δx

2
ωi∂tτi, j (t) −

∫
κ j

Φi, j (x)∂mu(x, t) dx = 0,

Δx

2
ωi∂t ui, j (t) +

∫
κ j

Φi, j (x)∂mΠ(x, t) dx = 0,

Δx

2
ωi∂tΠi, j (t) + a2

∫
κ j

Φi, j (x)∂mu(x, t) dx = 0,

that we discretize in time by

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

τ n+1−
i, j = τ n

i, j + 2Δt

ωiΔx

∫
κ j

Φi, j (x)∂mu(x, tα) dx,

un+1−
i, j = un

i, j − 2Δt

ωiΔx

∫
κ j

Φi, j (x)∂mΠ(x, tα) dx,

Πn+1−
i, j = Πn

i, j − a2 2Δt

ωiΔx

∫
κ j

Φi, j (x)∂mu(x, tα) dx,

(6)

where the superscript n + 1− formally represents the fictitious time tn+1−
, and α = n

or α = n + 1− if the time discretization is taken to be explicit or implicit.
As far as the transport step is concerned, the same process of reasoning leads to

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ρn+1
i, j = ρn+1−

i, j − 2Δt

ωiΔx

∫
κ j

Φi, j (x)u(x, tα)∂xρ(x, tn+1−
) dx,

(ρu)n+1
i, j = (ρu)n+1−

i, j − 2Δt

ωiΔx

∫
κ j

Φi, j (x)u(x, tα)∂x (ρu)(x, tn+1−
) dx .

(7)
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Note that this transport step is always treated explicitly in time.
Volume integrals and flux calculations. Considering the acoustic step, we aim at
approximating the integrals

∫
κ j

Φi, j (x)∂m X (x, tα) dx with X = u,Π . Observe that

∫
κ j

Φi, j (x)∂m X (x, tα) dx ≈ Δx

2
ωi τ

n
i, j ∂x X (xi, j , tα) dx = τn

i, j

∫
κ j

Φi, j (x)∂x X (x, tα) dx,

the last equality is indeed exact since X andΦ are polynomials of order less or equal
than p, so that Φi, j∂x X (·, t) is of order less or equal than (2p − 1). The objective is
now to use one integration by part to move the derivative from X to Φ, and to use
the numerical fluxes to evaluate the interfacial terms, which gives

∫
κ j

Φi, j (x)∂x X (x, tα) dx ≈ δi,p X∗,α
j+1/2 − δi,0X∗,α

j−1/2 − Δx

2

p∑
k=0

ωk Xα
k, j∂xΦi, j (xk, j ).

Again, we refer the reader to [2] for the expressions of the star quantities in the above
formula and the following ones, which are nothing but the numerical fluxes of the
first-order finite volume scheme. At last, from (6) we obtain the acoustic step

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

τ n+1−
i, j = τ n

i, j + 2Δt
ωi Δx τ n

i, j

[
δi,pu∗,α

j+1/2 − δi,0u∗,α
j−1/2 − Δx

2

∑p
k=0 ωkuα

k, j ∂x Φi, j (xk, j )

]
= Lα

i, j τ
n
i, j ,

un+1−
i, j = un

i, j − 2Δt
ωi Δx τ n

i, j

[
δi,pΠ

∗,α
j+1/2 − δi,0Π

∗,α
j−1/2 − Δx

2

∑p
k=0 ωkΠ

α
k, j ∂x Φi, j (xk, j )

]
,

Πn+1−
i, j = Πn

i, j − a2 2Δt
ωi Δx τ n

i, j

[
δi,pu∗,α

j+1/2 − δi,0u∗,α
j−1/2 − Δx

2

∑p
k=0 ωkuα

k, j ∂x Φi, j (xk, j )

]
,

(8)

with Lα
i, j = 1 + 2Δt

ωi Δx

[
δi,pu∗,α

j+1/2 − δi,0u∗,α
j−1/2 − Δx

2

∑p
k=0 ωkuα

k, j∂xΦi, j (xk, j )

]
.

Regarding the transport step, we want to evaluate the integrals

∫
κ j

Φi, j (x)u(x, tα)∂x X (x, tn+1−
) dx

with X = ρ, ρu. The same process as before leads to

∫
κ j

Φi, j (x)u(x, tα)∂x X (x, tn+1−
) dx = δi,p X∗,n+1−

j+1/2 u∗,α
j+1/2 − δi,0X∗,n+1−

j−1/2 u∗,α
j−1/2

−
∫

κ j

(Xu)∂xΦi, j dx − Xn+1−
i, j

∫
κ j

Φi, j (x)∂x u(x, tα) dx,

where we take∫
κ j

Φi, j∂x u(x, tα) dx = δi,pu∗,α
j+1/2 − δi,0u∗,α

j−1/2 − Δx
2

∑p
k=0 ωkuα

k, j∂xΦi, j (xk, j )

and
∫
κ j

(Xu)∂xΦi, j dx ≈ Δx
2

∑p
k=0 ωk Xn+1−

k, j uα
k, j∂xΦi, j (xk, j ).
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Conservativity property and mean values. Easy calculations not reported here show
that the whole Lagrange-Projection scheme can be written as follows

ρn+1
i, j = ρn

i, j − 2Δt

ωi Δx

[
δi,pρ

∗,n+1−
j+1/2 u∗,α

j+1/2 − δi,0ρ
∗,n+1−
j−1/2 u∗,α

j−1/2 − Δx

2

p∑
k=0

ωkρ
n+1−
k, j uα

k, j ∂x Φi, j (xk, j )

]
,

(ρu)n+1
i, j = (ρu)n

i, j − 2Δt

ωi Δx

⎡
⎣δi,pΠ

∗,α
j+1/2 − δi,0Π

∗,α
j−1/2 − Δx

2

p∑
k=0

ωkΠn+1−
k, j ∂x Φi, j (xk, j )

⎤
⎦

− 2Δt

ωi Δx

⎡
⎣δi,p(ρu)

∗,n+1−
j+1/2 u∗,α

j+1/2 − δi,0(ρu)
∗,n+1−
j−1/2 u∗,α

j−1/2 − Δx

2

p∑
k=0

ωk (ρu)n+1−
k, j uα

k, j ∂x Φi, j (xk, j )

⎤
⎦

while the mean values X
n+1
j = 1

Δx

∫
κ j

X (x, tn+1) dx = ∑p
i=0

ωi
2 Xn+1

i, j with X =
ρ, ρu obey the conservative formulas

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ρn+1
j = ρn

j − Δt

Δx

[
ρ

∗,n+1−
j+1/2 u∗,α

j+1/2 − ρ
∗,n+1−
j−1/2 u∗,α

j−1/2

]
,

(ρu)
n+1
j = (ρu)

n
j − Δt

Δx

[
Π

∗,α
j+1/2 + (ρu)

∗,n+1−
j+1/2 u∗,α

j+1/2

−Π
∗,α
j−1/2 − (ρu)

∗,n+1−
j−1/2 u∗,α

j−1/2

]
.

(9)

Additional nonlinear stability properties can be proved for both the implicit and
explicit schemes (α = n and α = n + 1−). In particular, we have been able to prove
the positivity of the nodal densities ρn+1−

i, j at time tn+1−
and of the mean densities

ρn+1
j at time tn+1, but also the validity of a discrete entropy inequality for the mean

energy following the same lines as in [7].
Comparison with the double integration by part used in [7]. The present scheme turns
out to be very close to the one recently proposed in [7], and it shares the same stability
properties. However, the overall process in [7] is based on double integrations by
part leading to the use of both numerical and exact fluxes at the interfaces, instead of
only numerical fluxes in our approach. Interestingly, we observed that both schemes
are strictly equivalent if one considers the mean values, but the nodal values turn
out to be different because of the transport step. These little differences are due to
the use of quadrature formulas to integrate the polynomials Xu∂xΦi, j . In this case,
the numerical integrations are not exact since polynomials Xu∂xΦi, j are of order
3p − 1 > 2p − 1.
Positivity and generalized slope limiters. We have already stated the positivity of the
nodal values ρn+1−

i, j at the end of the acoustic step and of the mean values ρn+1
j at the

end of the transport step. Similarly to [7], we suggest to use a positivity limiter to
ensure that ρn+1

i, j > 0. More precisely, we replace ρn+1
i, j by θ jρ

n+1
i, j + (

1 − θ j
)
ρn+1

j ,

where the coefficients θ j are taken to be θ j = min

(
1,

ρn+1
j −ε

ρn+1
j −mini ρn+1

i, j

)
. This formula

ensures that if ρ is less than the threshold ε, the nodal values of the corresponding
cell are corrected, using the positive mean value, towards values greater than ε. In
general we set the parameter ε to 1.0e−10. Note that in the forthcoming numerical
experiments, the positivity limiter is not active. In order to avoid non physical oscil-
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lations, we also use the generalized slope limiters introduced in [4]. More precisely,
considering the minmod function m(a, b, c) = s · min(|a|, |b|, |c|) if
s = sign(a) = sign(b) = sign(c) and 0 otherwise, the increments

Δ+ X
n+1
j = X

n+1
j+1 − X

n+1
j , Δ− X

n+1
j = X

n+1
j − X

n+1
j−1, and the values

X−,n+1
j+1/2 = X

n+1
j + m

(
Xn+1

p, j − X
n+1
j ,Δ+ X

n+1
j ,Δ− X

n+1
j

)
,

X+,n+1
j−1/2 = X

n+1
j − m

(
X

n+1
j − Xn+1

0, j ,Δ+ X
n+1
j ,Δ− X

n+1
j

)
,

the new states at time tn+1 are defined by

{
Xn+1

i, j if X−,n+1
j+1/2 = Xn+1

p, j and X+,n+1
j−1/2 = Xn+1

0, j ,

X
n+1
j + 2

Δx

(
xi, j − x j

) · m
(
∂x Xn+1(x j ),Δ+ X

n+1
j ,Δ− X

n+1
j

)
otherwise.

4 Numerical Results

The aim of this section is to compare our explicit-explicit EXEXp and implicit-
explicit IMEXp Lagrange-Projection schemes, where p refers to the polynomial
order of the DG approach. The time integrations are performed using Strong
Stability Preserving Runge-Kutta methods described in [4]. Recall that p(ρ) =
gρ2/2 so that the parameter a is chosen locally at each interface according to

a j+1/2 = κ max
(
ρn

j

√
gρn

j , ρ
n
j+1

√
gρn

j+1

)
with κ = 1.01 and g = 9.81.We setΔt =

min(ΔtLag,ΔtTra) for the EXEXp schemes and Δt = ΔtTra for the IMEXp schemes
whereΔtLag = Δx

2p+1 min j
(
2a j+1/2 min(τp, j , τ0, j+1)

)
is the DG time-step restriction

associated with the Lagrangian step, while the Transport step CFL restriction reads

ΔtTra = Δx mini, j
2
ωi

(∫
κ j

uα∂xΦi, j dx − δpu∗,α,−
j+1/2 + δ0u∗,α,+

j−1/2

)
.

Manufactured smooth solution.This preliminary test case is taken from [7] and allows
us to test the experimental order of accuracy (EOA) of the schemes, especially on
the Transport step. The space domain is [0, 1], the boundary conditions are periodic
and the initial conditions are ρ0(x) = 1 + 0.2 sin(2πx) and u0(x) = 1. We solve (1)
with a source term such that the exact solution is ρ(x, t) = 1 + 0.2 sin (2π(x − t))
and u(x, t) = 1, which just means that we impose un+1−

i, j = 1 and Πn+1−
i, j = Πn

i, j , so
that the Acoustic step is trivial. Note that we use in this special case the EXEXp

schemes. The EOA are reported in Table1.
Dam break problem. In this test case,we takeρ0(x) = 20 if x ∈ [0, 750 [ ,ρ0(x) = 10
if x ∈ ] 750, 1500], and u0 = 0 everywhere. The solutions given by the EXEXp and
IMEXp schemes with p = 0, 1 and 2 are shown on Fig. 1 using a 100-cell mesh,
and compared with the classical first-order HLL scheme over a 100-cell mesh and
a reference 1000-cell refined mesh. Note that the slope limiters allow to reduce
spurious oscillations, but there is still a little undershoot for the EXEX1 scheme.
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Table 1 EOA for the manufactured smooth solution at time T = 0.5

Δx p = 0 p = 1 p = 2

‖ρΔx − ρ‖1 order ‖ρΔx − ρ‖1 order ‖ρΔx − ρ‖1 order

1/512 9.3986E-03 0.9432 1.0196E-05 1.9996 1.3457E-08 2.9907

1/1024 4.7945E-03 0.9710 2.5493E-06 1.9998 1.6849E-09 2.9977

1/2048 2.4217E-03 0.9854 6.3736E-07 1.9999 2.1070E-10 2.9994

Fig. 1 Dam Break problem, water height at time T = 10, EXEXp (left), IMEXp (right)
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Sensitivity Analysis for the Euler Equations
in Lagrangian Coordinates

Christophe Chalons, Régis Duvigneau and Camilla Fiorini

Abstract Sensitivity analysis (SA) is the study of how changes in the inputs of
a model affect the outputs. SA has many applications, among which uncertainty
quantification, quick evaluation of close solutions, and optimization. Standard SA
techniques for PDEs, such as the continuous sensitivity equation method, call for the
differentiation of the state variable. However, if the governing equations are hyper-
bolic PDEs, the state can be discontinuous and this generates Dirac delta functions in
the sensitivity. The aim of this work is to define and approximate numerically a sys-
tem of sensitivity equations which is valid also when the state is discontinuous: to do
that, one can define a correction term to be added to the sensitivity equations starting
from the Rankine-Hugoniot conditions, which govern the state across a shock. We
show how this procedure can be applied to the Euler barotropic systemwith different
finite volumes methods.
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1 Introduction

Sensitivity analysis (SA) concerns the quantification of changes in PartialDifferential
Equations (PDEs) solution due to perturbations in the model input. It has been a
topic of active research for the last years, due to its many applications, for instance in
uncertainty quantification, quick evaluation of close solutions [4], and optimization
[2], to name but a few. Note that SA approaches differ from adjoint methods, which
are restricted to the evaluation of functional derivatives. Standard SA methods work
only under certain hypotheses of regularity of the solution U [1]. These assumptions
are not verified in the case of hyperbolic systems of the general form

{
∂tU + ∂xF(U) = 0, x ∈ R, t > 0,
U(x, 0) = U0(x),

due to possible discontinuities, which can occur even when the initial condition is
smooth. If the state U is discontinuous, Dirac delta functions will appear in the
sensitivity Ua = ∂aU. Here and throughout this work, a denotes the input parameter
of the model which may vary and induce a non trivial sensitivity Ua of the state
solution U.

In this work, we consider the Euler equations in Lagrangian coordinates in a
barotropic case, i.e. the p-system:

{
∂tτ − ∂xu = 0,

∂t u + ∂x p(τ ) = 0,
(1)

where τ > 0 is the covolume (i.e. τ = F 1
ρ
, where ρ is the density of the fluid), u is the

velocity and the pressure p(τ ) is a function of τ such that p′(τ ) < 0 and p′′(τ ) > 0.
Under these assumptions, (1) is strictly hyperbolic with eigenvalues λ± = ±c where
c = √−p′(τ ) is the Lagrangian sound speed. In this work we will consider p(τ ) =
τ−γ , where γ = 1.4 is the heat capacity ratio.
By differentiating the system (1) with respect to the parameter of interest a and
considering smooth solutions of (1), we obtain the sensitivity equations:

{
∂tτa − ∂xua = 0,

∂t ua + ∂x (p′(τ )τa) = 0.
(2)

One can define the following vectors:

U =
[
τ

u

]
, F(U) =

[ −u
p(τ )

]
, Ua =

[
τa
ua

]
, Fa(U,Ua) =

[ −ua
p′(τ )τa

]
,
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and rewrite the systems (1) and (2) in a vectorial form:

{
∂tU + ∂xF(U) = 0,

∂tUa + ∂xFa(U,Ua) = 0.
(3)

At this stage, it is easy but important to remark that the global system (3) admits the
same real eigenvalues λ± (both with multiplicity 2) as the original system (1) but
it is only weakly hyperbolic as soon as τa �= 0. We recall that weak hyperbolicity
means that the Jacobian matrix of the system admits real eigenvalues but is not R-
diagonalizable. As a consequence andwithout anymodification of (3), discontinuous
weak solutions of the state variable U will generally induce Dirac delta functions in
the sensitivity variableUa , in addition to the usual discontinuity, so that the solutions
of (3) have to be understood in the sense of measures. However, and as already stated
above, we are not interested in considering Dirac delta functions. Instead, we would
like to introduce a modification in the sensitivity equations in order to make the
system (3) valid in the usual sense of weak solutions also for discontinuous state
variables (as done in [5]). This is the aim of the next section.

2 Source Term

In order to remove the Dirac delta functions that are naturally present in the solutions
of (3), we suggest to add to (2) a source term S, which is of the following form:

S =
Ns∑
k=1

δkρρρk, (4)

where Ns is to be associated to the number of discontinuities in the state solution U,
ρρρk is the amplitude of the k-th correction (to be computed), and δk is the Dirac delta
function δk = δ(x − xs,k), where xs,k is the position of the k-th discontinuity. Let us
consider then a control volume (x1, x2) × (t1, t2) containing a single discontinuity
indexed by k and propagating at speed σk . By integrating the equations (2) with
the additional source term (4) over the control volume, when the size of the control
volume tends to zero one has:

ρρρk(t) = (U−
a − U+

a )σk + F+
a −F−

a , (5)

where the plus (respectively minus) indicates the value of the sensitivity Ua and of
the flux Fa to the right (respectively left) of the discontinuity. In other words, (5)
gives a natural meaning of ρρρk in terms of a defect measure of the Rankine-Hugoniot
relations applied to (2). It is now a matter of defining ρρρk in such a way that the new
model including the source term is also valid for discontinuities of the state variable
(recall that (2) was obtained by differentiating with respect to a the smooth solutions
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of (1)). Considering the Rankine-Hugoniot conditions across a discontinuity of the
state variable, namely (U− − U+)σk = F− − F+, we differentiate with respect to
the parameter a to obtain (U−

a − U+
a )σk + (U− − U+)σk,a = F−

a − F+
a , with σk,a =

∂aσk . Comparing the latter with (5), one is thus led to set

ρρρk(t) = σk,a(U+ − U−). (6)

3 Numerical Schemes

We introduce a constant space step Δx and a varying time step Δtn . We define the
mesh interfaces x j+1/2 = jΔx , the cells C j = [x j−1/2, x j+1/2], the cell centres x j

and the intermediate times tn+1 = tn + Δtn , where Δtn is chosen according to the
usual CFL condition.
The Godunov method.
In this paragraph,we present the usualGodunovmethod based on the exact resolution
of the Riemann problem including the source term, and associated with the initial
data U(x, 0) = UL1(x<xc) + UR1(x>xc) and Ua(x, 0) = Ua,L1(x<xc) + Ua,R1(x>xc).
The details are not reported here but one has been able to prove that the analytical
solution is known and that its structure is resumed in Figs. 1 and 2. In particular, the
solution for the state consists of two waves, which can be either shocks or rarefaction
waves, and whose speed can be computed exactly. On the other hand, the sensitivity
has the same two-wave structure, however both of the waves are discontinuities. This
simplification for the sensitivity is due to the fact that we are considering a reduced
Euler system, under barotropic conditions (cf. [6]).
Since the state equations (1) are conservative, the Godunov method can be written
with the classic update formula

Un+1
j = Un

j − Δt

Δx
(F(U∗

j+1/2) − F(U∗
j−1/2)), (7)

where U∗
j−1/2 denotes the exact intermediate state variable in the Riemann solution

associated to left and right states in the j − 1-th and j-th cells.
Due to the presence of the source term in the sensitivity equations, a conservative
update formula like (7) cannot be obtained. However, recall that the structure of the
sensitivity at each interface is very simple andmade of two shocks. As a consequence,
one can easily perform the average on the cells, provided that the slopes κ1 and κ2,
i.e. the slope of the red lines and the blue solid line in Fig. 2, are known at each
interface j − 1/2. More precisely, we easily get

Un+1
a, j = Un

a, j + Δt

Δx

(
κ2, j−1/2(U∗

a, j−1/2−Un
a, j ) − κ1, j+1/2(U∗

a, j+1/2−Un
a, j )

)
, (8)
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(a) 1-shock–2-shock.
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(b) 1-shock–2-rarefaction.
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(d) 1–rarefaction–2-rarefaction.

Fig. 1 Configurations for the state variable U

where the intermediate states U∗
a, j−1/2 and U∗

a, j+1/2 are known analytically and
depend on U∗

j−1/2 and U∗
j+1/2 respectively. We remark that κ�, j±1/2 depends on the

solution structure: in case of shock it is given by the Rankine-Hugoniot conditions,
in case of rarefaction wave it is the eigenvalue λ evaluated in the intermediate state
U∗

j±1/2. Let us observe that (8) already encompasses the source term to remove the
Dirac delta function, therefore we do not need to discretise it. However, this correc-
tion is taken into account even in a numerical rarefaction profile (we recall that two
points in a rarefaction wave are not necessarily linked by a rarefaction), and this is
the cause of the failure of Godunov’s method. In the next section, we present a Roe’s
method which uses shock detectors in order to overcome this problem.
A Roe-type method.
The proposed approximate Riemann solver of Roe-type consists of three con-
stant states (say UL , U∗ and UR for the state, and Ua,L , U∗

a and Ua,R for the
sensitivity) separated by two shock waves propagating at velocities λROE

L , j−1/2 =
−

√
−(p(τ n

j−1) − p(τ n
j ))/(τ

n
j−1 − τ n

j ) and λROE
R, j−1/2 = −λROE

L , j−1/2 if τ n
j−1 �= τ n

j (and

of course ∓
√

−p′(τ n
j ) otherwise). In the following, we will use the notation
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Fig. 2 Corresponding configurations for the sensitivity Ua

λROE
j−1/2 = λROE

R, j−1/2 = −λROE
L , j−1/2. The fact that the velocities at each interface are

equal and opposite in sign allows us to write at the interface j − 1/2 the Harten, Lax
and van Leer consistency relations for the state in the following way:

U∗
j−1/2 = 1

2
(Un

j−1 + Un
j ) − F(Un

j ) − F(Un
j−1)

2λROE
j−1/2

. (9)

KnowingU∗
j−1/2 and the velocityλROE

j−1/2 at each interface one can average the solution
value on the cells, obtaining the following update formula for the state:

Un+1
j = Un

j − Δt

Δx
(Φn

j+1/2 − Φn
j−1/2), (10)

where Φn is the numerical flux and is defined as follows:

Φn
j−1/2 = F(Un

j ) + F(Un
j−1)

2
− λROE

j−1/2

2
(Un

j − Un
j−1).

We now consider the sensitivity equation, with the following source term, defined
according to Eqs. (4)–(6) and given by
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ΔxS j−1/2 = −∂aλ
ROE
j−1/2(U

∗
j−1/2 − Un

j−1)d1, j−1 + ∂aλ
ROE
j−1/2(U

n
j − U∗

j−1/2)d2, j ,

where d�, j is a shock detector to be defined, and d�, j = 1 if there is an �−shock in
the j−th cell, it is zero elsewhere. The shock detector used in this work is based on
the fact that the velocity u is always decreasing across a shock, and the covolume τ

is decreasing across a 1−shock, whilst it is increasing across a 2−shock.
Finally, the update formula for the sensitivity is the following:

Un+1
a, j = Un

a, j − Δt

Δx
(Φn

a, j+1/2 − Φn
a, j−1/2) + Δt

2
(S j−1/2 + S j+1/2), (11)

where Φn
a is defined as follows:

Φn
a, j−1/2 = Fa(Un

j ,U
n
a, j ) + Fa(Un

j−1,U
n
a, j−1)

2
− λROE

j−1/2

2
(Un

a, j − Un
a, j−1).

We remark that in (11), we add the source term S j−1/2 to both cells j−th and ( j −
1)−th: indeed, it is defined starting from an integral balance done on both cells.

Finally, we extended this scheme to the second order: we used a standard two-step
Runge-Kutta method in time, whereas in space we used a MUSCL scheme adapted
to take into account a second order discretization of the source term.

4 Numerical Results

In this section we present some numerical results. The spatial domain is (0, 1),
xc = 0.5, and final time T = 0.03.

The test case considered is a 1-shock–2-rarefaction, with the following initial con-
ditions: UL = (0.7, 0)T ,UR = (0.2, 0)T ,Ua,L = (0, 1)T ,Ua,R = (0, 0)T , and the
parameter of interest is a = uL . Figure3 shows the state τ and its sensitivity τa
(u and ua have a similar behaviour) at the final time T . As one can see, all the meth-

Fig. 3 Test case: 1-shock - 2-rarefaction, Δx = 10−3
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Fig. 4 Convergence results for test case 1-shock - 2-rarefaction

ods approximate well the state solution and the modified sensitivity formulation
succeeds in removing the Dirac delta function located at point x ≈ 0.4 and notice-
able without source term (scheme labelled “No source term” in Fig. 3), however we
remark that there are two main problems in the sensitivity solution: the shock corre-
sponding to the state rarefaction is not captured and the value in the star zone is not
correct. The first problem can be solved by refining themesh or by using higher-order
schemes (one can observe that the second order Roe method captures the discon-
tinuity better); whilst the second problem, in our opinion, is due to the numerical
diffusion in the shock. Figure4 shows the convergence of the schemes: for the state
we have the expected convergence; concerning the sensitivity, for coarser meshes
the error is decreasing because its main part is in the rarefaction zone, however when
this contribution becomes comparable with the error in the star zone, a plateau is
reached.

5 Conclusion and Discussion

The numerical results show that the modified sensitivity system here proposed is
well defined and it allows us to achieve the main goal of this work, i.e. to have a sen-
sitivity without Dirac delta function. However, the proposed modified formulation

Fig. 5 Scheme with no numerical diffusion in the shock
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yields an incorrect value of the sensitivity in the star zone. Interestingly, numeri-
cal results show that even the exact Godunov method does not provide a correct
solution, neither does a higher order scheme. In our opinion, this problem is due to
the numerical diffusion in the shock. To illustrate this, we briefly show in Fig. 5 the
results obtained with a modified Godunov method based on sampling techniques,
introduced in [3], which does not have any numerical diffusion and seems to provide
a correct sensitivity in the star region.
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Abstract In this paper, a semi-implicit method is proposed to solve a propagation in
a normal direction with a cell-centered finite volume method. An inflow-based gra-
dient is used to discretize the magnitude of the gradient and it brings the second order
upwind difference in an evenly spaced one dimensional domain. In three dimensional
domain, we numerically verify that the proposed scheme is second order. The imple-
mentation is straightforwardly combined with a conventional finite volume code and
1-ring face neighborhood for parallel computation. An experimental order of con-
vergence and a comparison of wall clock time between semi-implicit and explicit
method are illustrated by numerical examples.
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1 Introduction

We solve a partial differential equation for a propagation in a normal direction [11]:

∂tφ(x, t) + F(x)|∇φ(x, t)| = G(x), (x, t) ∈ Ω × [0, T ], (1)

where Ω ⊂ R
3 is a computational domain, T is the final time, the speed function F

and the force term G are fixed, and the initial condition is given on Ω . Equation (1)
has been extensively used to solve evolving interfacial problems inmany applications
such as image processing, computer vision, combustion, fluid dynamics, etc.; more
details are given in [10, 14] and the references therein. In contrast to a standard struc-
tured mesh in image processing, real world three dimensional (3D) problems from
physics or engineering are usually defined on a complicated geometry, for exam-
ple, the combustion problems in 3D engines. Moreover, in industrial applications,
a polyhedron mesh has been used extensively because of its shape flexibility [12].
In this paper, in order to extend topological advantages of the level set method into
industrial problems with complicated geometry, we propose a numerical algorithm
to solve the governing equation (1) on polyhedronmeshes.We impose a linear exten-
sion at boundary, that is, a “ghost” value is linearly extrapolated from the boundary
value. It can be properly discretized in a cell-centered finite volume method.

Inspired by the methods in [3, 5–8, 16], we propose a semi-implicit method to
solve (1). It is very crucial to design a method to reduce a time step restriction
in a polyhedron mesh. When the geometrical shape of a computational domain is
complex, it is inevitable to have nonuniform size of cell volumes and it gives a severe
restriction of time stepping in an explicit method because of the CFL condition
for very small cells. The main difference between the proposed method and the
methods in [2, 7–9] is an approximation of the gradient. Instead of using a cell-
centered gradient to achieve the second order scheme, we approximate a gradient by
an inverse distance average of face gradients only from inflow sides, named by the
inflow-based gradient. In an evenly discretized 1D domain, the inflow-based gradient
brings the correct second order upwind discretization of magnitude of the gradient
in (1). Moreover, it allows us to use the simplest structure of decomposed domains
for parallel computation which is the 1-ring face neighborhood structure.

In the rest of the paper, the inflow-based gradient is introduced in Sect. 2 and then
a semi-implicit method is proposed. In Sect. 3, the experimental order of convergence
(EOC) is investigated and the wall clock time of semi-implicit and explicit method
is compared.
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2 Semi-implicit Method with Inflow-Based Gradient

In order to explain the proposedmethod for a 3Dmesh, somenotations are introduced.
The sets of indices to uniquely indicate cells, faces, and vertices are denoted byC ,F ,
and V , respectively. A whole computational domain Ω̄ ⊂ R

3 is discretized by open
cells Ωp such that Ω̄ = ⋃

p∈C Ω̄p with the volume |Ωp| �= 0. We define two sets
of neighbor information of Ωp, p ∈ C ; the first is the neighbor cells whose face
is shared by Ωp,Np = {q ∈ C : there exists a face e f ∈ ∂Ωq ∩ ∂Ωp, f ∈ F } and
the second is the attached faces toΩp and they are indicated by two sets:Fp = { f ∈
F : e f ∈ ∂Ωp} andBp = { f ∈ Fp : e f ∈ ∂Ωp ∩ ∂Ω}. Note that a nonplanar face
of a polyhedron cell should be tessellated into triangles tomake its sub-face as a plane.
From a given face center of a nonplanar face, a triangle is defined by two consecutive
vertices of the face and the face center. By an abuse of notation, F includes all
tessellated faces.

2.1 Inflow-Based Gradient Finite Volume Method

With simple coefficient G = 0 in the governing equation (1) and using Gauss’s
theorem, we have a standard spatial discretization at p ∈ C in cell-centered finite
volume method:
∫

Ωp

∂tφ +
∑

f ∈Fp

(
φp f − φp

)
ap f = 0, ap f =

∫

e f

F
∇φ

|∇φ| · n � Ff
∇φ f

|∇φ f |σ · np f ,

(2)

where n is a unit outward normal vector at a face e f , f ∈ Fp, Ff is a value of F at the
face center, np f = |e f |n, and |∇φ f |σ = (σ 2 + |∇φ f |2) 1

2 with a small σ > 0. The
spatial discretization is explained by two steps; the first is to define an inflow-based
gradient and the second is to compute a face value φp f .

An inflow-based gradient computed by face gradients is defined at a cell center.
A face gradient is obtained by a minimization from the values close to a face such as
cell centers and vertices. A vertex value is linearly interpolated from cell-centered
gradients. A cell-centered gradient with a linear extrapolation at boundary is obtained
by a minimizer of a functional f (y) = ∑

x∈Sp
wp(x)

∣
∣y · (x − xp) − (φ(x) − φp)

∣
∣2,

where a weight function is wp(x) = |x − xp|−2 and a set of points Sp at the cell
p ∈ C is either {xq | q ∈ Np} ifBp = ∅ or {xq | q ∈ Np} ∪ {xb | b ∈ Bp} ifBp �=
∅. From a cell-centered gradient, a vertex value can be approximated by an inverse
distance average and linear approximation from adjacent cells.

Before we define an inflow-based gradient, a face gradient should be computed in
order to obtain a flux in (2) at a face e f , f ∈ F . Let us denoteP f as a set of points
around a face center: either {xp, xq} ∪ V f if∃! p, q ∈ C such that e f ∈ ∂Ωp ∩ ∂Ωq
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or {xp} ∪ V f if ∃! p ∈ C such that f ∈ Bp �= ∅, whereV f are vertices of a face e f .
Note thatP f is a generalization of diamond-cell strategy in a regular structured cube
mesh [1]. A face value α f and gradient β f are obtained by minimizer of a functional

g(a f ,b f ) = ∑
x∈P f

w f (x)
∣
∣a f + b f · (x − x f ) − φ(x)

∣
∣2, where a weight function

w f (x) = |x − x f |−2 at the face center x f . Note that a face value α f on a boundary
face is a linearly extended value. Finally, we define an inflow-based gradient as an
inverse distance average of face gradients only from inflow faces with an inverse
distant dp f = |x f − xp|−1 and its sum Wd = ∑

f ∈A −
p

dp f :

D−
p φ = W −1

d

∑

f ∈A −
p

dp f β f , (3)

where A −
p = B−

p ∪ F−
p , B−

p = {b ∈ Bp | apb < 0}, and F−
p = { f ∈ Fp \

Bp | ap f < 0}. If A −
p = ∅, then we define D−

p φ = 0.
Now, we compute a face value φp f in (2) from the inflow-based gradient. When

a face value is computed at an internal face, a face value φp f in (2) is computed
straightforwardly:

f ∈ Fp \ Bp, p ∈ C ⇒ ∃! q ∈ Np such that e f ∈ ∂Ωp ∩ ∂Ωq

⇒ φp f =
{

φp + D−
p φ · (x f − xp) if ap f ≥ 0,

φq + D−
q φ · (x f − xq) if ap f < 0.

(4)

When a face value is computed at a boundary face, we use the linear extrapolation
and then a face value φpb in (2) is formulated by

b ∈ Bp( �= ∅), p ∈ C ⇒ φpb =
{

φp + D−
p φ · (xb − xp) if apb ≥ 0,

αb if apb < 0.
(5)

Note that the boundary face value αb, b ∈ Bp is obtained by imposing a linear
extrapolation. From (4) and (5), we finally have the spatial discretization:

∫

Ωp

∂tφ = −
∑

f ∈F−
p

(
φq + D−

q φ · dq f − φp
)

ap f −
∑

f ∈F+
p

(
D−

p φ · dp f
)

ap f

−
∑

b∈B−
p

(
αb − φp

)
apb −

∑

b∈B+
p

(
D−

p φ · dpb
)

apb,

(6)

whereB+
p = Bp \ B−

p ,F
+
p = (Fp \ Bp) \ F−

p , dq f = x f − xq , and for each f ∈
Fp \ Bp, p ∈ C there exists an index q ∈ Np such that e f ⊂ ∂Ωp ∩ ∂Ωq . From a
tedious derivation of (6) in an evenly spaced 1D domain, the inflow-based gradient
in the above formula brings the second order upwind difference of the magnitude
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of the gradient. Note that the first order upwind difference is used in well-known
standard schemes [11, 13].

2.2 Semi-implicit Method

Let us denote an evenly divided time step Δt = T/N for a fixed N ∈ N and φn
p =

φ(xp, nΔt). Inspired by [3, 7–9, 16], the outflow information is used explicitly
and we propose to use the inflow information partly implicitly and partly iteratively
because of a limitation of sharing variables in the 1-ring face neighborhood structure
of decomposed domains:

|Ωp|
Δt

(
φn,k

p − φn−1
p

) +
∑

f ∈F−
p

(
φn,k

q + D−
q φn,k−1 · dq f − φn,k

p

)
an−1

p f

+
∑

b∈B−
p

(
α

n,k−1
b − φn,k

p

)
an−1

pb +
∑

f ∈A +
p

(
D−

p φn−1 · dp f
)

an−1
p f = 0,

(7)

where k = 1, . . . , K and A +
p = B+

p ∪ F+
p . The above system of equations can be

written by

⎛

⎝ |Ωp|
Δt

−
∑

f ∈A −
p

an−1
p f

⎞

⎠ φn,k
p +

∑

f ∈F−
p

an−1
p f φn,k

q = R(φn−1
p , φn,k−1

p ), (8)

where the right-hand side R is a collection of explicit information:

R(φn−1
p , φn,k−1

p ) ≡ |Ωp|
Δt

φn−1
p −

∑

b∈B−
p

α
n,k−1
b an−1

pb

−
∑

f ∈F−
p

D−
q φn,k−1 · dq f an−1

p f −
∑

f ∈A +
p

D−
p φn−1 · dp f an−1

p f .

For all examples in Sect. 3, we fix K = 1 and update φn = φn,1 using φn,0 = φn−1

in the above formulas.

3 Numerical Experiments

Two examples are presented to check an EOC of the proposed method. An algebraic
multigrid method (AMG) in AVL FIRE® on decomposed computational domains
with 1-ring face neighborhood structure is used to solve (8) for all examples. In
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level Pb Pc

1 4,033 3,947
2 30,683 28,410
3 241,726 224,548
4 1,914,579 1,788,209

Fig. 1 The first and second from the left figure are polyhedron cells in a box (Pb) and a cylinder
(Pc) shape generated by AVL FIRE® and the right table is the number of cells at each level. If one
level gets higher, the average volume of cells is approximately 8 times smaller

Fig. 1, a box shape Ω̄ = [−0.05, 0.05]3 ⊂ R
3 and a cylinder shape whose height 0.1

and radius is 0.05 are chosen to be a computational domain and polyhedron cells are
generated in four levels to check EOC. A time step Δt in (7) for each level from 1
to 4 is fixed to be 3.0 · 10−3, 1.5 · 10−3, 7.5 · 10−4, and 3.75 · 10−4, respectively. A
regularization parameter σ = 10−12 in (2) is fixed for all examples.

The first example is a bidirectional flow from an analytically represented shape:

∂tφ(x, t) ± |∇φ(x, t)| = ±1, (x, t) ∈ Π± × [0, T ], (9)

where a closed surface Π is given such that Π = ∂Π+ ∩ ∂Π−, Π̄+ ∪ Π̄− = Ω̄ ,
Π+ ∩ Π− = ∅ and an initial value φ(x, 0) is positive on Π+, negative on Π−, and
zero at x ∈ Π . The bidirectional flow computes a signed distance function from Π

using linear extrapolation at boundary. In Table1, Π is chosen as a sphere whose
radius is 0.02 and a cube whose edge is 0.04 and T = 0.3 is large enough to reach a
steady state of (9) in a given box or cylinder shape domains in Fig. 1. From a sphere
shape, the EOC from L1-norm is second order but it is the first order from L∞-norm.
It is because L∞-norm is sensitive on a singularity placed at the center of sphere.
If the singularity is avoided in L∞

ε = L∞(Ωε) where Ωε = {x ∈ Ω||x| > ε} and
ε = 0.01, the the EOC from L∞

ε is around 2. From a cube shape, the EOC from L1

and L∞-norms is the first order which is caused by a lot of discontinuities of gradient
in a solution.

In Table2, we compare the wall clock time between semi-implicit and explicit
method in the first example. The time step in an explicit method is computed by the
same CFL condition in [2] and it is roughly three times smaller than the time steps
used for the proposed semi-implicit method. The wall clock time of the proposed
method only takes 18.75% of an explicit method in the average of Ti/Te ∗ 100 and
it is caused by choosing a relatively large time step compared to an explicit method.
Note that for the explicit method a second order total variation diminishing (TVD)
Runge-Kutta method [4, 15] is used.

The second example is a propagation of surface which makes a given surface to
shrink or expand along its normal direction:

∂tφ(x, t) ± |∇φ(x, t)| = 0, (x, t) ∈ Ω × [0, T ], (10)
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Table 1 The EOC of bidirectional flow (9); more details in Sect. 3

Sphere Cube

Pb Pc Pb Pc

Level L1 EOC L1 EOC L1 EOC L1 EOC

1 1.90 · 10−4 – 1.70 · 10−4 – 1.09 · 10−3 – 8.30 · 10−4 –

2 5.24 · 10−5 1.86 4.29 · 10−5 1.98 5.29 · 10−4 1.05 4.38 · 10−4 0.92

3 1.30 · 10−5 2.00 1.08 · 10−5 1.99 2.54 · 10−4 1.06 1.94 · 10−4 1.17

4 3.10 · 10−6 2.07 2.60 · 10−6 2.06 1.28 · 10−4 0.99 9.55 · 10−5 1.02

Level L∞ EOC L∞ EOC L∞ EOC L∞ EOC

1 8.67 · 10−4 – 8.09 · 10−4 – 3.87 · 10−3 – 4.17 · 10−3 –

2 4.40 · 10−4 0.98 3.92 · 10−4 1.04 2.14 · 10−3 0.85 2.13 · 10−3 0.97

3 2.71 · 10−4 0.70 2.36 · 10−4 0.73 8.88 · 10−4 1.27 8.51 · 10−4 1.32

4 1.17 · 10−4 1.20 1.11 · 10−4 1.08 4.45 · 10−4 1.00 4.52 · 10−4 0.91

Level L∞
ε EOC L∞

ε EOC

1 4.90 · 10−4 – 4.24 · 10−4 –

2 1.84 · 10−4 1.41 1.93 · 10−4 1.14 N/A

3 4.88 · 10−5 1.92 4.41 · 10−5 2.13

4 1.43 · 10−5 1.77 1.22 · 10−5 1.85

Table 2 A comparison of wall clock time between semi-implicit (Ti ) and explicit (Te) method of
solving (9) until T = 0.003; From the level 1 to 4, the numbers of CPUs are 2, 8, 32, and 128,
respectively. The wall clock time is the average of 5 repeated computations

Pb Pc

Level 1 2 3 4 1 2 3 4

Sphere Ti 1.09 4.59 21.39 79.10 1.04 4.38 21.31 86.59

Te 5.79 24.70 113.49 491.35 5.49 23.48 112.98 406.89

Cube Ti 1.08 4.55 21.18 96.16 1.03 4.27 21.48 86.90

Te 5.78 24.65 113.36 491.35 5.49 23.37 13.42 406.29

where an initial level set function is a signed distance function of spherical and
octahedron shapes. In case of shrinking shapes, we use the initial shapes as two
sphereswhose centers are (±0.025, 0, 0) and radius is 0.02 or twooctahedronswhose
centers are same as the spheres and an edge is 0.02

√
2 and the final time T = 0.006.

In case of expanding shapes, we use the initial shapes as two spheres whose centers
are (±0.025, 0, 0) and radius is 0.024 or two octahedrons whose centers are same
as the spheres and an edge is 0.024

√
2 and the final time T = 0.006. Note that

the expanding two separated shapes merge as one shape at the final time. In this
example, since the meaningful numerical results are only on the zero level set, we
measure a local error from L1

loc ≡ L1(Γ ), where Γ is the zero level set of exact
solution. In Table3, the EOC from L1

loc-norm is presented. The EOC of shrinking
octahedrons is supposed to be the first order because of discontinuities of gradient
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Table 3 The EOC of a propagation in a normal direction (10); more details in Sect. 3

Shrinking spheres Shrinking octahedrons

Pb Pc Pb Pc

Level L1
loc EOC L1

loc EOC L1
loc EOC L1

loc EOC

1 2.34 · 10−4 – 2.65 · 10−4 – 7.47 · 10−4 – 6.05 · 10−4 –

2 6.37 · 10−5 1.88 6.86 · 10−5 1.95 4.09 · 10−4 0.87 3.77 · 10−4 0.68

3 1.43 · 10−5 2.15 1.37 · 10−5 2.33 1.51 · 10−4 1.44 1.35 · 10−4 1.48

4 3.05 · 10−6 2.23 2.78 · 10−6 2.30 4.41 · 10−5 1.77 3.90 · 10−5 1.80

Expanding spheres Expanding octahedrons

Pb Pc Pb Pc

Level L1
loc EOC L1

loc EOC L1
loc EOC L1

loc EOC

1 1.60 · 10−4 – 1.36 · 10−4 – 7.08 · 10−4 – 6.15 · 10−4 –

2 4.02 · 10−5 1.99 3.80 · 10−5 1.84 3.35 · 10−4 1.08 3.31 · 10−4 0.89

3 1.05 · 10−5 1.94 9.34 · 10−6 2.03 1.80 · 10−4 0.89 1.71 · 10−4 0.95

4 2.50 · 10−6 2.07 2.35 · 10−6 1.99 9.64 · 10−5 0.90 9.31 · 10−5 0.88

on the zero level set but it seems to be higher than 1. The EOC of shrinking spheres
is higher than expanding spheres because the solution of shrinking spheres do not
have any singularities on the zero level set. As it is expected, the EOC of expanding
octahedrons is close to the first order and it is because of discontinuities of gradient
and linearly extrapolated boundary values.

4 Conclusion

We proposed a new semi-implicit level set method for motion in normal direction
which is second order accurate on three-dimensional polyhedron meshes.

Acknowledgements The work was supported by grants VEGA 1/0808/15, VEGA 1/0728/15,
APVV-0522-15.
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Goudon, Minjeaud, Math. Comp. 2014] for solving the barotropic Euler equations.
This finite volume scheme is defined on staggered gridswith numerical fluxes derived
in the spirit of kinetic schemes. The difficulty consists in finding a suitable treatment
of the energy equationwhile density and internal energy on the one hand, and velocity
on the other hand, are naturally defined on dual locations. The proposed scheme
uses the density, the velocity and the internal energy as computational variables and
stability conditions are identified in order to preserve the positivity of the discrete
density and internal energy. Moreover, we define averaged energies which satisfy
local conservation equations. Finally, we provide numerical simulations of Riemann
problems to illustrate the behaviour of the scheme.
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1 Introduction

This work aims at designing a scheme to numerically solve the 1D-Euler system:

∂t

⎛
⎝

ρ

ρu
ρE

⎞
⎠ + ∂x

⎛
⎝

ρu
ρu2 + p

ρEu + pu

⎞
⎠ = 0, (t, x) ∈ [0,∞) × R,

E = u2/2 + e, p = (γ − 1)ρe,

(1)

where ρ, u, E and p stand for the density, the velocity, the total energy and the
pressure respectively, u2/2 and e are the kinetic and internal energies, and γ > 1 is
the adiabatic exponent.

We wish to extend to (1) the scheme designed in [1] for the barotropic Euler equa-
tions. This scheme works on staggered grids—meaning that densities and velocities
are not collocated—and this raises a difficulty for (1) as the definition of the total
energymixes quantities, namely the velocity and the internal energy, naturally defined
on different grids. To address this issue, it is convenient to work with the internal
energy equation, namely

∂t (ρe) + ∂x (ρeu) = −p∂xu, (2)

instead of the evolution equation for ρE , since discrete densities, pressures, and
internal energies are naturally stored at the same locations. This formulation has also
the advantage ofmakingmore direct the analysis of the positivity of e. Unfortunately,
as it is well-known, this non conservative formulation is not equivalent to (1) when
the solution presents discontinuities.We shall follow the approach discussed in [2] by
introducing in (2) correction terms accounting for the kinetic energy balance. Then,
the scheme introduced in [2] can be shown: a) to be consistent with (a weak form of)
the total energy equation as the space step δx goes to zero andb) to conserve theglobal
discrete total energy. Our purpose is two-fold. First of all, we shall adapt the scheme
of [1] for dealing with (1). Second of all, we introduce averaged energies which
satisfy local conservation equations. Finally we provide some numerical simulations
in Sect. 5.

2 Staggered Scheme

Let (x j ) j be a subdivision of the 1D computational domain and denote the size of
the cells by δx j+ 1

2
= x j+1 − x j . The cell centers, x j+ 1

2
= (x j + x j+1)/2, define the

dual mesh and we set δx j = (δx j− 1
2
+ δx j+ 1

2
)/2. The discrete densities ρ j+ 1

2
and

internal energies e j+ 1
2
are stored at the centers x j+ 1

2
whereas the velocities u j are

located at the edges x j . The time dicretization is explicit and we use the convention
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that, with q the evaluation of a certain quantity at time t , q stands for its update at
time t + δt .

• The density ρ j+ 1
2
is updated using the discrete mass balance equation:

ρ j+ 1
2
− ρ j+ 1

2

δt
+ F j+1 − F j

δx j+ 1
2

= 0.

Themass fluxes are defined byF j = F+
j + F−

j whereF+
j = F+(ρ j− 1

2
, e j , u j ),

F−
j = F−(ρ j+ 1

2
, e j , u j ) and e j = (e j− 1

2
+ e j+ 1

2
)/2. Denoting c(e) =√

(γ − 1)γ e the sound speed, the definition of the numerical fluxes F± is
extracted from [1]

F+(ρ, e, u) =

⎧⎪⎪⎨
⎪⎪⎩

0 if u � −c(e),
ρ(u + c(e))2

4c(e)
if |u| < c(e),

ρu if u > c(e),

and F−(ρ, e, u) = −F+(ρ, e,−u).

In the sequel we use the following two properties: ∀u ∈ R, ∀ρ, e � 0,

0 � F+(ρ, e, u) � ρ[λ+(e, u)]+ and − ρ[λ−(e, u)]− � F−(ρ, e, u) � 0,
(3)

where λ±(e, u) = u ± c(e) and [z]± = 1
2 (|z| ± z).

• The velocity u j is then updated using the discrete momentum balance equation:

ρ j u j − ρ j u j

δt
+ G j+ 1

2
− G j− 1

2

δx j
+ Π j+ 1

2
− Π j− 1

2

δx j
= 0. (4)

The momentum flux G j+ 1
2
and the pressure Π j+ 1

2
are defined by:

G j+ 1
2

= u jF
+
j+ 1

2
+ u j+1F

−
j+ 1

2
and Π j+ 1

2
= (γ − 1)ρ j+ 1

2
e j+ 1

2
.

The quantities ρ j andF
±
j+ 1

2
are expressed as mean values of ρ j± 1

2
andF±

j ,F
±
j+1:

ρ j = δx j+ 1
2
ρ j+ 1

2
+ δx j− 1

2
ρ j− 1

2

2δx j
and F±

j+ 1
2

= F±
j+1 + F±

j

2
. (5)

• The internal energy e j+ 1
2
is updated using the following discrete equation:

ρ j+ 1
2
e j+ 1

2
− ρ j+ 1

2
e j+ 1

2

δt
+ E j+1 − E j

δx j+ 1
2

+ Π j+ 1
2

u j+1 − u j

δx j+ 1
2

= Sj+ 1
2
. (6)
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The internal energy flux E j is given by E j = e j− 1
2
F+

j + e j+ 1
2
F−

j . According to
[2], the rhs Sj+ 1

2
is designed to account for the rest term that appears in the discrete

kinetic energy balance and that do not vanish when δx goes to zero.
• To be more specific, the kinetic energy balance is obtained by multiplying (4) by
u j . We find, see [1, 2]:

ρ j

u2j
2

− ρ j

u2j
2

δt
+ H j+ 1

2
− H j− 1

2

δx j
+ Π j+ 1

2
− Π j− 1

2

δx j
u j = −R j ,

where the kinetic energy flux is given by H j+ 1
2

= u2j
2
F+

j+ 1
2
+ u2j+1

2
F−

j+ 1
2
and

R j = 1

2δt
ρ j

(
u j − u j

)2 + 1

δx j

(
(u j − u j−1)

2

2
F+

j− 1
2
− (u j+1 − u j )

2

2
F−

j+ 1
2

)

+ 1

δx j
(u j − u j )(u j − u j−1)F

+
j− 1

2
+ 1

δx j
(u j − u j )(u j+1 − u j )F

−
j+ 1

2
.

It is thus quite natural to define the source term in the following way:

Sj+ 1
2

= δx j+1R j+1 + δx j R j

2δx j+ 1
2

.

The scheme presented above is close to the 1D version of the scheme presented
in [3] but the two schemes differ by two points. Firstly, the mass fluxes in [3] are
upwinded with respect to the material velocity (in other words, it corresponds to the
choice F±(ρ, e, u) = ±ρ[u]±). Secondly, the time steppings are different: even if
both schemes are explicit, the variables are not updated in the same order. We solve
the discrete equations in the following way: ρ → u → e whereas [3] proceeds with
ρ → e → u. In particular, here the corrective term Sj+ 1

2
does not need any time shift

since the updated velocity u is known when solving (6).

3 Stability Conditions

We now turn to the study of the stability conditions which ensure the positivity of
the density and the internal energy.

Proposition 1 Assuming that e j+ 1
2

� 0, ρ j+ 1
2

� 0, ∀ j and the following CFL-like
conditions hold for all j
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δt

δx j+ 1
2

(
[u j+1]+ + c(e j+ 3

2
) + c(e j+ 1

2
)√

2
+ [u j ]− + c(e j+ 1

2
) + c(e j− 1

2
)√

2

)
� 1

γ
,

(7)
δt

δx j+ 1
2

c(e j+ 1
2 +k) � (γ − 1)

2
√
2

, ∀k ∈ {−1, 0, 1}, (8)

then e j+ 1
2

� 0 and ρ j+ 1
2

� 0.

Proof We assume that e j+ 1
2

� 0, ρ j+ 1
2

� 0 and that (7) and (8) holds for all j .
We start by observing that:

[λ±(e, u)]± � [u]± + c(e) (9)

√
2 c(e j ) � c(e j− 1

2
) + c(e j+ 1

2
) (10)

Positivity of the density: As proved in [1], the positivity of ρ j+ 1
2
comes from the

inequality
δt

δx j+ 1
2

([λ+(e j+1, u j+1)]+ + [λ−(e j , u j )]−
)

� 1.

It is directly implied by (7) since γ > 1 and (9) holds.
Positivity of the internal energy: We rewrite the terms (−1)iΠ j+ 1

2
u j+i , i ∈ {0, 1},

involved in (6), by making the discrete time derivative (u j+i − u j+i ) appear. Then,
we make use of the Young inequality as follows:

(−1)iΠ j+ 1
2
u j+i = (−1)i (γ − 1)

(
ρ j+ 1

2
e j+ 1

2

(
u j+i − u j+i

) + ρ j+ 1
2
e j+ 1

2
u j+i

)

� −ρ j+ 1
2

(
c(e j+ 1

2
)

2
√
2γ

(u j+i − u j+i )
2 + (γ − 1)e j+ 1

2

(
c(e j+ 1

2
)√

2
− (−1)i u j+i

))
.

Next, we write ρ j+ 1
2
e j+ 1

2
� T0 + T0

1 + T1
1 where:

T0 = ρ j+ 1
2
e j+ 1

2

(
1 − δt

δx j+ 1
2

(γ − 1)

(
2
c(e j+ 1

2
)√

2
− u j + u j+1

))
− δt

E j+1 − E j

δx j+ 1
2

,

Ti
1 = δt

2

δx j+i

δx j+ 1
2

R j+i − δt

δx j+ 1
2

c(e j+ 1
2
)

2
√
2γ

ρ j+ 1
2
(u j+i − u j+i )

2.

Thus, to guarantee that e j+ 1
2
is non negative it is sufficient to ensure that these three

terms are non negative. This holds under the assumptions (7) and (8).
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Indeed, using the definition of the flux E j and owing to (3), we obtain

T0 � ρ j+ 1
2
e j+ 1

2

(
1 − δt

δx j+ 1
2

(γ − 1)

(
[u j ]− + c(e j+ 1

2
)√

2
+ [u j+1]+ + c(e j+ 1

2
)√

2

))

− δt

δx j+ 1
2

ρ j+ 1
2
e j+ 1

2

([λ+(e j+1, u j+1)]+ + [λ−(e j , u j )]−
)

where, due to (7), the rhs is non negative by virtue of (9) and (10) .
Next, we turn to Ti

1. Using twice the Young inequality and bearing in mind the
definition of ρ j , we observe that

δt

2

δx j+i

δx j+ 1
2

R j+i � δx j+i

4δx j+ 1
2

(u j+i − u j+i )
2

(
ρ j+i − δt

δx j+i
(F+

j+i+ 1
2
− F−

j+i− 1
2
)

)
.

Hence, we have

Ti
1 � δx j+i

4δx j+ 1
2

(u j+i − u j+i )
2

(
ρ j+i − δt

δx j+i
(F+

j+i+ 1
2

− F−
j+i− 1

2
) − δt

γ

2√
2

ρ j+ 1
2
c(e j+ 1

2
)

δx j+i

)
.

Coming back to (5), we write T i
1 � (u j+i − u j+i )

2

4δx j+ 1
2

(
T i,0
2 + T i,1

2

)
where, for

k = 0, 1,

Ti,k
2 = δx j+i+k− 1

2

2
ρ j+i+k− 1

2
− δt

F+
j+i+k − F−

j+i+k−1

2
− δt

γ

2√
2
ρ j+i+k− 1

2
c(e j+ 1

2
).

Note that a non negative term has been added to obtain a symmetric formulation in
the above inequality. Due to (3) and (7) we get

F+
j+i+k − F−

j+i+k−1 �
δx j+i+k− 1

2

γ δt
ρ j+i+k− 1

2
,

and this allows us to write

Ti,k
2 �

δx j+i+k− 1
2

2γ
ρ j+i+k− 1

2

(
γ − 1 − δt

δx j+i+k− 1
2

4√
2
c(e j+ 1

2
)

)
.

We conclude by observing that this term is non negative by virtue of (8).
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4 Numerical Diffusion and Energy Conservation

It is worth discussing the expression of the numerical diffusion produced by our
scheme, see also the appendix in [1]. Let us set the following non negative quantity

C j =

⎧⎪⎪⎨
⎪⎪⎩

−u j if u j � −c(e j )
u2j + c(e j )2

4c(e j )
if |u j | < c(e j )

u j if u j > c(e j )

and the following notations for averaged quantities

{q} j = q j− 1
2
+ q j+ 1

2

2
and {q} j+ 1

2
= q j + q j+1

2
.

DenotingF |.| = F+ − F−, wich is a positive quantity, themass and themomentum
fluxes can be cast as the sum of a centered term and a diffusion term:

F j = {ρ} j u j − C j

2

(
ρ j+ 1

2
− ρ j− 1

2

)
,

G j+ 1
2

= {F } j+ 1
2
{u} j+ 1

2
− {F |.|} j+ 1

2

2

(
u j+1 − u j

)
.

Concerning the internal energy and kinetic energy fluxes, they become:

E j = {ρe} j u j − C j

2

(
e j+ 1

2
ρ j+ 1

2
− e j− 1

2
ρ j− 1

2

)
,

H j+ 1
2

= {F } j+ 1
2
{u

2

2
} j+ 1

2
− {F |.|} j+ 1

2

2

(
u2j+1

2
− u2j

2

)
.

As a by-product, it is remarkable that the scheme properly deals with 1D-contact
discontinuities: if the discrete velocity and pressure are constant in the neighborhood
of x j+ 1

2
, ie u j−1 = u j = u j+1 = u j+2 = u and Π j−1/2 = Π j+1/2 = Π j+3/2 = Π ,

then the scheme guaranties that they remain constant in the neighborhood of this
point at the next time, ie Π j+1/2 = Π and u j+1 = u = u j .

Let us now introduce the averaged energy in x j+ 1
2
and x j defined by:

E j+ 1
2

= e j+ 1
2
+

δx jρ j

u2j
2

+ δx j+1ρ j+1

u2j+1

2
2δx j+ 1

2
ρ j+ 1

2

and

E j = u2j
2

+ δx j+ 1
2
ρ j+ 1

2
e j+ 1

2
+ δx j− 1

2
ρ j− 1

2
e j− 1

2

2δx jρ j
.
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To obtain conservative equations for those quantities, we introduce the fluxes

T j = E j +
H j+ 1

2
+ H j− 1

2

2
and T ∗

j+ 1
2

= E j+1 + E j

2
+ H j+ 1

2
− δx j+1R j+1 − δx j R j

4
.

Next we get the following consistent balance equations for ρ j E j and ρ j+ 1
2
E j+ 1

2
:

ρ j+ 1
2
E j+ 1

2
− ρ j+ 1

2
E j+ 1

2

δt
+ T j+1 − T j

δx j+ 1
2

+ u j+1{Π} j+1 − u j {Π} j
δx j+ 1

2

= 0

and

ρ j E j − ρ j E j

δt
+

T ∗
j+ 1

2
− T ∗

j− 1
2

δx j
+ Π j+ 1

2
{u} j+ 1

2
− Π j− 1

2
{u} j− 1

2

δx j
= 0.

5 Numerical Simulations of Riemann Problems

We perform the numerical resolutions of some Riemann problems – see [4] – on the
computational domain [0, 1]. The number of grid points is equal to 1000 and the
time step is given by δt = δx/100. We take γ = 1.4. The initial data ρ, u, p are
piecewise constant functions with a discontinuity located at x0 = 0.5, according to
the table below. In Fig. 1, we represent the pressure p j+ 1

2
, velocity u j and internal

energy e j+ 1
2
at the final time T (also given in the table below).

ρl ρr ul ur pl pr T
Test #1 1 0.125 0 0 1 0.1 0.25
Test #2 1 1 0 0 1000 0.01 0.012
Test #3 5.99924 5.99242 19.5975 −6.19633 460.894 46.0950 0.035

Test #1, the so-called Sod test problem, is a mild test whose solution consists of
a left rarefaction, a contact disconinuity and a right shock. Test #2 is a more severe
test problem whose solution contains a left rarefaction, a contact discontinuity and
a right shock. Test #3 corresponds to the collision of two strong shocks and consists
of a left facing shock (travelling very slowly to the right), a right travelling contact
discontinuity and a right travelling shock wave.
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Fig. 1 Numerical (solid lines) and exact (dotted lines) solutions: pressure (left), velocity (middle),
internal energy (right)
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A Numerical Scheme for the Propagation of
Internal Waves in an Oceanographic Model

Christian Bourdarias, Stéphane Gerbi and Ralph Lteif

Abstract In this paper, we introduce a new reformulation of the Green-Naghdi
model in the Camassa-Holm regime for the propagation of internal waves over a flat
topography to improve the frequency dispersion of the original model. We develop
a second order splitting scheme where the hyperbolic part of the system is treated
with a high-order finite volume scheme and the dispersive part is treated with a
finite difference approach. Numerical simulations are then performed to validate the
model.

Keywords Green Naghdi model · Nonlinear shallow water · Splitting method ·
Finite volume · Finite Difference · WENO reconstruction

1 Introduction

This study deals with the propagation of internal waves in the uni-dimensional setting
located at the interface between two layers of fluids of different densities. The fluids
are assumed to be incompressible, homogeneous, and immiscible, limited fromabove
by a rigid lid and from below by a flat bottom. This type of fluid dynamics problem
is encountered by researchers in oceanography when they study the wave near the
shore. Because of the difference in the salinity of the different layers of water near
the shore, it is useful to model the flow of salted water by a two layers incompressible
fluids flow. The usual way of describing such a flow is to use the 3D-Euler equations
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Fig. 1 Domain of study and governing equations

for the different layers adding some thermodynamic and dynamic conditions at the
interface. This system will be called the full Euler system (Fig. 1) .

We introduce dimensionless variables and the two scale parameters μ, the shal-

lowness parameter and ε, the nonlinearity parameter, defined by: μ = d2
1

λ2 , ε = a
d1

where a is a typical length of the vertical oscillation of the interface, λ is a typ-
ical wavelength. We also define the dimensionless parameters γ = ρ1

ρ2
and δ = d1

d2
representing respectively the ratio between the densities and the depth of the two
layers.

In this work, we present a splitting technique for the numerical resolution of
the GN model in the Camassa-Holm (or medium amplitude internal waves) regime,
ε = O(

√
μ), obtained and fully justified by Duchêne, Israwi and Talhouk in [4]. In

the Camassa-Holm regime, the authors has proved the existence andwell-posedeness
of the resulting system and its consistecywith the full Euler system in the sense that its
solution remain close to the exact solution of the full Euler systemwith corresponding
initial data up to the order O(μ2).

This model is first recast under a new formulation more suitable for numerical
resolution with the same order of precision as the standard one but with improved
frequency dispersion. For this sake, we introduce a one parameter family depending
onα > 0. The choice of the parameterα ismotivated by the exact agreement between
the phase velocity dispersion relation of the full Euler system and the improvedGreen-
Naghdi system (1) for fixed values for γ and δ and for large wavenumbers (k around
4–5). This parameter is denoted αopt and is obtained by an algebraic equation, see
[2] for details.

We obtain the Green-Naghdi model in the Camassa-Holm with improved disper-
sion whose unknowns are ζ the mean elevation of the interface and v the shear mean
velocity:
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⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂tζ + ∂x
(
f (εζ )v

) = 0,

(I + μναT [0])[∂t v + εςv∂x v + α − 1

α

(
(γ + δ)∂xζ + ε∂x (q3(εζ )v2)

)]

+ 1

α

(
(γ + δ)∂xζ + ε∂x (q3(εζ )v2)

) + μεQ1(v) + μενQ2(ζ ) + μενQ3(ζ ) = 0.

(1)
with f (X) = (1−X)(δ−1+X)

1−X+γ (δ−1+X)
, T [0]V = −∂2V

x , S[ζ ]V = −κ2∂x (ζ ∂xV ) , q3(εζ ) =
1
2

(
f ′(εζ ) − ς

)
,

Q1(v) = κ∂x((∂xv)
2) , Q2(ζ ) = −S[ζ ](I + μναT [0])−1

(
(γ + δ)∂xζ

)
,

Q3(ζ ) = κ1ζT [0](I + μναT [0])−1[(γ + δ)∂xζ ] .

2 Numerical Methods

Aspointed out bymany authors [1, 8] the improved dispersionGreen-Naghdi Eqs. (1)
is well-adapted to the implementation of a splitting scheme separating the hyperbolic
and the dispersive parts of the equations.

2.1 The Splitting Method

We decompose the solution operator S(.) associated to (1) at each time step Δt by
the following second order operator splitting:

S(Δt) = S1(Δt/2)S2(Δt)S1(Δt/2)

where S1(.) is the solution operator associated to the conservative part, and S2(.)
the solution operator associated to the dispersive part of the Eq. (1). In this study, S1
is computed using a finite volume method while S2 is computed using a classical
finite-difference method.

• S1(t) is the solution operator associated to the conservative part namely the
nonlinear shallow water equations, NSWE:

⎧
⎪⎨

⎪⎩

∂tζ + ∂x
(
f (εζ )v

) = 0,

∂t v + ∂x

(ε f ′(εζ )

2
v2 + (γ + δ)ζ

)
= 0.

(2)

Under the hyperbolicity condition for the shallow water system provided in [6], this
system is strictly hyperbolic.

• S2(t) is the solution operator associated to the remaining (dispersive) part of the
equations.
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂tζ = 0,

(I + μναT [0])[∂t v − 1

α

(
(γ + δ)∂xζ + ε∂x (q3(εζ )v2)

)]

+ 1

α

(
(γ + δ)∂xζ + ε∂x (q3(εζ )v2)

) + μεQ1(v) + μενQ2(ζ ) + μενQ3(ζ ) = 0.

(3)

2.2 Finite Volume Scheme

In what follows, we consider the numerical approximation of the hyperbolic system
of conservation laws (2). We have constructed three finite volume schemes: first
order, second order “MUSCL” type method and finally 5th order WENO method
and tested their accuracy by using the exact (up to the order O(μ2)) solitary wave
solutions of the one layer Green-Naghdi equations over a flat bottom (see [8]). We
do not present the results in this paper but the 5th order method is clearly much more
accurate. However we do not obtain the predicted order with respect with the spatial
mesh size. This might be due to the fact that the given analytic solution satisfies the
model up to an O(μ2) remainder. We believe that this splitting strategy may be also
applied in the variable bottom case. This is the subject of a future work.

2.2.1 Higher Order Finite-Volume Scheme: WENO5-RK4

To reach higher order accuracy in smooth regions and a good resolution around
discontinuities, we implement fifth-order accuracy WENO reconstruction, follow-
ing [7]. To automatically achieve high order accuracy and non-oscillatory property
near discontinuities, WENO schemes use the idea of adaptive stencils in the recon-
struction procedure based on the local smoothness of the numerical solution.

As far as time discretization is concerned, we use the fourth-order explicit
RungeKutta “RK4” method.

2.3 Finite Difference Scheme for the Dispersive Part

The finite volume-finite difference mix imply to switch between the cell-averaged
and nodal values for each unknown and at each time step. To this end, we use the
fifth-order accuracy WENO reconstruction, that allows to approximate the nodal
values (i.e. finite difference unknowns) (Un

i )i=1,N+1 in terms of the cell-averaged
values (i.e. finite volume unknowns) (U

n
i )i=1,N .
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The finite difference discretization of the system (3) leads to the following discrete
problem:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ζ n+1 − ζ n

Δt
= 0,

vn+1 − vn

Δt
− 1

α
(γ + δ)D1(ζ

n) − 2
ε

α
q3(εζ

n)vnD1(v
n) − ε2

α
q ′
3(εζ

n)D1(ζ
n)(vn)(vn)

+(I − μναD2)
−1

[ 1

α
(γ + δ)D1(ζ

n) + 2
ε

α
q3(εζ n)vnD1(vn) + ε2

α
q ′
3(εζ

n)D1(ζ
n)(vn)(vn)

+μεQ1(vn) + μνεQ2(ζ
n) + μενQ3(ζ

n)
]

= 0,

(4)
with

Q1(v
n) = 2κD1(v

n)D2(v
n),

Q2(ζ
n) = κ2D1

[
ζ nD1

(
(I − μναD2)

−1(γ + δ)D1(ζ
n)

)]
,

Q3(ζ
n) = −κ1ζ

nD2

[
(I − μναD2)

−1(γ + δ)D1(ζ
n)

]
.

The system (4) is solved at each time step using a classical finite-difference tech-
nique, where the matrices D1 and D2 are the classical centered discretizations of the
derivatives ∂x and ∂2

x given below:

(∂xU )i = 1

12Δx
(−Ui+2 + 8Ui+1 − 8Ui−1 +Ui−2),

(∂2
xU )i = 1

12Δx2
(−Ui+2 + 16Ui+1 − 30Ui + 16Ui−1 −Ui−2).

For time discretization, the fourth-order formula “DF4” is associated to a fourth-
order classical Runge-Kutta “RK4” scheme, and thus one obtains the “DF4-RK4”
scheme.

We only treat either periodic boundary conditions or reflective boundary condi-
tions for the hyperbolic and dispersive parts of the splitting scheme. Suitable relations
are imposed on both cell-averaged and nodal quantities.

3 Numerical Validations: Kelvin-Helmholtz Instabilities

In this section, we present a numerical experiment to validate the numerical effi-
ciency and accuracy of the improved Green-Naghdi model (1). We use the WENO5
reconstruction for the hyperbolic part of the splitting scheme and a fourth order
finite difference scheme “DF4” for the dispersive part, both associated to a fourth-
order classical Runge-Kutta “RK4” time scheme called “WENO5-DF4-RK4”. We



106 C. Bourdarias et al.

Fig. 2 Comparison with the Green-Naghdi models, with surface tension, at time t = 2, for α = 1
(left) and αopt = 1.271 (right)

would like to highlight the importance of the choice of the parameter α in order
to improve the frequency dispersion of the model (1), through the simulation of
a sufficiently regular initial wave, following the numerical experiments performed
in [5]. In the aforementioned paper they introduce a new class of Green-Naghdi type
models for the propagation of internal waves with improved frequency dispersion
in order to prevent high-frequency Kelvin-Helmholtz instabilities. These models are
obtained by regularizing the original Green-Naghdi one by slightly modifying the
dispersion components using a class of Fourier multipliers. They represent three dif-
ferent choices of the Fourier multipliers, each one yields to a specific Green-Naghi
model which they denote as follows: “original” as the classical Green-Naghi model
introduced in [3], “regularized” which is a well-posed system for sufficiently small
and regular data, even in absence of surface tension, “improved” whose dispersion
relation is the same as the one of the full Euler system. In order to compare with
the numerical experiments done in [5], we choose the initial data ζ(0, x) = −e−4|x |2

and v(0, x) = 0 (represented by the dashed lines). The computational domain is the
interval x ∈ (−4, 4) discretized with 512 cells using periodic boundary conditions.

The dimensionless parameters are set as follows: μ = 0.1, ε = 0.5, δ = 0.5,
γ = 0.95. With thess values and choosing the wavenumber k = 5, we obtain
αopt = 1.271.

Figures2 and 3 show the comparisons between our numerical solution for α =
1 (left) and αopt = 1.271 (right) and the Green-Naghdi models solutions obtained
in [5], with a small amount of surface tension, at time t = 2 and t = 3 respectively.
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Fig. 3 Comparison with the Green-Naghdi models, with surface tension, at time t = 3, for α = 1
(left) and αopt = 1.271 (right)

Fig. 4 Comparison with the Green-Naghdi models, without surface tension (bo−1 = 0), at time
t = 2, for α = 1 (left) and αopt = 1.271 (right)
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We observe an excellent agreement between our numerical solution computed for
αopt = 1.271 and both “improved” and “regularized” models at t = 2 and t = 3.
As expected, at t = 3 the original model induces Kelvin-Helmholtz instabilities.
Meanwhile, the flows predicted by the regularized and improved models and by
our model (1) with αopt = 1.271 remain smooth and are very similar. Similarly,
Fig. 4 shows an excellent agreement between the numerical solutions computed for
αopt = 1.271with the “improved” and “regularized”models, without surface tension
at time t = 2, while the flow of the original model is completely destroyed due to
Kelvin-Helmholtz instabilities.

The overall observations show the importance of the choice of the parameter α

in improving the frequency dispersion. Indeed, when choosing αopt = 1.271, we
observe an excellent matching between our numerical solutions and those obtained
by the “improved” model before the latter is completely destroyed in absence of
surface tension due to the Kelvin-Helmholtz instabilities. As well, our numerical
solution matches the one computed by the “regularized” model even for a large time
and with or without surface tension. This is not the case when choosing α = 1. In
fact, the “improved” model has exactly the same dispersion relation as the one of the
full Euler system and for all wave numbers (see [5, Sect. 3] for more details) and the
dispersion relation of the “regularized”model fit the one of the full Euler system to an
O(μ3) order. This explains the reason behind thematchingwhen choosing an optimal
value for α and highlight the advantage of the proposed approach in improving the
frequency dispersion.
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A Splitting Scheme for Three-Phase
Flow Models

Hamza Boukili and Jean-Marc Hérard

Abstract A fractional step method that provides approximate solutions of a three-
phase flowmodel is presented herein. The three-fluidmodel enables to handle smooth
or discontinuous unsteady solutions. The numerical method is grounded on the use of
the entropy inequality that governs smooth solutions of the set of PDEs. The evolution
step relies on an explicit scheme, while implicit schemes are embedded in the relax-
ation step. The main properties of the scheme are given. Numerical approximations
of two basic Riemann problems are eventually presented.

Keywords Three-phase flow · Entropy · Shocks · Vapour explosion · Finite
volumes

1 Introduction

In order to performnumerical simulations of vapour explosion, a phenomenumresult-
ing from the violent interaction between a hot liquid metal and a coolant (usually
liquid water and its vapour), flow models with at least three phases are mandatory.
Owing to the high velocity and high pressure levels arising in these situations, and
also due to the occurence of strong shock waves, models should at least enable
highly unsteady simulations, and should be such that unique and well defined jump
conditions hold through discontinuities. However, only few contributions arise from
the literature on that topic. Among these, one may at least mention [6–8, 10, 11].
Actually, we will focus here on the barotropic class defined in [8], and will present
a possible fractional step method in order to compute approximate solutions of the
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latter model. Some among identified difficulties concern the way to cope with pres-
sure relaxation effects and to preserve positive values of densities and statistical
fractions; moreover, schemes should be such that they provide convergent and con-
sistant approximations of shock patterns. Possible extensions to the non barotropic
framework and problems arising with mass transfer terms are not addressed here.

2 Three-Phase Flow Model

Governing equations
In the sequel, αk ∈ [0, 1], ρk ,mk = αkρk ,Uk , respectively denote themean statistical
fraction, the mean density, the partial mass and the mean velocity of phase k (phase
1 denotes liquid metal). The mean pressure Pk(ρk) is an increasing function with:

lim
x→∞ Pk(x) = +∞ ; lim

x→0
Pk(x) = 0

and we note as usual c2k = P ′
k(ρk). The set of PDEs that is considered is (see [8]):

⎧
⎪⎨

⎪⎩

∂αk
∂t + Vi (W ) ∂αk

∂x = φk(W ) ;
∂mk
∂t + ∂mkUk

∂x = 0 ;
∂mkUk

∂t + ∂mkU 2
k +αk Pk

∂x + Σ3
l=1,l �=kΠkl(W ) ∂αl

∂x = mk Sk(W ) .

(1)

It may be alternatively rewritten in a more condensed form:

∂W

∂t
+ ∂ F(W )

∂x
+ G(W )

∂ H(W )

∂x
= S(W ) (2)

where the main variable W and fluxes F(W ), H(W ) are defined as:

W = (α2, α3, m1, m2, m3, m1U1, m2U2, m3U3)
t

F(W ) = (0, 0, m1U1, m2U2, m3U3, m1U
2
1 + α1P1, m2U

2
2 + α2P2, m3U

2
3 + α3P3)

t

H(W ) = (α2, α3, 0, 0, 0, 0, 0, 0)
t

G(W ) being implicitly defined by (1). The statistical fraction α1 complies with:
α1 = 1 − α2 − α3. We restrict herein to the case where: Vi (W ) = U1, with (see [8]):

{
Π12(W ) = Π21(W ) = Π23(W ) = P2 ;
Π13(W ) = Π31(W ) = Π32(W ) = P3 .

(3)
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Closure laws for φk(W ), Sk(W ) take the form:

{
φk(W ) = d(W )Σ3

l=1 ((Pk − Pl)) ;
mk Sk(W ) = Σ3

l=1 (ekl(W )(Ul − Uk))
(4)

where d(W ) and ekl(W ) = elk(W ) are positive bounded functions. Meaningful pres-
sure relaxation time scales d(W ) arise from [5]. Other relaxation time scales ekl(W )

embedded in momentum transfer terms may be found in the standard literature. We
also define: ψ ′

k(ρk) = Pk (ρk )

ρ2
k

, and the entropy of the mixture:

η = Σ3
k=1

(
mkU 2

k /2 + ψk(ρk)
)
,

together with the entropy flux: fη(W ) = Σ3
k=1

(
U 2

k
2 + ψk(ρk) + Pk

ρk

)
mkUk . Actually

this three-phase flow model inherits from similar properties as the Baer Nunziato
two-phase flow model [1] (see [2, 3] for a slightly broader class).

Main properties

We recall first the main properties of the latter system (see [8]):

Property 1

• Structure of the convective subset:
The homogeneous convective subset (left hand side of (2)) is hyperbolic unless
|U1 − Uk | = ck. Its eigenvalues are:

λ0,1(W ) = U1 ; λ2,3(W ) = U1 ± c1 ; λ4,5(W ) = U2 ± c2 ; λ6,7(W ) = U3 ± c3

The 0 − 1-wave is linearly degenerate, while other fields are genuinely non linear.

• Entropy inequality:
Smooth solutions of (2) comply with the entropy inequality:

∂η(W )

∂t
+ ∂ fη(W )

∂x
≤ 0. (5)

• Jump conditions:
Within each isolated wave, system (2) admits unique jump conditions.

We may now consider the 0 − 1 coupling wave, which is the key point of the
homogeneous model. Actually, six independent Riemann invariants arise which are
given below. These will be used in order to construct exact solutions of the one-
dimensional Riemann problem associated with (2) when neglecting source terms.
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Proposition 1 Riemann invariants of the 0 − 1 coupling wave are:

I 10,1(W ) = U1 ; I 20,1(W ) = m2(U2 − U1) ; I 30,1(W ) = m3(U3 − U1);

I 40,1(W ) = (U1 − U2)
2

2
+

∫ ρ2

0
(

c22(x)

x
dx) ; I 50,1(W ) = (U1 − U3)

2

2
+

∫ ρ3

0
(

c23(x)

x
dx);

I 60,1(W ) = m2(U2 − U1)
2 + m3(U3 − U1)

2 + Σ3
k=1(αk Pk).

The proof is straightforward though cumbersome.

3 Numerical Scheme

A fractional step method is introduced in order to compute approximate solutions
of (2). The latter method complies with the entropy inequality (5). A Finite Volume
scheme is built, considering a classical one-dimensional mesh, where Δxi denotes
the size of cell Ωi . The first step involves an explicit scheme, whereas the scheme in
the second -relaxation- step is implicit.

Time scheme

• Step 1. A first evolution step computes approximations of solutions of the con-
vective subset; for given W n

i , the state variable is updated following:

{
Δxi (W n+1,−

i − W n
i ) + Δtn

(
Fi+1/2(W n

i , W n
i+1) − Fi−1/2(W n

i−1, W n
i )

)

+ΔtnG(W n
i )

(
Hi+1/2(W n

i , W n
i+1) − Hi−1/2(W n

i−1, W n
i )

) = 0.
(6)

• Step 2. The second step takes all source terms into account, for given W n+1,−
i , and

computes W n+1
i solution of:

(W n+1
i − W n+1,−

i ) − ΔtnS (W n+1,−
i , W n+1

i ) = 0 (7)

where: S (W n+1,−
i , W n+1

i ) = (φi,2, φi,3, 0, 0, 0, Si,1, Si,2, Si,3)
t , with:

φi,k = Σ3
l=1

(
d(W n+1,−

i )(Pk(W n+1
i ) − Pl(W n+1

i )
)

and:
Si,k = Σ3

l=1

(
ekl(W n+1,−

i )(Ul(W n+1
i ) − Uk(W n+1

i )
)

for k = 1, 2, 3.
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Numerical fluxes in the evolution step
We restrict herein to simple first-order Rusanov-type fluxes defined as follows:

Fi j (Wi , W j ) = (
F(Wi ) + F(W j ) − Ri j (W j − Wi )

)
/2 ,

together with:
Hi j (Wi , W j ) = (

H(Wi ) + H(W j )
)
/2

Ri j is defined as : maxi, j (r(Wi ), r(W j )), where r(W ) denotes the spectral radius of
the whole jacobian matrix ( ∂ F(W )

∂W + G(W ) ∂ H(W )

∂W ).

Property 2

• For given strictly positive values (αk)
n
i and (mk)

n
i , the evolution step computes

positive values (αk)
n+1,−
i and (mk)

n+1,−
i if and only if the time step complies with

the classical CFL-like condition:

Δtnmax j=1→Ncell (R j−1/2 + R j+1/2)/(2Δx j ) = C F L < 1 (8)

• Assume that (αk)
n+1,−
i and (mk)

n+1,−
i are positive. Then the discrete relaxation

Step 2 computes a unique set of positive values (αk)
n+1
i and (mk)

n+1
i , and a unique

set (U1, U2, U3)
n+1
i without any restriction on the time step.

The proof for the first part involving the evolution Step 1 is classical. Actually,
(mk)

n+1,−
i is a convex combination of partial masses (mk)

n
i and (mk)

n
i±1, as soon as

condition (8) holds. A similar result holds for (αk)
n+1,−
i . Moreover, when turning to

Step 2, it may be easily checked that the linear system that provides (U1, U2, U3)
n+1

admits a unique solution, since the determinant δ of the local discrete system:

δi = m1m2m3 + (ê13 + ê23)m1m2 + (ê12 + ê23)m1m3 + (ê12 + ê13)m2m3

+(ê12ê13 + ê12ê23 + ê13ê23)(m1 + m2 + m3) ,

(9)
where êkl and mk respectively stand for Δtnekl(W n+1,−

i ) and (mk)
n+1,−
i , is strictly

positive. Moreover, the relation (mk)
n+1
i = (mk)

n+1,−
i guarantees positive values of

partial masses. Eventually, the proof of existence and uniqueness of positive values
of (αk)

n+1
i is more intricate; it requires solving a non linear system with respect to

(x, y) = ((α2)
n+1
i , (α3)

n+1
i ) under the constraints: x > 0, y > 0, 1 − x − y > 0.We

emphasize that similar schemes have been used for two-phase flow models [9].

4 Numerical Results

We focus here on simple EOS that read: Pk(ρk) = P0
k (ρk)

γk . Two distinct Riemann
problems are investigated, these being representative of what happens in water-
vapour explosion. The time step complies with the CFL-like condition (8). We have
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set in all cases: C F L = 1/2. The initial discontinuity separating states WL and WR

is located at x = 1/2.We restrict here to uniformmeshes, and we consider very large
relaxation time scales, setting d(W ) = 0 and ekl(W ) = 0.

Riemann problem 1: The first test case is a classical shock tube problem, where
the initial data are such that velocities are null everywhere at the beginning of the
computation, whatever the phase is. More precisely, we define WL and WR such that:

(α2)L = 0.4 ; (α3)L = 0.5 ; (α2)R = 0.2 ; (α2)R = 0.3;

(Uk)L = (Uk)R = 0. ; (ρk)L = 1. ; (ρk)R = 1/8.

where EOS are such that: γ1 = 7/5, γ2 = 1.005, γ3 = 1.001 and P0
k = 1.105. Phasic

pressures are plotted on Fig. 1, whileP = I 60,1(W ) and the effective pressure of the
mixture acting on wall boundaries Pwall = Σk=1→3αk Pk are given on Fig. 2. P is
clearly well preserved through the right-going 0 − 1-wave -which is located around
= 0.702- unlike Pwall , which was expected. Velocity profiles have been added on
Fig. 3. The finest mesh contains 80000 regular cells.

Riemann problem 2: The second test case is a simple Riemann problem where the
initial data WL and WR are chosen such that:

I m
0,1(WL) = I m

0,1(WR)

form = 1 → 6, see property (3). EOS are such that: γ1 = 3/2, γ2 = 2, γ3 = 5/2, and
we still set: P0

k = 1.105. Actually, this is a very tough test case, which is much more
discriminating thanmost of other Riemann problems that involve all waves. A simple
though efficient way to measure errors in this particular case consists in computing
the L1 norm of independent variables I m

0,1(W ). Obviously, and as expected, the rough

0 0,2 0,4 0,6 0,8 1
0

20000

40000

60000

80000

1e+05

Fig. 1 Riemann problem 1. Pressure profiles on the finest mesh: P1 (green), P2 (black), P3 (red)
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Fig. 2 Riemann problem 1. Pressure profiles on the finest mesh:P = I 60,1(W ) (black), Pwall (red)
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0

100

200
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400

Fig. 3 Riemann problem 1. Velocity profiles on the finest mesh: U1 (green), U2 (black), U3 (red)

Rusanov scheme yields rather high levels of error (close to 0.1%on the coarsestmesh,
see Fig. 4). Nonetheless, and as expected, the error in L1 norm varies as h1/2, since
the 0 − 1-wave is LD (see Fig. 5).
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0,2 0,4 0,6 0,8

54350

54400

54450

Fig. 4 Riemann problem 2. Pressure profiles forP = I 60,1(W ) on three distinct meshes: 8000 cells
(black), 2000 cells (red), 800 cells (green)

-4 -3,5 -3 -2,5 -2

-5,2

-5

-4,8

-4,6

Fig. 5 Riemann problem 2. L1 norm of the error forP = I 60,1(W ) vs themesh size h, using log/log
scale. Coarsest and finest meshes contain 100 and 6400 regular cells respectively
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Modelling and Simulation of Non-hydrostatic
Shallow Flows

M. J. Castro, C. Escalante and T. Morales de Luna

Abstract We consider the non-hydrostatic system derived by Yamazaki et al. for
shallow flows. This model consists in the well known shallow water model which
is coupled with two additional equations corresponding to non-hydrostatic terms.
We develop a second-order well-balanced numerical method which combines finite-
volume and finite-difference schemes. The numerical scheme has been implemented
in GPUs and has been applied to idealized and challenging experimental test cases.
The test cases show the accuracy and efficiency of the scheme.

Keywords Non-hydrostatic · Shallow-water · Finite-difference · Finite-volume ·
GPU

MSC (2010): 65N08 · 65N06 · 35Q35

1 Introduction

When modelling and simulating geophysical flows, the Nonlinear Shallow-Water
equations, hereinafter SWE, is often a good choice as an approximation of theNavier-
Stokes equations. Nevertheless, SWE do not take into account effects associated with
dispersive waves. In recent years, effort has been done in the derivation of relatively
simple mathematical models for shallow water flows that include long nonlinear
water waves. Although such models are more expensive, from the computational
point of view, the increasing computational power of current computers allows to
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consider Boussinesq TypeModels. See for instance the works in [2, 4, 9–11, 13, 15]
among others.

The challenge is to improve nonlinear dispersive properties of themodel by includ-
ing information on the vertical structure of the flowwhile designing fast and efficient
algorithms for its simulation.

Here we shall use the approach introduced by Yamazaki in [16]. The model will
be solved numerically using a two step algorithm: on a first step we solve the SWE
in conservative form and on the second step we include the non-hydrostatic effects.

Numerical tests and comparison with experimental data show the accuracy and
efficiency of the approach. The overall computational cost of the algorithm is no
higher than 2.4 times the computational cost of classical SWE.

2 Description of the Model

We consider the non-hydrostatic model introduced in [16]. The governing equations
are derived from the incompressible Navier-Stokes equations. As usual in shallow
water models, the equations are obtained by a process of depth averaging on the
vertical direction z. Nevertheless, opposed to what is done for SWE, the pressure
is not assumed hydrostatic. Following Stelling and Zijlema and Casulli [8], total
pressure is decomposed into a sum of hydrostatic and non-hydrostatic pressures. In
this process, vertical velocity is assumed to have linear vertical profile. Moreover,
for the vertical momentum equation, the vertical advective and dissipative terms are
assumed small compared to their horizontal counterparts and thus neglected. The
objective is to consider the easiest model that takes into account dispersive effects
and the key point we seek is efficiency. Nevertheless what will be presented here
can be easily adapted in the general case where these terms are included. Numerical
simulations have shown that, for the purpose addressed here, they are not indeed
relevant.

The resulting model can be written as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂t h + ∇ · q = 0,

∂tq + div

(
q ⊗ q
h

)

+ ∇
(
1

2
gh2 + 1

2
hp

)

= (gh + p)∇H − τ,

h∂tw = p,
h∇ · q − q · ∇ (2η − h) + 2hw = 0.

(1)

where t is time and g is gravitational acceleration. u = (u, v) contains the depth
averaged velocities components in the x and y directions respectively. w is the depth
averaged velocity component in the z direction. q = hu is the discharge vector in
the x and y directions. p is the non-hydrostatic pressure at the bottom. The flow
depth is h = η + H where η is the surface elevation measured from the still-water
level, H is the still water depth and τ is a friction law term (see Fig. 1). Operators ∇
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Fig. 1 Sketch and
description of the variables

and ∇· denote the gradient vector field and the divergence respectively in the (x, y)
direction.

3 Numerical Scheme

For the sake of simplicity, we shall consider here just the one-dimensional case.
System (1) can then be written in the compact form

⎧
⎨

⎩

∂tU + ∂x FSW (U) = GSW (U)∂x H + TNH (h, ∂xh, H, ∂x H, p, ∂x p) − τ ,

h∂tw = p,
B(U, ∂xU, H, ∂x H,w) = 0,

(2)

where we introduce the notation

U =
(
h
q

)

, FSW (U) =
⎛

⎝
q

q2

h
+ 1

2
gh2

⎞

⎠ , GSW (U) =
(
0
gh

)

,

and for the friction term vector, the well-known Manning empirical formula is used.
Finally,

T NH (h, ∂xh, H, ∂x H, p, ∂x p) =
(

0

−1

2
(h∂x p + p∂x (2η − h))

)

,

and
B(U,U x , H, Hx ,w) = h∂xq − q∂x (2η − h) + 2hw.

The model is now solved numerically using a two-step algorithm: first the hyper-
bolic problem (SWE) is solved, then, in a second step, non-hydrostatic terms will be
taken into account.

Remark 1 As pointed out in [14], in shallow water, complex events can be observed
related to turbulent processes. One of these processes corresponds to the breaking of
waves near the coast. The model presented here cannot describe this process without
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an additional term which allows the model dissipate the required amount of energy
on such situations. We refer to [5] for further details.

3.1 First Step: SWE

We consider first the hyperbolic problem (SWE) given by

∂tU + ∂x FSW (U) = GSW (U)∂x H. (3)

This system is solved numerically by using a finite volume method. As usual,
we subdivide the horizontal spatial domain into standard computational cells Ii =
[xi−1/2, xi+1/2] with lengths Δxi and define

U i (t) = 1

Δxi

∫

Ii

U(x, t)dx,

the cell average of the function U(x, t) on cell Ii at time t . We shall also denote by
xi the center of the cell Ii . For the sake of simplicity, let us assume that all cells have
the same length Δx .

Then, an efficient second-order well-balanced PVM path-conservative finite-
volume method [6, 12] is applied.

For the sake of brevity, we omit here the details and refer to [5, 6] for the detail.

3.2 Second Step: Non-hydrostatic Terms

Regarding non-hydrostatic terms, we consider a staggered-grid formed by the points
xi−1/2, xi+1/2 of the interfaces for each cell Ii , and denote the point values of the
functions p and w on point xi+1/2 at time t by

pi+1/2(t) = p(xi+1/2, t), wi+1/2(t) = w(xi+1/2, t).

Now, a second order compact finite-difference scheme is applied to

⎧
⎨

⎩

∂tU = T NH (h, ∂xh, H, ∂x H, p, ∂x p) − τ ,

h∂tw = p,
B(U,U x , H, Hx ,w) = 0,

(4)

where the values obtained in previous step are used as initial condition for the system.
The resulting linear system is solved using an iterative Jacobi method combined

with a scheduled relaxation.
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3.3 2D and GPU Implementation

The described numerical scheme can be easily adapted to the 2D system (1). In this
case, the computational domain is decomposed into subsets with a simple geometry,
called cells or finite volumes. We use one common arrangement of the variables,
known as the Arakawa C-grid (see [5] for the details).

The first step of the algorithm adapts well to GPUs architectures as is shown in
[7]. Moreover, the compactness of the numerical stencil and the easy parallelization
of the Jacobi method makes that the second step can also be easily implemented on
GPUs.

4 Numerical Tests

4.1 Periodic Waves Breaking over a Submerged Bar

The experiment of plunging breaking periodic waves over a submerged bar by
Beji and Battjes [1] is considered here. The numerical test is performed in a one-
dimensional channelwith a trapezoidal obstacle submerged.Waves in the free surface
are measured in seven point stations S0, S1, . . . , S6 (See [1] for the details).

Figure2 shows the time evolution of the free surface at points S1, . . . , S6. The
comparison with experimental data emphasizes the need to consider a dispersive
model to faithfully capture the shape of the waves near the continental slope. Both
amplitude and frequency of the waves are captured on all wave gauges successfully.

Fig. 2 Comparison of data
time series (red) and
numerical (blue) at wave
gauges
S1, S2, S3, S4, S5, S6
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(a) T = 5 s (b) T = 8 s (c) T = 10 s

Fig. 3 Computed free surface at different times

Fig. 4 Maximum run-up
measured (red) and
simulated (blue)

4.2 Solitary Wave on a Conical Island

We compare now to the experimental data obtained at the Coastal and Hydraulic
Laboratory, Engineer Research and Development Center of the U.S. Army Corps of
Engineers ([3]). The laboratory experiment consists in an idealized representation of
Babi Island, in the Flores Sea, in Indonesia.

A directional wave-maker is used to produce planar solitary waves of specified
crest lengths and heights (See [3] for the details).

Numerical simulation shows two wave fronts splitting in front of the island and
collide behind it (See Fig. 3). Comparison with measured and computed water level
at gauges WG1, WG2, WG3, WG4 shows good results, as well as comparison
between computed run-up and laboratory measurement (Fig. 4).

4.3 Circular Dam-Break

Weconsider a 2Dproblem consisting in a circular dam-break in the [−5, 5] × [−5, 5]
domain (See [5] for the details).

The goal of this numerical test, is to compare the execution times in seconds
for the SWE and non-hydrostatic GPU codes for different mesh sizes. Simulations
are carried out in the time interval [0, 1]. CFL parameter is set to 0.9 and open
boundary conditions are considered. Due tomaximumpage limit of this contribution,
the corresponding figures could not be included but we refer to [5] for a complete
description.We include here just the execution times for both codes, shown inTable1.
As we see, the additional computation cost of the non-hydrostatic model with the
algorithm described here is only 2.4 times that of a SWE code.
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Table 1 Execution times in sec for SWE and NH GPU implementations

Number of volumes Runtime (s)

SWE Non-hydrostatic

250 × 250 0.64 0.64

500 × 500 2.29 5.79

750 × 750 7.17 17.33

1000 × 1000 16.75 40.47

1250 × 1250 33.88 79.67

1500 × 1500 56.38 136.12

5 Conclusions

A non-hydrostatic model has been considered in order to incorporate dispersive
effects in the propagation of waves in a homogeneous, inviscid and incompressible
fluid.

The numerical scheme employed, combines a finite volume path-conservative
scheme for the underlying hyperbolic system and finite differences for the discretiza-
tion of non-hydrostatic terms and a GPU implementation is carried out.

It can be stated that the scheme presented here is efficient and can model dis-
persive effects with a moderate computational cost. Computational times for the
non-hydrostatic code are no higher than 2.4 SWE times for refined meshes. To our
knowledge, the approach presented here is one of the most efficient from the com-
putational point of view.

Acknowledgements This research has been supported by the Spanish Government through the
Research projects MTM2015-70490-C2-1-R, MTM2015-70490-C2-2-R.
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A Flux Splitting Method
for the Baer-Nunziato Equations
of Compressible Two-Phase Flow

Svetlana Tokareva and Eleuterio Toro

Abstract We extend the Toro-Vázquez flux vector splitting approach (TV), origi-
nally proposed for the ideal 1D Euler equations in [11], to the Baer-Nunziato equa-
tions of compressible two-phase flow. Following the TV approach we identify cor-
responding advection and pressure operators and assess the TV flux splitting in the
setting of finite volume and path-conservative methods in terms of accuracy and
efficiency.

Keywords Compressible multiphase flow · Non-conservative systems · Flux
splitting

MSC (2010): 65M08 · 76T99

1 Introduction

The Baer-Nunziato model was first proposed in [1] in the context of granular ener-
getic combustiblematerials embedded in gaseous combustion products. A distinctive
feature of the Baer-Nunziato model is the admission of two velocity vectors and two
pressures. The equations are hyperbolic, except for some well identified situations,
and the completemathematical structure of the 1D system, as well as split 3D system,
is available [6, 8]. The homogeneous one-dimensional Baer-Nunziato equations are
a time-dependent system of seven partial differential equations:
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∂tQ + ∂xF(Q) + T(Q)∂x ᾱ = 0 (1)

with

Q =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ᾱ
ᾱρ̄
ᾱρ̄ū
ᾱρ̄Ē
αρ
αρu
αρE

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, F(Q) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
ᾱρ̄ū

ᾱ
(
ρ̄ū2 + p̄

)
ᾱū

(
ρ̄Ē + p̄

)
αρu

α
(
ρu2 + p

)
αu (ρE + p)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, T(Q) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ū
0

−p
−pū
0
p
pū

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Here ρ, u, p, E are gas density, velocity, pressure and specific total energy, and
ρ̄, ū, p̄, Ē are the corresponding variables for the solid phase; α and ᾱ are volume
fractions. The specific total energies of the phases are expressed as E = e + 1

2u
2

and Ē = ē + 1
2 ū

2, where e and ē are specific internal energies. System (1) requires
additional closure relations involving density, internal energy and pressure of each
phase. Such relations are provided by the equations of state (EOS). An ideal EOS
for the gas phase and a stiffened EOS for the solid phase are frequently used, namely
p = (γ − 1)ρe, p̄ = (γ̄ − 1)ρ̄ē − γ̄ P̄0, where γ and γ̄ are the specific heat ratios
of the gas and solid phases, respectively, and P̄0 is a known constant. The volume
fractions are related through the saturation condition: ᾱ + α = 1.

2 TV Flux Splitting Method for the Baer-Nunziato
Equations

Consider the homogeneous one-dimensionalBaer-Nunziato equations (1).We follow
the Toro-Vázquez (TV) flux splitting approach [11] taking into account that the
equations of interest here do not have a conservation-law form. First, we identify
the conservative part and express the conservative flux as the sum of advection and
pressure fluxes as follows:

F(Q) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
ᾱρ̄ū

ᾱ
(
ρ̄ū2 + p̄

)
ᾱū

(
1
2 ρ̄ū

2 + ρ̄ē + p̄
)

αρu
α

(
ρu2 + p

)
αu

(
1
2ρu

2 + ρe + p
)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
ᾱρ̄ū
ᾱρ̄ū2
1
2 ᾱρ̄ū3

αρu
αρu2
1
2αρu3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0

ᾱ p̄
ᾱū (ρ̄ē + p̄)

0
αp

αu (ρe + p)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2)

with the respective advection and pressure fluxes defined as
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A(Q) = [
0, ᾱρ̄ū, ᾱρ̄ū2, 1

2 ᾱρ̄ū3,αρu,αρu2, 1
2αρu3

]T
, (3)

P(Q) = [
0, 0, ᾱ p̄, ᾱū (ρ̄ē + p̄) , 0,αp,αu (ρe + p)

]T
. (4)

Following [10, 11], we consider two systems, the advection system (A-system)
and the pressure system (P-system), noting however that here the pressure system
is augmented by the nonconservative term present in the Baer-Nunziato equations.
Thus, the two systems are

∂tQ + ∂xA(Q) = 0, (advection system, conservative)

∂tQ + ∂xP(Q) + T(Q)∂x ᾱ = 0. (pressure system, non-conservative) (5)

The TV flux splitting approach consists of approximating the numerical fluxes for
the pressure system and advection system separately and constructing the numerical
fluxes for the full system based on these.

The construction of the numerical flux corresponding to the advection system
is straightforward and follows directly from [11]. We now turn our attention to the
non-conservative pressure system by considering the associated Riemann problem
written in primitive variables

∂tV + B(V)∂xV = 0, V(x, 0) =
{
VL , if x < 0,

VR, if x > 0,
(6)

with

V =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ᾱ
ρ̄
ū
p̄
ρ
u
p

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, B(V) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ū 0 0 0 0 0 0
− ρ̄ū

ᾱ
0 0 0 0 0 0

−Δp
ᾱρ̄

0 0 1
ρ̄

0 0 0
ū

ᾱē p̄

(
ēρ̄ρ̄ + ē

) ū(ρ̄ēρ̄+ē)
ρ̄ē p̄

h̄
ē p̄

ū 0 0 0
ρū
α

0 0 0 0 0 0
0 0 0 0 0 0 1

ρ

1
αep

(
−ūeρρ − pΔu

ρ
− ue

)
0 0 0 u(ρeρ+e)

ρep
h
ep

u

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where h = e + p/ρ and h̄ = ē + p̄/ρ̄ are specific enthalpies of the gas and solid
phase, respectively, and Δp = p − p̄, Δu = u − ū. The eigenvalues of the matrix
B(V) are

λ1 = 1

2
(u − A), λ2 = 0, λ3 = 1

2
(u + A), (7)

λ4 = 1

2
(ū − Ā), λ5 = 0, λ6 = 1

2
(ū + Ā), λ7 = ū, (8)

where A =
√
u2 + 4h

ρep
, Ā =

√
ū2 + 4h̄

ρ̄ē p̄
. The corresponding linearly independent

right eigenvectors can be found in [9].
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Fig. 1 Intermediate states for the gas (left) and solid (right) phase

A typical characteristic structure of the solution of the Riemann problem for the
pressure system is shown in Fig. 1, where SL , SM , SR and S̄L , S0, S̄M , S̄R denote
the speeds of the characteristics of the gas and solid phase, respectively. The case
illustrated in Fig. 1 corresponds to the right subsonic wave configuration, i.e. SL <

S̄M = ū < SR , when ū > 0. In [9] it is shown that ρ∗
L = ρL , ρ∗

R = ρR , p0 = p∗
L

for the gas phase and ρ̄∗
L = ρ̄L , ρ̄∗

R = ρ̄R , p̄0 = p̄∗
L , ū0 = ū∗

R for the solid phase.
Since λ1 <= 0 < λ3 and λ4 < 0 < λ6, the Godunov state in the subsonic wave
configurationwill be completely defined by the sign ofλ7 = ū resulting in significant
CPU time savings in the sampling procedure. We also note that due to the above
mentioned conditions no entropy fix will be needed for linearized fluxes.

Having computed the intermediate states, we sample the solution of the Riemann
problem at x = 0 to define the Godunov state Vi+1/2 and construct the conservative
numerical fluxes for the pressure and advection systems as follows:

Pi+1/2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0

ᾱi+1/2 p̄i+1/2

ᾱi+1/2ūi+1/2
(
ρ̄i+1/2ēi+1/2 + p̄i+1/2

)
0

αi+1/2 pi+1/2

αi+1/2ui+1/2
(
ρi+1/2ei+1/2 + pi+1/2

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

Ai+1/2 = ᾱi+1/2ūi+1/2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
ρ̄
ρ̄ū

1
2 ρ̄ū

2

0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

k

+ αi+1/2ui+1/2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
ρ
ρu

1
2ρu

2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

l

, (10)
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where we take

k =
{
i, if ūi+1/2 ≥ 0,

i + 1, if ūi+1/2 < 0,
and l =

{
i, if ui+1/2 ≥ 0,

i + 1, if ui+1/2 < 0

The complete flux for the conservative term is given by Fi+1/2 = Ai+1/2 + Pi+1/2.
Finally, we use the following approximation of the non-conservative terms at the

cell interface xi+1/2 proposed in [7]:

Ti+1/2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ūi+1/2(ᾱi+1 − ᾱi )

0
−( p̄∗

R,i+1/2ᾱi+1 − p̄∗
L ,i+1/2ᾱi )

−ūi+1/2( p̄∗
R,i+1/2ᾱi+1 − p̄∗

L ,i+1/2ᾱi )

0
p̄∗
R,i+1/2ᾱi+1 − p̄∗

L ,i+1/2ᾱi

ūi+1/2( p̄∗
R,i+1/2ᾱi+1 − p̄∗

L ,i+1/2ᾱi )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (11)

The numerical flux constructed in the previous section can be used directly in the
finite volume scheme which in 1D takes the form [7]

Qn+1
i = Qn

i − Δtn

Δxi

(
H−

i+1/2 − H+
i−1/2

)
, (12)

where H−
i+1/2 and H+

i+1/2 are defined by

H−
i+1/2 =

{
Fi+1/2 + Ti+1/2, if ūi+1/2 ≤ 0,

Fi+1/2, if ūi+1/2 > 0,
(13)

H+
i+1/2 =

{
Fi+1/2, if ūi+1/2 ≤ 0,

Fi+1/2 − Ti+1/2, if ūi+1/2 > 0.
(14)

A first-order path-conservative scheme is given by

Qn+1
i = Qn

i − Δtn

Δxi

(
D+

i−1/2 + D−
i+1/2

)
, (15)

where

D+
i−1/2 =

∫ 1

0
M

(
ϕ+
i−1/2(s,Q

n
i−1/2,Q

n
i )

)∂ϕ+
i−1/2

∂s
ds − Ai−1/2,

D−
i+1/2 =

∫ 1

0
M

(
ϕ−
i+1/2(s,Q

n
i ,Q

n
i+1/2)

)∂ϕ−
i+1/2

∂s
ds + Ai+1/2,
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withM(Q) = ∂P
∂Q + T̂(Q) and T̂ = [T, 0, . . . , 0], using the canonical paths

ϕ+
i−1/2(s,Q

n
i−1/2,Q

n
i ) = Qn

i−1/2 + s(Qn
i − Qn

i−1/2),

ϕ−
i+1/2(s,Q

n
i ,Q

n
i+1/2) = Qn

i + s(Qn
i+1/2 − Qn

i ) ,

with Qn
i±1/2 being the Godunov state at the corresponding cell interface.

3 Numerical Results and Efficiency Study

In this section, we test the performance of the TV numerical flux implemented in the
first-order finite volume or path-conservative frameworks using various approximate
Riemann solvers for the associated P-system. We consider the Riemann problem,
introduced in [7], which includes large variations of initial data and non-ideal EOS
for the solid phase. The initial data consists of two constant states separated by a
discontinuity at x = 0.5; the initial data are listed in Table1 and the EOS parameters
are the following: γ = 1.35, γ̄ = 3 and P̄0 = 3400. Transmissive boundary condi-
tions are imposed at x = 0 and x = 1. We use the following estimation for the time
step: Δtn = CCFLΔx/Snmax, where CCFL is prescribed and the expression for Snmax is
given by Snmax = max

i
{|uni | + ani , |ūni | + āni }, i = 1 . . . N , and aii and ā

i
i are the sound

speeds of the gas and solid phase, respectively.
The results of the computations using first-order finite volume and

path-conservative schemes with various Riemann solvers for the P-system are shown
in Fig. 2. For the efficiency study of the TV flux splitting method with various Rie-
mann solvers for the P-system we performed computations on a sequence of meshes
using first order flux splitting schemes as well as the finite-volume scheme with
HLL and HLLC Riemann solvers for the full Baer-Nunziato system. Figure3 is an
efficiency plot, namely an Error versus CPU time plot. The curve “HLLC full” cor-
responds to the finite-volume scheme with the HLLC-type Riemann solver for the
Baer-Nunziato equations from [8], the curve “HLL full” is the numerical solution
obtained by the nonconservative HLL-PVM method applied to the complete unsplit
Baer-Nunziato system according to [3], while other curves correspond to versions of
the TV flux splitting scheme depending on the Riemann solver used for the pressure
system: “HLL-TV” denotes the HLL-PVM Riemann solver of [3], “HLLEM-TV”
denotes the HLLEM solver [5], “NumRoe-TV” corresponds to the numerical Roe
approach of [2] and, finally, “LinRS-TV” illustrates the results from the linearized

Table 1 Initial data

ᾱL ρ̄L ūL p̄L ᾱR ρ̄R ūR p̄R αL ρL uL pL αR ρR uR pR

0.2 1900.0 0.0 10.0 0.9 1950.0 0.0 1000.0 0.8 2.0 0.0 3.0 0.1 1.0 0.0 1.0
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Fig. 2 Numerical (symbol) and exact solution (line) at t = 0.15

Fig. 3 Efficiency plot
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Riemann solver of [9] applied to the pressure system. In practice, we have observed
that the maximum CFL coefficient which guarantees stable results for a range of
test problems depends on the Riemann solver used for the P-system [9]. Therefore,
for the linearized Riemann solver and full HLL solver we set CCFL = 0.9, for HLL-
PVM and HLLEMRiemann solversCCFL = 0.8 and for the numerical Roe approach
CCFL = 0.6. Each curve displays six points of the form (Error, CPU time), corre-
sponding to six meshes. Errors were computed in the L1-norm for the variable ρ̄. In
Fig. 3 we choose Error = 0.002. We see that the TV flux splitting method with the
linearized Riemann solver for the P-system is the most efficient; it takes only 1.88 s
of CPU time to attain the chosen error. This solver is slightly more efficient than the
HLLC scheme of [8] which takes 2.37 s to reach the indicated error; moreover, the
implementation of the HLLC Riemann solver for the Baer-Nunziato equations and
the solution sampling for the numerical flux computation are more complicated than
in the linearized Riemann solver for the P-system. The next most efficient method
is the HLL scheme applied directly to the full Baer-Nunziato system (no flux vector
splitting); it is however 15.7 times more expensive than the present TV splitting
with the linearized Riemann solver for the P-system. Very close to the HLL-full is
the TV splitting with the HLL flux for the P-system, followed by the TV splitting
with numerical Roe flux for the P-system. The most inefficient scheme turns out to
be the TV splitting with HLLEM scheme. However, it should be noted that these
last two schemes are rather general and can easily be implemented to solve more
general hyperbolic systems than the one considered in this paper. See also [4] for
other comparisons of different schemes for the Baer-Nunziato model.

The attraction of the TV splitting is the simplicity with which one can construct
the numerical flux for the full scheme. Such simplicity is two fold, first the work is
centred on a reduced system, namely pressure system; then for such system one can
devise very simple numerical schemes for the associated pressure numerical flux. The
end result is a very simple and efficient scheme for the full system,without sacrificing
robustness and accuracy. As soon as one devises complicated and expensive methods
for the pressure system, the attraction of the TV flux vector splitting approach is lost,
as demonstrated by our efficiency study.
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GPU Accelerated Finite Volume Methods
for Three-Dimensional Shallow Water Flows

Mohamed Boubekeur, Fayssal Benkhaldoun and Mohammed Seaid

Abstract This paper presents a newly developed finite volume method to sim-
ulate three-dimensional free-surface flows on GPU-equipped supercomputer. The
model consists of a class of multi-layered shallow water equations with exchange
terms between layers and the finite volume method uses a predictor-corrector proce-
dure. These techniques are devised to be computationally efficient and well-suitable
for hardwares of multi-core CPUs with many core GPU accelerators. An extensi-
ble multi-threading programming API is used as a common kernel language that
allows runtime selection of different computing devices (GPU and CPU, CUDA and
OpenMP). Numerical results are presented for a circular dam-break problem.

Keywords Shallow water flows · Finite volume methods · GPU computing

1 Introduction

Recently a set of multi-layer shallow water equations has been proposed in [1] to
model vertical effects and mass exchanges in one-dimensional free-surface flows.
Authors in [3] proposed a simple finite volume method to solve this class of multi-
layer shallow water models. The method belongs to predictor-corrector solvers and
avoids the solution of Riemann problems to reconstruct numerical fluxes. In the
predictor stage, the multi-layered shallow water equations are rewritten in a non-
conservative form and the intermediate solutions are calculated using the modified

M. Boubekeur (B) · F. Benkhaldoun
LAGA, Université Paris 13, Sorbonne Paris Cité, 99 Av J.B. Clement,
93430 Villetaneuse, France
e-mail: boubekeur@math.univ-paris13.fr

F. Benkhaldoun
e-mail: fayssal@math.univ-paris13.fr

M. Seaid
School of Engineering and Computing Sciences, University of Durham, Durham, UK
e-mail: m.seaid@durham.ac.uk

© Springer International Publishing AG 2017
C. Cancès and P. Omnes (eds.), Finite Volumes for Complex Applications
VIII—Hyperbolic, Elliptic and Parabolic Problems, Springer Proceedings
in Mathematics & Statistics 200, DOI 10.1007/978-3-319-57394-6_15

137



138 M. Boubekeur et al.

method of characteristics. In the corrector stage, the numerical fluxes are recon-
structed from the intermediate solutions in the first stage and used in the conservative
form of the multi-layered shallow water equations. The proposed method is simple
to implement, and easy to parallelize, and allows to be faster than conventional finite
volume methods, see for instance [2].

A cost effective way to obtain higher performance and reduce time of simulations
consists in using Graphics Processor Units (GPU). The popularity of using these
devices is growing to accelerate computationally intensive tasks, see for example [4]
for a GPU implementation of finite volumemethods for single-layered shallowwater
flows. GPU card presents a massively parallel architecture which includes hundreds
of processing units optimized for performing floating point operations and multi-
threaded execution. These architectures allow to obtain higher performance than
standard CPU at a very affordable price. The objective of the current work is twofold:
on one hand we extend our finite volume method to the two-dimensional multi-
layered shallow water system and on the other hand we implement these techniques
on GPU to speed up the computational process.

2 Multi-layered Shallow Water Equations

In the current work we consider the two-dimensional version of the multi-layered
shallowwater equations proposed in [1]. The system is reformulated in a conservative
form as

∂W
∂t

+ ∂F(W)

∂x
+ ∂G(W)

∂y
= Q(W), (1)

where W is the vector of conserved variable, F and G the vectors of flux functions,
and Q are the vector of source terms

W =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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Q(W) =
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,

where (uα, vα) is the local water velocity for the αth layer, ν the eddy viscosity, g
the gravitational acceleration, ρ the water density, ζb and ηb are the bed shear stress,
and ζw and ηw are the shear of the blowing wind. Here, H denotes the water height
of the whole flow system and lα denotes the relative size of the αth layer with

lα > 0,
M∑

α=1

lα = 1.

The mass exchange term ξ u
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2
is defined as
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and the interface velocity is computed by a simple upwinding following the sign of
the mass exchange term as
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and the interface velocity

vα+ 1
2
=

⎧⎪⎨
⎪⎩
vα, if ξ v

α+ 1
2

� 0,

vα+1, if ξ v
α+ 1

2
< 0.

It should also be pointed out that the layers defined in the model do not refer to
physical interfaces between non-miscible fluids but to a meshless discretization of
the flow domain. Hence, the possibility of water exchange between the layers is
accounted for in themodel. The great interest of this strategy is to preserve an accurate
description of the velocity profile but to deal with a two-dimensional fluid model and
thus to avoid the drawback of remeshing a three-dimensional moving domain for
which the free-surface may present very sharp profiles such as dam-break problems
and hydraulic jumps.

3 GPU Accelerated Finite Volume Characteristics Solver

For the space discretization of the system (1) we cover the spatial domain with cells
Ci j = [xi− 1

2
, xi+ 1

2
] × [y j− 1

2
, y j+ 1

2
] centered at (xi , y j ) with uniform sizes Δx and

Δy for simplicity in the presentation only. We also use the notations

Wi± 1
2 , j (t) = W(t, xi± 1

2
, y j ), Wi, j± 1

2
(t) = W(t, xi , y j± 1

2
),

and Wi, j (t) = 1

Δx

1

Δy

∫ x
i+ 1

2

xi− 1
2

∫ y
i+ 1

2

y j− 1
2

W(t, x, y)dydx,

to denote the point-values and the approximate cell-average of the variable W at
the gridpoint (t, xi± 1

2
, y j ), (t, xi , y j± 1

2
), and (t, xi , y j ), respectively. Integrating the

Eq. (1) with respect to space over the control volume Ci, j , we obtain the following
semi-discrete system

dWi, j

dt
+ Fi+1/2, j − Fi−1/2, j

Δx
+ Gi, j+1/2 −Gi, j−1/2

Δy
= Qi, j , (2)

where Fi±1/2, j = F(Wi±1/2, j ) and Gi, j±1/2 = G(Wi, j±1/2) are the numerical fluxes
at the cell interfaces x = xi±1/2 and y = yi±1/2, respectively. In (2),Qi, j is a consis-
tent discretization of the source termQ in (1). The spatial discretization of Eq. (2) is
resumed when a numerical construction of the fluxes Fi±1/2, j andGi, j±1/2 is chosen.
In general, this construction requires a solution of Riemann problems at the interfaces
xi±1/2 and yi±1/2. From a computational viewpoint, this procedure is very demanding
and may restrict the application of the method to shallow water equations for which
Riemann solutions are not available.
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In the current studywe consider the finite volume characteristicsmethod proposed
in [3] for the numerical solution of one-dimensional counterpart of the system (1).
The method computes the intermediate solutionsWi±1/2, j andWi, j±1/2 by reformu-
lating the system (1) in a non-conservative form and apply the modified method of
characteristics. This step in the method is referred to by predictor stage whereas the
solution is recovered from the corrector stage (2). Details on the implementation of
finite volume characteristics method can be found in [3] and will not be repeated
here. Time integration of the semi-discrete system can be achieved by using any
explicit scheme such as Runge-Kutta methods. For instance, a first-order explicit
Euler scheme applied to (2) yields

Wn+1
i, j = Wn

i, j −
Δt

Δx

(
Fn
i+1/2, j − Fn

i−1/2, j

) + Δt

Δy

(
Gn

i, j+1/2 −Gn
i, j−1/2

) + ΔtQn
i, j ,

(3)
where the time interval is divided into N subintervals [tn, tn+1] with length Δt =
tn+1 − tn for n = 0, 1, . . . , N and Wn denotes the value of a generic function W
at time tn . Because the time integration scheme is explicit, the time step Δt has to
satisfy a stability condition of the form

Δt = C
min (Δx,Δy)

max (λ, μ)
,

whereC is the Courant number to be chosen less than unity, λ andμ are themaximum
of eigenvalues associated to the single-layer model defined as
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,
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∣∣∣vα − √

gH
∣∣∣
)

.

It well established that in the CUDA framework, both the CPU and the GPU main-
tain their own memory. However, it is possible to copy data from CPU memory to
GPU memory and vice versa without any computational difficulties. The GPU is
constituted by a set of multiprocessors for which each of these multiprocessors has a
number of processors and each processor executes the same instructions but it oper-
ates on different data. Using GPU, a kernel is executed by many threads which are
organized forming a grid of thread blocks that run logically in parallel. All blocks
and threads have spatial indices, so that the spatial position of each thread could
be identified in the program and each thread block runs in a single multiprocessor.
Here, four CUDA kernels were implemented: one to compute the mass exchange,
one to compute the characteristics in the predictor stage, one to compute the fluxes,
and the last one to update the solution in the corrector stage. In our implementation,
this architecture is used to implement some kernel functions to compute the solution
Wn+1 at each time step. The combination of the finite volume method for space dis-
cretization and the explicit Euler scheme for time integration offers a straightforward
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parallel execution by considering that each thread represents a control volume. To
minimize the execution time, the data exchange between the CPU and GPU mem-
ories is also limited. Here, the data exchange is used only for initialization and to
export results. It should be stressed that the memory exchange between GPU and
CPU is negligible, it is used only to initialize and to extract the final solution. The
OpenGL library uses GPU to GPU transfer and it is nearly 100GB/s. The CUDA
performance of the code for the mesh with 500× 500 grid-points and 20 layers is
718.65GFLOPS. For each time step, the method is carried out using the following
two steps:

• Predictor step: Three kernel functions are implemented, the first one computes
the mass exchanges terms, the second computes the characteristics, and the last
one computes the numerical fluxes Fi±1/2, j and Gi, j±1/2. Using these kernels, we
compute the intermediate solutions Wi±1/2, j and Wi, j±1/2

• Corrector step: A kernel is implemented to update the solution Wn+1
i, j using the

time stepping (3)
• Post-processing:We useWn+1

i, j to draw the water height using the OpenGL library.

Note that the OpenGL library is integrated in the CUDA platform which allows
displaying the simulated results in real-time without communication between CPU
and GPU memories. All the simulations use a double numerical precision.

4 Numerical Results

We solve the test example of dam-break problem in three-dimensional free-surface
flows. The single-layer version of this example has been investigated in [2] to study
cyclone/anticyclone asymmetry in nonlinear geostrophic adjustment. Hence, we
adapt the same parameters as those used in [2] and the multi-layer system (1) is
solved in the spatial domain [−10, 10] × [−10, 10] subject to Neumann boundary
conditions. The initial conditions are

H(0, x, y) = 1+ 1

4

(
1− tanh

(√
ax2 + by2 − 1

c

))
, uα(0, x, y) = vα(0, x, y) = 0,

where a = 52, b = 25 and c = 0.1. In our simulations g = 1, the eddy viscosity
ν = 0.01 and the courant number C = 0.75. In all our simulations we used for the
GPU card a NVIDA Quadro K5100M with 8 multiprocessors and each processor is
constituted by 192 processors. The times of execution are also compared to those
obtained using CPU simulation which are performed using an OpenMP implemen-
tation. The CPU is an Intel i7 with 8 cores cadenced to 3GHz.

In Fig. 1 we present the water free-surface and velocity field obtained at times
t = 1, 3 and 5s. As can be seen a bore has formed and the water drains from the
deepest region as a rarefaction wave progresses outwards. The flow in that region
becomes supercritical. It is also clear that the numerical solution preserves rotational
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symmetry in a perfect way and the problem is solved correctly by our finite volume
method.

Fig. 1 Water heights (left) and velocity fields (right) obtained for dam-break problem with 20
layers at three different instants using the GPU simulation

Table 1 Execution times in seconds obtained using 5, 10 and 20 layers on different meshes with
50× 50, 100× 100, 200× 200 and 500× 500 gridpoints

5 layers

50× 50 100× 100 200× 200 500× 500

CPU 1 core 0.92 7.62 65.45 1046.14

CPU 8 cores 0.54 3.65 24.76 355.31

GPU 0.47 1.54 6.98 77.26

10 layers

50× 50 100× 100 200× 200 500× 500

CPU 1 core 1.81 15.68 134.40 2202.90

CPU 8 cores 0.96 6.70 45.25 738.15

GPU 0.77 2.82 13.29 157.0

20 layers

50× 50 100× 100 200× 200 500× 500

CPU 1 core 3.43 31.94 273.74 4349.97

CPU 8 cores 1.87 12.90 96.85 1496.98

GPU 1.42 5.71 28.71 360.50
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Next we compare the results obtained for this test problem on the GPU to those
obtained using the CPU for 1 core and 8 cores without the post-processing step.
Table1 summarizes the execution times for both implementations on CPU and GPU
platforms using different numbers of layers and meshes. These execution times do
not include the OpenGL. Here we solve themulti-layer system for 5, 10 and 20 layers
using meshes with 50× 50, 100× 100, 200× 200 and 500× 500 gridpoints, and
the results are reported at the simulation time t = 10 s. It is evident from the results
in Table1 that a linear increase in the execution times results from any increase in
the number of layers in the system for all implementations and meshes. However, in
all considered cases the GPU simulation is the fasted. Computing the mass exchange
terms is not totally parallel because of the dependency between the layers.

5 Conclusion

A GPU accelerated finite volume method is presented for solving three-dimensional
free-surface flows using the multi-layered shallow water equations. The method
combines the modified method of characteristics and the finite volume method in a
predictor and corrector procedures. The method is simple, accurate and avoids res-
olution of Riemann problems in its reconstruction of numerical fluxes. The method
is entirely ported to such a system using CUDA-driver to make fully possible use
of the GPU acceleration capability on large-scale parallel computations. The high-
resolution simulations with large number of layers and gridpoints have been demon-
strated for a circular dam-break problem. The simulation time is compared to CPU
implementation for 1 core and 8 cores by varying the number of layers and mesh
size. We noted that the GPU simulations are the fastest for all cases and for the same
precision.
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the implementation of finite volume characteristics method.

References

1. Audusse, E., Benkhaldoun, F., Sari, S., Seaid, M., Tassi, P.: A fast finite volume solver for
multi-layered shallow water flows with mass exchange. J. Comput. Phys. 272, 23–45 (2014)

2. Benkhaldoun, F., Sari, S., Seaid, M.: Projection finite volume method for shallow water flows.
Math. Comput. Simul. 118, 87–101 (2015)

3. Benkhaldoun, F., Seaid, M.: A simple finite volume method for the shallow water equations. J.
Comput. Appl. Math. 234, 58–72 (2010)

4. Castro, M., Ortega, S., Asunción, M., Mantas, J., Gallardo, J.: GPU computing for shallowwater
flow simulation based on finite volume schemes. C R Mécanique 339, 165–184 (2011)



Projective Integration for Nonlinear BGK
Kinetic Equations

Ward Melis, Thomas Rey and Giovanni Samaey

Abstract We present a high-order, fully explicit, asymptotic-preserving projective
integration scheme for the nonlinear BGK equation. The method first takes a few
small (inner) steps with a simple, explicit method (such as direct forward Euler) to
damp out the stiff components of the solution. Then, the time derivative is estimated
and used in an (outer) Runge–Kutta method of arbitrary order. Based on the spectrum
of the linearized BGK operator, we deduce that, with an appropriate choice of inner
step size, the time step restriction on the outer time step as well as the number of
inner time steps is independent of the stiffness of the BGK source term. We illustrate
the method with numerical results in one and two spatial dimensions.
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1 Introduction

The Boltzmann equation constitutes the cornerstone of kinetic theory. It describes
the evolution of the one-particle mass distribution function f ε(x, v, t) ∈ R

+ as:

∂t f
ε + v · ∇x f

ε = 1

ε
Q ( f ε) (v), (1)
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where t ≥ 0 represents time, and (x, v) ⊂ R
Dx×Dv are the Dx -dimensional particle

positions and Dv-dimensional particle velocities. In Eq. (1), the dimensionless con-
stant ε > 0 determines the regime of the gas flow, for which we roughly identify the
hydrodynamic regime (ε ≤ 10−4), the transitional regime (ε ∈ [10−4, 10−1]), and
the kinetic regime (ε ≥ 10−1). Furthermore, the left hand side of (1) corresponds
to a linear transport operator that comprises the convection of particles in space,
whereas the right hand side contains the Boltzmann collision operator that entails
velocity changes due to particle collisions. However, due to its high-dimensional
and complicated structure, the Boltzmann collision operator is often replaced by
simpler collision models that capture most essential features of the former. The most
well-known such model is the BGK model [1], which models collisions as a linear
relaxation towards thermodynamic equilibrium, and is given by:

∂t f
ε + v · ∇x f

ε = 1

ε
(Mv ( f ε) − f ε), (2)

in which Mv ( f ε) denotes the local Maxwellian distribution, which, for a Dv-
dimensional velocity space, is given by:

Mv ( f ε) = ρ

(2πT )Dv/2
exp

(
−|v − v̄|2

2T

)
:= M ρ,v̄,T

v . (3)

The Maxwellian distribution contains the velocity moments of the distribution func-
tion f ε, which are calculated as:

ρ =
∫
RDv

f εdv, v̄d = 1

ρ

∫
RDv

vd f εdv, T = 1

Dvρ

∫
RDv

|v − v̄|2 f εdv, (4)

where ρ ∈ R
+, v̄ = (

v̄d
)Dv

d=1 ∈ R
Dv and T ∈ R

+ are the density, macroscopic veloc-
ity and temperature, respectively, which all depend on space x and time t . Then, in
the limit ε → 0, the solution to Eq. (2) converges towards M ρ,v̄,T

v , whose moments
in (4) are solution to the compressible Euler system:

⎧⎪⎨
⎪⎩

∂tρ + divx(ρ v̄) = 0,

∂t (ρ v̄) + divx (ρ v̄ ⊗ v̄ + ρ T I) = 0,

∂t E + divx (v̄ (E + ρ T )) = 0,

(5)

in which E is the second moment of f ε, namely its total energy.
In this paper, we construct a fully explicit, asymptotic-preserving, arbitrary order

time integration method for the stiff Eq. (2). The asymptotic-preserving property [6]
implies that, in the limit when ε tends to zero, an ε-independent time step constraint,
of the form Δt = O(Δx), can be used, in agreement with the classical hyperbolic
CFL constraint for the limiting fluid Eq. (5). To achieve this, we will use a projective
integration method, which was introduced in [5] and first applied to kinetic equations
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in [7]. For a comprehensive review of numerical schemes for collisional kinetic
equations such as Eq. (1), we refer to [4]. Although it is known that an implicit
treatment of (2) can be implemented explicitly [4], the order in time is usually
restricted to 2. Therefore, the main advantage of the proposed method is its arbitrary
order in time.

The remainder of this paper is structured as follows. We describe the projective
integration method in more detail in Sect. 2, after which we discuss (in Sect. 3)
the spectral properties of the linearized BGK operator, which are needed to ensure
stability of the method. Some numerical experiments are done in Sect. 4.

2 Projective Integration

Projective integration [5, 7] combines a few small time steps with a naive (inner)
timestepping method (here, a direct forward Euler discretization) with a much larger
(projective, outer) time step. The idea is sketched in Fig. 1.

Inner integrators. We discretize Eq. (2) on a uniform, constant in time, periodic
spatial meshwith spacingΔx , consisting of I mesh points xi = iΔx , 1 ≤ i ≤ I , with
IΔx = 1, and a uniform time mesh with time step δt and discrete time instants t k =
kδt . Furthermore, we discretize velocity space by choosing J discrete components
denoted by v j . The numerical solution on this mesh is denoted by f ki, j , where we have
dropped the superscript ε on discretized quantities. We then obtain a semidiscrete
system of ODEs of the form:

ḟ = Dt (f), Dt (f) = −Dx,v(f) + 1

ε
(Mv (f) − f) , (6)

where Dx,v(·) represents a suitable discretization of the convective derivative v · ∇x

(for instance, using upwind differences), and f is a vector of size I · J .

time
tn−1 tn tn+1

Fig. 1 Sketch of projective integration. At each time, an explicit method is applied over a number
of small time steps (black dots) so as to stably integrate the fast modes. As soon as these modes are
sufficiently damped the solution is extrapolated using a much larger time step (dashed lines)
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As inner integrator, we choose the (explicit) forward Euler method with time step
δt , for which we will, later on, use the shorthand notation:

fk+1 = Sδt (fk) = fk + δtDt (fk), k = 0, 1, . . . . (7)

Outer integrators. In system (6), the small parameter ε leads to the classical time
step restriction of the form δt = O(ε) for the inner integrator. However, as ε goes to
0, we obtain the limiting system (5) for which a standard finite volume/forward Euler
method only needs to satisfy a stability restriction of the form Δt ≤ CΔx , with C a
constant that depends on the specific choice of the scheme.

In [7], it was proposed to use a projective integration method to accelerate such
a brute-force integration; the idea, originating from [5], is the following. Starting
from a computed numerical solution fn at time tn = nΔt , one first takes K + 1 inner
steps of size δt using (7), denoted as fn,k+1, in which the superscripts (n, k) denote
the numerical solution at time tn,k = nΔt + kδt . The aim is to obtain a discrete
derivative to be used in the outer step to compute fn+1 = fn+1,0 via extrapolation in
time:

fn+1 = fn,K+1 + (Δt − (K + 1)δt)
fn,K+1 − fn,K

δt
. (8)

Higher-order projective Runge–Kutta (PRK) methods can be constructed by
replacing each time derivative evaluation ks in a classical Runge–Kutta method by
K + 1 steps of an inner integrator as follows:

s = 1 :
⎧⎨
⎩
fn,k+1 = fn,k + δtDt (fn,k), 0 ≤ k ≤ K

k1 = fn,K+1 − fn,K

δt

(9)

2 ≤ s ≤ S :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

fn+cs ,0
s = fn,K+1 + (csΔt − (K + 1)δt)

∑s−1
l=1

as,l
cs

kl ,

fn+cs ,k+1
s = fn+cs ,k

s + δtDt (fn+cs ,k
s ), 0 ≤ k ≤ K

ks = fn+cs ,K+1
s − fn+cs ,K

s

δt

(10)

fn+1 = fn,K+1 + (Δt − (K + 1)δt)
S∑

s=1

bsks . (11)

To ensure consistency, the Runge–Kutta matrix a = (as,i )Ss,i=1, weights b = (bs)Ss=1,
and nodes c = (cs)Ss=1 satisfy the conditions 0 ≤ bs ≤ 1 and 0 ≤ cs ≤ 1, as well as:

S∑
s=1

bs = 1,
S−1∑
i=1

as,i = cs, 1 ≤ s ≤ S. (12)
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3 Spectral Properties

To choose the method parameters (the size of the small and large time steps δt and
Δt , as well as the number K of small steps), one needs to analyze the spectrum of the
collision operator. In [8], this was done in the hyperbolic scaling for a system with a
linear Maxwellian that serves as a relaxation of a nonlinear hyperbolic conservation
law.

By linearizing the Maxwellian (3) around the global Maxwellian distribution
M ρ∞,v̄∞,T∞

v = M 1,0,1
v , it is shown in [3, p.206] that the resulting linearized equilib-

rium can be written as:

Mlin( f
ε)(x, v, t) =

Dv+1∑
k=0

Ψk(v)(Ψk, f ε)(x, t), (13)

in which the scalar product is defined by:

(g, h) =
∫
RDv

g(v)h(v)
1

(2π)Dv/2
exp

(− |v|2
2

)
dv. (14)

Furthermore, the orthonormal set of basis functions Ψk(v) in (13) are obtained from
a straightforward application of the Gram-Schmidt process to the Dv + 1 collision
invariants (1, v, |v|2), yielding:

(
Ψ0(v), . . . , ΨDv+1(v)

) =
(
1, v1, ..., vDv ,

|v|2 − Dv

2Dv/2

)
. (15)

Using the linearizedMaxwellian (13), the linearized version of the full BGKequation
(2) reads:

∂t f
ε + v · ∇x f

ε = −1

ε
(I − ΠBGK) f ε, (16)

where I denotes the identity operator and ΠBGK is the following rank-(Dv + 2)
projection operator:

ΠBGK f ε =
Dv+1∑
k=0

Ψk(v)(Ψk, f ε). (17)

This shows that the structure of the linearized Maxwellian (13) and the linearized
BGK projection operator (17) are almost identical to those in [8]. We can actu-
ally view these linear kinetic models as a special simplified case of the linearized
BGK equation. Therefore, it is expected that the construction of stable, asymptotic-
preserving projective integrationmethods for the full BGK equation (2) is practically
identical to that in [8]. In particular, the conclusion is that, when choosing δt = ε,
one is able to choose Δt = O(Δx) and K independent of ε, resulting in a scheme
with computational cost independent of ε.
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4 Numerical Experiments

BGK in 1D. As a first experiment, we focus on the nonlinear BGK equation (2) in
1D. We consider a Sod-like test case for x ∈ [0, 1] consisting of an initial centered
Riemann problem with the following left and right state values:

(
ρL , v̄L , TL

) = (1, 0, 1),
(
ρR, v̄R, TR

) = (0.125, 0, 0.25). (18)

The initial distribution f ε(x, v, 0) is then chosen as the Maxwellian (3) correspond-
ing to the above initial macroscopic variables. We impose outflow boundary con-
ditions and perform simulations for t ∈ [0, 0.15]. As velocity space, we take the
interval [−8, 8], which we discretize on a uniform grid using J = 80 velocity nodes.
In all simulations, space is discretized using the WENO3 spatial discretization with
Δx = 0.01. Below, we compare solutions for three gas flow regimes: ε = 10−1

(kinetic regime), ε = 10−2 (transitional regime) and ε = 10−5 (fluid regime).
In the kinetic (ε = 10−1) and transitional (ε = 10−2) regimes, we compute the

numerical solution using the fourth order Runge–Kutta (RK4) time discretization
with time step δt = 0.1Δx . In the fluid regime (ε = 10−5), direct integration schemes
such as RK4 become too expensive due to a severe time step restriction, which
is required to ensure stability of the method. Exploiting that the spectrum of the
linearized BGK equation is close to that of the linear kinetic models used in [8], see
Sect. 3, we construct a projective integration method to accelerate time integration in
the fluid regime. As inner integrator, we select the forward Euler time discretization
with δt = ε. As outer integrator, we choose the fourth-order projective Runge–Kutta
(PRK4) method, using K = 2 inner steps and an outer step of size Δt = 0.4Δx .

The results are shown in Fig. 2, where we display the density ρ, macroscopic
velocity v̄ and temperature T as given in (4) at t = 0.15. In addition, we plot the
heat flux q, which, in a general Dv-dimensional setting, is a vector q = (

qd
)Dv

d=1 with
components given by:

qd = 1

2

∫
RDv

|c|2 cd f εdv, (19)

in which c = (
cd

)Dv

d=1 = v − v̄ is the peculiar velocity. The different regimes are
shown by blue (kinetic), purple (transitional) and green (fluid) dots. The red line
in each plot denotes the limiting (ε → 0) solution of each macroscopic variable,
which all converge to the solution of the compressible Euler equations (5) with ideal
gas law P = ρT and heat flux q = 0. From this, we observe that the BGK solution
is increasingly dissipative for increasing values of ε since the rate with which f ε

converges to its equilibrium Mv ( f ε) becomes slower. In contrast, for sufficiently
small ε, relaxation to thermodynamic equilibrium occurs practically instantaneous
and the Euler equations (5) yield a valid description. Since this is a hyperbolic
system, it allows for the development of sharp discontinuous and shock waves which
are clearly seen in the numerical solution.
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Fig. 2 Numerical solution of the BGK equation in 1D at t = 0.15 for a Sod-like shock test (18)
using WENO3 with Δx = 0.01. RK4 is used for ε = 10−1 (blue dots) and ε = 10−2 (purple dots).
The PRK4 method is used for ε = 10−5 (green dots). Red line hydrodynamic limit (ε → 0)

Shock-bubble interaction in 2D. Here, we consider the BGK equation in 2D and
we investigate the interaction between a moving shock wave and a stationary smooth
bubble,whichwas proposed in [9], see also [2]. This problemconsists of a shockwave
positioned at x = −1 in a spatial domain x = (x, y) ∈ [−2, 3] × [−1, 1] traveling
with Mach number Ma = 2 into an equilibrium flow region. Over the shock wave,
the following left (x ≤ −1) and right (x > −1) state values are imposed [2]:

(
ρL , v̄xL , v̄

y
L , TL

) =
(
16

7
,

√
5

3

7

16
, 0,

133

64

)
,

(
ρR, v̄R, TR

) = (1, 0, 1) . (20)

Due to this initial profile, the shock wave will propagate rightwards into the flow
region at rest (x > −1). Moreover, in this equilibrium region, a smooth Gaussian
density bubble centered at x0 = (0.5, 0) is placed, given by:

ρ(x, 0) = 1 + 1.5 exp
(−16 |x − x0|2

)
. (21)

Then, the initial distribution f ε(x, v, 0) is chosen as the Maxwellian (3) correspond-
ing to the initial macroscopic variables in (20)–(21).We impose outflow and periodic
boundary conditions along the x- and y-directions, respectively, andwe perform sim-
ulations for t ∈ [0, 0.8]. As velocity space, we take the domain [−10, 10]2, which
we discretize on a uniform grid using Jx = Jy = 30. We discretize space using the
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Fig. 3 Shock-bubble interaction. Top contour plot of density (left) and pressure (right). Bottom
density (left) and temperature (right) along y = 0 at t = 0 (black dashed), t = 0.2 (blue), t = 0.4
(purple), t = 0.6 (green) and t = 0.8 (red)

WENO2 spatial discretization with Ix = 200 and Iy = 25. Furthermore, we consider
a fluid regime by taking ε = 10−5.

We construct a PRK4 method with FE as inner integrator to speed up simulation
in time. The inner time step is fixed as δt = ε and we use K = 2 inner steps in
each outer integrator iteration. The outer time step is chosen as Δt = 0.4Δx . To
compare our results with those in [9], where the smallest value of ε is chosen as
ε = 10−2, we regard the one-dimensional evolution of density and temperature along
the axis y = 0. For t ∈ {0, 0.2, 0.4, 0.6, 0.8}, we plot these intersections in Fig. 3.We
conclude that we obtain the same solution structure at t = 0.8 as in [9]. However, our
results are sharper and less dissipative supposedly due to the particular small value
of ε (10−5 vs. 10−2). In contrast to [2], we nicely capture the swift changes in the
temperature profile for x ∈ [0.5, 1] at t = 0.8.
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Asymptotic Preserving Property
of a Semi-implicit Method

Lei Zhang, Jean-Michel Ghidaglia and Anela Kumbaro

Abstract This work focuses on the study of the asymptotic preserving property of a
semi-implicit method. The semi-implicit method, which is a pressure-based method,
has been successfully used to simulate two-phase flows in numerous industrial appli-
cations. Thismethod is used in our studies due to the fact that pressure-basedmethods
generally perform well at low Mach numbers. The semi-implicit method is applied
to the homogeneous equilibrium model (HEM) in this work to simulate two-phase
flows. We show that the semi-implicit method is asymptotic preserving, i.e. the
discretization for a compressible model tends to a consistent discretization for the
related incompressible model at the low Mach number limit. Finally, test cases are
performed to show that the numerical method is able to deal with low Mach number
flows, as well as flows with a wide range of Mach numbers.

Keywords Semi-implicit method · Asymptotic preserving · Homogeneous equi-
librium model · Low mach number

1 Introduction

In numerous situations, there are low Mach number regions within a globally com-
pressible flow, for instance in a nozzle with a large variation in cross-sectional area,
in two-phase flows due to themixture of liquid and gas, etc. Consequently it is impor-
tant to develop a numerical method capable of treating both the compressible (local
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Mach number of order O(1)) and the incompressible regime (very small local Mach
number), which is referred to as all-speed scheme in the literature.

Several authors have used the notion of asymptotic preserving as a guideline to
design such appropriate numerical methods [4–6] with the following definition [4]:
for a physical modelM ε with a perturbation parameter ε (in our context, ε is related
to the Mach number), M 0 represents the limit of M ε when ε −→ 0; given M ε

Δ

a discretization of the physical model M ε, is said to be asymptotic preserving if
its limit as ε −→ 0 is a consistent discretization of the model M 0, moreover the
stability condition should be independent of the parameter ε.

For density-based methods, the CFL time step restriction becomes extremely
stringent for small Mach numbers due to the large discrepancy between the sound
speed and characteristic flow velocity. Therefore a pressure-based method, called
semi-implicit method [9, 10, 12], is adopted in our studies to simulate two-phase
flows using the homogeneous equilibrium model (HEM). In this work, we show that
the semi-implicit method is asymptotic preserving.

This paper is organized as follows. In Sect. 2, the homogeneous equilibriummodel
(HEM) is introduced, as well as the semi-implicit method used to solve this model.
Section3 gives the low Mach limit of the HEM and shows that the semi-implicit
method is asymptotic preserving. Section4 presents two test cases to illustrate that
the semi-implicit method is able to deal with low Mach number flows, as well as
flows with a large range of Mach numbers.

2 HEM and Its Semi-implicit Discretization

The homogeneous equilibriummodel (HEM), which assumes a dynamic and thermal
equilibrium between the two phases of a fluid [13], is used in our study. Although
it is the simplest model for two phase flows it has been used by several authors [14,
15] to simulate applications of industrial interest. The scaled HEM used in our work
is given as follows [16]

(ρ̃)t + ∇̃ · (ρ̃ũ) = 0, (1)

ρ̃(ũ)t + ∇̃ · (ρ̃ũ ⊗ ũ) − ũ∇̃ · (ρ̃ũ) + ∇̃ P̃/M2 = 0, (2)

(ρ̃h̃)t + ∇̃ · (ρ̃ẽũ) + P̃∇̃ · ũ − (P̃)t = 0, (3)

which can be obtained by rescaling variables (ρ, u, x, P, t, h, e) in the original
HEMwith respect to the reference parameters (ρref, uref, xref, Pref,

xref
uref

, Pref
ρref

, Pref
ρref

) [4,

5], for example ρ̃ = ρ/ρref. The parameter M =
√

ρref u2ref/Pref represents the global
Mach number which characterizes a fluid flow. In fact this number is known in the
literature as the Euler number. However in the case of a perfect gas, since γ Pref =
ρref c2ref, we have

√
ρref u2ref/Pref = √

γ uref/cref (where γ is the specific heat ratio, and
cref is a reference speed of sound), and we call this number the global Mach number.
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In the remainder of the paper, the tildes will be omitted for simplicity of notation,
in addition we note ε = M2. The specific enthalpy h is used in energy equation (3),
because in the initial stages of development, we have worked with a water table with
pressure P and specific enthalpy h as independent thermodynamic variables. One
can notice that the HEM has the same form as the Euler equations, except that the
physical quantities are interpreted differently, i.e. ρ, h, e are respectively the density,
the specific enthalpy, and the specific internal energy of a mixture, u is the common
velocity of the two phases, P is the pressure. In addition we have the following
thermodynamic relation h = e + P/ρ.

The resolution of the HEM is the same as for the Euler equations, except that it
is necessary to determine whether a fluid is a mixture or single phase (liquid or gas)
in order to apply different equations of state. This can be done by deducing the gas
mass fraction [3] using the following formula once the pressure P and the specific
enthalpy h are obtained

X = (
h − hsatl (P)

)
/
(
hsatv (P) − hsatl (P)

)
, (4)

where hsatv and hsatl , which are functions of pressure P , are respectively the saturation
specific enthalpy for the gas and for the liquid. If 0 < X < 1, i.e. the fluid is amixture
of gas and liquid, the density is given by

1/ρ = X/ρsat
v (P) + (1 − X) /ρsat

l (P), (5)

whereρsat
v andρsat

l are respectively the saturation density for the gas and for the liquid,
and they are only dependent on the pressure P . Otherwise the fluid is single phase,
and we are in fact resolving the Euler equations. As the HEM and its discretization
is the same as the Euler equations, these two terms will be used interchangeably in
the following.

Using the semi-implicitmethod [9, 10] for the scaled system (1)–(3) over a control
volume K yields

ρn+1
K − ρnK

Δt
+

∑
f (ρ)nf (u)n+1

f · S f

VK
= 0, (6)

ρnK
un+1
K − unK

Δt
+ 1

VK

∑

f

(ρu)nf (u)nf · S f − unK
VK

∑

f

(ρ)nf (u)nf · S f + 1

ε
∇Pn+1

K = 0,

(7)

(ρh)n+1
K − (ρh)nK

Δt
+

∑
f (ρe)

n
f (u)n+1

f · S f

VK
+ Pn

K
VK

∑

f

(u)n+1
f · S f − Pn+1

K − Pn
K

Δt
= 0,

(8)

where VK is the volume of cell K , S f is the area vector on face f pointing outward
from cell K . In the semi-implicit method, the pressure gradient term in momentum
equation (7) and the fluid velocity at a cell face in scalar equations (6) and (8) are
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evaluated implicitly, whereas all other terms are determined explicitly. The pressure
gradient is evaluated using the Green–Gauss reconstruction [2]. In addition, as in
[9], Rhie and Chow’s interpolation [11] is used to determine the velocity at the cell
face between the two cells K and L at time instant tn+1:

un+1
f = 1

2
(un+1

K + un+1
L ) − 1

2ε

(
Δt

ρn
K

+ Δt

ρn
L

)
Pn+1
L − Pn+1

K

|drK L | n f

+ 1

2ε

Δt

ρn
K

∇Pn+1
K + 1

2ε

Δt

ρn
K

∇Pn+1
L , (9)

where drK L is the vector joining the center of cell K to the center of cell L and n f is
the normal vector on face f pointing outward from cell K to cell L. This interpolation
method is used to prevent the well-known checker-board problem [7] encountered
on a mesh with co-located variables (all variables are located at the same position
in a cell). This formulation is used to calculate the velocity at cell face for all the
discretized Eqs. (6)–(8), however the convective term (ρu)nf is determined using the
upwind scheme depending on the sign of un

f . The resolution strategy for the system
consists of obtaining a N × N (N is the number of cells in a mesh) linear system
containing the pressure as an unknown variable from the above discretization, and
one can refer to [9, 16] for details. It should be noticed that this numerical method
is not conservative, and consequently is not able to capture exactly the shock for
compressible flows. In [16], a conservative version of the numerical method was
developed.

3 Asymptotic Preserving Property

The low Mach limit (where P̄ is a constant) of the Euler equations is [4]:

ρ0(u0)t + ∇ · (ρ0u0 ⊗ u0) − u0∇ · (ρ0u0) + ∇P1 = 0, (10)

P0 = P̄, (11)

∇ · u0 = 0, (12)

(ρ0)t + ∇ · (ρ0u0) = 0, (13)

which can be obtained by performing the asymptotic development for the physical
quantities

(·) = (·)0 + ε(·)1 + · · · , (14)

where (·) represents the pressure P , velocity u, specific internal energy e, specific
enthalpy h and density ρ.



Asymptotic Preserving Property of a Semi-implicit Method 159

Nowwe can show that the semi-implicit discretization (6)–(8) of the scaled system
(1)–(3) tends to a discretization of the low Mach limit (10)–(13) as ε −→ 0. As for
the continuous problem, we can postulate for physical quantities at the center of cell
K that (·)mK = (·)m0, K + ε(·)m1, K , where m ∈ {n, n + 1}, and for the fluid velocity at
the cell face (u)mf = (u)m0, f + ε(u)m1, f . We suppose that at time instant tn: Pn

0, K = P̄

(a constant), thus the upwind part used to calculate (u)n0, f of order O
(
1
ε

)
disappears

(see Eq. (9)). Then the discretized momentum Eq. (7) leads to (the equality of terms
of order O

(
1
ε

)
andwith appropriate boundary conditions (see [16] for more details)):

Pn+1
0, K = P̄. (15)

Therefore with a well prepared initial condition P0
0, K = P̄ , the pressure remains

uniform in the domain. The equality of terms of order O(1) in mass equation (6),
momentum equation (7) and energy equation (8) leads to respectively

ρn+1
0, K − ρn

0, K

Δt
+

∑
f (ρ)n0, f (u)n+1

0, f · S f

VK
= 0, (16)

ρn
0, K

un+1
0, K − un0, K

Δt
+

∑
f (ρu)n0, f (u)n0, f · S f

VK
− un0, K

∑
f (ρ)n0, f (u)n0, f · S f

VK
+ ∇Pn+1

1, K = 0,

(17)

(ρe)n+1
0, K − (ρe)n0, K

Δt
+

∑
f (ρe)

n
0, f (u)n+1

0, f · S f

VK
+ Pn

0, K

∑
f (u)n+1

0, f · S f

VK
= 0. (18)

It can be seen that the discretizations (16) and (17) are respectively a consistent dis-
cretization of Eqs. (13) and (10). It remains to be shown that a consistent discretiza-
tion of Eq. (12) can be found from the discretized energy equation (18). Inspired by
the work of [4], the linearisation of ρe with respect to ρ and P leads to (the term
concerning the derivative of ρe with respect to P is zero as the pressure is constant)

(ρe)n+1
0, K − (ρe)n0, K

Δt
= 1

Δt

(
∂(ρ0e0)

∂ρ0

)

P̄

(ρn
0, K , P̄)(ρn+1

0, K − ρn
0, K ), (19)

∑
f (ρe)

n
0, f (u)n+1

0, f · S f

VK
=

(
∂(ρ0e0)

∂ρ0

)

P̄

(ρn
0, K , P̄)

∑
f (ρ

n
0, f − ρn

0, K )(u)n+1
0, f · S f

VK

+ (ρe)n0, K

∑
f (u)n+1

0, f · S f

VK
,

(20)

which can be combined with the discretized mass equation (16) to obtain

[
P̄ + (ρe)n0, K −

(
∂(ρ0e0)

∂ρ0

)

P̄

(ρn
0, K , P̄)ρn

0, K

] ∑
f (u)n+1

0, f · S f

VK
= 0. (21)
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The coefficient P̄ + (ρe)n0, K −
(

∂(ρ0e0)
∂ρ0

)
P̄

(ρn
0, K , P̄)ρn

0, K is generally different to 0

(e.g. for stiffened gas [16]), thus we have
∑

f (u)n+1
0, f · S f = 0, which is effectively

a consistent discretization for Eq. (12).
Furthermore, it was shown in [16] that the stability condition for the semi-implicit

method with co-located variables is the CFL condition limited by the fluid velocity,
and hence is independent of Mach number. In conclusion, the semi-implicit method
for the HEM is asymptotic preserving.

4 Numerical Results

4.1 Single Phase Flow in a Channel with Bump

This test case consists of a single phase flow (Euler equations) at low Mach
numbers in a channel,which is also studied in [1, 3, 8]. The computational domain is a
4m long and 1m high rectangle with a geometric perturbation in the lower wall. The
initial conditions are: p = 105 Pa,u = (ux , 0)m/s, h = 25 × 103 J/kg, with ux =
1, 0.1, 0.01 to have the corresponding Mach numbers M = 10−2, 10−3, 10−4 (the
perfect gas equation of state with γ = 1.4 is used). At the inlet, the velocity and the
specific enthalpy are imposed, whereas the pressure is given at the outlet, with these
values applied throughout the domain as the initial conditions. A slip condition is
specified for the walls. The objective of this test case is to study the behaviour of the
numerical method at low Mach numbers. The Mach number contours for different
fluid velocities at the inlet are presented in Fig. 1. As expected [1], symmetry of the
curves with respect to the geometry is obtained.

Fig. 1 Mach number
contours for different fluid
velocities at the inlet
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Fig. 2 The pressure
variation as a function of
Mach number
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We also evaluate the pressure variation against Mach number, as indicated in
Fig. 2. We can remark that the pressure variation is of order O(M2), which agrees
well with the continuous model (see Eq. (14)). The pressure variation is defined by
Pvar = (Pmax − Pmin) /Pmax,with Pmax the pressuremaximum, and Pmin the pressure
minimum.

4.2 Two-Phase Flow in a Channel with Bump

This test case [3] is similar to the test in the previous section, however at the
inlet the fluid is a liquid that is close to saturation. Therefore, as the pressure drops
around the geometric perturbation (Fig. 3a), a small amount of liquid evaporates, as

Fig. 3 Numerical results for
two-phase flow in a channel
with bump
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indicated in Fig. 3b. Due to the large discrepancy between the sound speed in a liquid
and in a mixture, we can observe a dramatic Mach number change across the phase
transition lines, as illustrated in Fig. 3c. These numerical results agree qualitatively
with those obtained in [3]. This test case shows that the semi-implicit method is able
to simulate flows with a large range of Mach numbers.
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A Finite-Volume Discretization
of Viscoelastic Saint-Venant
Equations for FENE-P Fluids

Sébastien Boyaval

Abstract Saint-Venant equations can be generalized to account for a viscoelastic
rheology in shallow flows. A Finite-Volume discretization for the 1D Saint-Venant
system generalized to Upper-Convected Maxwell (UCM) fluids was proposed in
Bouchut and Boyaval (M3AS 23(08): 1479–1526, 2013, [6]), which preserved a
physically-natural stability property (i.e. free-energy dissipation) of the full system.
It invoked a relaxation scheme of Suliciu type for the numerical computation of
approximate solutions to Riemann problems. Here, the approach is extended to the
1D Saint-Venant system generalized to the finitely-extensible nonlinear elastic fluids
of Peterlin (FENE-P). We are currently not able to ensure all stability conditions a
priori, but the scheme is fully computable. And, using numerical simulations, it
may help understand the famous High-Weissenberg number problem (HWNP) well-
known in computational rheology.
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1 Introduction

Saint-Venant equations standardly model shallow free-surface gravity flows and can
be generalized to account for the viscoelastic rheology of non-Newtonian fluids
[7], Upper-Convected Maxwell (UCM) fluids in particular [6]. Here, we consider a
generalized Saint-Venant (gSV) system for finitely-extensible nonlinear elastic fluids
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using Peterlin closure (i.e. FENE-P fluids [3]) in Cartesian coordinates

∂t h + ∂x (hu) = 0 (1)

∂t (hu) + ∂x
(
hu2 + gh2/2 + hN

) = 0 (2)

λ (∂tσxx + u∂xσxx + 2(ζ − 1)σxx∂xu) = 1 − σxx/(1 − (σzz + σxx )/�) (3)

λ (∂tσzz + u∂xσzz + 2(1 − ζ )σzz∂xu) = 1 − σzz/(1 − (σzz + σxx )/�) (4)

for 1D ey-translation invariant flow along ex under a uniform gravity field−gez with

• mean flow depth h(t, x) > 0 (in case of a non-rugous flat bottom),
• mean flow velocity u(t, x) (for uniform cross sections), plus
• a normal-stress difference N = G(σzz − σxx )/(1 − (σzz + σxx )/�) given by the
two conformation variables σzz, σxx > 0 and constrained by 0 < σzz + σxx < �.

The nonlinear formula N (σzz, σxx ) accounts for finite-extensibility effects of matter
in the elastic response, which are not present in UCM fluids [3]. These are con-
trolled by the parameter � > 0, and one formally recovers UCM fluids [6] (with
linear response) when � → ∞. Besides, the relaxation time λ ≥ 0 and the elastic-
ity modulus G > 0 bear the same meaning as for UCM fluids. In particular, when
λ,G−1 → 0 andGλ < ∞, (1), (2), (3) and (4) formally reduces to the viscous Saint-
Venant system with viscosity ν ≡ 2λG. Last, note that (3) and (4) invoke the quite
general Gordon–Schowalter derivatives with a slip parameter ζ ∈ [0, 1

2 ] constrained
by the hyperbolicity of the system (1), (2), (3) and (4). (This follows after an easy
computation similar to [9]).

In this work, we discuss a Finite-Volume method to solve (numerically) the
Cauchy problem for the nonlinear hyperbolic 1D system (1), (2), (3) and (4). Stan-
dardly, we need to considerweak solutions (in fact, to (6), (7), (8) and (9), see below)
plus admissibility constraints that are physically-meaningful dissipation rules for-
malizing the thermodynamics second principle close to an equilibrium [10]. Here,
we consider the inequality associated with the companion conservation law for the
free-energy

F = h

(
u2

2
+ gh

2
− G

2(1 − ζ )
(� log ((� − (σxx + σzz))/(� − 2)) + log(σxxσzz))

)

that is, on denoting the impulse by P = gh2/2 + hN ,

− Gh

2(1 − ζ )λ

(
σ−1
xx

(
1 − σxx

1 − (σzz + σxx )/�

)2

+ σ−1
zz

(
1 − σzz

1 − (σzz + σxx )/�

)2 )

=: D ≥ ∂t F + ∂x (u(F + P)) (5)

where the left-hand-side is obviously non-positive on the admissibility domain

U � := {0 < h, 0 < σxx , 0 < σzz, σxx + σzz < �} .

Note that we do not consider the vacuum state h = 0 as admissible here, see [9].
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2 Finite-Volume Discretization of FENE-P/Saint-Venant

Piecewise-constant approximate solutions to the Cauchy problem on (t, x)
∈ [0, T ) × R for the gSV system can be defined by a Finite-Volume (FV) method.
With a view to preservingU � and the dissipation (5) after discretization, we choose
q = (h, hu, hσxx , hσzz) as discretization variable. Indeed, the free-energy functional
F is convex on the convex domain U � � q (this follows after an easy computation
from [5, Lemma 1.3]) while it is not convex in the variable (h, hu, hΠ, h	)whatever
smooth invertible functions 
,ς are used for the reformulation of gSV

∂t h + ∂x (hu) = 0 (6)

∂t (hu) + ∂x

(
hu2 + gh2

2
+ hN

)
= 0 (7)

∂t (hΠ) + ∂x (huΠ) = h3−2ζ 
 ′(σxxh2(1−ζ ))

λ

(

1 − σxx

1 − σzz+σxx

�

)

(8)

∂t (h	) + ∂x (hu	) = h2ζ−1ς ′(σzzh2(ζ−1))

λ

(

1 − σzz

1 − σzz+σxx

�

)

(9)

withΠ = 
(σxxh2(1−ζ )),	 = ς(σzzh2(ζ−1)) (computations are similar to [6,Appen-
dix]). In the sequel, we therefore discretize a quasilinear system with source

∂t q + A(q)∂xq = S(q) , (10)

but thanks to (6), (7), (8) and (9) and the dissipation rule (5), there is no ambiguity
(for those discontinuous solutions built using a Riemann solver at least, see [2, 9,
12]).

2.1 Time Splitting Method

In a cell (xi−1/2, xi+1/2), i ∈ Z, with volume Δxi = xi+1/2 − xi−1/2 > 0 and center
xi = (xi−1/2 + xi+1/2)/2, we approximate q solution to (10) onR≥0 × R � (t, x) by

qn+1
i ≈ 1

Δxi

∫ xi+1/2

xi−1/2

q(t, x)dx, i ∈ Z, t ∈ (tn, tn+1]

ona timegrid 0 = t0 < t1 < · · · < tn < tn+1 < · · · < t N = T whereΔtn = |tn+1 −
tn| will be chosen small enough compared with Δx = supi∈Z Δxi < ∞ to ensure
stability.

More precisely, we have in mind the numerical approximation of q as solu-
tion to a (well-posed) Cauchy problem for (10) on R≥0 × R given some ini-
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tial condition q(t → 0+) = q0 ∈ L∞(R). So we start from approximations q0
i ≈

1
Δxi

∫ xi+1/2

xi−1/2
q0(x)dx , i ∈ Z, and define the cell values qn

i for each n = 1, . . . , N by a
(two-step) time scheme:
(i) first, an approximate solution on [tn, tn+1) to the homogeneous gSV system (i.e.
without the source term S) is computed by an explicit three-point scheme

qn+1/2
i = qn

i − Δtn

Δxi

(
Fl(q

n
i , qn

i+1) − Fr (q
n
i−1, q

n
i )

)
, (11)

(ii) next, an approximate solution to the full gSV system on (tn, tn+1] is computed

qn+1
i = qn+1/2

i + Δtn S(qn+1
i ) . (12)

Then, we require the scheme

qn+1
i = qn

i − Δtn

Δxi

(
Fl(q

n
i , qn

i+1) − Fr (q
n
i−1, q

n
i )

) + Δtn S(qn+1
i ) (13)

to be consistent with the conservative formulation (6), (7), (8) and (9) in the sense
of [5, 2.1], i.e. the numerical fluxes Fl, Fr are required to satisfy Fl,h = Fr,h := Fh ,
Fl,hu = Fr,hu := Fhu …with Fh(q, q) = hu|q , Fhu(q, q) = (hu2 + gh2/2 + hN )|q
etc. To that aim, we shall define Fl and Fr using a simple approximate Riemann
solver [11] for (6), (7), (8) and (9). Moreover, with a view to preserving U � and a
discrete version of (5)

F(qn+1/2
i ) − F(qn

i ) + Δtn

Δxi

(
G(qn

i , qn
i+1) − G(qn

i−1, q
n
i ))

) ≤ 0 (14)

for a numerical free-energy flux function consistent with G(q, q) = u(F + P)|q
in (5), we shall discuss the relaxation technique introduced by Suliciu as simple
Riemann solver in the sequel. For analogous systems equipped with an entropy that
is convex in the discretization variable similarly to F , discretizations that satisfy an
entropy inequality could be constructed with that Riemann solver in the past [4–6].

In the end, the scheme (13) computed from (11) and (12) satisfies:

Proposition 1 If (14) holds, then a discrete free-energy dissipation holds

F(qn+1
i ) − F(qn

i ) + Δtn

Δxi

(
G(qn

i , qn
i+1) − G(qn

i−1, q
n
i ))

) ≤ Δtn D(qn+1
i ) . (15)

Proof On noting hn+1/2
i = hn+1

i , un+1/2
i = un+1

i it suffices to show that

λ
(
σ n+1
xx,i − σ n

xx,i

)
/Δtn = 1 − σ n+1

xx,i /(1 − (σ n+1
zz,i + σ n+1

xx,i )/�)

λ
(
σ n+1
zz,i − σ n

zz,i

)
/Δtn = 1 − σ n+1

zz,i /(1 − (σ n+1
zz,i + σ n+1

xx,i )/�)
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imply F(qn+1
i ) − F(qn+1/2

i ) ≤ Δtn D(qn+1
i ) ≤ 0 . Now, this is a consequence of the

convexity of F |h,u in (σxx , σzz) and ∇(σxx ,σzz)F |h,u · S = D.

2.2 Suliciu Relaxation of the Riemann Problem Without
Source

For all time ranges t ∈ [tn, tn+1), n = 0 . . . N − 1, we now define at each interface
xi+ 1

2
, i ∈ Z, between cells i and i + 1 consistent numerical flux functions Fl and Fr

Fl(ql , qr ) = F0(ql) − ∫ 0
−∞

(
R(ξ, ql , qr ) − ql

)
dξ,

Fr (ql , qr ) = F0(qr ) + ∫ ∞
0

(
R(ξ, ql , qr ) − qr

)
dξ,

(16)

invoking an approximate solution R
(
(x − xi+1/2)/(t − tn), qn

i , qn
i+1

)
to theRiemann

problem for (10) with initial condition qn
i 1x<0 + 1x>0qn

i+1 at t = tn , and any F0.
In this work, we propose as approximate solution that given by Suliciu relaxation

R(ξ, ql , qr ) = LR (ξ,Ql ,Qr ) , (17)

i.e. the projection (operator L) onto q ≡ (h, hu, hσxx , hσzz) of the exact solution
R (ξ,Ql ,Qr ) to the Riemann problem for a system with relaxed pressure

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂t h + ∂x (hu) = 0

∂t (hu) + ∂x (hu
2 + π) = 0

∂t (σxxh
2(1−ζ )) + u∂x (σxxh

2(1−ζ )) = 0

∂t (σzzh
2(ζ−1)) + u∂x (σzzh

2(ζ−1)) = 0

∂t (hπ) + ∂x (huπ + uc2) = 0

∂t
(
h(u2/2 + ê)

) + ∂x
(
hu(u2/2 + ê) + uπ

) = 0

∂t c + u∂xc = 0

(18)

and initial condition given by (o = l, r )

Qo = (
ho, (hu)o, h

1−2ζ
o (hσxx )o, h

2ζ−3
o (hσzz)o, hoP(qo), (hu)2o/2ho + e(qo), co

)
,

(19)
where co(ql , qr ) are chosen so as to ensure stability, that is the dissipation rule (14)
here (see below). The Riemann solver R is consistent under the CFL condition

Δtn ≤ 1

2
inf
i∈Z

1

Δxi
max

(
uni − cl(q

n
i , qn

i+1)/h
n
i , u

n
i + cr (q

n
i , qn

i+1)/h
n
i+1

)
, (20)



168 S. Boyaval

and has an analytic expression as a function of qo and co since the hyperbolic system
(18) fully decomposes into linearly degenerate eigenfields (see formulas in [5, 6]).

It remains to specify a choice of functions cl , cr preservingU � and ensuring (14).
Although it is not clear whether our construction allows one to approximate solu-

tions on any time ranges t ∈ [0, T ), since the series
∑

n Δtn may be bounded uni-
formly for all space-grid choice (supi |uni |may grow unboundedly as n → ∞), spec-
ifying such cl , cr defines a fully computable scheme. In particular, the nonlinear
system (12) at step (ii) is quadratic, with at least one admissible solution for any Δtn

that is analytically computable.
Note however a difficulty here for FENE-P fluids with cl , cr . Suliciu relaxation

approach (18) was retained at step (i) because the solver often allows one to preserve
invariant domains like U � and a dissipation rule (14) through well-chosen cl , cr ,
see e.g. [4–6]. Indeed, on noting the exact Riemann solution to (18), to get (14) on

choosing G(ql , qr ) = u
(
h
(
u2

2 + ê
) + π

)
|R(0,ql ,qr ), it is enough that ∀ql , qr ∈ U �

qξ := LR (ξ,Ql ,Qr ) ∈ U � and h2ξ ∂h |h2−2ζ σxx ,h2ζ−2σzz P(qξ ) ≤ c2ξ , ∀ξ ∈ R (21)

where cξ = cl(ql , qr ) if ξ < u∗ and cξ = cr (ql , qr ) if ξ > u∗ with u∗ :=
clul + πl + crur − πr

cl + cr
.

One can easily propose cl , cr satisfying the first condition in (21), i.e.

1

h∗
l

= 1

hl

(
1 + cr (ur − ul) + πl − πr

(cl/hl)(cl + cr )

)
> 0 (22)

1

h∗
r

= 1

hr

(
1 + cl(ur − ul) + πr − πl

(cr/hr )(cl + cr )

)
> 0 (23)

as usual for Saint-Venant systems, plus the admissibility conditions (o = l/r )

(h∗
o)

2(1−ζ )(ho)
2(ζ−1)σzz,o + (h∗

o)
2(ζ−1)(ho)

2(1−ζ )σxx,o < � (24)

for any σzz,o, σxx,o > 0 satisfying σzz,o + σxx,o < � (see below). But the second con-

dition is usually treated for a monotone function φo : h → h
√

∂h|h2−2ζ
o σxx,o,h

2ζ−2
o σzz,o

P .

Unfortunately, a lengthy (but easy) computation shows that the latter is not monotone
here, so the standard method to choose cl , cr a priori does not apply.

2.3 Choice of Relaxation Parameter

We treat the first part of (21) as usual and define co = max(hoao, c̃o), where ao :=√
∂h P(qo) and o = l/r , such that the functions c̃o(ql , qr ) ensure (22), (23) and (24).
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First, let us inspect (22) and (23) classically following [8, Sect. 3.3]. Denot-
ing alYl = (ul − ur )+ + (πr−πl )+

hlal+hr ar
≥ 0, arYr = (ul − ur )+ + (πl−πr )+

hlal+hr ar
≥ 0 so 1

h∗
o

≥
1−hoaoYo/co

ho
, it then holds (h∗

o)
−1 ≥ (ho)−1yo > 0 with yo := 1 − Yo

1+αoYo
∈ ( αo−1

αo
, 1]

provided one chooses c̃o > 0 such that co ≥ hoao(1 + αoYo) for αo > 1. This yields
h∗
o ∈ (0, ho/yo] and thus (22) and (23) in particular.
On the other hand, let us now inspect (24), which rewrites with h∗

o > 0

woAo + w−1
o Bo < 1 ⇔ 2Aowo ∈

(
1 − √

1 − 4AoBo, 1 + √
1 − 4AoBo

)
⊂ R>0.

(25)
Here wo = (h∗

o/ho)
2(1−ζ ), Ao = σzz,o/�, Bo = σxx,o/� are positive such that Ao +

Bo < 1 (hence AoBo ≤ Ao(1 − Ao) ≤ 1
4 ) and 2(1 − ζ ) ∈ [1, 2]. The upper-bound

in (25) is satisfied with αo = (w+
o )

1
2(1−ζ ) /((w+

o )
1

2(1−ζ ) − 1) > 1, on noting

(w+
o )

1
2(1−ζ ) :=

(
(1 + √

1 − 4AoBo)/(2Ao)
) 1

2(1−ζ ) ≥ αo

αo − 1
≥ 1/yo ≥ h∗

o/ho . (26)

It remains to ensure the lower bound in (25). Obviously, w−
o := 1−√

1−4AoBo

2Ao
< 1 so

one only needs to inspect the case h∗
o ≤ ho. Now, with alWl =

(ur − ul)+ + (πl−πr )+
hlal+hr ar

≥ 0, arWr = (ur − ul)+ + (πr−πl )+
hlal+hr ar

≥ 0, if co ≥ hoao

Wo((w−
o )

− 1
2(1−ζ ) − 1)−1 then holds

(w−
o )

1
2(1−ζ ) ≤ (1 + aohoWo/co)

−1 ≤ h∗
o/ho .

At the end, we claim the following choices

cl = hl max

(
al + αl

(
(ul − ur )+ + (πr − πl )+

hlal + hrar

)
, βl

(
(ur − ul )+ + (πl − πr )+

hlal + hrar

))
(27)

cr = hr max

(
ar + αr

(
(ul − ur )+ + (πl − πr )+

hlal + hrar

)
, βr

(
(ur − ul )+ + (πr − πl )+

hlal + hrar

))
(28)

satisfy simultaneously (22), (23) and (24) in a compatible waywith ao = √
∂h P(qo),

αo = max(2, (w+
o )

1
2(1−ζ ) /((w+

o )
1

2(1−ζ ) − 1)), βo = (w−
o )

1
2(1−ζ ) /(1 − (w−

o )
1

2(1−ζ ) )), w−
o =

�−√
�−4σzz,oσxx,o

2σzz,o
,w+

o = �+√
�−4σzz,oσxx,o

2σzz,o
, for o = l/r . Moreover, note that we have cho-

sen αo such that all subcharacteristic conditions (21) are satisfied in the � → ∞ limit,
hence also the free-energy dissipation (15). Indeed, φo is monotone in the � → ∞
limit and one can then apply the standard method to choose cl , cr [6].

3 Conclusion

Wehave proposed a fully computable FVdiscretization for a 1Dnonlinear hyperbolic
system modelling viscoelastic shallow flows with a new ingredient in comparison
with [6]: a (physical) bound on the elastic behaviour σxx + σzz .



170 S. Boyaval

But the free-energy dissipation criterium proposed herein, for consistency of
approximating sequences with admissible solutions, cannot be ensured a priori by
classical relaxation techniques.

In fact, numerical experiments even seem to indicate that the dissipation may be
difficult to satisfy for Riemann problems with sufficiently large initial data, small �
and fine meshes, even when the scheme does not blow up.

A careful analysis of such specific situations may help understand the famous
High-Weissenberg problem, well-known in the field of computational rheology [1,
13]. This remains to be done in the future.
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Palindromic Discontinuous Galerkin Method

David Coulette, Emmanuel Franck, Philippe Helluy, Michel Mehrenberger
and Laurent Navoret

Abstract We present a high-order scheme for approximating kinetic equations with
stiff relaxation. The construction is based on a high-order, implicit, upwind Discon-
tinuous Galerkin formulation of the transport equations. In practice, because of the
triangular structure of the implicit system, the computations are explicit. High order
in time is achieved thanks to a palindromic composition method. The whole method
is asymptotic-preserving with respect to the stiff relaxation and remains stable even
with large CFL numbers.

Keywords Lattice boltzmann · Discontinuous galerkin · Implicit · Composition
method · High order · Stiff relaxation.
MSC (2010): 65L04 · 65M99

1 Introduction

The Lattice Boltzmann Method (LBM) is a general method for solving systems of
conservation laws [5]. The LBM relies on a kinetic representation of the system
of conservation laws by a small set of transport equations coupled through a stiff
relaxation source term. The kinetic model is solved with a splitting method, in which
the transport and relaxation steps are treated separately. Usually, the transport is
exactly solved by the characteristic method.

The main drawback of the LBM is that it requires regular grids and that the
time step Δt is imposed by the grid step Δx . In this paper, we thus prefer to solve
the transport equation with a Discontinuous Galerkin (DG) method. We extend the
DGLBM [12] in several directions. The first improvement is to apply an implicit
DG method instead of an explicit one for solving the transport equations. This can
be done at almost no additional cost. Indeed, with an upwind numerical flux, the
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linear system of the implicit DG method is triangular and, in the end, can be solved
explicitly. In this way, we obtain stable methods even with high CFL numbers. This
kind of ideas can be found for instance in [3, 6].

The second improvement is to construct a high order time integrator that remains
accurate even for infinitely fast relaxation, thanks to a composition method [11].

We validate our approach on a few one-dimensional test cases.

2 A Vectorial Kinetic Model

We consider the following kinetic equation

∂t f +
D∑

k = 1

Vk∂kf = 1

τ
(feq(f) − f). (1)

The unknown is a vectorial distribution function f(x, t) ∈ R
n depending on the space

variable x ∈ R
D and time t ∈ R. The relaxation time τ is a small positive constant.

The constant matrices Vk , 1 ≤ k ≤ d are diagonal. In other words (1) is a set of
transport equations at constant velocities coupled through a stiff BGK relaxation.

Generally this kinetic model is an approximation of an underlying hyperbolic
system of conservation laws. The macroscopic conservative variables w(x, t) ∈ R

m

are obtained through a linear transformation

w = Pf

where P is a m × n constant matrix. Generally the number of conservative variables
is smaller than the number of kinetic data:m < n. The equilibrium distribution feq(f)
is such that

Pf = Pfeq(f),

and
w = Pf = Pg ⇒ feq(f) = feq(g). (2)

When τ → 0, the kinetic equations provide an approximation of the system of con-
servation laws

∂tw +
D∑

k=1

∂kqk(w) = 0,

where the flux is given by

qk(w) = PVkfeq(f), w = Pf .
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The flux is indeed a function of w only because of (2). For more details, we refer
to [1, 4, 8]. In the following, without loss of generality, we shall only consider the
one-dimensional case D = 1.

3 Implicit Discontinous Galerkin (DG) Method

In this section, we briefly recall how to approximate the transport equation by a DG
method of order d, based on Lagrange polynomials. We wish to approximate the
solution f (x, t) of a scalar transport equation in the case v > 0 (the case v < 0 is
obtained in a similar way)

∂t f + v∂x f = 0.

The space variable x ∈ [a, b]. We split the interval [a, b] into Nx cells of size
h = (b − a)/Nx . In each cell C�, � = 0 . . . Nx − 1, we consider the d + 1 Gauss–
Lobatto points x�,i , i = 0 . . . d, associated to quadrature weights ω�,i . The DG basis
function ϕ�,i has its support in cell � and in addition satisfies the interpolation prop-
erty ϕ�,i (x�, j ) = δi j . The transported function f (x, t) is then approximated by an
expansion on the DG basis

f (x, t) � fh(x, t) =
d∑

j = 0

f�, j (t)ϕ�, j (x), x ∈ C�.

We can also identify fh with a vector of RN , N = Nx (d + 1) + 2, fh = ( f0(t),
f0,0(t), f0,1(t), . . . , fNx−1,d(t), fN−1(t)). It is useful to consider the boundary values
f0 = f−1,d and fNx ,0 = fN−1 as artificial unknowns. For simplicity, we will also
assume that the boundary conditions do not depend on time. Now we apply the DG
formulation to fh : for all cell C� and all test function ϕ�,i

∫

C�

(∂t fh + v∂x fh)ϕ�,i + v
(
f�,0 − f�−1,d

)
ϕ�,i (x�,0) = 0. (3)

Let us point out the upwind nature of the formulation (3): when v > 0, for computing
the values inside cell C� we only need the knowledge of the values inside cell C�−1,
or the left boundary condition. Therefore, after applying a Gauss-Lobatto quadrature
to (3), we obtain a set of linear differential equations

∂t fh + Lhfh = 0, (4)

whereLh is a lower block-triangularmatrix (with agoodnumberingof theunknowns).
The diagonal blocks are of size (d + 1) × (d + 1). If the velocity v < 0, the structure
is similar. Therefore, in the following, we adopt the same notation Lh for the scalar
or vectorial DG transport operator.
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4 High Order Time Integration

We can also define an approximation Nh of the collision operator N defined by
Nf = (feq(f) − f)/τ . The DGLBM approximation of (1) finally reads

∂t fh = Lhfh + Nhfh .

We use the following Crank–Nicolson second order time integrator for the transport
equation:

exp(ΔtLh) � T2(Δt) := (I + Δt

2
Lh)(I − Δt

2
Lh)

−1. (5)

Similarly, for the collision integrator, we use

exp(ΔtNh)fh � C2(Δt)fh = (2τ − Δt)fh
2τ + Δt

+ 2Δtfeqh (fh)
2τ + Δt

. (6)

When τ → 0, it becomes

C2(Δt)fh = 2feqh (fh) − fh . (7)

An integrator M2(Δt) is time-symmetric if it satisfies

M2(−Δt) = M2(Δt)−1, M2(0) = I d. (8)

This property implies thatM2 is necessarily a second order approximation of the exact
integrator [9, 11]. As explained in [7], T2 and C2 are time-symmetric when τ > 0.
But, because of (7), C2 is no more symmetric for τ = 0. Therefore, the usual Strang
splitting operator is not time-symmetric either. We rather consider the following
splitting method, which is time-symmetric and remains second order accurate even
for infinitely fast relaxation:

M2(Δt) = T2(
Δt

4
)C2(

Δt

2
)T2(

Δt

2
)C2(

Δt

2
)T2(

Δt

4
).

By palindromic compositions of the second order method M2 it is then very easy to
achieve any even order of accuracy. See [7, 9, 11]. A general palindromic scheme
with s + 1 steps has the form

Mp(Δt) = M2(γ0Δt)M2(γ1Δt) . . . M2(γsΔt), (9)

where the γi ’s are real numbers such that

γi = γs−i , 0 ≤ i ≤ s.
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For p = 4 and s = 4 we have for example the fourth-order Suzuki scheme (see [9,
11, 13])

γ0 = γ1 = γ3 = γ4 = 1

4 − 41/3
, γ2 = − 41/3

4 − 41/3
. (10)

This scheme requires five stages and one negative time step. For p = 6 and s = 8,
we have also the sixth-order Kahan-Li scheme [10] given by:

γ0 = γ8 = 0.392161444007314139275655330038 . . .

γ1 = γ7 = 0.332599136789359438604272125325 . . .

γ2 = γ6 = −0.7062461725576393598098453372227 . . .

γ3 = γ5 = 0.0822135962935508002304427053341 . . .

γ4 = 0.798543990934829963398950353048 . . .

(11)

The methods (10) and (11) require to apply the elementary collision or transport
bricks C2 and T2 with negative time steps −Δt < 0.

The exact transport operator is perfectly reversible. If we were using an exact
characteristic solver, negative time steps would not cause any problem. However,
the DG approximation introduces a slight dissipation due to upwinding. In order to
ensure stability, we have thus to replace T2(−Δt) with a more stable operator. This
can be done by observing that solving ∂t f + v∂x f = 0 for negative time t < 0 is
equivalent to solve ∂t ′ f − v∂x f = 0 for t ′ = −t > 0. Therefore we simply apply
the DG solver T ′

2(Δt) with opposite velocities instead of T2(−Δt).
The numerical collision operator C2 is reversible when τ → 0. Actually, it does

not depend on Δt anymore (see (7)). In this stage, negative time steps do not cause
any difficulty, at least when τ � Δt .

5 Numerical Results

In this section we consider an isothermal compressible flow of density ρ and velocity
u. The sound speed is fixed to c = 0.6. The conservative system is given by m = 2
and w = (ρ, ρu), q(w) = (ρu, ρu2 + c2ρ). The kinetic model is given by n = 4 and

V = diag(−λ,λ,−λ,λ), P =
(
1 1 0 0
0 0 1 1

)
,

f eq2k−1 = wk

2
− q(w)k

2λ
, f eq2k = wk

2
+ q(w)k

2λ
, k = 1, 2.

The lattice velocity λ has to satisfy the sub-characteristic condition λ > |u| + c.



176 D. Coulette et al.

5.1 Smooth Solution

For the first validation of the method we consider a test case with a smooth solution,
in the fluid limit τ = 0. The initial condition is given by

ρ(x, 0) = 1 + e−30x2 , u(x, 0) = 0.

The sound speed is set to c = 0.6 and the lattice velocity to λ = 2. We define the
CFL number β = λΔt/δ, where δ is the minimal distance between two Gauss-
Lobatto points in the mesh. First, the CFL number is fixed to β = 5. We consider
a sufficiently large computational domain [a, b] = [−2, 2] and a sufficiently short
final time tmax = 0.4 so that the boundary conditions play no role. The reference
solution f(·, tmax) is computed numerically with a very fine mesh. In the DG solver
the polynomial order in x is fixed to d = 5.

On Fig. 1 (left picture) we give the results of the convergence study for the smooth
solution. We consider the L2 error.

Wemake the same experiment withβ = 50. The convergence study for the Suzuki
and Kahan-Li schemes is also presented on Fig. 1 (right picture). At high CFL, not
only the scheme remains stable, but the high accuracy is also preserved.

Fig. 1 Convergence study for several palindromic methods, order 2 (red), 4 (blue) and 6 (green).
The dotted lines are reference lines with slopes 2, 4 and 6 respectively. Left CFL number β = 5.
Right CFL number β = 50
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Fig. 2 Riemann problem with τ = 0. Comparison of the exact solution (green curve), and the
numerical sixth-order solution (purple curve). Left density. Right velocity

5.2 Behavior for Discontinuous Solutions

We have also experimented the scheme for discontinuous solutions. Of course, in this
case the effective order of the method cannot be higher than one and we expect Gibbs
oscillations near the discontinuities. On the interval [a, b] = [−1, 1], we consider a
Riemann problem with the following initial condition

ρ(x, 0) =
{
2 if x < 0,

1 otherwise.
, u(x, 0) = 0.

We consider numerical results in the fluid limit τ = 0. On Fig. 2 we compare the
sixth-order numerical solutionwith the exact one at t = tmax = 0.4 for a CFL number
β = 3 and Nx = 100 cells. We observe that the high order scheme is able to capture
a precise rarefaction wave and the correct position of the shock wave. We observe
oscillations emanating from the points where the solution is not smooth (shocks and
boundaries of the rarefaction wave), as expected.

6 Conclusion

In this paper we have described a new numerical method, the Palindromic Discon-
tinuous Galerkin Method, for solving kinetic equations with stiff relaxation. The
method has the following features:

• The transport solver is based on an implicit, high-order, upwind Discontinuous
Galerkin method. Thanks to the upwind flux, the linear system to be solved at
each time step is triangular.
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• Time integration is high-order, based on a general palindromic composition
method. We have tested it up to order 6. The method is low-storage.

• The scheme remains stable and accurate at high CFL numbers and for infinitely
fast relaxation.

We are currently working on the extension of the method to higher dimensions and
to optimizations of the implementation on hybrid computers (preliminary results
can be found in [2]). We are also studying the possibility of more general boundary
conditions. For practical applications it will be important to add to the method a
limiter strategy for controlling oscillations in shock waves.
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Abstract We present new implicit-explicit (IMEX) finite volume schemes for
numerical simulation of cloud dynamics. We use weakly compressible equations
to describe fluid dynamics and a system of advection-diffusion-reaction equations
to model cloud dynamics. In order to efficiently resolve slow dynamics we split the
whole nonlinear system in a stiff linear part governing the acoustic and gravitational
waves as well as diffusive effects and a non-stiff nonlinear part that models non-
linear advection effects. We use a stiffly accurate second order IMEX scheme for
time discretization to approximate the stiff linear operator implicitly and the non-
stiff nonlinear operator explicitly. Fast microscale cloud physics is approximated by
small scale subtractions.
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1 Mathematical Model

In this paper we present a new operator splitting finite volume method for weakly
compressible flows including cloud dynamics. The mathematical model consists of
the Navier–Stokes equations describing weakly compressible fluid flow including
viscous and friction effects. Further atmospheric factors like the Coriolis force and
turbulence are not considered in this paper. In order to model microscale cloud
physics we add evolution equations for water vapor, cloud water and rain. Phase
change between these phases is modeled by an advection-diffusion-reaction system.
Note that the total mass of the dry air remains constant, whereas the momentum and
energy are not conserved, but satisfy the balance laws.

Let p̄, ρ̄, ū(= 0), θ̄ , ρθ express the pressure, density, velocity, potential temper-
ature and energy for a dry background state, which is in the hydrostatic equilibrium

∂x3 p̄ = −ρ̄g,

where g = 9.81 (m/s2) is the gravitational acceleration. Furthermore let p′, ρ ′, u′, θ ′,
(ρθ)′ stand for the corresponding perturbations of the background states. Thus, we
have p = p̄ + p′, ρ = ρ̄ + ρ ′, θ = θ̄ + θ ′, and (ρθ) = ρ̄θ̄ + ρ̄θ ′ + ρ ′θ̄ + ρ ′θ ′ ≡
ρθ + (ρθ)′. Since the background velocity ū = 0, it holds u ≡ u′ and we will omit
the prime symbol hereinafter.

In order to avoid numerical instabilities due to the multiscale flow behavior in the
case of low Mach number limit, numerical simulations are typically realized for the
perturbations, which satisfy the following equations

∂tρ
′ + ∇ · (ρu) = 0,

∂t (ρu) + ∇ · (
ρu ⊗ u + p′ Id−ρμm

(∇u + (∇u)T
)) = −ρ ′ge3 ≡ −ρ ′g

⎛

⎝
0
0
1

⎞

⎠ ,

∂t (ρθ)′ + ∇ · (ρθu − ρμh∇θ) = Sθ , (1)

where μm, μh are viscosity and heat conductivity constants. To include the moist
dynamics we use in (1)3 instead of the potential temperature for dry air the moist
potential temperature. Denoting T the temperature, the moist potential temperature
can be approximated as

θ = Rm

R
T

(
p0
p

)Rm/cp

,

where p0 = 105 (Pa) is the reference pressure, R = 287.05 (J/(kg · K)) is the gas
constant of dry air, Rm = (1 − qv − qc − qr )R + qvRv is the modified gas constant
of moist air and cp = 1005 (J/(kg ·K)), Rv = 461.51 (J/(kg ·K)). The mass fractions
of water vapor, cloud water and rain are denoted by qv, qc and qr , respectively; their
evolution equations will be specified below, cf. (2).
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In order to close the systemwe determine pressure from the state equation includ-

ing moisture p = p0
(

Rρθ

p0

)γm
, γm = cp

cp−Rm
. The source term Sθ that is related to

the cloudmicrophysics formoist processes, cf. (2), expresses the released or absorbed
latent heat. For dry case Rm reduces to R and Sθ = 0.

For representing (liquid) clouds in models, different approaches are described
in literature, see, e.g., [4, 6] and references therein. In the present study we use a
so-called single moment scheme, i.e., evolution equations for mass concentrations
of water vapor qv, cloud water qc and rain qr are coupled to the system of Eq. (1).
The formulation of cloud models is not possible from first principles, since some
approximations and fits to experimental data must be used in order to formulate the
equations formass concentrations only.We chose a consistent approach formodeling
the process rates in the cloud model, combining existing approaches in a meaningful
way, see, e.g., [9]. The microphysical cloud processes of warm clouds are modeled
by the following advection-diffusion-reaction system

∂t (ρqv) + ∇ · (ρqvu − ρμh∇qv) = −C + E,

∂t (ρqc) + ∇ · (ρqcu − ρμh∇qc) = C − A1 − A2,

∂t (ρqr ) + ∇ · (
ρqru − ρvqe3qr − ρμh∇qr

) = A1 + A2 − E . (2)

The term ∇ · (−ρvqe3qr
)
, where vq ∼ q1/5

r is the raindrop fall velocity, represents
the sedimentation of rain water. C , E , A1, A2 denote rates of condensation and
evaporation (phase transition vapor/water) and collision rates. We assume that cloud
water does not sediment by gravity, whereas rain water falls downwards. Thus, we
introduce autoconversion A1 for colliding cloud drops forming rain and accretion A2

for rain droplets growing by collecting cloud water. Thermodynamic equilibrium is
determined by saturation mixing ratio q∗ = q∗(p, T ). Thus, the source terms can be
formulated as follows:

C ∼ qc(qv − q∗), E ∼ q1/2
r (q∗ − qv), A1 ∼ q2

c , A2 ∼ qcq
19/20
r .

Note that in general cloud physics parametrisations show stiff behavior. The stiffness
is a result of modeling processes with power laws containing exponents α with
0 < α < 1. To close the coupled model (1), (2) we express the potential temperature
source term as

Sθ = ρ
L

cp

θ

T
(C − E)

with the specific latent heat of vaporization L = 2.53 · 106 (J/kg). Note that we for-
mulate condensation and evaporation processes explicitly, in contrast to the usual
approach of saturation adjustment, see, e.g., [7], which is commonly used in opera-
tional weather forecast models. The explicit formulation introduces additional stiff
terms and very small time scales.
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2 Numerical Scheme

The numerical approximation of the coupledmodel (1), (2) is realized by the operator
splitting approach. We split the whole system into the macroscopic flow equations
andmicroscopic cloudmodel. Themacroscopicmodel is approximated by the IMEX
finite volume scheme. On the other hand the cloud equations are approximated using
several subiterations of the same implicit-explicit scheme using smaller time steps.
The macroscopic flow equations use the solution of the microscopic cloud model at
the last time step and the cloudmodel uses the solution of the flow equations from the
new time step. This yields to a first order splitting. In order to increase the accuracy
the second order Strang splitting can be used.

2.1 IMEX Finite Volume Scheme for the Navier–Stokes
Equations

In order to take into account multiscale behavior of the solution and to derive an
asymptotically stable and accurate scheme, we propose the following splitting of
the Navier–Stokes equations into a linear L and a nonlinear N part, see also [2]
and the references therein. To this end let us rewrite (1) in the following com-
pact form. Let w = (ρ ′, ρu, ρθ ′)T , F(w) = (ρu, ρu ⊗ u + p′ Id, ρθu)T , D(w) =(
0,∇ · (

ρμm
(∇u + (∇u)T

))
,∇ · (ρμh∇θ)

)T
and S(w) = (0,−ρ ′ge3, Sθ )

T , then
(1) can be equivalently written as

∂w
∂t

= −∇ · F(w) + D(w) + S(w) ≡ L (w) + N (w). (3)

We would like to point out that the choice of the linear and nonlinear operators,
L and N , respectively, is crucial. Indeed, we choose L to model linear acoustic
and gravitational waves as well as a part of viscous fluxes, whereas the operatorN
describes resulting nonlinear advective/convective and the remaining viscous effects.
Analogously, to split the diffusive terms into linear and nonlinear terms in w, we set
D = DL + DN with

DL =
(
0, μm(Δ(ρu) + Δ(ρuT )), μhΔ (ρθ)′

)T
,

DN =
(
0,−μm((u + uT )Δρ + ∇ρ · (∇u + ∇uT )), μh

(
Δ

(
ρθ

) − θΔρ − ∇ρ · ∇θ
))T

.

Analogously as in [2] we then set

L (w) ≡ −∇ · FL (w) + SL (w) + DL (w) := −∇ ·
⎛

⎝
ρu
p′ Id
θρu

⎞

⎠ +
⎛

⎝
0

−ρ′ge3
0

⎞

⎠ + DL (w)
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with the linearized pressure p′ = γm
p(ρθ)′

ρθ

(
Rρθ

p0

)γm−γ

, whereγ = 1.4 is the adiabatic

constant, and

N (w) ≡ −∇ · FN (w) + SN (w) + DN (w) := −∇ ·
⎛

⎝
0

ρu ⊗ u
θ ′ρu

⎞

⎠ +
⎛

⎝
0
0
Sθ

⎞

⎠ + DN (w).

Consequently, we discretize the Navier–Stokes equations by the IMEX scheme in
time and approximate the linear stiff system at a new time level tn+1 and the nonlinear
system at the old time level tn . This yields the first order IMEX scheme. In order to
increase the accuracy, the second order IMEX schemes can be applied, see, e.g., [1–
3]. In our recent papers [1, 3] we have studied several second order IMEX schemes
with respect to their asymptotic preserving properties. Here we confine ourselves
with the second order globally stiffly accurate ARS(2,2,2) scheme

wn+ 1
2 = wn + αΔt

(
L

(
wn+ 1

2

)
+ N

(
wn

))
,

wn+1 = wn + Δt
(
δN

(
wn

) + (1 − δ)N
(

wn+ 1
2

))

+ Δt
(
αL

(
wn+1

) + (1 − α)L
(

wn+ 1
2

))
,

(4)

where α = 1 − 1√
2
, δ = 1 − 1

2α and Δt = tn+1 − tn .
Spatial discretization is realized by the finite volume scheme. In particular having

a regular rectangular grid we approximate the corresponding divergence operators by
applying the Gauss theorem and the numerical flux functions in order to approximate
fluxes along the cell interfaces. Let us denote the finite difference in the x1-direction at
the mesh cell Ωi, j,m ≡ [xi − Δx1/2, xi + Δx1/2] × [y j − Δx2/2, y j + Δx2/2] ×
[zm − Δx3/2, zm + Δx3/2]by δx1 fi, j,m ≡ fi+1/2, j,m − fi−1/2, j,m ; an analogousnota-
tion holds in the x2 and x3 direction. The finite volume discretization of the operators
L and N yields

L (w
)i, j,m = −
3∑

k = 1

1

Δxk
δxkF

∗
L (w
)i, j,m + S(w
)i, j,m + DL (w
)i, j,m , 
 = n + 1,

N (w
)i, j,m = −
3∑

k = 1

1

Δxk
δxkF

∗
N (w
)i, j,m + DN (w
)i, j,m , 
 = n, n − 1.

Here DL(w
) and DN (w
) are the second order central difference approximations
of the operators DL(w
) and DN (w
), respectively. For the numerical fluxes on cell
interfaces, i.e., F ∗

L (w
) and F ∗
N (w
), we apply the central difference flux in the

linear subsystemL and the Rusanov numerical flux in the nonlinear subsystemN .
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To keep the finite volume approximation of the explicit advection part stable we
control the time step by the Courant–Friedrichs–Lewy stability condition

CFLu ≡ max
k = 1,2,3

max
i, j,m

|(uk)i, j,m | Δt

Δxk
< 1.

2.2 IMEX Finite Volume Scheme for the Cloud Dynamics
Model

Similar to the IMEX finite volume discretization of the compressible Navier–Stokes
equations in Sect. “IMEX Finite Volume Scheme for the Navier–Stokes Equations”,
we approximate the advection-diffusion-reaction system (2) by the finite volume
method in space and by the second order IMEX scheme in time.

First, we rewrite the system (2) in the following compact form. Let wq =
(ρqv, ρqc, ρqr )T , Fq(wq) = (ρqvu, ρqcu, ρqru − ρvqe3qr )T , Dq(wq) = ∇ · (ρμh

∇qv, ρμh∇qc, ρμh∇qr )T andSq(wq) = (−C + E,C − A1 − A2, A1 + A2 − E)T ,
then (2) can be equivalently written as

∂wq

∂t
= −∇ · Fq(wq) + Dq(wq) + Sq(wq). (5)

Realizing that μh∇ · (ρ∇qx ) = μhΔ(ρqx ) − μhqxΔρ − μh∇ρ · ∇qx for any
x ∈ {c, v, r} we can split Dq into

Dimpl
q = μh (Δ (ρqv) , Δ (ρqc) , Δ (ρqr ))

T ,

Dexpl
q = −μh (qvΔρ + ∇ρ · ∇qv, qcΔρ + ∇ρ · ∇qc, qrΔρ + ∇ρ · ∇qr )

T .

Then, Eq. (5) can be rewritten as

∂wq

∂t
= Iq(wq) + Eq(wq), (6)

where Iq(wq) = Dimpl
q (wq) and Eq(wq) = −∇ · Fq(wq) + Dexpl

q (wq) + Sq(wq).
Let us point out that the coupled system (1), (2) has a multiscale character, since it

combines fast microscopic cloud dynamics with the slower macroscopic fluid flow.
Therefore, we choose the time step for the cloud dynamics Δtcloud = Δt

const. for a
sufficiently big constant. Time discretization of the cloud dynamics is realized by
the second order IMEX ARS(2,2,2) scheme (4), whereas the diffusive terms Iq(wq)

are approximated implicitly at a new micro-time level ts+1 and the remaining terms
Eq(wq) explicitly at the old time level ts .

The spatial discretization is done by the finite volume scheme. With the same
notation as in Sect. “IMEX Finite Volume Scheme for the Navier–Stokes Equations”
the discretizations of the operators Iq and Eq yield
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Iq (w

q )i, j,m = D

impl
q (w


q )i, j,m , 
 = s + 1,

Eq (w

q )i, j,m = −

3∑

k = 1

1

Δxk
δxk F∗

q (w


q )i, j,m + D

expl
q (w


q )i, j,m + Sq (w

q )i, j,m , 
 = s, s − 1,

where D
expl
q (w


q) is a second order central difference approximation of Dexpl
q (w


q);

analogous notation holds forD impl
q (w


q). For the numerical fluxes on the cell interfaces
δxk F

∗
q(w



q) we apply the Lax–Friedrichs numerical flux.

3 Numerical Test

In this test we simulate free convection of a smooth warm air bubble as proposed in
[5], see also [8]. A warm air bubble that is surrounded by cold air is placed on the
bottom of the domain. Since the density of the warm air is lower than the surrounding
air, the bubble rises up due to the buoyancy force. The experiment was simulated on
a two-dimensional (x1 − x3 plane) domain Ω = [0,20.0]×[0,10.0] [km2].

The initial conditions for the Navier–Stokes equations are chosen as

ρ
′ = p0

R
π

1
γ−1
e

(
1

θ
− 1

θ̄

)
= −ρ̄

θ
′

θ
, πe = 1 − gx3

cp θ̄
, ρ̄ = p0

Rθ̄
π

1
γ−1
e ,

u = 0,

θ
′ =

{
0, r > rc,

2 cos2
(

πr
2

)
, r ≤ rc,

where θ̄ = 300 [K ], r = ‖(x1, x3)T − (10.0, 2.0)T ‖2 [km], rc = 2.0 [km], p0 = p̄ =
105 [Pa] and (x1, x3)T ∈ Ω . For the cloud model the initial conditions are

qv = min(q∗ f (x3), 0.014), qc = 0, qr = 0,

where f is the relative humidity and given by

f (x3) = 1 − 3

4

(
x3
xtr

)5/4

, xtr = 12 [km].

We apply the no-flux boundary conditions ∇u · n = 0, ∇ρ
′ · n = 0, ∇(ρθ)

′ ·
n = 0.

In Fig. 1 the time evolution of a moist air bubble, obtained by the ARS(2,2,2)
finite volume approximation, is shown. The results for the potential temperature as
well as for the vertical velocity are quite similar to the ones by Bryan and Fritsch
proposed in [5] which confirms the reliability of our numerical model.
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Fig. 1 Rising moist air bubble test computed by the IMEX ARS(2,2,2) finite volume scheme;
μh = 10−2, μm = 10−3,CFLu = 0.4, the mesh resolutionΔx1 =100 [m] andΔx3 = 50 [m]. The
colors correspond to the vertical velocity u3 (left column) and the moist potential temperature θ

(right column)
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Hybrid Stochastic Galerkin Finite Volumes
for the Diffusively Corrected
Lighthill-Whitham-Richards Traffic Model

Raimund Bürger and Ilja Kröker

Abstract The vehicular traffic on an infinite or circular highway can be represented
by the diffusively corrected Lighthill-Whitham-Richards (DCLWR) model, but the
uncertain knowledge requires to deal with uncertain model parameters. The sto-
chastic Galerkin based methods allow to transform a randomly perturbed PDE to a
high-dimensional deterministic system, where the dimension of the system increases
rapidly with the increasing number of the uncertain parameters. In this work we con-
sider the application of the hybrid stochastic Galerkin (HSG) finite volumemethod to
the uncertain DCLWR model, which is represented by a random perturbed strongly
degenerate parabolic equation. We present the resulting high–dimensional system
and corresponding finite volume method. Numerical examples cover the scalar prob-
lem with four uncertain parameters.

Keywords Finite volume ·Uncertainty quantification · Stochastic galerkin ·Traffic
modelling

MSC (2010): 65M08 · 68U20 · 35R60

1 Introduction

This work is focused on numerical methods for the quantification of the stochastic
variability of solutions u = u(x, t) of the strongly degenerate parabolic equation

∂t u + ∂x f (u) = ∂2
x A(u), (x, t) ∈ QT := I × (0, T ), I ⊂ R, T > 0. (1)
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The stochastic variability arises from uncertainty in the parameters that define the
function a = a(u), where

A(u) =
∫ u

0
a(s) ds, a ∈ L1[0, umax], a(u) ≥ 0 for 0 ≤ u ≤ umax. (2)

Equation (1) is posed with suitable initial and boundary conditions. We assume that
f is a piecewise smooth, Lipschitz continuous, non-negative function with support
on (0, umax), where umax is a maximum solution value. We assume that a(u) = 0 on
u-intervals of positive lengths, whichmotivateswhy (1) is called strongly degenerate.
For the corresponding solution values, (1) degenerates into a first-order conserva-
tion law, where the location of the type-change interface is unknown beforehand.
Stochastic Galerkin-based methods have successfully been applied to several hyper-
bolic problems in [3, 4, 6, 7, 11, 13]. We herein apply the hybrid stochastic Galerkin
(HSG)finite volumemethod to the diffusively correctedLighthill-Whitham-Richards
(DCLWR) traffic model with four uncertain parameters.

In Sect. 2 we introduce the DCLWR traffic model and extend it by four uncertain
parameters. Section3 contains a short introduction into HSG discretization, and we
specify the finite volume method for a degenerate problem. In Sect. 4 we present
results of numerical experiments and discuss the accuracy of the method.

2 Diffusively Corrected LWR Traffic Model

The classical Lighthill-Whitham-Richards (LWR) traffic model [9, 12] postulates
that vehicular traffic on an infinite or circular highway can be modeled by a first-
order conservation law ∂t u + ∂x f (u) = 0, where unknown u is the local density of
cars that is assumed to vary between zero and a maximum value umax, and

f (u) = vmaxuV (u), V (u) = 1 − u/umax. (3)

Here vmax > 0 is a maximum free-way velocity and V is a decreasing function that
satisfies V (0) = 1 and V (umax) = 0, and which describes drivers’ attitude to reduce
speed in presence of other cars.We employ the approach byNelson [10] (see also [1])
tomodify the LWRmodel so that the effects of anticipation distance and reaction time
are included. The anticipation length La may depend on V (u). In fact, the following
formula is proposed in [10]:

La(u) = max

{
(vmaxV (u))2

2α
, Lmin

}
, (4)

where Lmin is a minimal anticipation distance and α denotes a deceleration, so that
the first argument in (4) denotes the distance required to decelerate from speed
V (u) to full stop at deceleration α. In [1, 10] it is proposed to utilize a particular
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function V that satisfies V (u) = const. for u < u∗, where 0 < u∗ < umax, such that
the strongly degenerate behaviour of a holds for uc := u∗ and u = umax. Herein we
assume, however, that independently of the algebraic definition of V , the critical
value uc acts as a “physiological” threshold value in the sense that reaction times
and anticipation lengths are assumed to be effective only whenever the local traffic
density u exceeds a critical value uc. Consequently, our analysis will be based on the
following formula:

a(u) =
{
0 for u ≤ uc,

−uvmaxV ′(u)
(
La(u) + τuvmaxV ′(u)

)
for u > uc.

(5)

For our formulation of the random perturbed problem we replace the “physiologi-
cal” threshold uc, reaction time τ , deceleration α, and the anticipation length Lmin by
random parameters pi := p̄i

(
1 + (

θi − 1
2

)
σi

)
, for i = 1, . . . , 4, where θi is a ran-

dom variable whose law is the uniform law on (0, 1), which is written θi ∼ U (0, 1).
Here p̄i represents the mean and σi the magnitude of the random perturbation. For
the final formulation we obtain the following form: For a final time T > 0 and
A(u(x, t,ω),ω) := ∫ u(x,t,ω)

0 a(s,ω) ds find u : R × [0, T ] × Ω4 → R that satisfies

∂t u(x, t,ω) + ∂x f (u(x, t,ω)) = ∂2
x A(u(x, t,ω),ω) on R × (0, T ] × Ω4, (6)

u(x, 0,ω) = u0(x) on R × Ω4. (7)

3 Hybrid Stochastic Galerkin (HSG) Discretization

Wenowgive a short overviewon theHSGdiscretization.We startwith an introduction
to the general polynomial chaos (gPC) expansion and its extension to the HSG
discretization. Then we proceed with their applications to (1).

Let θ(ω) := {θ1(ω1), . . . , θN (ωN )} be an N–dimensional random vector of i.i.d.
(independent identically distributed) random variables defined on the probability
spaces (Ωi ,Fi ,Pi ), i = 1, . . . , N . We define a multivariate polynomial Φp for a
multi-index p ∈ N

N by Φp(ω) := φp1(θ1) · . . . · φpN (θN ). The choice of the ortho-
normal polynomial φpi , pi ∈ N0 depends on the law of the random variable θi .
In presented work we assume that the random variables are uniformly distrib-
uted θi ∼ U (0, 1) and use therefore re-scaled Legendre polynomials. The family
of the multivariate polynomials

{
Φp

}
p∈NN

0
is orthonormal w.r.t. the scalar product

on L2(ΩN ) := L2(Ω1 × · · · × ΩN ), i.e.,

〈
Φp, Φq

〉
L2(ΩN )

:=
∫

Ω1

· · ·
∫

ΩN

Φp(θ(ω))Φq(θ(ω)) dP1(ω1) · · ·PN (ωN ) = δpq.
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Further, the polynomial chaos expansion of a random variable with finite variance
w = w(x, t, θ(ω)), (x, t) ∈ R × [0, T ], ω ∈ ΩN is given by

w(x, t, θ(ω)) =
∞∑
q=0

∑
|p|=q

wp(x, t)Φp(θ(ω)),

wp(x, t) = 〈
w(x, t, ·), Φp

〉
L2(Ω1×···×ΩN )

,

for (x, t) ∈ R × [0, T ], ω ∈ ΩN .

The truncation at No leads to a sum of (No+N )!
No!N ! terms.

The main idea of the HSG method is the decomposition of the stochastic domain
[0, 1]N (we assume θi ∼ U (0, 1)) into 2NNr (Nr ∈ N0) sub-domains

I Nr
N ,l := I Nr

l1
× · · · × I Nr

lN
, l = (l1, . . . , lN ) ∈ I := {

0, . . . , 2Nr − 1
}N

.

Here the interval I Nr
li

for li = 0, . . . , 2Nr − 1 is given by

I Nr
li

:= [2−Nr li , 2
−Nr (li + 1)].

The space of the multivariate piecewise polynomial functions SNo, Nr
N is given by

SNo, Nr
N :=

{
w : [0, 1]N → R

∣∣∣ w|I NrN ,l
∈ Q

N
No

[θ ], ∀l ∈ I
}
.

Here QN
No

[θ] denotes the space of N -variate polynomials of degree ≤ No. The basis
of the space SNo, Nr

N can be given by the polynomials

Φ
Nr
p,l(θ) :=

{
2NNr/2Π N

k=1φpk (2
Nrθk − lk) for θ ∈ I Nr

N ,l ,

0 otherwise,

for p ∈ N
N
0 , |p| ≤ No, l ∈ I ,

(8)

where {φk}k≥0 are the re-scaled orthonormal Legendre polynomials. Therefore also
the N -variate polynomials (8) satisfy the orthogonality relation

〈
Φ

Nr
p,l, Φ

Nr
q,k

〉
L2(ΩN )

= δpqδlk, for p, q ∈ N
N
0 , k, l ∈ I . (9)

Similarly as for the gPC expansion we define the projection Π No,Nr : L2(ΩN ) →
SNr, No
N of the random variable w(x, t, θ(ω)) ∈ L2(ΩN ) for (x, t) ∈ R × [0, T ] by

Π No,Nr [w] (x, t, θ) :=
∑
l∈I

∑
|p|≤No

wp
l (x, t)Φ

Nr
p,l(θ), wNr

p,l :=
〈
w, Φ

Nr
p,l

〉
L2(ΩN )

,
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for l ∈ I , p ∈ N
N
0 . The convergence of Π No,Nr for Nr, No → ∞ was shown in [2]

and by the Cameron-Martin theorem [5]. Due to the assumptions on the random
variable w the expectation and variance of Π No,Nr [w] can be computed as follows:

E
[
Π No,Nr [w]

]
(x, t) :=

∑
l∈I

wNr
0,l(x, t)

〈
Φ

Nr
0,l , Φ0

0,0

〉
L2(ΩN )

,

Var
[
Π No,Nr [w]

]
(x, t) :=

∑
l∈I

∑
|p|≤No

wNr
p,l(x, t)

2 − (
E

[
Π No,Nr [w]

]
(x, t)

)2
.

In order to apply the HSG approach to the final model we replace the unknown u
in the final Eqs. (6), (7) by its projection onto SNr, No

N for N , Nr, No ∈ N0, denoted
by Π No,Nr [u]. The HSG approach of the modified equation yields the following
problem: find coefficients uNr

p,l : R × [0, T ] → R such that

∫
ΩN

( ∂t (Π
No,Nr [u]) + ∂x f

(
Π No,Nr [u]

) − ∂2
x A

(
Π No,Nr [u]

)
) Φ

Nr
p,l dP(ω) = 0,

for all (p, l) ∈ N
N
0 × I , |p| ≤ No.

By using of the orthogonal relation (9) we obtain for (x, t,ω) ∈ R × (0, T ] ×
ΩN , α = (p, l) ∈ N

N
0 × I , |p| ≤ No the M := 2NNr (No+N )!

No!N ! dimensional system

∂t u
α + ∂x

(〈
f
(
Π No,Nr [u]

)
, Φα

〉
L2(ΩN )

)
= ∂2

x

〈
A

(
Π No,Nr [u]

)
, Φα

〉
L2(ΩN )

. (10)

3.1 Finite Volume Method

For the numerical approach we extend the central-upwind scheme, which was intro-
duced in [8, 14], and successful used together with HSG discretization in [4, 6, 7]
with a second order term and obtain for j ∈ Z the following numerical scheme:

dū j+1/2(t)

dt
= −F j+1(t) − F j (t)

�x
+ A(ū j+3/2(t)) − 2A(ū j+1/2(t)) + A(ū j−1/2(t))

(�x)2
,

F j (t) := a+
j f(u

+
j ) + a−

j f(u
−
j )

a+
j + a−

j

+ a+
j a

−
j

a+
j + a−

j

(
u+
j − u−

j

)
.

Here the cell average on [x j , x j+1] denoted by ū j+1/2 and the piecewise polynomial
reconstructions denoted by u±

j are given by

ū j+1/2 = (
ū0j+1/2, . . . , ū

M−1
j+1/2

)T
and u±

j = (
(u±

j )
0, . . . , (u±

j )
M−1)T.
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The vectors F(u j ) and A(u j ) are given by

F(u j ) := (
F0(u j ), . . . , F

M−1(u j )
)T

, A(u j ) := (
A0(u j ), . . . , A

M−1(u j )
)T

,

Fα(u j ) :=
〈
F

⎛
⎝M−1∑

β=0

uβ

j Φβ

⎞
⎠, Φα

〉

L2(Ω4)

, Aα(u j ) :=
〈
A

⎛
⎝M−1∑

β=0

uβ

j Φβ

⎞
⎠, Φα

〉

L2(Ω4)

.

The so-called local speeds a±
j are derived from the Jacobian of F, we refer to [8, 14]

for details. The time discretization is given by the second-order Runge-Kutta (Heun)
method.

4 Numerical Experiments

For the DCLWR traffic model we use the flux function (3) with vmax = 100 km/h =
2.78 × 10−2 m/s. The unknown density u is measured in cars per kilometre, and we
assume that umax = 120 cars/km. The other model parameters are chosen similar to
those used in [1]. The random perturbed critical density is set to uc corresponding
to p̄1 = 10 cars/km and σ1 = 0.25. For the reaction and anticipation terms, we set
α = p̄3 = 0.1g = 0.981m/s2, σ3 = 0.5, where g is the acceleration of gravity, τ =
p̄2 = 2 s, σ2 = 0.25 and Lmin = p̄4 = 80m, σ4 = 0.125. The interval I = (0, 5.6)
km is discretized by 200 points. The functions a and La are defined in (5) and (4)
respectively. Initial distribution is given by

u0(x) :=
{
80 cars/km for 2.0 km ≤ x ≤ 2.5 km,

0 cars/km otherwise.
(11)

The numerical results were computed with HSG-FV with Nr = 0, . . . , 2, No =
0, . . . , 2 on 200 points. Figure1(a) shows expectation and variance at T = 100.
Figure1(b) shows reconstructions of the numerical solution for ten parameter sets
at T = 100. Those reconstructions illustrates the dependence of the solution on the
possible random perturbed parameter values and explain the shape of the variance
on the previous figure. Figure1(c), (d) show the evolution of the expectation and
variance of the numerical solution for t ∈ [0, 100]. Figure1(e), (f) show expectation
and variance computed with several choices of Nr and No compared with Monte
Carlo (MC) solutions computed with 100000 samples. Table1 shows L1(R)- and
L2(R)-error for expectation and L2(R)- and L4(R)-error for variance of the HSG-
FV approach compared with MC solution computed with 100000 samples.

The presented numerical experiments show the expected behaviour of expectation
and variance.
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Fig. 1 Numerical results for T = 100 s. and 200 points, computed with central-upwind and HSG
for Nr = 2, No = 2. (a) Expectation and variance; (b) reconstructions for 10 several parameter sets;
(c) time series of the expectation of the solution for t ∈ [0, 100]; (d) time series of the variance of
the solution for t ∈ [0, 100]; comparison of expectations (e) and variances (f): (1) MC with 100000
samples, (2) HSG with Nr = 0, No = 2, (3) HSG with Nr = 1, No = 2, (4) HSG with Nr = 2,
No = 2
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Table 1 Expectation: (a) L1(R)-error, (b) L2(R)-error of the HSG-FV approach compared with
MC. Variance: (c) L2(R)-error, (d) L4(R)-error of the HSG-FV approach compared with MC

No Nr = 0 Nr = 1 Nr = 2

(a)

0 2.63e-01 6.64e-02 1.72e-02

1 1.19e-01 5.38e-02 2.26e-02

2 1.11e-01 6.06e-02 2.81e-02

(b)

0 2.54e-01 5.92e-02 1.50e-02

1 1.35e-01 5.49e-02 2.31e-02

2 1.20e-01 6.11e-02 2.60e-02

(c)

0 2.48e+00 5.78e-01 1.39e-01

1 7.76e-01 2.58e-01 9.82e-02

2 7.18e-01 2.66e-01 1.04e-01

(d)

0 3.26e+00 7.51e-01 1.75e-01

1 1.18e+00 4.36e-01 1.67e-01

2 1.19e+00 4.55e-01 1.76e-01
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The RS-IMEX Scheme for the Rotating
Shallow Water Equations with the Coriolis
Force

Hamed Zakerzadeh

Abstract In this note, we comment on the applicability of the recently-presented
RS-IMEX scheme for the rotating shallow water equations. We show the asymptotic
consistency of the scheme for the quasi-geostrophic distinguished limit. We also test
the quality of the computed solution by a numerical example.

Keywords Asymptotic preserving scheme · Rotating shallow water system

MSC (2010) : 65M08 · 76U05 · 76M45 · 86A05

1 Introduction

Accurately enough, one can claim that the modern era of numerical schemes for
geophysical flows has been startedwith [7]; it simplified themeteorological equations
by filtering out noises (fast gravity waves) which do not contribute to the bulk motion
of the fluid and derived the so-called barotropic quasi-geostrophic equations; see
[12]. Nowadays, one is able to handle the computational cost of more sophisticated
models like the shallow water equations; but, due to the presence of fast waves, the
system is stiff and requires using very fine grids or devising schemes covering several
scales in time and/or space at once. An interesting example is the large-scale rotating
shallow water equations (RSWE) when the Rossby and Froude numbers approach
zero in the so-called quasi-geostrophic limit, as the scaling parameter ε vanishes;
see (3). For this limit, it is proved in [11] that the RSWE converge to the quasi-
geostrophic equations, which are the equations derived formally in [7]. This ensures
that, at least in the continuous level, there is a convergence for ε → 0. The so-called
Asymptotic Preserving (AP) schemes are defined to preserve such a convergence in
the discrete level; they are supposed to be consistent, stable and efficient uniformly
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in ε, cf. [8]. We aim here to design and analyze an AP scheme for this singularly-
perturbed example as such a study has not been performed to itsmerit in the literature;
see [2, 3, 5, 10] for some contributions.

We consider the Reference Solution Implicit-Explicit scheme, which has been
shown to be well-behaved for the shallow water equations with topography in [13,
14], and we see if the scheme works well with the additional Coriolis force. In Sect. 2
we introduce the RS-IMEX scheme for the RSWE. Then, in Sect. 3 we discuss the
asymptotic consistency of the scheme, followed by a numerical example in Sect. 4.

2 RS-IMEX Scheme for the Rotating Shallow Water
Equations

The 2d RSWE in the domain Ω ⊂ R
2 lying in the x = (x1, x2) plane write [12]

∂t h + ∇x · (hu) = 0,

∂t (hu) + ∇x ·
(
hu ⊗ u + gh2

2
I2

)
= −gh∇xη

b − f hu⊥, (1)

where h is the water height, ηb is the bottom function, u = (u1, u2) is the 2d veloc-
ity vector, u⊥ = (−u2, u1) is the orthogonal velocity, g is the gravity acceleration
constant, I2 is the 2 × 2 identity matrix and the constant f is the Coriolis parameter.
We limit our focus on periodic domains Ω = T

2 for simplicity.
The Buckingham π -theorem [6] implies that there are three different dimension-

less groups for this system: the Strouhal number St , the Froude number Fr and the
Rossby number Ro. But since we consider two height scales, as in [11, Chap.4], we
should also introduce another dimensionless groupΘ . The height scales are H◦ for the
meanwater level chosen equal to the actualmeanwater level Hmean, and Z◦ for the sur-
face perturbation from Hmean (denoted by z as in [4, 13]), i.e., h = Hmean + z − ηb.
Defining dimensionless variables as x̂ := x/L◦, t̂ := t/t◦, û := u/U◦, ẑ := z/Z◦,
η̂b := ηb/Z◦ and ĥ := h/H◦, where characteristic states are denoted by subscript ◦,
one obtains ĥ = 1 + Θ(ẑ − η̂b) and can re-write (1) as (cf. [11])

St ∂t̂
(
Θ ẑ

) + ∇x̂ ·
(
ĥû

)
= 0,

St ∂t̂
(
ĥû

)
+ ∇x̂ ·

(
ĥû ⊗ û + ĥ2

2Fr2
I2

)
= − Θ

Fr2
ĥ∇x̂ η̂

b − ĥ

Ro
û⊥

, (2)
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with the following definitions for St , Fr , Ro and Θ:

St := L◦
U◦t◦

, Fr := U◦√
gH◦

, Ro := U◦
f L◦

, Θ := Z◦
H◦

.

The relation between these groups characterizes the distinguished limit. We choose
St = 1,which is suitable for long time dynamics of the system.Also, defining F 1/2 :=
f L◦/

√
gH◦ = O(1), we choose (cf. [11])

Ro = ε 	 1, Fr = F 1/2ε, Θ = Fε. (3)

This is the so-called quasi-geostrophic distinguished limit, i.e., the Rossby and
Froude numbers are small, there is an exact balance between pressure gradient and
the Coriolis force, and the variation of the bottom topography and surface perturba-
tion are very mild compared to the height of the water column, owing to Θ ∼ ε, i.e.,
‖z‖, ‖∇xη

b‖ = O(ε) (see [11, 12]). Using that, and with similar notations as [4, 13,
14], we can re-write (2) as (after suppressing hats):

∂t z + 1

Θ
∇x · m = 0,

∂tm + ∇x ·
(
m ⊗ m
Θz − b

+ Θz2 − 2bz

2ε
I2

)
= −1

ε
z∇xb − 1

ε
m⊥, (4)

where m := (Θz − b)u is the momentum vector and b is the dimensionless water
depth measured from Hmean (scaled by H◦) with a negative sign, i.e., 1 − Θηb = −b.

It is proved in [11] that for ε → 0 the system (4) converges to the quasi-geostrophic
equations (QGE):

u(0) = ∇⊥
x z(0) ⇐⇒ Δxz(0) = ζ(0) (5a)(

∂t + u(0) · ∇x
)
(ζ(0) − Fz(0) + Fηb

(0)) = 0 (5b)

where subscript (0) stands for the leading order term in the Poincaré expansion, ζ is
the magnitude of the vorticity ∇x × u and ∇⊥

x := (−∂x2 , ∂x1). Equation (5a) means
that the solution is at geostrophic equilibrium locally in time. It also implies that
the surface perturbation z(0) can be read as the stream function ψ , i.e., ∇⊥

x ψ = u(0);
so, the velocity field is solenoidal. Equation (5b) is the conservation of the (leading
order of the) potential vorticity ξ := ζ(0) − Fz(0) + Fb(0) while ζ(0) is given by (5a).
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2.1 RS-IMEX Scheme for the Rotating Shallow Water System

Consider the RSWE (4) in the form ∂tU + ∇x · F = SB + SC . The main idea of
the RS-IMEX scheme is to decompose the solution U as U + V , where U is a
chosen reference solution and V is its perturbation. We pick U as a solution which
is asymptotically close to U , e.g., the solution of the incompressible Euler equations
for the Euler equations, or the QGE for the RSWE. Then, we use a Taylor expansion
around U to split the flux and source terms into reference (F, S), linear stiff (F̃, S̃)
and non-linear non-stiff parts (F̂, Ŝ):

F(U) = F(U) + F′(U)V + (
F(U) − F(U) − F′(U)V

) =: F + F̃ + F̂,

S(U) = S(U) + S′(U)V + (
S(U) − S(U) − S′(U)V

) =: S + S̃ + Ŝ.

Then, one is left with the following system for the perturbation V = (v1, v2, v3)T :

∂tV + ∇x · (
F̃(U, V ) + F̂(U, V )

) = S̃(U, V ) + Ŝ(U, V ) − T (U), (6)

where T (U) is the residual of the reference solution and reads

T (U) := ∂tU + ∇x · F(U) − S(U). (7)

For the RSWE (4) and with U = (z,m1,m2)
T , one can identify F, SB and SC as

F =

⎡
⎢⎢⎢⎣

m1/Θ m2/Θ

m2
1

Θz − b
+ Θz2 − 2zb

2ε

m1m2

Θz − b
m1m2

Θz − b

m2
2

Θz − b
+ Θz2 − 2zb

2ε

⎤
⎥⎥⎥⎦ , SB =

⎡
⎣ 0

−zbx/ε
−zby/ε

⎤
⎦ , SC =

⎡
⎣ 0

m2/ε

−m1/ε

⎤
⎦ .

Assuming the reference solution U = (z,m1,m2)
T to be solution of the QGE, the

RS-IMEX procedure gives the stiff part as:

F̃ =

⎡
⎢⎢⎢⎢⎣

v2/Θ v3/Θ

− m1
2v1Θ

(Θz − b)2
+ 2m1v2

Θz − b
+ (Θz − b)

ε
v1 −m1m2v1Θ

(Θz − b)2
+ m1v3

Θz − b
+ m2v2

Θz − b

−m1m2v1Θ

(Θz − b)2
+ m1v3

Θz − b
+ m2v2

Θz − b
− m2

2v1Θ

(Θz − b)2
+ 2m2v3

Θz − b
+ (Θz − b)

ε
v1

⎤
⎥⎥⎥⎥⎦ ,

S̃
B =

⎡
⎣ 0

−v1bx/ε
−v1by/ε

⎤
⎦ , S̃

C =
⎡
⎣ 0

v3/ε
−v2/ε

⎤
⎦ ,
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while Ŝ
B = Ŝ

C = 0 and F̂(U, V ) = F(U + V ) − F(U) − F̃(U, V ). One can ver-
ify that the Jacobian matrices F̂

′
and F̃

′
have complete sets of eigenvectors and that

the eigenvalues of F̂
′
are non-stiff. This can be readily seen from the expression of

the non-stiff flux F̂1 (and similarly F̂2)

F̂1 =
⎡
⎢⎣

0
m2

1
Θz−b + Θz2−2zb

2ε − m1
2

Θz−b − Θz2−2zb
2ε + m1

2v1Θ
(Θz−b)2 − 2m1v2

Θz−b − (Θz−b)
ε

v1
m1m2
Θz−b − m1m2

Θz−b + m1m2v1Θ
(Θz−b)2 − m1v3

Θz−b − m2v2
Θz−b

⎤
⎥⎦, (8)

as, after simplification, it does not contain any O(1/ε) term.
The RS-IMEX approach discretizes (6) for each cell (i, j) ∈ {1, 2, . . . , N }2 in a

square computational domain ΩN with spatial steps Δx1 = Δx2 and time step Δt :

V n+1
i j = V n

i j − ΔtT
n+1
i j + Δt

(
−∇h,x · F̃i j + S̃

B
i j + S̃

C
i j

)n+1 − Δt
(∇h,x · F̂i j

)n
,

with central difference gradient operator ∇h,x , Rusanov-type fluxes and central dis-
cretization of source terms. Defining Δh,x as the central discretization of the Lapla-

cian, one can write T
n+1
i j as (with α denoting the numerical diffusion coefficient)

T
n+1
i j = U

n+1
i j − U

n
i j

Δt
+ ∇h,x1 F

n+1
1,i j + ∇h,x2 F

n+1
2,i j −

(
S
B + S

C
)n+1

i j
− αΔx1

2
ΔtΔh,xV

n+1
i j .

Having this, the RS-IMEX scheme can be written as

V n+1/2

i j = V n
i j − Δt∇h,x1 F̂

n
1,i j − Δt∇h,x2 F̂

n
2,i j + α̂Δx1

2
ΔtΔh,xV n

i j ,

V n+1
i j = V n+1/2

i j − Δt∇h,x1 F̃
n+1
1,i j − Δt∇h,x2 F̃

n+1
2,i j + α̃Δx1

2
ΔtΔh,xV

n+1
i j

+ Δt
(
S̃
B + S̃

C
)n+1

i j
− ΔtT

n+1
i j ,

(9)

where α̂ is chosen as the largest eigenvalue of F̂
′
over the domain, α = α̂, and

α̃ = O(1) is computed for ε = 1 not to add excessive diffusion.
The remaining point to be clarified is how to solve the QGE to find the reference

solution. We employ the Arakawa method [1] for this purpose: havingψn , we obtain
ξ n+1 using the Arakawa Jacobian. Then, we solve for ψn+1 and redo the procedure
to correct the predicted solution. We refer the reader to consult [9].
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3 Main Result

Theorem 1 (Formal asymptotic consistency of the RS-IMEX scheme) Con-
sider the rotating shallow water equations with topography (4), on a periodic
domain and with well-prepared initial data (z0,ε, u0,ε) such that

z(0, ·) = z0,ε = z0(0) + εz0(1),ε, u(0, ·) = u0,ε = u0
(0) + εu0

(1),ε,

where (z0(0), u
0
(0)) is the solution of the QGE (5a)–(5b). Then, the RS-IMEX

scheme (9) has a unique solution for all ε > 0, which is formally consistent
with the QGE up to O(ε). So, it is asymptotically consistent and provides a
consistent discretization of QGE.

Sketch of the proof Let us assume α̃ = 0 for simplicity. Regarding solvability, the
linear system of the implicit step with the companion matrix Jε can be written as
Jε := I3N 2 + ΔtΞε with aΔt-independent matrixΞε. It is plausible to conclude that
for a suitable choice of Δt , none of the eigenvalues of ΔtΞε is equal to −1; so, Jε

is non-singular, and the implicit step is solvable; see [13, 14] for details.
Regarding asymptotic consistency,we take a formal approach and put the Poincaré

expansion into the scheme and balance the equal powers of ε to show that the solution
is asymptotically consistent with the limit, formally.

Firstly, we show that the explicit step is ε-stable, i.e., ‖V n+1/2

Δ ‖ = O(1) given
‖V n

Δ‖ = O(1) (which is compatiblewith thewell-prepared initial data). Since F̂1,1 =
F̂2,1 = 0, one can immediately conclude that ‖V n+1/2

1,Δ ‖ = O(1). Owing to (8), one
can simply confirm that for V2,Δ (and similarly V3,Δ)

lim
ε→0

(∇h,x1 F̂
n
1,2,i j + ∇h,x2 F̂

n
2,2,i j

) = O(1),

recalling that Θ = Fε. So, the explicit step does not change the leading order of
V2,Δ (and V3,Δ). This concludes the ε-stability proof of the explicit step.

Completing the asymptotic consistency analysis, we show that the implicit step
is consistent with the limit. We assume that ‖V n+1

Δ ‖ = O(1) to justify the use of
Poincaré expansion and will discuss this assumption somewhere else. From the v1-
update, T and F̃, the momentum field (up to O(ε)) is solenoidal, i.e.,

∇h,x1 (m1 + v2)
n+1
i j + ∇h,x2 (m2 + v3)

n+1
i j = O(ε).
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Using v2-update (similarly for v3), one can balance O(1/ε) terms, which give

−∇h,x1

(
bv1(0) + bz

)n+1
i j = − (

z + v1(0)
)n+1
i j ∇h,x1bi j + (m2 + v3(0))

n+1
i j . (10)

This is a consistent discretization of (5a), since the bottom is almost flat, ‖∇h,xbi j‖ =
O(ε). In other words, (10) implies that

∇h,x
(
z + v1(0)

)n+1
i j

= u⊥,n+1
(0),i j .

Thus, up to O(ε) terms, the solution is consistent with the limit. Using this, the
asymptotic consistency of the scheme can be concluded. �

4 Numerical Example

We discuss the 2d stationary (and non quasi-geostrophic) vortex in the periodic
domain [0, 1)2 as in [3]. The initial data in the polar co-ordinates write

u0(r, θ) = ϑθ (r)θ̂ , z′0(r) = ϑθ (r) + ε

r
ϑ2

θ (r), ϑθ (r) := 5r1[r< 1
5 ] + (2 − 5r)1[ 15 ≤r< 2

5 ],

where r is the distance to (0.5, 0.5)T .
Figure1 indicates the time evolution of relative perturbation from the equilibrium,

on the 30 × 30 grid and for different ε. The time step is chosen as the smaller value the
Arakawa method and the (non-stiff) explicit step require, with CFL = 0.45; so, Δt
is uniform in ε. It appears that, like for the scheme devised in [3], the error decreases
with ε. Also in Fig. 2, the perturbation from the equilibrium has been plotted for
different ε and longer times, which implies that the scheme provides accurate results
particularly for ε 	 1. Note that unlike [3], no well-balancing mechanism has been
incorporated into the scheme; so, for the ε = O(1) regime, one should expect less

Fig. 1 Evolution of the
relative error for surface
perturbation in time, for the
RS-IMEX scheme on the
30 × 30 grid, and for
different ε. zΔ stands for the
numerically computed
surface perturbation
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Fig. 2 Perturbation from the equilibrium, |zΔ(t) − zΔ(0)|, for the RS-IMEX scheme, computed
on the 30 × 30 grid and for ε = 0.1, 10−4 and t = 1, 20

accurate results, compared to [3]. We emphasize that this example does fit into the
assumptions of Theorem1, as the initial condition and the solution are close to the
limit manifold for ε 	 1.
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Abstract The shallow water equations can be used to model many phenomena in
geophysical fluid mechanics. For large scales, the Coriolis force plays an impor-
tant role and the geostrophic equilibrium which corresponds to the balance between
the pressure gradient and the Coriolis force is an important feature. In this com-
munication, we investigate the stability condition and the behavior of the so-called
Apparent Topography scheme which is capable of capturing a discrete version of the
geostrophic equilibrium.
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1 Introduction

In order to study the ShallowWater equations with Coriolis source term, we consider
the dimensionless formulation on the rotating frame which is given by

⎧
⎨

⎩

St∂t h + ∇ · (hū) = 0, (1a)

St∂t (hū) + ∇ · (hū ⊗ ū) + 1

Fr2
∇

(
h2

2

)

= − 1

Fr2
h∇b − 1

Ro
hū⊥, (1b)

where unknowns h and ū respectively denote the water depth and the average veloc-
ity over the water column and function b(x) denotes the topography of the considered
oceanic basin and is a given function. Dimensionless numbers St, Fr andRo respec-
tively stand for the Strouhal, the Froude and the Rossby numbers defined below. In
the sequel, we shall focus on cases where

St := L

UT
= O

(
1

M

)

, Fr := U√
gH

= O(M), Ro := U

ΩL
= O(M),

withM a small parameter. The parameters g andΩ denote the gravity coefficient and
the angular velocity of the Earth. Constants U , H , L and T are some characteristic
velocity, vertical and horizontal lengths and time. These orders of magnitude corre-
spond to the study of short-time dynamics and standard conditions for large scale
oceanic flows.

For data independent of y and with a flat topography, the solution of System (1)
then satisfies at the leading order the quasi-1d linear wave equation with Coriolis
source term (see [2] for the derivation)

⎧
⎪⎨

⎪⎩

∂t r + a�∂xu = 0,

∂t u + a�∂xr = ωv,

∂t v = −ωu,

(2)

where a� andω are constants of orderO(1)—respectively related to thewave velocity
and to the rotating velocity—r is the first order perturbation of the water depth h and
(u, v) is the leading order for the velocity field. The stationary state corresponding to
System (2) is the 1d version of the so-called geostrophic equilibrium and is given by

u = 0, a�∂xr = ωv. (3)

A first study of the accuracy of numerical schemes applied to system (2) for initial
data that are close to the kernel (3) was performed in [2]. It was shown that the
standard Godunov scheme applied to the linear wave equation with Coriolis source
term is inaccurate at low Froude number and the numerical viscosity on the pressure
equation is the main reason for this inaccuracy. A modified low Froude Godunov
scheme was proposed to cure the problem. The scheme was shown to be L2 stable
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under a suitable CFL condition. The proofs extend the ideas introduced in [5] for the
study of the homogeneous wave equations in low Mach number regimes.

In this paper, our objective is to study in the same context the numerical scheme
introduced in [3] as a well-balanced (WB) scheme for the Shallow Water equations
with Coriolis source term (1). In particular we prove the L2 stability of the scheme
under suitable CFL conditions. Moreover we compare this scheme, called apparent
topography scheme in the following, and the low Froude one in terms of dispersion
relations and accuracy for some test cases. Note that a high order extension of the
apparent topography scheme for the non-linear SW equations with Coriolis source
term has been studied in [4], where the authors also paid attention to the linear
dispersion relation (hence related to (2)).

2 The Numerical Schemes

Both low Froude and apparent topography schemes are collocated finite volume
schemes and can be interpreted as a way to modify the numerical diffusion of the
classical Godunov scheme on the pressure equation. In the low Froude scheme pro-
posed in [2], the numerical diffusion on the pressure equation is simply deleted. In
the apparent topography scheme introduced in [3], the diffusion term of the classical
Godunov scheme remains and an additional consistent term is introduced in the pres-
sure equation such that the numerical diffusion vanishes when applied to an element
of the linear kernel (3). The name apparent topography comes from the fact that
the scheme was first developed in the context of WB methods for the shallow water
equation with topography, see [1]. The two aforementioned semi-discrete schemes
applied to (2) read

⎧
⎪⎨

⎪⎩

d
dt r j + a�

u j+1−u j−1

2Δx − κr a�Δx
2

r j+1−2r j+r j−1

Δx2 + κrω
2

v j+1−v j−1

2 = 0,
d
dt u j + a�

r j+1−r j−1

2Δx − κua�Δx
2

u j+1−2u j+u j−1

Δx2 = ω f (v j−1, v j , v j+1),
d
dt v j = −ω f (u j−1, u j , u j+1).

(4)

where the low Froude scheme corresponds to the choice κr = 0, f (x, y, z) = y and
the apparent topography scheme to the choice κr = κu , f (x, y, z) = x+2y+z

4 .

2.1 Study of the Semi–discrete Scheme–Dispersion Relations

We now study the stability of the semi-discrete Godunov type schemes by means of
Fourier modes:

r j (t) = ϕr (t)e
ikx j , u j (t) = ϕu(t)e

ikx j and v j (t) = ϕv(t)e
ikx j .



212 E. Audusse et al.

Table 1 The eigenvalues corresponding to the inertia-gravity modes for small kΔx

Wave equation ±i
√
a2�k

2 + ω2

Low Froude a�
κu
2

sin2( kΔx
2 )

Δx
2

±

i

√

a2�
(
sin(kΔx/2)

Δx/2

)2 [
cos2( kΔx

2 ) − (
κu
2

)2 sin2( kΔx
2 )

]
+ ω2

Apparent Topography a�κu
sin2( kΔx

2 )
Δx
2

± i

√

a2�
(
sin(kΔx)

Δx

)2 + ω2
(
1+cos(kΔx)

2

)2

Fig. 1 Numerical properties of the semi-discrete schemes with the Rossby deformation Rd :=
a�

ω
= Δx and (κr , κu) = (0, 1) for LF, (κr , κu) = (1, 1) for AT

Substituting these expressions into (4), we obtain the following linear system of
differential equations

⎛

⎝
ϕ′
r (t)

ϕ′
u(t)

ϕ′
v(t)

⎞

⎠ +
⎛

⎜
⎝

κr a�
sin2( kΔx

2 )
Δx
2

ia�
sin(kΔx)

Δx i κrωΔx
2

sin(kΔx)
Δx

ia�
sin(kΔx)

Δx κua�
sin2(kΔx/2)

Δx/2 −ωζ

0 ωζ 0

⎞

⎟
⎠

⎛

⎝
ϕr (t)
ϕu(t)
ϕv(t)

⎞

⎠ =
⎛

⎝
0
0
0

⎞

⎠ (5)

where ζ = 1 for the lowFroude scheme and ζ = cos2( kΔx
2 ) for the apparent topogra-

phy scheme. The first eigenvalue of the amplification matrix is λ = 0, corresponding
to the discrete stationary state (3). The other two, corresponding to the inertia-gravity
modes, are given in Table1. Their real part �(λ) characterizes the decay of Fourier
modes k. Since �(λ) > 0, both low Froude and apparent topography schemes are
damping. The damping rate of the apparent topography scheme is twice larger than
that of the low Froude scheme. The imaginary part �(λ) characterizes the propa-
gation properties of the Fourier modes. Note that for the low Froude scheme, the
eigenvalues may be real for kΔx close to π which means the corresponding modes
do not propagate and are only damped. For small a∗k/ω, the dispersion relation
�(λ)/ω of the low Froude scheme is closer to the exact one (for the rotating wave
Eq. (2)) whereas the converse holds for large a∗k/ω (Fig. 1).
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2.2 Study of the Fully Discrete Scheme: Kernel and
L2-Stability

The fully discrete apparent topography scheme applied to (2) can be written as

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

rn+1
j −rnj

Δt + a�
unj+1−unj−1

2Δx − κr a∗Δx
2

rnj+1−2rnj +rnj−1

Δx2 + κrω
2

(vnj+1−vnj−1)

2 = 0,
un+1
j −unj
Δt + a�

rnj+1−rnj−1

2Δx − κua∗Δx
2

unj+1−2unj+unj−1

Δx2

= ω

[

θ1
vnj+1+2vnj+vnj−1

4 + (1 − θ1)
vn+1
j+1+2vn+1

j +vn+1
j−1

4

]

,

vn+1
j −vnj
Δt = −ω

[

θ2
unj+1+2unj+unj−1

4 + (1 − θ2)
un+1
j+1+2un+1

j +un+1
j−1

4

]

(6)

for j ∈ {1, . . . , N } and 0 ≤ θ1, θ2 ≤ 1. Setting q = (r, u, v), periodic boundary con-
ditions read qn+1

0 = qn+1
N , qn+1

N+1 = qn+1
1 . For practical reasons, we assume that the

cell number N is odd.

Lemma 1 The kernel of the Apparent Topography scheme (6) is given by

E h
ω �=0 = kerLκ,h =

{

q = (r, u, v)

∣
∣
∣
∣ u j = 0, a�

r j+1 − r j
Δx

= ω
v j+1 + v j

2

}

. (7)

Proof A stationary state has to satisfy relations (6) with qn+1 = qn . In particular, the
third equation, with an odd number of points and given periodic boundary conditions,
leads to

unj = 0, ∀ j ∈ {0, . . . , N + 1}.

We then deduce from the first two relations that

a�

rnj+1 − 2rnj + rnj−1

Δx
= ω

vnj+1 − vnj−1

2
and a�

rnj+1 − rnj−1

Δx
= ω

vnj+1 + 2vnj + vnj−1

2
.

Summing the two equations yields the discrete kernel (7). Conversely, any element
satisfying (7) is a stationary state of relations (6). This discrete kernel is a consistent
discretisation, defined at the cell interfaces, of the continuous kernel (3).

Remark 1 Let us recall that the discrete kernel of the low Froude scheme is

u j = 0, a�

r j+1 − r j−1

2Δx
= ωv j

(see [2]) which is another consistent discretisation, defined at the cell centers, of the
continuous kernel (3).



214 E. Audusse et al.

Remark 2 When the number of points is even, checkerboard modes for velocity u
may exist in the discrete kernel of the apparent topography scheme. Note that the
low Froude scheme suffers the same drawback, but for the pressure r .

We will now investigate the L2 stability of the apparent topography scheme. Let us
first mention that when 0 < θ1, θ2 < 1, the apparent topography scheme requires to
solve a linear system at each time step, which leads to an additional computational
cost. On the other hand, the case θ1 = θ2 = 1, that corresponds to a fully explicit
scheme, is known to be unstable—see [4]. Therefore, we restrict our study to the two
cases θ1 = 0, θ2 = 1 and θ1 = 1, θ2 = 0. Note that in [2], the L2 stability of the low
Froude scheme was studied for all values of (θ1, θ2) ∈ [0, 1]2.
Lemma 2 Under the hypothesis

κrκu ≤ 1 + ω2Δx2

4a2�
, (8)

the apparent topography scheme is L2 stable under the CFL condition

Δt ≤ min{Δta,Δtb,Δtc}

where

Δta :=
⎧
⎨

⎩

− |a� |
Δx +

√
a2�

Δx2
+(κr+κu)κrω2

κrω2 if κr �= 0,
κu
2

Δx
|a�| otherwise.

and

Δtb := min

{
1

κr
,
1

κu

}
Δx

|a�| , Δtc := 2

ω

Remark 3 Note that the choice κr = 0 is similar to the low Froude scheme, but with
a discretisation of the Coriolis term at the interfaces. We then retrieve the same CFL
condition as that of the cell-centered low Froude scheme, see [2].

Remark 4 Hypothesis (8) is not restrictive since the low Froude scheme always
satisfies this condition and the classical choice for the apparent topography scheme
is to take κr = κu = 1.

Remark 5 The bound Δtc is the classical CFL condition for the inertial oscillations
phenomenon.
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Remark 6 The bound Δtb is one of the classical CFL conditions for the problem
without rotation. For Δx � 1, the asymptotic expansion of the bound Δta leads to
the other classical CFL condition for the problem without rotation

Δta = κr + κu

2

Δx

|a�| .

Proof We perform a Von Neumann analysis to investigate the stability condition.
Let us denote

σ = Δt

Δx
, γ = ωΔt, s = sin

(
kΔx

2

)

, μ = cos2
(
kΔx

2

)

= 1 − s2.

By substituting the discrete Fourier modes rnj = ϕn
r e

ikx j , unj = ϕn
u e

ikx j and vnj =
ϕn
v e

ikx j into the fully discrete scheme (6), we obtainA ϕn+1 = Bϕn where thematri-
ces A and B are given by

A =
⎛

⎝
1 0 0
0 1 −(1 − θ1)γμ

0 (1 − θ2)γμ 1

⎞

⎠

and

B =
⎛

⎝
1 − 2κr |a�|σ s2 −a�σ i sin(kΔx) − κrωΔt

2 i sin(kΔx)
−a�σ i sin(kΔx) 1 − 2κu |a�|σ s2 θ1γμ

0 −θ2γμ 1

⎞

⎠ .

We then search for the eigenvalues of the amplification matrix C = A −1B, that are
the roots of the third order polynomial P(λ) = det (B − λA ). Easy computations
lead to

P(λ) = (1 − λ)(Λλ2 + ξλ + ζ ) (9)

with

Λ = 1 + γ 2μ2(1 − θ1)(1 − θ2) > 0

ξ = −2 + γ 2μ2(θ1 + θ2 − 2θ1θ2)

+2(κr + κu)|a�|σ s2 + 2κr |a�|σ s2γ 2μ2(1 − θ1)(1 − θ2)

ζ = 1 + γ 2μ2θ1θ2 − 2(κr + κu)|a�|σ s2
+4a2�σ

2s2(1 − s2) + 4κrκua
2
�σ

2s4 + 2κr |a�|σ s2γ 2μ2θ2(1 − θ1).

The eigenvalue λ0 = 1 corresponds to the discrete kernel (7). In order to ensure that
the other two roots of (9) are in the unit circle (|λ±| ≤ 1), the coefficients Λ, ξ and ζ

have to satisfy |ζ | ≤ Λ and |ξ | ≤ Λ + ζ . Computations are then similar to the ones
in [2] and lead to the results. More precisely, condition ζ ≤ Λ leads to the condition
involving Δta and condition |ξ | ≤ Λ + ζ leads to conditions involving Δtb and Δtc.
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Fig. 2 Comparisons of classical and WB schemes

3 Numerical Results

Let us fix the parameters a� = 1, ω = 1, θ1 = 1, θ2 = 0 and consider the initial
condition on the domain (0, 2π)

q0
i = q̂0

i + M
q̃0
i

‖q̃0
i ‖

where

{
q̂0
h (x) = (

sin(ωx), 0, a� cos(ωx)
) ∈ E h

ω �=0,

q̃0
h (x) = (

a� cos(ωx), 1, sin(ωx)
) ∈ E h,⊥

ω �=0,

which is close to the kernel E h
ω �=0 up to a perturbation of order M . We solve the 1D

linear wave equation (2) by means of the Apparent Topography scheme (6), the low
Froude scheme and the classical Godunov scheme.We observe on Fig. 2 (left) that the
classical Godunov scheme is inaccurate since the deviation from the kernel does not
remain of order M , while the two schemes designed for the geostrophic regime have
the correct behaviour as theFroudenumber goes to 0.Wenow investigate the accuracy
with time at a fixed Froude number. As exhibited for the semi-discrete scheme, we
see on Fig. 2 (right) that the Apparent Topography scheme is more diffusive than the
low Froude scheme for the part of the signal which is in the orthogonal of the kernel.

In future works, the authors will apply the two schemes to linear 2D cases before
considering nonlinear applications in order to discriminate them.
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Abstract We propose a numerical method for a two-dimensional non-hydrostatic
shallow water system with topography (Bristeau et al. in Discret Contin Dyn Syst
Ser B 20(4):961–988, 2015, [6]). We use a prediction-correction scheme initially
introduced byChorin-Temam (Rannacher in TheNavier-Stokes equations II—theory
andnumericalmethods. Springer, Berlin, pp 167–183, 1992, [13], andwhich has been
applied previously to the one dimensional problem inAïssiouene (Numerical analysis
and discrete approximation of a dispersive shallow water model, 2016, [1]). The
prediction part leads to solving a shallowwater system forwhichwe use finite volume
methods (Audusse and Bristeau in J Comput Phys 206(1):311–333, 2005, [3]), while
the correction part leads to solving amixed problem in velocity/pressure using a finite
elementmethod.We present an application of themethodwith a comparison between
a hydrostatic and a non-hydrostatic model.
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1 Introduction

Mathematical models for free surface flows are widely studied, however one still
needs to improve the existing models as well as develop robust numerical methods.
The most common way to represent the physical behavior of the free surface is to
compute the solutions of the ShallowWater equations. These equations are based on
a shallowness assumption and lead to assuming the pressure is hydrostatic. There-
fore, they are used for many geophysical flows on rivers, lakes, oceans where the
characteristic horizontal length is much greater than the depth.

However, when the hydrostatic assumption is no longer valid, what we call dis-
persive effects appear, then more complex models have to be used to represent these
effects. Many free surface models are available to take into consideration this dis-
persive effect, see [11] for the classical Green-Naghdi (GN) model and [5–7, 9] for
other kinds of non hydrostatic models with bathymetry.

In this approach, we propose a new method dealing with a formulation without
high order terms, we treat the depth-averaged Euler system developed in [6] where
the non-hydrostatic pressure is an unknown of the system. The aim is to provide a
robust numerical method for the two-dimensionalmodel on an unstructured grid. The
objective is to have a stable method to simulate real cases where the topography can
be complex and needs an irregular mesh.Moreover, it gives the possibility to perform
adaptive meshes if one wants to refine the mesh in the areas where the dispersive
effects are expected. For instance, the dispersive contribution can have a significant
impact in the water depth for the propagation of tsunamis [4, 10].

The paper is organized as follows. In the next section,we recall the depth-averaged
Euler system. The Sect. 2 is devoted to the Chorin-Temam approach (prediction-
correction scheme) applied for the model problem, while in Sect. 4, we give a geo-
physical application where we compare the results using a hydrostatic model vs a
non-hydrostatic model.

2 The Averaged Euler System

We consider a two-dimensional domain Ω ⊂ R
2 delimited by the boundary Γ =

Γin ∪ Γout ∪ Γs as described in Fig. 1a. We denote by H(x, y, t) the water depth,
zb(x, y) the topography, u(x, y, t) the averaged velocity of the fluid u = (u, v, w)t

and p the non hydrostatic pressure (see Fig. 1b).
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Fig. 1 Model domain and notations

The two-dimensional depth-averaged Euler system described in [6] reads:

∂H

∂t
+ ∇0 · (Hu) = 0, (1)

∂Hu
∂t

+ ∇0 · (Hu ⊗ u) + ∇0(
g

2
H 2) + ∇sw (p) = −gH∇0(zb), (2)

divsw (u) = 0, (3)

where we define the operators ∇0 and div0 by

∇0 f =
⎛
⎜⎝

∂ f
∂x
∂ f
∂y

0

⎞
⎟⎠ , div0v = ∂v1

∂x
+ ∂v2

∂y
. (4)

Also, we give an interpretation of the non-hydrostatic contribution by defining a
shallow water version of the pressure gradient ∇sw and the divergence operator
divsw . Assuming that f and v = (v1, v2, v3)T are smooth enough:

∇sw f =
⎛
⎜⎝
H ∂ f

∂x + f ∂(H+2zb)
∂x

H ∂ f
∂y + f ∂(H+2zb)

∂y

−2 f

⎞
⎟⎠ , (5)

divsw (v) = ∂Hv1
∂x

+ ∂Hv2
∂y

− v1
∂(H + 2zb)

∂x
− v2

∂(H + 2zb)

∂y
+ 2v3. (6)

Under the assumptions done for the derivation of the non-hydrostatic model, the
operator ∇sw (resp. divsw ) is the average of the classical operator ∇ (resp. div) in the
sens that it corresponds to the gradient averaged in the vertical direction between zb
and η. An important property is that the operators divsw and ∇sw satisfy the duality
relation
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∫
Ω

∇sw ( f ) · v = −
∫

Ω

divsw (v) f +
∫

Γ

H f v · n, (7)

where n is the outward unit normal vector to the boundary Γ . This property is crucial
for the algorithm presented in the following since we will consider a mixed problem
in velocity/pressure, which will lead, at the numerical level, to having an operator
for the pressure and its transpose for the velocity.

The depth-averaged model (1)–(3) is derived in [6] and is based on the mini-
mization of the energy (see [12], this property provides a consistency with the Euler
system [6] in terms of energy.

ptot = g
H

2
+ p, (8)

where we take into account the hydrostatic pressure g H
2 .

3 Prediction—Correction Scheme

The problem (1)–(3) is solved using a Chorin-Temam splitting scheme (see [13]).
The prediction-correction method is widely used to approximate the Navier-

Stokes equations and is based on a time-splitting scheme. For each time step, the
problem is solved in two steps, in the first one, we use a finite-volume method to
solve the hyperbolic part which is a Shallow Water system with topography (where
the non hydrostatic pressure p is not evaluated). This allows us to get a first predicted
state which is not divergence free. In the second step, we update the predicted state
with the shallow water version of the gradient pressure evaluated in such a way that
the velocity satisfies the divergence free condition (3).

Let us denote by X the vectors of unknowns and F(X) the matrix:

X =

⎛
⎜⎜⎝

H
Hu
Hv
Hw

⎞
⎟⎟⎠ , F(X) =

⎛
⎜⎜⎝

Hu Hv
Hu2 + g

2 H
2 Huv

Huv Hv2 + g
2 H

2

Huw Hvw

⎞
⎟⎟⎠ , (9)

and set

S(X) =

⎛
⎜⎜⎝

0
−gH ∂zb

∂x−gH ∂zb
∂y

0

⎞
⎟⎟⎠ and Rnh =

(
0

∇sw (p)

)
. (10)
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Then, the system (1)–(3) can be written

∂X

∂t
+ div0F(X) + Rnh = S(X), (11)

divsw (u) = 0. (12)

We set t0 the initial time and tn+1 = tn + Δtn whereΔtn satisfies a stability condition
(CFL) and the state Xn will denote an approximation of X (tn). For each time step,
we consider an intermediate state which will be denoted with the superscript n+1/2.
The semi discretization in time can be summarized in the following steps:

Xn+1/2 = Xn − Δtndiv0F(Xn) + Δt S(Xn), (13)

Xn+1 + Δtn Rn+1
nh = Xn+1/2, (14)

divsw un+1 = 0. (15)

So the first step (13) leads to solving the hyperbolic systemwith source terms in order
to get the state Xn+1/2 = (Hn+1/2, (Hu)n+1/2, (Hv)n+1/2, (Hw)n+1/2)T . Equation
(14) allows us to correct the predicted value Xn+1/2 in order to obtain a state which
satisfies the divergence free condition (15).

The prediction part (13) is solved using a cell centered finite-volume method [3].
For this system, our scheme is second order accurate in time and, if we use a recon-
struction algorithm [3] in the hyperbolic step, it is formally second order accurate
in space [2, 3]. In the application, we use a kinetic solver for its good mathematical
properties. The correction part (14) is solved using a finite element method. To do
so, we consider the equations (14)–(15) as a mixed problem [2] and, starting with
an appropriate variational formulation of the problem, we apply the finite element
method to obtain the pressure pn+1 which is solution of an elliptic equation and the
velocity un+1. The elliptic equation of the pressure can be written under the form:

divsw

(∇sw pn+1

Hn+1

)
= 1

Δtn
divsw

(
(Hu)n+1/2

Hn+1/2

)
. (16)

We consider a primal mesh which is the triangular mesh and a dual mesh corre-
sponding to the centered finite volume cells. The approximation of the variables is
based on the triangular mesh for the finite element scheme and the dual mesh for the
finite volume scheme. The finite volume cells are centered on the vertices and built
by joining the centers of mass of the triangles surrounding each vertex. The variables
H, Hu are estimated first as constant mean values on the cells by the finite volume
scheme, which gives the intermediate state Xn+1/2. For the finite element scheme,
the state Xn+1 is approximated at the vertices of the triangles. The algorithm uses an
iterative method of Uzawa type to solve the elliptic equation in pressure involved in
the problem. The details of the combined method and the treatment of the boundary
conditions will be detailed in a forthcoming paper.
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4 Numerical Results

In this section we test the depth-averaged model (1)–(3) on a numerical application.
We generate small amplitude waves at the inlet of a domain of dimensions [0, 10] ×
[0, 6] and we observe the propagation of the waves over an obstacle. The channel is
also ended by a slope of 40%. This simulation allows us to confront our method to
a test case where we have a variable bottom with strong variations of the elevation
and wet/dry interfaces. The dimensions of the case are described in Fig. 2 and the
obstacle is defined by the topography function:

zb(x, y) = min
(
zm, Ae−((a(x−x0)2)+b(y−y0)2)

)
, (17)

where we set zm = 0.5m, A = 2m, a = 3.3m, b = 1.51m and x0 = 3m, y0 =
3m. We set an initial free surface η0 = 0.6m and a sinusoidal wave given at the
inlet with an amplitude of 0.02m. The test is performed over an unstructured mesh
of 45506 nodes for the fine mesh. The numerical solution is computed with a P1-
iso-P2/P1 approximation (see [1] for more details on the choices of approximation
spaces). We compare the solutions obtained using the Shallow Water model and
using the depth-averaged Euler model (1)–(3) in order to observe the effects of
the dispersion on the propagation and the wave interactions. Figure3 shows the
simulations at instant t1 = 4.54531 s (Fig. 3a, b) for the Shallow Water model (left)
and the dispersive model (right). The figures represent the free surface η. We clearly
observe the impact of the dispersive effects around the obstacle and on the forms of
the waves. In Fig. 4 we show the free surface over the time at different points around
the obstacle and compare the solution obtained for the ShallowWater model and the
depth averaged model. We can recover the same kind behavior in one dimensions

Fig. 2 Dimension of the test
case
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(a) Hydrostatic simulation at time t1 = 4.54531s (b) Non-hydrostatic simulation at time t1

Fig. 3 Free surface obtained with a hydrostatic simulation and a non-hydrostatic simulation

0 2 4 6 8 10 12 14 16

0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

(x,y)= ( 2.977 ,1.977 ).

 time (s)

η 
(m

)

 Shallow Water
 DAE

(a) Point 1

0 2 4 6 8 10 12 14 16

0.55

0.6

0.65

0.7

(x,y)= ( 3.0259 ,2.0259 ).

 time (s)

η 
(m

)

 Shallow Water
 DAE

(b) Point 2

0 2 4 6 8 10 12 14 16

0.54

0.56

0.58

0.6

0.62

0.64

0.66

(x,y)= ( 3.017 ,2.017 ).

 time (s)

η 
(m

)

 Shallow Water
 DAE

(c) Point 3

Fig. 4 Comparison of the free surface over the time for the selected points between solutions
computed with a hydrostatic model (· · · ) and the depth-averaged model (—)

for a very classical test case which is known as the Dingemans experiment [8], these
effects occurwhenwe have a strong variation of the topographywith a strong gradient
of the elevation.

5 Conclusion

In this paper, we have presented an application a the combined finite-volume/finite
element method for a two dimensional dispersive shallowwater model on an unstruc-
tured mesh. We solve a mixed problem using a finite element method to obtain the
velocity and the non-hydrostatic pressure.
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A Relaxation Scheme for the Simulation
of Low Mach Number Flows

Emanuela Abbate, Angelo Iollo and Gabriella Puppo

Abstract A scheme for the simulation of inviscid flows with low Mach number
is derived. The scheme is built on a relaxation system and it is based on a linear
implicit timediscretization. The advective part is discretized by a convex combination
of upwind and centered schemes, in order to recover the correct limit when the
Mach number goes to zero. The implicit treatment allows to stabilize the central
approximation in the lowMach limit and also to avoid demanding constraints on the
time step in low Mach flows. The scheme applies to steady or unsteady flows and
to general equations of state. We discuss examples pertaining to both gas and liquid
flows.

Keywords Low mach flows · Relaxation method · Compressible flows
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1 Introduction

In the numerical simulation of fluid flows, the lowMach regime induces severe stiff-
ness and, consequently, stability problems for standard computational techniques.
This is due to the fact that the upwind schemes adopted when solving compressible
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flows are not “asymptotic preserving”, namely they do not preserve the low Mach
number limit behaviour, which tends to incompressible flow [6, 7]. It has been proved
in [4] that upwind schemes lead to pressure fluctuations of the order of the Mach
number M , while in the continuous case the pressure fluctuations are of order M2:
this is one of the main reasons why compressible flow solvers perform so poorly in
the low Mach number regime.

In this work, the derivation of a scheme for solving low Mach inviscid flows is
addressed with a novel implicit relaxation approach. The relaxation method intro-
duced in [5] is adopted, approximating the original system with a larger one. This
new system is linear except for a lower order source term and thanks to linearity,
implicit time discretizations can be easily implemented. Therefore, both upwind and
centered spatial discretizations can be used without having stability problems. The
centered scheme allows to recover the correct limit on the pressure gradients in the
low Mach regime. Nevertheless, the upwind discretization is needed in presence of
Mach numbers of order one, in order to introduce enough numerical viscosity. Since
the adopted spatial discretization is a convex combination of these two, it is able
to approximate flows in different regimes and thus the scheme can be seen as an
“all-speed” scheme, as the ones proposed in [2, 3]. Moreover, thanks to the absolute
stability of implicit schemes, the CFL is not limited by the acoustic constraint, which
becomes extremely demanding in low Mach regimes.

2 The Relaxation Method

Webriefly revise the relaxationmethod developed in [5].Ageneral hyperbolic system
of balance laws has the following structure:

∂tψ + ∂xF (ψ) = Q (ψ) , (1)

whereψ ∈ R
n is the vector of the conservative variables,F (ψ) the vector of thefluxes

and Q (ψ) a source term. By introducing the relaxation variables vector v ∈ R
n , the

relaxation system approximating the original system (1) reads:

⎧
⎨

⎩

∂tψ + ∂xv = Q (ψ)

∂tv + A∂xψ = 1

ε
(F (ψ) − v) , ε > 0,

(2)

where A = diag{ai }, i = 1, .., n is a positive diagonal matrix. The small positive
parameter ε is called relaxation rate. The right hand side of the second equation is
a stiff lower order term. Our motivation in choosing this specific relaxation method
relies in the resulting linearity of the advective part. This allows for an easy imple-
mentation of implicit schemes: the introduction of modified Riemann solvers is not
required, as it is when adopting the Suliciu relaxation approach [1].
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In order to ensure the dissipative nature of the relaxation, it is necessary to respect
the Liu subcharacteristic condition (for details see [5])

A − F′ (ψ)2 ≥ 0 ∀ψ (3)

when building the relaxation system. By enforcing this condition, the coefficients
of the relaxation matrix A are derived in such a way that the characteristic speeds
λi , i = 1, ..n of the original system (1) interlace with those of the relaxation system
μ j = ±√

ai , j = 1, ..2n, i = 1, ..n. In our computations, A is built by taking ai =
maxxλ2

i . This is the maximum over the domain of the a-priori estimated speed.

3 Numerical Relaxation Scheme

System (2) is discretized with finite volumes on a uniform mesh. For 1D problems,
the grid spacing is Δx = xi+1/2 − xi−1/2 and the time step Δt = tn+1 − tn . Let wn

i
be the approximate cell average of a quantity w in the cell

[
xi−1/2, xi+1/2

]
at time tn

andwn
i+1/2 the approximate point value ofw at an interface x = xi+1/2 and at t = tn .

In general, the spatial discretization for system (2) can be written as

⎧
⎪⎨

⎪⎩

∂tψ i + vi+1/2 − vi−1/2

Δx
= Q

(
ψ i

)

∂tvi + A
ψ i+1/2 − ψ i−1/2

Δx
= 1

ε

(
F

(
ψ i

) − vi
)
.

(4)

This is validwith an accuracyofO
(
Δx2

)
and for sufficiently accurate reconstructions

of the quantities at the interfaces, noting that

F
(
ψ i

) = F

(
1

Δx

∫ xi+1/2

xi−1/2

ψdx

)

= 1

Δx

∫ xi+1/2

xi−1/2

F (ψ) dx + O
(
Δx2

)
= Fi + O

(
Δx2

)
.

3.1 Spatial Discretization

In (4), the interface values have to be computed with a specific scheme. Let u be a
generic variable. We define an hybrid discretization in the following way:

(
ui+1/2 − ui−1/2

Δx

)

hyb
= f

(
Mloc

)
(
ui+1/2 − ui−1/2

Δx

)

upw
+ (

1 − f
(
Mloc

))
(
ui+1/2 − ui−1/2

Δx

)

cent
, (5)
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where the first term defines the spatial discretization through an upwind method and
the second through a centered one. Mloc is the local Mach number and we choose
f (Mloc) = min{1, Mloc} in order to have a convex combination. This way the correct
numerical viscosity for each regime is recovered.

The upwind scheme is derived as in [5], computing the interface values by using
the characteristic variables v ± A1/2ψ of system (2). At first order we have:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(
vi+1/2 − vi−1/2

Δx

)

upw

= 1

2Δx
(vi+1 − vi−1) − A1/2

2Δx

(
ψ i+1 − 2ψ i + ψ i−1

)

(
ψ i+1/2 − ψ i−1/2

Δx

)

upw

= 1

2Δx

(
ψ i+1 − ψ i−1

) − A−1/2

2Δx

(
vi+1 − 2v j + vi−1

)
.

(6)
For second order approximations, a Van Leer MUSCL scheme is employed. Since in
this workwe test second order schemes only for the computation of smooth solutions,
non-linear flux limiters are not introduced. The centered spatial discretization is
second order accurate and reads:

⎧
⎪⎪⎨

⎪⎪⎩

(
vi+1/2 − vi−1/2

Δx

)

cent

= 1

2Δx
(vi+1 − vi−1)

(
ψ i+1/2 − ψ i−1/2

Δx

)

cent

= 1

2Δx

(
ψ i+1 − ψ i−1

)
.

(7)

3.2 Implicit Time Discretization

To ensure that the centered discretization (7) is stable and to avoid the acoustic CFL,
we propose a fully implicit relaxation scheme, instead of adopting classic explicit
relaxation schemes [5, 8]. The implicit scheme at first order reads:

⎧
⎪⎪⎨

⎪⎪⎩

ψn+1
i − ψn

i

Δt
+ vn+1

i+1/2 − vn+1
i−1/2

Δx
= Q

(
ψn+1

i

)

vn+1
i − vni

Δt
+ A

ψn+1
i+1/2 − ψn+1

i−1/2

Δx
= 1

ε

(
F

(
ψn+1

i

) − vn+1
i

)
,

(8)

which is a simple backward Euler. For a second order implicit approximation, a BDF
(Backward Differentiation Formula) second order accurate is employed.

The implicit non linear part in the source is dealt with applying one iteration of
the Newton method, namely the fluxes are approximated with the Taylor expansion

F
(
ψn+1) = F

(
ψn) + F′ (ψn) (

ψn+1 − ψn) , (9)

where F′ (ψn) is the Jacobian of the flux and can be computed analytically. This
constitutes a significant simplification with respect to the use of complex solvers that
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deal with non-linear fluxes inside implicit schemes. When a non-linear source term
Q (ψ) is present, it can be treated in the same way.With linearization (9), the derived
implicit scheme possesses the following zero relaxation limit ε → 0+

ψn+1
i − ψn

i

Δt
+

F
(
ψn+1

i+1/2

)
− F

(
ψn+1

i−1/2

)

Δx
= Q

(
ψn+1

i

)
,

which is a consistent and stable discretization of (1).
In this framework, the full linear system to be solved reads

{
MΨ n+1 + NVn+1 = r
PΨ n+1 + RVn+1 = s,

where Ψ n+1 and Vn+1 are the vectors containing the grid point values of the con-
servative and of the relaxation variables respectively. In 1D problems, M, N, P and
R have tridiagonal sub-blocks for first order discretizations. Linearization (9) only
adds terms on the diagonals of the sub-blocks of P, not increasing the computational
effort in the inversion algorithms.

The scheme is unconditionally stable. The acoustic Courant number is defined
as νac = μmaxΔt/Δx and with the proposed implicit scheme it can be taken sig-
nificantly larger than one. This is very useful in terms of computational time when
simulating low Mach flows, since the acoustic waves are extremely fast (for Euler
equations μmax ≥ |u + c| from condition (3), u being the flow velocity and c the
sound speed). Therefore, the time step Δt is not excessively limited as it would be
with an explicit scheme requiring νac < 1 for stability. Moreover, in approximating
material waves, a “material CFL condition” can be employed: the material Courant
number is defined as νmat = μmatΔt/Δx with μmat ≥ |u|. To ensure accuracy on
the material waves, the time step is chosen by imposing νmat ≤ 1. Thus, Δt is not
constrained by the speed of the acoustic waves but only by the speed of the material
wave.

4 Numerical Results

The proposed scheme is applied to the simulation of gas and liquid flows, governed
by the one dimensional Euler equations with a generalized equation of state. In all
simulations we employ ε = 10−8. Initial and boundary conditions on the relaxation
variables are set to be consistent with the equilibrium state v = F (ψ) [5].
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4.1 Steady State Example: Nozzle Flow

We validate the scheme by computing the steady state of a Laval nozzle flow in the
quasi-1D approximation. In the general formulation (1), the conservative variables,
the fluxes and the source term are:

ψ =
⎡

⎣
Sρ
Sρu
SE

⎤

⎦ , F (ψ) =
⎡

⎣
Sρu

S
(
ρu2 − p

)

S (E − p) u

⎤

⎦ , Q (ψ) =
⎡

⎣
0

p∂x S
0

⎤

⎦ ,

where ρ is the density, u is the flow velocity, E = ρu2/2 + ρe is the total energy
(sum of the kinetic part and the internal energy e) and p is the pressure. S = S (x)
is the cross sectional area of the nozzle, which is a smooth function of the axial
coordinate x . In this approximation, all flow variables depend on only the coordinate
x .

The scheme is able to deal with different state laws. In particular, we simulate:

• perfect gas flows, with the state law e = p/ (ρ (γ − 1)) (γ = cP/cV is the heat
capacity ratio and it is equal to 1.4 for biatomic gases);

• stiffened gas flows, with the state law e = p/ (ρ (γ − 1)) + p∞/ρ, where the p∞
term models the intermolecular forces. This law describes flows of liquids (the
parameters for water are γ = 4.4 and p∞ = 6.8 · 108Pa).
Three different configurations of the nozzle are simulated:

1. test 1 is a perfect gas flowwithMach number in the rangeM ∈ [0.45; 0.7]. At the
inlet the total pressure and temperature Ptot = 1Pa and Ttot = 1K are imposed,
at the outlet pout = 0.9Pa;

2. test 2 is a perfect gas flow with Mach number in the range M ∈ [4; 9] · 10−3. At
the inlet Ptot = 1Pa and Ttot = 1K are imposed, at the outlet pout = 0.99999Pa;

3. test 3 is a water flow with Mach number in the range M ∈ [7.26; 8.67] · 10−5.
At the inlet Ptot = 10Pa and Ttot = 280K are imposed, at the outlet pout = 1Pa.

Tests 2 and 3 are lowMach flows, with the last one being almost incompressible. We
remark that pressure and temperature values are here chosen with the only purpose
of demonstrating the properties of the scheme.

The pressure profiles obtained with the first and second order implicit scheme are
shown in Fig. 1a, b, c for the three tests and they are compared to the results of the
classic explicit-upwind relaxation scheme of [5]. The comparison shows that for test
1 the two schemes are equivalent. Instead, for low Mach flows (tests 2 and 3) our
implicit scheme is more accurate than the explicit one, which gives a solution shifted
from the exact one and presents oscillations, due to the wrong numerical viscosity.
The implicit scheme computes pressure profiles that are superimposed to the exact
solution in all the three cases thanks to discretization (5). In Fig. 1d, the convergence
analysis for the implicit scheme is carried out and the correct convergence rates are
recovered.
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Fig. 1 Nozzle flow: pressure profiles obtained with first and second order implicit schemes and
with first order explicit-upwind relaxation scheme of [5] (500 grid points). Panel d convergence
analysis of the implicit scheme for the three tests

The time step for the implicit scheme is chosen by enforcing νac = 100 at first
order and νac = 40 at second order. Thanks to this constraint, our implicit scheme is
computationally less demanding. For example in test 2, a precision of order 2 · 10−7

is obtained by the first order implicit scheme in 64s of CPU time and by the explicit
in 3464 s.

4.2 Material Wave Simulation: Gas Tube

We give a numerical illustration of the performances of the scheme for the simulation
ofmaterial waves, by solving a lowMach perfect gas flow in a tube. The Euler system
in the general formulation (1) reads

ψ =
⎡

⎣
ρ

ρu
E

⎤

⎦ , F (ψ) =
⎡

⎣
ρu

ρu2 − p
(E − p) u

⎤

⎦ , Q (ψ) =
⎡

⎣
0
0
0

⎤

⎦ .

Let xd be the discontinuity position,which is in themiddle of the tubewhen t = 0.The
Riemann problem initial data are ρL = ρR = 1Kg/m3, uL = 0m/s, uR = 0.008m/s,
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Fig. 2 Low Mach gas tube flow: density profiles obtained with the implicit scheme and with the
explicit-upwind relaxation scheme of [5], both at first order

pL = 0.4Pa and pR = 0.399Pa. The solution consists in two fast expansion waves
and a very slow material wave. On this latter wave we have M 
 6 · 10−3. The
results at time t = 0.25s are shown in Fig. 2a: the wave has moved from xd = 0.5 to
xd = 0.501167m, namely, for a grid spacing Δx = 10−3, it has crossed 1 cell. The
length of this tube is 1m. In order to see the material wave move, we run a simulation
for long times: at time t = 150s (Fig. 2b) the wave has moved from xd = 200 to
xd = 200.7m, namely, for a grid spacing Δx = 10−1, it has crossed 7 cells. The
length of this second tube is 400m.

The results obtained using the implicit schemewith νmat = 0.2 (givingΔt 
 2.2 ·
10−2 on the chosen grid) are compared to the ones of the explicit-upwind relaxation
scheme of [5], where instead an acoustic condition has to be enforced (νac = 0.4
giving Δt 
 5 · 10−4). Due to the material constraint on Δt , the implicit scheme
is of course very diffusive on the acoustic waves. If accuracy on the rarefactions
is needed, an acoustic CFL has to be enforced, thus recovering the same precision
of the explicit scheme on these waves. Nevertheless, the implicit scheme is able to
accurately reproduce and keep the contact wave sharp as it moves to the right, thanks
to spatial discretization (5). The explicit scheme, instead, is very diffusive on this
wave, which is completely smeared after some time (see Fig. 2b).

5 Conclusions

We presented a novel implicit relaxation scheme, able to simulate low Mach flows,
with first and second order accuracy. The lowMach limit is well reproduced in steady
state problems and in the approximation of material waves. The scheme is simple
and can be easily adapted to different state laws. In the future, simulation of waves
in compressible elastic materials will be exploited.
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Comparison of Wetting and Drying Between
a RKDG2 Method and Classical FV Based
Second-Order Hydrostatic Reconstruction
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Abstract Wecompare the treatment ofwetting and drying for shallowwater flows at
the coast using a discontinuous Galerkin (DG) scheme with classical finite volumes
in one space dimension. The presented DG scheme employs piecewise linear ansatz
functions and is formally second-order accurate. The core of the method is a velocity
based “limiting” of the momentum, which provides stable and accurate solutions
in the computation of inundation events. Artificial gradients of the water surface
elevation which are introduced by the DG discretization at the wet/dry interface
are specially handled to prevent spurious velocities. The finite volume method is
based on second-order hydrostatic reconstruction. In general, both methods show
comparable results in terms of stability and accuracy. For certain situations the DG
method is slightly superior.
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1 Introduction

Coastal inundation processes play a crucial role in geoscientific applications such
as the simulation of tsunamis and storm surges. This became repeatedly obvious
in recent disasters, for instance the 2011 Japan Tsunami, or the 2013 Super-Taifun
Haiyan hitting the Philippines. In order to model such events, the numerical algo-
rithms applied must inherit fundamental properties from the continuous problem,
i.e., conservation of mass or the ability to keep the still water state at rest. Even more
important is the stability of the schemes, which manifests itself in the positivity of
the water depth or the suitability for complex bathymetry configurations.

In this article we compare a newly developed scheme, which is based on the
discontinuous Galerkin (DG) discretization [17], to a classical finite volume (FV)
method with hydrostatic reconstruction [1] applied to the shallow water equations.
The latter has been proved to be very robust in several applications. On the other hand,
the DG method has become quite popular in recent years, because of its attractive
features such as the possibility to extend the scheme to higher order. But there is
still a shortage of robust algorithms when it comes to complex applications such as
inundation events at the coast. Besides the few methods developed so far [3, 10, 11,
18] there have been also some comparison studies betweenFVandDGdiscretizations
in this field [12]. The comparison between different numerical methods is always
biased by the choice which discretization details are to be fixed among the schemes.
Often, solutions with the same number of degrees of freedom are compared to each
other. In the presented results we choose to use the same underlying grid and the
same time discretization for both schemes.

The shallowwater equations are a systemof balance laws formass andmomentum.
They are given by

Ut + F(U)x = S(U) , (1)

where the vector of unknowns is given by U = (h, hu)T . The quantity h = h(x, t)
denotes the fluid depth of a uniform density water layer and u = u(x, t) is the depth-
averaged particle velocity. Theflux function is defined byF(U) = (hu, hu2 + g

2h
2)T ,

where g is the gravitational constant. Furthermore, the bathymetry or bottom topog-
raphy b = b(x) is taken into account by the source term S(U) = (0,−ghbx )T .

2 Numerical Methods

While the FV method can be directly derived from the principles of conservation
of mass and momentum, the DG formulation is based on the weak formulation of
the associated system of partial differential equations within each element. This
means that (formally) the latter requires more regularity, but it also provides a point-
wise solution almost everywhere. The FV computes cell mean values. Both methods
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are derived as a semi-discretization in space, where the resulting ordinary differen-
tial equation is solved by Heun’s method, which is the second-order representative
of a standard Runge-Kutta total-variation diminishing (TVD) scheme [8, 14]. In
this work, the governing equations (1) are solved on the one-dimensional domain
[xmin, xmax], which is divided into intervals (cells) Ii = (xi−1/2, xi+1/2).

2.1 Finite Volume Second Order Hydrostatic Reconstruction

Application of conservation of mass and momentum to each cell Ii leads to
dUi
dt =

− 1
Δxi

(
Fi+1/2 − Fi−1/2

) + Si , where Ui and Δxi are the cell average of U and the
width of cell Ii , respectively. Fi±1/2 are the fluxes at the cell interfaces, and Si is the
mean effect of the source term. Note that this formula is still exact. The fluxes are
usually computed by the solution of a Riemann problem, applied to reconstructed
left and right states at the cell interfaces, i.e., Fi+1/2 = F̃i+1/2(Ui+1/2,−,Ui+1/2,+).
To obtain second order accuracy in space, one can reconstruct the inner cell states
by central differences, where the gradient must be scaled by a slope limiter to avoid
spurious oscillations.

Special care must be taken in the discretization of the source term to maintain
balanced states such as the “lake at rest” also in the discrete scheme up to machine
accuracy.Herewe follow the approach of [1], which essentially involves a hydrostatic
reconstruction in the surface elevation h + b instead of thefluid depth h. Furthermore,
the source termmust be discretized in away that it exactly cancels the flux divergence
when the data is initially balanced.

In this particular study, the Riemann problem is approximately solved by the
HLLE solver [6]. The reconstruction is limited by themonotonized central-difference
(MC) limiter [13] applied to surface elevation h + b and velocity u.

2.2 RKDG2 with Limiter Based Wetting and Drying

For the derivation of the DG Method the equations from system (1) are multiplied
by a test function ϕ and integrated over each interval. Integration by parts of the flux
term leads to the weak DG formulation

∫

Ii

Utϕ dx −
∫

Ii

ϕxF(U) dx +
[
F∗(U)ϕ

]xi+1/2

xi−1/2

=
∫

Ii

S(U)ϕ dx . (2)

Note, that the interface flux F∗ is not defined in general, since the solution can have
different values in the adjacent cells. This problem is circumvented by using the
(approximate) solution of the corresponding Riemann problem applied to the left and
right states. Here, we used the Rusanov solver [13]. System (2) is further discretized
in space with a piecewise linear ansatz for the discrete solution components and
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test functions. Exact 2-point Gauß-Legendre quadrature is applied for the integrals,
which is necessary to achievewell-balancing of the inner cell pressure flux term ghhx

and the source ghbx in the momentum equation. For a more complete presentations
of Runge-Kutta DG methods the reader is referred to e.g., [7, 9].

As in the FV method each Runge-Kutta stage involves a limiting procedure in
order to avoid spurious oscillations near discontinuities. This limiting step is further
used to obtain a stable discretization of wetting and drying in the DG discretization.
The basis is the limiter of [2], which limits the solution within one element such
that it does not exceed cell mean values of the surrounding elements. We chose this
limiter, because it does not alter a well-balanced state in most circumstances. If an
element is fully wet, the depth is adjusted by limiting in the surface elevation h + b.
In contrast, at the wet/dry interface, where the fluid depth gets under a given wet
tolerance at one node, we blend the limiting in h + b with limiting in the fluid depth
h. In these cells, the artificial gradient in the surface elevation is further neglected to
not introduce spurious waves.

Another problem which arises at the wet/dry interface is the ill-conditioning of
the velocity u = hu/h, which is due to the fact that fluid depth and momentum go
to zero at the same time. In FV methods this is handled by limiting in u instead
of hu. For the DG case this is not possible, since the solution (h, hu) is directly
modified. Therefore, we compute minimum and maximum values of the velocity
in each element on the basis of the surrounding cell mean values and modify the
linear momentum distribution according to these thresholds. Full details of this new
algorithm are given in [17].

3 Results

In all simulations the gravitational constant is set to g = 9.81.Here andbelowweomit
the dimensions of the physical quantities, which should be thought in the standard SI
system with m (meter), s (seconds) etc. as basic units. The discrete initial conditions
and the bottom topography are derived from the analytical ones by interpolation at
the nodal (cell interface) points for the DG discretization and by averaging over each
cell for the FV scheme. For both schemes, we set a wet tolerance of the fluid depth
to 10−8, under which a state is considered to be dry, and therefore, the velocity is
set to zero. In the visualization, we display cell mean values for the FV method and
the piecewise polynomial representations for the DG method. We do not show well-
balancing results for the “lake at rest” testcase, since this is commonly known for
the finite volume hydrostatic reconstruction. For the DG method, this testcase was
presented in [17].
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Fig. 1 Left Initial free surface elevation of the oscillatory flow in a parabolic bowl. Right Mass
error of the numerical DG (red) and FV (green) solutions

Fig. 2 Free surface elevation, momentum and velocity of an oscillatory flow in a parabolic bowl.
DG (red), FV (green) and exact solution (blue dashed) at times t = 1000 (top), t = 2000 (bottom)

3.1 Oscillatory Flow in a Parabolic Bowl

A numerically challenging test, for which the analytical solution is known, goes back
to [15] and has become a standard test problem for inundation schemes (e.g., [11,
18]). On the domain [−5000, 5000] consider an oscillatory flow in a domain with
parabolic bottom topography, which is defined by b(x) = h0(x/a)2. Here, a = 3000
andh0 = 10define the shapeof the parabolic basin.Note that the boundary conditions
for the domain are irrelevant since the boundary is in the dry part of the solution. An
analytic solution of the water surface is then given by

h(x, t) + b(x) = h0 − B2

4g
(1 + cos(2ωt)) − Bx

2a

√
8h0
g

cosωt,

where we setω = √
2gh0/a and B = 5. The initial momentum at t = 0 is set to zero

over the whole domain. The resulting solution involves a periodical movement of the
wet/dry interface at both sides of the basin. The problem is discretized on a relatively
coarse grid using 50 cells, where differences become visible. The timestep is set to
4.0, which corresponds to a maximum CFL number of 0.3 during the simulation.
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The initial data is shown in Fig. 1 (left). Snapshots of the simulation are displayed
in Fig. 2 at times 1000 and 2000. One can see that the surface elevation is well
approximated by both discretizations and only small differences appear compared to
the exact solution. This is different for themomentum variable, where the FVmethod
shows clear deviations from the exact solution. The biggest deviations become visible
in the velocity variablewhich is derived by the quotient ofmomentumandfluid depth.
Note that we have set the velocity to zero when h gets below the wet tolerance.
Large values appear, when both, fluid depth and momentum are very small. This
occurs especially in the drying process, when the water recedes, and the velocity
computation is ill-conditioned. The deviations are nearly twice as large for the FV
method compared to the DG discretization, but they do not get as far into the dry
area as for the DG method. However, these spurious velocities do neither grow in
time, nor seem to influence the overall stability of the scheme. Furthermore, we have
displayed the relative global mass error produced by both schemes in Fig. 1 (right).
It shows that both methods are conservative up to machine accuracy.

Since efficiency is also of interest in comparing numerical methods, we measured
the computation times in this test case. In general it is hard to compare two different
codes, since a lot depends on the particular implementation. However, both presented
methods were implemented in python and they even share some functionalities. The
result is that the DG method takes approximately 16% longer for one time step.

3.2 Tsunami Runup onto a Sloping Beach

In order to test themethods for their applicability to tsunami simulations, the propaga-
tion of a tsunami wave onto a uniformly sloping beach is simulated [16]. Besides the
slope of the beach the initial surface elevation and momentumwith (hu)(x, 0) ≡ 0 is
given at intervals of 50 (Fig. 3). The solution is sought on the domain [−500, 50 000]
and the bottom topography is set to b(x) = 5000 − 0.1x . The crucial task is to cor-
rectly simulate the inundation process. The analytical solution can be derived by the
initial-value-problem technique introduced in [4]. According to the given data the
domain is discretized into cells with size 50. The timestep is 0.05, which approxi-
mately corresponds to a CFL number of 0.22 at the deepest point (right side) of the
domain.

Figure4 displays the simulation results at times t = 160, 175 and 220. For the
surface elevation the exact solution is given for comparison. At time 160 the water

Fig. 3 Tsunami runup onto
a sloping beach. Initial
surface elevation at t = 0
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Fig. 4 Tsunami runup onto a sloping beach. Computed surface elevation, momentum and velocity
from 1D DG method (red) compared to the FV method (green). The analytical solution for the
surface elevation (dashed) at times t = 160 (top), t = 175 (middle), t = 220 (bottom)

still recedes, whereas t = 175 is the reversal point between drainage and inundation.
At t = 220 the coast is still flooded. Also in this test case the surface elevation is
well approximated by both discretizations. Small differences can be observed for
the momentum between the two methods. As in the previous test case, the spurious
velocity deviations can be seen especially in the drying process (t = 160, 175). These
are approximately of the same size for both discretizations.

3.3 Low-Resolution Bathymetry

As a third testcasewe apply both schemes to a supercritical steady flow on an inclined
plane with constant slope α. In [5] it was shown that this test case combined with a
low-resolution bathymetry is unsuitable for the finite volume hydrostatic reconstruc-
tion. The steady state for h and hu is given by

(hu)(x, t) = q0 = const. and h3 + h2
(

αx − q2
0

2gh20
− h0

)
+ q2

0

2g
= 0,

where h0 and q0 are the fluid depth and momentum at x = 0. The domain is chosen
to [0, 10] and the parameters are given by h0 = 0.02 and q0 = 0.01. The simulations
are performed with a uniform grid with cell size Δx = 0.1 and a fixed timestep
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Fig. 5 Fluid depth for
supercritical steady flow with
different slopes α = 13%
(black), 15% (red) and 17%
(blue). exact solution (solid
line), DG method (dashed)
and FV method (dotted) 1.5 1.6 1.7 1.8 1.9 2.0

x

0.0040

0.0045

0.0050

h

which satisfies the CFL condition. The results using three different negative slopes
α = 13%, 15% and 17% are presented in Fig. 5. As in [5] the FV method fails to
compute the correct fluid depth. The DG method performs much better in this case.

4 Conclusions

In this study we have compared a new treatment to deal with inundation in piecewise
linear DG discretizations to a classical FV method with hydrostatic reconstruction.
The results show that both schemes are well balanced and are able to compute stable
solutions when small perturbations around the still water state at rest are introduced.
In case of rapid wetting and drying both schemes result in similar results for the fluid
depth variable, even on relatively coarse discretizations. For the momentum variable
the DG discretization is superior compared to the FV method. Larger deviations
from the exact solution can be seen in the velocity, especially in the drying process,
when the water recedes. Although, this is a secondary variable in both schemes,
it is crucial for stability because it must be computed in the flux computation and
directly enters theCFL stability criterion.However, the velocity remains bounded and
does not remarkably influence the stability of the schemes. In general, both schemes
display comparable results in terms of accuracy and stability. TheDG scheme ismore
accurate in certain situations.However, it is left to future research how theDGscheme
behaves in more complex situations and to test its applicability to two-dimensional
problems.
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A Discontinuous Galerkin Method
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Abstract In this work a non-hydrostatic depth-averaged shallow water model is
discretized using the discontinuous Galerkin (DG) Method. The model contains a
non-hydrostatic pressure component, similar to Boussinesq-type equations, which
allows for dispersive gravitywaves.The scheme is a projectionmethod and consists of
a predictor step solving the hydrostatic shallow water equations by the Runge-Kutta
DG method. In the correction the non-hydrostatic pressure component is computed
by satisfying a divergence constraint for the velocity. This step is discretized by
application of the DG discretization to the first order elliptic system. The numerical
tests confirm the correct dispersion behavior of the method, and show its validity for
simple test cases.
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1 Introduction

Exact numerical modeling of long surface gravity waves is important to understand
and predict physical phenomena such as tsunamis and storm surges. For its descrip-
tion, the shallow water equations provide a good first approximation, but to under-
stand the behavior of the next smaller scale, a more detailed view is in need. In gen-
eral, surface gravity waves are dispersive or “non-hydrostatic”, meaning that waves
of different wave lengths travel at different wave speeds. Our goal is to present a
numerical discretization of the so called depth-averaged non-hydrostatic extension
for shallow water equations of [9] in the context of a discontinuous Galerkin dis-
cretization.

Discontinuous Galerkin methods are promising, because they combine the local
conservation property and the locality of finite volume methods with the ability to
use higher order basis functions as in (continuous) finite element methods. These
approximations are discontinuous along element boundaries and only connected by
numerical fluxes. Here we apply the discontinuous Galerkin method presented in
[16], where it has been used to derive a robust inundation treatment at the wet/dry
interface.

The non-hydrostatic extension for shallow water equations is a system of equa-
tions to describe the fluid flow of long dispersive surface gravity waves. A pro-
jection method to solve the equations stepwise forms the basis of the numerical
method. A splitting of the pressure into a hydrostatic and a non-hydrostatic compo-
nent [2, 12] is advantageous, because the predictor step can resort on the shallow
water equations. The corrector step implements the solution of an elliptic equation
for the non-hydrostatic pressure in each timestep. There are multi-layer models [6,
13] as well as depth-averaged models implementing a finite difference [1], finite
volume [4] or finite element [7, 17] scheme. Also discontinuous Galerkin discretiza-
tions for 3D non-hydrostatic [15] and Boussinesq-type [5] models have been intro-
duced. Here, we present a novel DG discretization of the conservative formulation of
the depth-averaged non-hydrostatic extension for shallow water equations presented
in [9].

In the following the continuous conservative equations are introduced followed
by the description of the projection method and discontinuous Galerkin discretiza-
tion. Numerical results confirm the ability of the scheme to deal with idealized test
situations before we conclude our results in the final section.
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2 Conservative Depth-Averaged Non-hydrostatic Model

Theone-dimensional shallowwater equations in conservative formulation are given as

(
h
hu

)
t

+
(

hu
hu2 + g

2h
2

)
x

=
(

0
−ghbx

)
(1)

with the vector of unknowns (h, hu)T and the gravitational constant g. The fluid
depth h = h(x, t) is measured from a bathymetry b = b(x) to the water surface.
The quantity u = u(x, t) denotes the depth-averaged horizontal fluid velocity. We
assume that the water density ρ is constant.

The derivation of the conservative formulation of the depth-averaged non-hydro-
static extension for shallow water equations follows the derivation given in [9] for
primitive variables. To extend the conservative formulation to the non-hydrostatic
regime, the non-hydrostatic pressure Pnh and the vertical velocity W have to be
taken into account in the derivation starting from Euler equations of motion and
splitting the pressure P = Pnh + Phy into a non-hydrostatic component Pnh and
a hydrostatic component Phy . We assume P = Pnh = 0 at the water surface. We
derive the system of equations in depth-averaged unknowns only and express the
non-hydrostatic pressure at the bottom Pnh

b in terms of the depth-averaged non-
hydrostatic pressure pnh . This results in Pnh

−d = fnh pnh + fd, where the scalar fnh
determines the vertical profile of the non-hydrostatic pressure Pnh . A linear vertical
profile ( fnh = 2) is traditionally assumed in literature concerning non-hydrostatic
models. The adaptation of the profile to be quadratic ( fnh = 1.5) as in Boussinesq-
type models yields equivalence [9] of non-hydrostatic models to some well-known
Boussinesq-type equations. The quadratic profile is also the correct profile in the
long wave limit and the linear pressure profile results in a wrong wave front being
too high and short. The scalar fd has to be chosen properly to receive equivalence in
case of non-constant bathymetry.

Due to the non-hydrostatic pressure, the vertical velocity W is not negligible
anymore, which is different than in hydrostatic regime. Here, the vertical velocityW
has to fulfill the kinematic boundary conditions

Wh+b = ht + u(h + b)x , (2)

Wb = ubx . (3)

at the water surface and the fluid bottom.
In order to close the system of equations and to apply the projection method later

on, we have to introduce a divergence constraint as an additional equation. As in
[9], we assume the vertical profile of W to be linear and denote the depth-averaged
vertical velocity with w and the depth-averaged non-hydrostatic pressure with pnh .
A linear vertical profile ofW is the easiest one to fulfill the given kinematic boundary
conditions, and it is often assumed in the literature by other authors. Furthermore
it is consistent with the equations, if the horizontal velocities are approximated by
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their mean values which are independent from z. Instead of deriving the additional
equation in terms of primitive depth-averaged variables h, u, w, we express it in terms
of the conservative variables h, hu, hw. Using the kinematic boundary conditions to
compute the depth-averaged vertical velocity together with the mass equation leads
to the desired divergence constraint (5). All together, the conservative formulation of
the depth-averaged non-hydrostatic extension for shallow water equations results in

⎛
⎝ h

hu
hw

⎞
⎠
t

+
⎛
⎝ hu
hu2 + g

2h
2 + 1

ρ
hpnh

hwu

⎞
⎠
x

=
⎛
⎝ 0

−ghbx − 1
ρ

(
fnh pnh + fd

)
bx

1
ρ

(
fnh pnh + fd

)
⎞
⎠ (4)

2hw − hu(h + 2b)x = −h(hu)x , (5)

where the scalars fnh and fd determine the vertical profile of the non-hydrostatic
pressure.

3 Discretization

In our novel approach, system (4)–(5) is solved as a projectionmethod using a discon-
tinuous Galerkin discretization in space [3, 8]. First, an auxiliary system is solved
by neglecting the non-hydrostatic pressure component. In a second step the non-
hydrostatic pressure is computed, which provides a correction of the velocity field
in order to be in compliance with the divergence constraint. For the discretization,
we divide the domain Ω = [xl , xr ] into uniform cells Ii = [xi , xi+1].

Neglecting the non-hydrostatic pressure pnh in (4) results in the (hydrostatic)
shallow water equations (1) augmented with a passive tracer equation for the vertical
momentumhw. This is the auxiliary system to solve in the predictor step.Here,weuse
a second-order Runge-Kutta DG (RKDG2) method, which was previously presented
in [16] in the context of inundation problems. For theDGdiscretization, each equation
is multiplied by a test function ϕ and integrated over one cell. Integration by parts of
the flux term leads to the weak DG formulation

∫
Ii

Utϕ dx −
∫
Ii

F(U) · ∇ϕ dx +
∫

∂ Ii

F∗(U) · n ϕ dS =
∫
Ii

S(U)ϕ dx , (6)

where U = (h, hu, hw) is the vector of unknowns, and n is the outward pointing
normal at the edge of the cell Ii . The interface flux F∗ is not defined in general, as
the solution can have different values at the interface in the adjacent elements. This
problem is circumvented in the discretization by using the (approximate) solution of
the corresponding Riemann problem. For the simulations in this study we used the
Rusanov solver [14]. The resulting semi-discrete system is solved byHeun’s method,
which is the second-order representative of a standard Runge-Kutta total-variation
diminishing (TVD) scheme [11].
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For the correction, we use an implicit Euler discretization. This means that the
final momentum is computed according to

(hu)n+1 = (h̃u)n+1 − Δt

ρ

[
(hpnh)x +

(
fnh
h

(hpnh) + fd

)
bx

]
, (7)

(hw)n+1 = (h̃w)n+1 − Δt

ρ

[
fnh
h

(hpnh) + fd

]
, (8)

where the values with tilde are the one obtained from the predictor step. Substituting
(8) into the divergence constraint (5), we obtain, together with (7), an elliptic system
of first order differential equations for the unknowns (hu)n+1 and (hpnh). An update
of the water height follows the solution of the elliptic system. This system is again
discretized by the DG approach. Both equations are multiplied by a test function and
integrated over each cell to obtain a weak formulation. Integration by parts is applied
to the terms involving first derivatives of the unknowns. The arising numerical traces
at the interfaces of each cell are chosen according to [3].

4 Numerical Results

We present two test cases to validate our numerical model. These are the standing
wave and the propagating solitarywave. The gravitational constant is set to g = 9.81.
For simplicity we omit the physical dimensions throughout this manuscript. We use
piecewise linear polynomials for the DG discretization in space.

4.1 Standing Wave

The standing wave is the analytical solution

h(x, t) = d − a sin (κx) cos (κct) , (9)

hu(x, t) = ac cos (κx) sin (κct) , (10)

to the linearized system of both the shallow water and the non-hydrostatic extension
for shallow water equations around the state of a constant background height d
and a zero velocity field. The phase velocity is given by c = csw = √

gd for the

hydrostatic equation set and c = csw
(
1 + (κd)2

2 fnh

)−0.5
for the non-hydrostatic equation
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Fig. 1 Comparison of simulated and analytical phase velocities using the standing wave initial
condition

set, respectively. We run the non-linear model with parameters a = 0.01 and κ =
π
10 . In different model runs, we vary d to compute the phase velocity (see Fig. 1)
for different ratios of water depth d and wave length λ = 2π

κ
. We choose periodic

boundary conditions and the CFL stability constant as CFL≈ 0.07. The simulated
phase velocities fit to the analytical ones.

4.2 Propagating Solitary Wave

The non-hydrostatic extension for shallow water equations using the quadratic ver-
tical pressure profile has an analytic solitary wave solution on constant bathymetry.
This fact comes from their equivalence to the Serre equations [9]. The analytic soli-
tary wave solution is (see [10])

h(x, t) = d + a cosh−2(K (x − ct − x0)), (11)

hu(x, t) = c (h(x, t) − d) (12)

with the amplitude a = 2.0, the propagation velocity c = √
g(d + a) on a constant

depth d = 10.0, scale factor K =
√(

3a
4d2(d+a)

)
and displacement x0 = 200.0 on a

domain of length l = 800.0. We choose periodic boundary conditions and the CFL
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Fig. 2 Comparison of the analytical (black dashed) water height of the solitary wave with the
simulation results of the quadratic (yellow) and linear (blue) initial vertical profile and those obtained
after a propagation time of 10, 20 and 30 seconds to the right

stability constant as CFL= 0.14. Figure2 shows that the simulated wave applying
the quadratic vertical pressure profile keeps its shape as expected. In contrast, the
linear vertical pressure leads to a too small dispersion and therefore to a steepening
of the wave and the generation of a dispersive trail. This is in line with the results
presented in [9].

5 Conclusion

We propose a novel discretization for the depth-averaged non-hydrostatic extension
for shallow water equations to model dispersive fluid flow. Our specific version of
this system of equations has a free parameter to choose the vertical profile of the
non-hydrostatic pressure to be linear or quadratic. To the author’s knowledge, it is
the first Runge-Kutta discontinuousGalerkin discretization for this type of equations.

In the projection method applied, the predictor step consists of the solution of
the hydrostatic shallow water equations in conservative variables. The corrector step
involves the solution of a first order elliptic system for the non-hydrostatic pressure.
The elliptic system is constructed to fulfill a divergence constraint for the velocity
and it is also discretized using the discontinuous Galerkin approach.
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Numerical tests confirm the stable and accurate behavior of the model, which
are similar to the results presented in [9]. The discretization is able to correctly
approximate analytical solutions of the non-hydrostatic shallow water model, and
verified its correct dispersive behavior represented by the linear or the quadratic
vertical pressure profile, respectively.
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Design of a Second-Order Fully Explicit
Residual Distribution Scheme for
Compressible Multiphase Flows

Rémi Abgrall and Paola Bacigaluppi

Abstract The design of a fully explicit second-order scheme applied to the frame-
work of non-conservative time dependent 1D hyperbolic problems, in the context
of compressible multiphase flows with strong interacting discontinuities, is pre-
sented. The aim is to investigate an explicit second-order approximation for a non-
conservative system, given by the five equation model of Kapila et al. (Physics of
Fluids 2001). The discretization is based on a predictor-corrector scheme, which fol-
lows the concept of residual distributions in Ricchiuto and Abgrall (J. Comp. Physics
2010). The novelty of this work is the capability of the presented approximation to
provide mesh convergence and to be easily extended to 2D and unstructured meshes.
A benchmark on the two-phase compressible system for a stiffened gas verifies the
robustness and convergence to the expected solution of the presented approximation.

Keywords Explicit scheme · Residual distributions · High-order methods · Com-
pressible multiphase flows
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1 Introduction

In recent years, the ability of models to approximate the interface of multiphase
compressible flows has gained increasingly interest. In particular, one of the main
issues coming along with the study of multiphase flows is the necessity of employ-
ing non-conservative schemes, due to the inability of conservative ones to preserve
solutions from large numerical errors on the pressures and velocities [1, 5, 14]. The
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non-conservative character of the problem set has been found to be an open issue.
Many difficulties arise when looking for compatible jump relations [3] to be able to
guarantee a sufficiently accurate approximation and many methods, as in [15, 16],
have been studied. The following paper treats a five equation model originally pro-
posed by Kapila et al. [4], where they consider the formal limit [8] of the Baer and
Nunziato seven equation model when the relaxation parameters tend simultaneously
to infinity, and thus permitting to assume a single pressure and velocity. This is a well
studied approach, among which many contributions, as [6, 9, 10, 13, 15–18], can be
counted. During the last decades, among the wide framework of spatial discretiza-
tions, residual distributions have proven to be a very solid and easy-to-implement
way to discretize PDEs. It is known that any finite volume and finite element scheme
can be rewritten in terms of a distribution of the residual with a technical ease to
achieve second order accuracy in space, while maintaining a compact stencil and,
moreover, be easily put in parallel form.

Inspired by several works presented in recent years [11, 20], high-order schemes
can be obtained by applying a first step, where an approximated result is initially
predicted on the basis of the sole flux, and a second step that uses the predictive
approximation to increase the accuracy of the solution.

The main goal of this work is to show how a non-conservative hyperbolic mul-
tiphase system can easily achieve a higher than one-order approximation with a
prediction-correction method, following the work of Ricchiuto and Abgrall [11].
Adopting for the space discretization a finite element based residual distribution
scheme, the second-order in space is achieved by applying a Lax Friedrichs scheme,
while a limiter provides second-order accuracy across shocks, reducing, at least for-
mally, the numerical oscillations coming along with discontinuities.

This paper is divided into four sections. In Sect. 2 we present the modeling equa-
tions and give some definitions and assumptions for the problem set. In Sect. 3 we
describe the fully second-order explicit residual distribution scheme. Finally, we
compare the results of the proposed approximation to an exact solution and present
our conclusive remarks.

2 The Five Equation Model

To model a compressible two-phase flow, Kapila et al. [4] and Murrone et al. [8]
rewrote the well-known Baer and Nunziato seven equation system [2] into a five
equation model, assuming a stiff mechanical relaxation. To reduce further complex-
ity, the proposed five equation model considers the absence of mass and heat transfer
and is discussed for 1D only, reading
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂α1
∂t + u ∂α1

∂x − K ∂u
∂x = 0

∂(α1ρ1)

∂t + ∂(α1ρ1 u)

∂x = 0
∂(α2ρ2)

∂t + ∂(α2ρ2 u)

∂x = 0

∂(ρtot u)

∂t + ∂(ρtot u2+P)

∂x = 0

∂Etot
∂t + ∂(Etot+P)u

∂x = 0

(1)

The first equation of (1) describes the transport law for the volume fraction α1.
This first law displays the non-conservative behaviour of the chosen problem set,
which, as mentioned in the introductory section, is a key issue for finding an accurate
approximation to the problem.

The second and third equation represent the mass conservation law for each
phase k, where ρk and uk represent for each phase the density and the velocity
respectively. Due to the assumed relaxation, the velocity is the same for each phase
u1 = u2 = u and same for the pressure P1 = P2 = P . This leads to the possibility
to rewrite the momentum and energy conservation laws in terms of mixture terms,
that obey to the relations

∑
k αk = 1 for the volume fractions, and

∑
k αkρk = ρtot

for the total density. Further, the total energy Etot is given by the sum of the inter-
nal energy e = ∑

k αkek and kinetic energy ekin = 1
2ρtot u2. The parameter K writes

K = α1α2(ρ2c22−ρ1c21)
α1ρ2c22+α2ρ1c21

.

The Wood velocity 1
ρtot c2tot

= α1

ρ1c21
+ α2

ρ2c22
describes the total sound speed, where

ck = (
∂Pk
∂ρk

)∣
∣
1
2

Entropy in k is the squared speed of sound for phase k.
The set of Eqs. (1) is closed by an equation of state for each phase k.

3 High-Order Explicit Residual Distribution Scheme

The five equation model (1) can be rewritten in the compact form
{

∂t V + ∇ · F (V ) + A · ∇V = 0 on Ω × [0, T ]
V 0 initial solution at t0 = 0

(2)

with V = [α1ρ1, α2ρ2, uρtot , Etot ]T andF (V ) the corresponding fluxes. A reads
A1,s = [u, K u

ρtot
, K u

ρtot
, − K

ρtot
, 0]T and As,q = 0, where s = 2, .., 5 and q = 1, .., 5.

3.1 Residual Distribution Scheme

System (2) is discretized on a finite elements based residual distribution scheme,
by considering the time domain [0, T ] split into N intervals 0 = t0 < t1 <...<
tn <...< tN = T . Each of these intervals contains furtherM sub-intervals tn = tn,0 <
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tn,1 <...< tn,m <...< tn,M = tn+1, where the sub-timestep is Δtn,m = tn,m+1 − tn,m .
Let Ω be the spatial domain discretised by Ωh , and denote by Q a generic element
of the mesh and h the generic characteristic mesh size, for simplicity of same length
Δx . Consider piecewise linear polynomials Vh spanned by the basis functions ϕi on a
node i ∈ Ωh . Denote by P1(Q) the Lagrange approximation of a C1 function, which
verifies the standard conditions ϕi (x j , y j ) = δi, j , ∀i, j ∈ Ωh , and

∑
i∈Q ϕi (x, y) =

1, ∀Q ∈ Ωh . The approximation of Vh is denoted at a certain time tn,m for a single
element by V n,m

h and is given by V n,m
h = ∑

i∈Ωh
V n,m
i ϕi = ∑

Q∈Ωh

∑
i∈Q V n,m

i ϕi .

The residual rh = V n,m+1
h −V n,m

h
Δtn,m

+ ∇ · Fh(V
n,m
h , V n,m+1

h ) is defined by a spatial
and temporal contribution and is built for each single node composing one ele-
ment, which, in the specific case of this work, is two for each cell. The integral
over the residual is denoted as the fluctuation term ΦQ = ∫

Q rh . The fluctuation

is distributed to a local nodal residual φ
Q
i in each node belonging to an element

through a bounded distribution matrix coefficient β
Q
i , and such that φ

Q
i = β

Q
i ΦQ ,

and ΦQ(V n
h ) = ∑

i∈Q φ
Q
i , ∀Q ∈ Ωh , ∀Ωh .

According to [12], the key characterizing each residual distribution scheme from
one another is the specific choice of the β

Q
i , under the consistency requirement

∑
i∈Q β

Q
i = 1.

3.2 A Second-Order Fully Explicit Scheme

Following [11], we choose the time-substeps to be M = 2. The method, also known
as a predictor-corrector approximation, reads

|Ci |V
n,m+1
i − V n,m

i

Δtn,m
+

∑

Q∈Qi

φ
Q
i (V n,m

h , V n,m+1
h ) = 0, ∀i ∈ Ωh (3)

where |Ci | is the area of the median dual cell Ci obtained by joining the gravity
centres of the cells with the midpoints of the edges meeting in i .
At the prediction step, V n,1

i = V n,0
i is first order accurate and given by a flux dif-

ference. The second-order in time is then achieved with the correction step, which
considers the obtained prediction approximation as the previous sub-timestep solu-
tion. The second-order in space is guaranteed by a correct choice of approximating
the nodal residual term φ

Q
i .

Across strong interacting discontinuities, the approximation guarantees a second-
order accuracy through the choice of limiting the distribution matrix coefficient
β
Q
i . First, the local nodal residual φ

Q
j , for brevity φ j , is computed (see Sect. “A

Comment on the Nodal Residual” for more detail) on a cell, which in the specific
case of a 1D stencil is given for j = i, i + 1. Then, φ j is rewritten in form of an
eigen-decomposition φ j = ∑5

s=1 ls(φ j )Rs , where ls(φ j ) are the left eigenvectors
corresponding to φ j for each right eigenvector Rs .
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Inspired by [11, 19], to enforce the invariance along the characteristics, the left
eigenvector is changed to

(ls(φ j ))
� = (1 − ξ)

max
(
0,

ls(φ j )
∑i+1

z=i ls(φz)

)

∑i+1
r=i max

(
0,

ls(φr )
∑i+1

z=i ls(φz)

)

i+1∑

z=i

ls(φz) + ξ ls(φ j ) (4)

for each j = i, i + 1 and where ξ = | ∑i+1
z=i ls(φz)|

∑i+1
z=i |ls(φz)|

.

Finally, the explicit residual distribution scheme is updated by φ�
j = ∑

s(ls(φ))�j Rs .
The secondorder in space and time, aswell as the fact that the scheme is not (formally)
oscillating, is guaranteed by ξ ranging between 0 and 1.

3.3 A Comment on the Nodal Residual

The reader might have noticed, that so far no details have been given on how actually
the φ j is approximated. The strength of this method is indeed its capability to be
suited for all types of schemes, which makes it particularly portable. In this specific
work, the validation is carried out by using a Lax Friedrich’s scheme, such that

φ j = φ
Q
i (Vn,m

h , Vn,m+1
h ) = 1

NQ

∫

Q
(Vn,m+1

h − Vn,m
h ) +

∫

∂Q
F (Vn,m

h , Vn,m+1
h ) · n + θQ (Ṽh − V Q ) (5)

for j = i, i + 1, with NQ the number of degrees of freedom in Q and Ṽh =
V n,m+1
h +V n,m

h
2 , V Q = 1

2

(∑i+1
j=i

1
2

(
V n
j + V �

j

))
. Note that θQ is in the form of a char-

acteristic velocity. The surface integral for the flux is defined as

ψ =
∫

∂Q
F (V n,m

h , V n,m+1
h ) · n = 1

2

[(
Fn,m + Fn,m+1)

i+1 − (
Fn,m + Fn,m+1)

i

]
(6)

with the flux F = [α1ρ1u, α2ρ2u, ρtot u2 + P, (Etot + P)u]T .
To treat the non-conservative transport equation for the volume fraction, (5) is

applied with the only change of considering the space discretisation to be

u
[1

2

(
α
n,0
1 + α

n,m
1

)

i+1 − 1

2

(
α
n,0
1 + α

n,m
1

)

i

] − K
[1

2

(
un,0 + un,m)

i+1 − 1

2

(
un,0 + un,m)

i

]
(7)

where the overlined values are of the same form as V Q and m = 0, 1 for P = 2.
We point out, that in this specific work we present the results given by the choice

of using arithmetic averages, but also Roe averages can be applied successfully.
Moreover, despite the focus of this work on 1D elements, the extension to mul-

tidimensional elements is straightforward: none of the formula (3), (4), (5) and (6)
depend on the element topology. Once a globally continuous approximation of the
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data on the mesh is obtained, it is possible to compute the surface flux (6) and the
non-conservative terms (7) since it depends only on the amount of quadrature points
and dot products. This extension is currently being done.

4 Numerical Validation

The proposed benchmark consists in an epoxy-spinel shock tube problem taken
from literature [7, 9, 10, 15, 16] and is chosen due to the severe pressure jump
across the discontinuity located at x = 0.6m on a total domain of length L = 1m.
The equation of state to close system (1) has been chosen to be for a stiffened gas
P(ρk, ek) = (γk − 1)ek − γk P∞,k for each phase k, with P∞,k the reference pressure.

On the left side of the domain the pressure measures PL = 2 · 1011 Pa, while
on the right PR = 1 · 105 Pa. Initially, u = 0 [ms ] and the results are displayed at
t = 29µs. The CFL is set to 0.45. The epoxy has a volume fraction α1 = 0.5954, a
density ρ1 = 1185 [ kgm3 ], the heat capacity ratio γ1 = 2.43 and the reference pressure
P∞,1 = 5.3 · 109 Pa. The spinel has α2 = 0.4046, ρ2 = 3622 [ kgm3 ], γ2 = 1.62 and

Fig. 1 Comparison between the exact solution (—), explicit residual distribution scheme forΔx =
0.0001m (—) and the explicit residual distribution scheme for Δx = 0.002m (- · ·-) with Δx =
0.002m. The velocity u, the total density ρtot , the pressure P = P1 = P2 and the mass fraction
α1ρ1
ρtot

are represented along the shock tube
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P∞,2 = 141 · 109 Pa. In Fig. 1, the fully explicit residual distribution scheme is tested
on a coarse mesh with Δx = 0.002m and on a finer mesh with Δx = 0.0001m and
the results are compared with the exact solution.

Both the coarse and fine mesh approximate very well the exact solution. It is
possible to observe a slight overshoot of the total density. This is due to the non-
conservative transport equation for the volume fraction, where the specific choice of
the arithmetic averages, gives a slight numerical error. The existence of this small
error does not result in relevant variations in the computation of the velocity and
of the pressure, and it is possible to see that the mass fraction does also not suffer
from the arithmetic averages induced numerical overshoot. A few oscillations in
the contact discontinuity region can be observed, due to the specific choice of the
limiter for this work. Comparing the coarser and finer mesh results, it is possible to
appreciate the mesh convergence offered by the proposed scheme, even in case of
very severe conditions.

5 Conclusions

In this work a fully explicit second-order scheme for the five equation model of
Kapila et al. [4] has been presented. It is shown how a very easy-to-implement
approximation can offer a second-order accuracy on a non-conservative multiphase
compressible hyperbolic problem. The resulting scheme has been tested on a very
severe benchmark, that has proven its robustness and itsmesh convergence capability.
The idea has been to choose a simple method, such as the well known Lax Friedrichs
scheme, in order to show how easily an excellent approximation can be obtained.
The extension of the presented fully explicit second-order scheme for compressible
multiphase flows to 2D and to unstructured meshes results to be straightforward, and
is currently being done.

Acknowledgements The SNF grant # 200021_153604/1 of the Swiss National Foundation has
partly funded this work.
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An Unstructured Forward-Backward
Lagrangian Scheme for Transport Problems

Martin Campos Pinto

Abstract In a recent work Campos Pinto and Charles (2016), [3] From particle
methods to forward-backward Lagrangian schemes, a novel method has been pro-
posed and analyzed to reconstruct accurate backward transport flows, based on point
markers pushed forward.When used in conjunction with a reliable particle code, this
approach provides a simple tool to improve the accuracy of density approximations.
In this article we report on an extension of the method to unstructured sets of mark-
ers, which are generic in particle codes. The resulting approximations have the same
order of convergence, both in the a priori estimates and in the numerical simulations.

Keywords Particle methods · Semi-lagrangian methods · Transport equations ·
A priori error estimates · Remapped particle methods
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1 Introduction

Consider a transport equation

∂t f (t, x) + u(t, x) · ∇ f (t, x) = 0, t ∈ [0, T ], x ∈ R
d (1)

associated with an initial data f 0 : Rd → R and a velocity field u : [0, T ] × R
d →

R
d . If u is smooth, e.g. L∞(0, T ; W 1;∞(Rd)) [13], we can define characteristic

trajectories X (t) = X (t; s, x) solutions to the ODEs X ′(t) = u(t, X (t)), X (s) = x
on [0, T ], for all x ∈ R

d and s ∈ [0, T ]. The corresponding flow Fs,t : x �→ X (t)

M. Campos Pinto (B)
CNRS, Sorbonne Universités, UPMC Univ Paris 06, UMR 7598,
Laboratoire Jacques-Louis Lions, 4, Place Jussieu, 75005 Paris, France
e-mail: campos@ljll.math.upmc.fr

© Springer International Publishing AG 2017
C. Cancès and P. Omnes (eds.), Finite Volumes for Complex Applications
VIII—Hyperbolic, Elliptic and Parabolic Problems, Springer Proceedings
in Mathematics & Statistics 200, DOI 10.1007/978-3-319-57394-6_29

265



266 M. Campos Pinto

is then invertible and satisfies (Fs,t )
−1 = Ft,s . In particular, the transported density

reads
f (t, x) = f 0((F0,t )

−1(x)) for t ∈ [0, T ], x ∈ R
d . (2)

In general u depends on f through some self-consistent coupling. Following [3]
we assume that we are given an accurate particle solver that (i) pushes forward
arbitrary sets of markers along the characteristic flow, and (ii) computes reliable
approximations to the velocity field u, at least for moderate simulation times T ′ < T .
Using this solver as a black box we may then consider that u is given and that we
can apply the exact forward flow Fn,n+1

ex on small time steps of size Δt , on a given
set of point markers.

Themethod that we describe below follows a series of works [1, 2, 5, 8, 10] where
accurate approximations of transported densities are obtained through enhanced rep-
resentations of the transport flow. In its most recent version [3], it implements the
fundamental idea that local descriptions of the characteristic flow can be computed
using a rather inexpensive method and then exploited to accurately reconstruct the
transported density [6]. In practice the method studied in [3] combines key tools
from the usual forward and backward lagrangian methods. It consists of

• pushing forward given markers along the characteristic trajectories, like in a stan-
dard particle method, and

• representing the density on a grid at given time steps, like in a backward semi-
lagrangian method.

The crux of the method is then to use the markers pushed forward to approximate the
backward flow between two time steps. The approximated density is then transported
as in a standard Backward Semi-Lagrangian (BSL) method [14]. As explained in
[2, 3], the strength of this approach over a standard particle method with smooth
remappings (interpolations) is a lower diffusivity and higher convergence rate, and
compared to the BSL method it has the advantage of avoiding a backward time
integration of the trajectories. Owing to its hybrid nature we call it a Forward-
Backward Lagrangian method.

2 The Forward-Backward Lagrangian Method

2.1 Backward Flow Reconstruction

The method relies on local approximations of the backward flow that are valid close
to the marker positions xn

k . For simplicity we restrict our presentation to first order
flow approximations. Following [2] we define

B0,n
h,k : x �→ x0

k + Dn
k (x − xn

k ) (3)
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with Dn
k a d × d matrix approximating the Jacobian JB0,n

ex
(xn

k ) of the backward flow,
that can be computed from the position of the neighboring markers.

To compute a global approximation to the backward flowwe subdivide the compu-
tational domain Ω in cartesian cells of size h, with centers denoted ξi = ih, i ∈ Z

d ,
to avoid a confusion with the particle positions. To any ξi we associate a nearby
marker, e.g. the closest one,

k∗(n, i) := argmink∈Zd ‖xn
k − ξi‖∞

and its corresponding backward flow (3). The global approximation to B0,n
ex is then

obtained by smoothly patching these local approximations. Given a partition of unity∑
i∈Zd S(x − i) = 1 involving a compactly supported, non-negative shape function

S (e.g., a B-spline), we set

B0,n
h (x) :=

∑

i∈Zd

B0,n
h,k∗(n,i)(x)S

( x − ξi

h

)
. (4)

2.2 Remapped FBL Method

Used in conjunction with a standard particle code, the above technique can be used
in several ways to derive numerical schemes that improve the accuracy of the particle
approximations.

For instance, the density can be approximated at any time step n by using the
approximated flow (4) in the Lagrangian formula

f n,fbl
h (x) := f 0

(
B0,n

h (x)
)
, x ∈ R

d . (5)

Assuming that the underlying particle code pushes the markers along accurate tra-
jectories, this reconstruction will be accurate as long as the associated characteristic
flow remains smooth.

In many cases however, the regularity of the flow deteriorates over time and so
does the accuracy of its approximations. To reduce this effect a simple method then
consists of restarting the transport problem from time to time, namely before the
approximated flow becomes too inaccurate. In the literature these restart time steps
are often called remappings, and they essentially consist of re-initializing both the
approximated density and the flow markers. After a restart indeed we must solve a
new transport problem, where the characteristic flow has been reset to the identity
mapping of Rd . This comes at a price, which is the approximation error on the
transported density. Formally the method reads as follows.

1. The two ingredients of themethod are initialized: the positions of themarkers x0
k ,

k ∈ Z
d , are computed, and the initial density f 0 is approximated on some grid

of size h. This grid is a priori independent of the markers, and manymethods can
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be used. B-spline interpolations or quasi-interpolations are simple and efficient,
see e.g. [2, 15]. We denote the corresponding approximation by f 0h = Ah f 0.

2. Letting m0 = 0 < m1 < m2 < · · · , denote the initial and subsequent remapping
steps, on the r -th remapping cycle, r = 0, 1, · · · , we do:
a. For n = mr , · · · , mr+1 − 1, push all the markers xn+1

k = Fn(xn
k ), k ∈ Z

d .
b. Define the FBL approximation f mr+1,fbl

h := f mr ◦ Bmr ,mr+1
h to f (mr+1Δt).

c. Compute a new approximated density f mr+1
h := Ah f mr+1,fbl

h for the next
cycle.

d. Re-initialize the markers to prepare the local flow approximations (3)
between the present remapping time mr+1Δt and the future times nΔt .

To determine the method it thus remains to specify how the matrices Dn
k involved

in the local flows (3) are computed from the markers positions, and how the latter
must be initialized (and re-initialized) so that these matrices approximate well the
Jacobian matrices of the backward flow.

3 Flow Reconstructions with Structured or Unstructured
Markers

3.1 A Method Using Structured Markers

In the structured version proposed and studied in [3] following [2], the flow markers
are initialized on a cartesian grid,

x0
k = hk, k ∈ Z

d . (6)

After pushing forward thesemarkers over n time steps, one computes the deformation
matrix Dn

k approximating the Jacobian matrix of the backward flow at the particle
position xn

k , namely
JB0,n

ex
(xn

k ) = (
∂ j (B0,n

ex )i (xn
k )

)
1≤i, j≤d ,

as follows. First one approximates the derivatives of the forward flow F0,n
ex with finite

differences involving the current particle positions xn
k = F0,n

ex (x0
k ). With a centered

formula we define

J n
k :=

(
(xn

k+e j
− xn

k−e j
)i

2h

)

1≤i, j≤d

≈ JF0,n
ex

(x0
k ) (7)
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and using the relation JB0,n
ex

(xn
k )JF0,n

ex
(x0

k ) = Id which follows by differentiating the
identity x = B0,n

ex (F0,n
ex (x)) at x0

k , we approximate JB0,n
ex

(xn
k ) with

Dn
k := (J n

k )−1. (8)

Re-initializing the markers on some time step n then simply consists by using a
new set of markers located on the cartesian grid (6). We note that by doing this one
forgets the previous marker positions xn

k .

3.2 A New Method Using Unstructured Markers

Our extension of the above centered finite difference formulas to unstructured set of
markers relies on the following notion of admissible simplices and parallelotopes.

Definition 1 Let α > 0. An ordered simplex (x0, . . . , xd) ofRd is called admissible
if the unit vectors

ei = c − xi

‖c − xi‖2 , i = 0, . . . , d − 1, (9)

defined with c = 1
2 (xd + x0) the center of the last edge, form a matrix satisfying

| det(e0, . . . , ed−1)| ≥ α. (10)

The associated admissible parallelotope is obtained by adding the vertices

xi+d = x0 + xd − xi , i = 1, . . . , d − 1, (11)

so that (x0, xi , xd , xi+d) forms a parallelogram with center c.

On every remapping step (including the initial step), the unstructured markers are
then prepared in two steps. Below we consider a fixed value for α < 1.

1. Inside every cell C j of some cartesian mesh of resolution O(h), determine
whether there exists an admissible simplex of markers (x0, . . . , xd). If not, insert
new markers to form one (e.g. with a random algorithm).

2. Add d auxiliary markers corresponding to the d − 1 remaining vertices (11) and
center x2d = 1

2 (x0 + xd) of the associated parallelotope X j = (x0, . . . , x2d).

The backward flow close to a marker xn
k is then approximated as follows. Denot-

ing by (x̄0, . . . , x̄2d) the position at time tn of the pointers X j = (x0, . . . , x2d) cor-
responding to the cell C j containing x0

k , we first approximate the derivative of the
forward flow F0,n along each unit vector ei = (xi+d − xi )/‖xi+d − xi‖2, see (9), by

δi := x̄i+d − x̄i

‖xi+d − xi‖2 = F0,n(xi+d) − F0,n(xi )

‖xi+d − xi‖2 , i = 0, . . . , d − 1. (12)
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This is a second order formula for JF0,n
ex

(x2d)ei , where x2d is the center of the paral-
lelotope. The forward Jacobian matrix at x2d is then approximated by

J n
k := (

δ0, . . . , δd−1
)
E−1

where E is the matrix
(
e0, . . . , ed−1

)
, and the backward Jacobian matrix by

Dn
k := (J n

k )−1 = E
(
δ0, . . . , δd−1

)−1
.

We observe that this matrix is actually determined by the parallelotope X j and hence
only depends on j . Moreover, since the center of the parallelotope is also a marker
x0

k( j) ∈ C j that has been pushed forward, Dn
k = Dn

k( j) approximates the backward
Jacobian matrix at xn

k( j). The local backward flow (3) associated to any xn
k that was

initially (i.e. at the last remapping step) in the cell C j is then be defined as

B0,n
h,k = B0,n

h,k( j) : x �→ x0
k( j) + Dn

k( j)(x − xn
k( j)). (13)

From the property (10) satisfied by the admissible parallelotope we can derive a
priori estimates similar to the ones of the structured case [3].

Lemma 1 Let xn
k be a marker initially located in a cell C j associated with an admis-

sible parallelotope X j with center x0
k( j). Then the approximated forward Jacobian

defined above satisfies the a priori estimate

‖J n
k − JF0,n

ex

(
x0

k( j)

)‖∞ ≤ Chq |F0,n
ex |q+1, q ∈ {1, 2} (14)

with a constant depending only on d and α. In addition, there exists h∗ > 0 such that
for all h < h∗, J n

k is invertible and the following a priori estimate holds

‖Dn
k − JB0,n

ex

(
xn

k( j)

)‖∞ ≤ C min
q∈{1,2}

(
hq |F0,n

ex |q+1
)|F0,n

ex |2(d−1)
1 . (15)

Fig. 1 Initial, intermediate
and final profiles of the
solution to the reversible test
case in the text



An Unstructured Forward-Backward Lagrangian Scheme for Transport Problems 271

4 Numerical Results

The efficiency of the structured method has been assessed on several transport prob-
lems in [3], see also [4] for a smooth particle approximation to Vlasov-Poisson
plasmas based on similar flow reconstructions. To validate the unstructured version
we use a passive transport problem of [11] which involves a swirling velocity field
u(t, x) := cos

(
π t
T

)
curl φ(x)with φ(x) := − 1

π
sin2(πx1) sin2(πx2) and T = 5. The

time symmetry yields a reversible problem: at t = T/2 the solutions reach a max-
imum stretching, and they revert to their initial value at t = T . For the initial data
we consider a smooth hump centered on x̄ = (0.5, 0.7)with approximate radius 0.2,
f 0(x) := 1

2

(
1 + erf

(
1
3 (11 − 100‖x − x̄‖2)

))
. Figure1 shows the profile of accurate

solutions at initial, half and final times. L2 convergence curves achieved by several
particle methods are then plotted in Fig. 2. Here the particle pusher is a RK4 scheme
with time step Δt = T/100 = 0.05 that has been taken small enough to have no
significant effect on the final accuracy, and all the remappings are performed with
cubic splines. As a reference, the top left panel shows results obtained with a stan-
dard Forward Semi-Lagrangian (FSL) scheme (i.e., a smooth particle method with
periodic remappings), see e.g. [7, 9, 12]. The curves in the top right panel are
obtained with the structured FBL version and confirm (i) the improved accuracy
of this approach, and (ii) the need for much less remappings. In the two bottom
panels we then show results corresponding to the unstructured FBL method which
seem to exhibit similar accuracies. On the left the approximate flows are computed as

Fig. 2 L2 convergence curves (errors at t = T vs. number of particles) for the test case described
in the text, using several particle methods with varying remappings periods Δtr . Results obtained
with a standard FSL scheme are shown for comparison on the top left panel and as a gray curve in
the other panels. The other curves are obtained with a structured FBL method and an unstructured
one using admissible simplices with parameter α = 0.5. The lower panels show that similar results
are obtained with or without using the center marker, see the text for details
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described above, using 5 markers per cell corresponding to the vertices and centers
of the admissible parallelograms. On the right a small variant is tested, where the
center marker is discarded and replaced by the current marker xn

k in the backward
flow (13). This represents an error of order h on the initial and current positions of
the center marker, but if the flow is W 2,∞ it also corresponds to an error of order h
on the Jacobian matrix, hence the resulting approximated flow is again of order h2

which is confirmed by the numerical convergence rate.

5 Conclusion and Persectives

An unstructured version of a recent Forward-Backward particle method has been
described an validated, showing second order accuracy on passive transport prob-
lems. These results represent an encouraging step towards the implementation of
such reconstruction methods within standard particle codes. Further comparisons
with standard advection methods should be performed to investigate the merits of
this approach, and extensions to nonlinear transport problems should be adressed,
including problems with discontinuous flows.
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A Godunov-Type Scheme for Shallow Water
Equations Dedicated to Simulations of
Overland Flows on Stepped Slopes

Nicole Goutal, Minh-Hoang Le and Philippe Ung

Abstract We introduce a new Godunov-type finite volume scheme for the Shal-
low Water equations based on a three-waves Approximate Riemann Solver. By lin-
earizing the Bernoulli and consistency equations, the resulting scheme is positive,
well-balanced and permits to improve the accuracy of numerical results compared
with other methods. The proposed scheme is particularly suitable for simulations of
overland flows on stepped slopes.

Keywords Shallow-water equations ·Finite volume schemes ·Source term approx-
imations · Well–balanced schemes

MSC2010: 65M12 · 76M12 · 35L65

1 Introduction

In this work, we look for a numerical scheme for the well-known Shallow Water
equations (SWE) given by:

{
∂t h + ∂x (hu) = 0,

∂t (hu) + ∂x (hu
2 + gh2/2) = −gh∂xb,

(1)
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where g stands for the gravity constant,w := (h, hu)T is the conservative variable of
the system; the water height h ∈ R

+ and the velocity u depend on time t and space x .
The spatial function b := b(x) refers to a fixed topography. We recall hereafter some
important properties which are useful when dealing with Approximate Riemann
Solver (ARS).

Adding the trivial equation ∂t b = 0 to (1) permits to view the SWE as a
nonlinear hyperbolic system of variable v := (h, hu, b)T in nonconservative form
∂t v + A(v)∂xv = 0 where the nonconservative product A(v)∂xv can be defined as a
Borel measure. The Jacobian matrix A(v) admits three real eigenvalues, i.e. charac-
teristic velocities

λ1 = u − √
gh, λ2 = u + √

gh, λ3 = 0.

It can be checked that the first two characteristic fields associated with λ1,2 are
genuinely nonlinear while the last one related to λ3 is linearly degenerate. As dis-
cussed in [11], the topography b remains constant along thewave curvesW1,2(w0, b0)
related to λ1,2 and constituted of all states (w, b) that can be connected to a given
state (w0, b0) by a rarefaction wave or an admissible shock wave. The topography
may change only across a stationary contact wave and satisfies the jump relations,
also known as Bernoulli equations

[hu] = 0, [u2/2g + h + b] = 0. (2)

where [•] denotes the jump operator. It is worth noticing that these stationary contact
waves are nothing but the steady states of the SWE. Since the Eqs. (2) admit at least
two solutions when the step b − b0 is sufficiently small, one can use theMonotonicity
Criterion, detailed later, in order to select the relevant one.

Derivation of positive and well-balanced schemes, i.e. those preserving the states
verifying (2), was a very active research since the pioneer works of Bermudez-
Vasquez [4], Greenberg-LeRoux [9]. Most of the existing methods only look for
satisfying the trivial lake at rest steady states (u = 0)—a criteria which is nowadays
a prerequisite for new approaches. Most of these methods might have difficulty to
provide accurate results for moving steady states (u �= 0). In this work, we look for
designing a simple numerical scheme able to exactly restore the lake at rest steady
state and providing more accurate results for moving steady states compared with
existing methods, in particular the well-known hydrostatic reconstruction [2].

This paper is organized as follows. We recall first the definition of Godunov-
type scheme and three-waves Approximate Riemann Solver. The expression of the
intermediate states is presented in the next section following by an analysis on well-
balancing property and entropic one of the scheme. Finally, several numerical bench-
marks are performed to assert the interest of the method.
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2 Godunov-Type Scheme Based on a Three-Wave ARS

We briefly recall the definition of a first-order Godunov-type finite volume scheme.
We introduce a space step Δx and a time step Δt both assumed to be constant for

simplicity. The computational domain is discretized by a sequence of point x j+1/2 :=
jΔx for j ∈ Z. We define a piecewise constant approximation (w0

j , b j ) as the initial
condition and the topography on control cell C j := [x j−1/2, x j+1/2).

Assuming that a piecewise constant approximation of the solution wn
j at time tn

is known, the Godunov-type scheme computes the solution at the next time level
tn+1 := tn + Δt in two steps. First, we build an approximate solution wR(x, t) of
the Riemann problem associated with (1) at each interface x j+1/2 with the initial
data {(wn

j , b j )} j∈Z. Next, a piecewise constant approximate solution at time tn+1 is
obtained by averaging the solution wR(x, tn+1) on each control cell C j .

Given initial data (wL ,wR; bL , bR) of local Riemann problem, we adopt a simple
approximate Riemann solver composed by three discontinuity waves propagating
with velocities λL < λ3 = 0 < λR and two intermediate states w∗

L and w∗
R (Fig. 1).

Under the CFL condition Δt ≤ Δx
2max(−λL ,λR)

, the first order Godunov-type finite
volume scheme described earlier applying to system (1) writes

wn+1
j = wn

j − Δt

Δx

(
f Lj+1/2 − f Rj−1/2

)
, (3)

where the left- and right- numerical fluxes f L ,R
j+1/2 := f L ,R(wn

j ,w
n
j+1, b j , b j+1) are

defined by
f L(wL ,wR, bL , bR) := f (wL) + λL(w

∗
L − wL),

f R(wL ,wR, bL , bR) := f (wR) + λR(w∗
R − wR),

(4)

with f (w) := (hu, hu2 + gh2/2)T being the physical flux of the SWE. Hence, the
construction of such a scheme consists in determinating the intermediate states w∗

L ,R
which is subject of the next section.

Fig. 1 A three-waves
approximate Riemann
problem
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3 Expression of the Intermediate States

From [10], the approximateRiemann solvermust be consistentwith the exact solution
in the integral sense. This condition provides that the intermediate statesw∗

L ,R satisfy
the following consistency relations

hRuR − hLuL = λL(h
∗
L − hL) + λR(hR − h∗

R), (5)(
hRu

2
R + gh2R

2

)
−

(
hLu

2
L + gh2L

2

)
+ gΔx{h∂xb}

= λL(h
∗
Lu

∗
L − hLuL) + λR(hRuR − h∗

Ru
∗
R). (6)

The approximation of the source term {h∂xb} will be related to the well-balanced
property and is precised later. Therefore, two additional relations aremissing in order
to close this system; these two ones are obtained with help of the well-balancing
property characterized by (2).

As previously mentioned, the issue related to the choice of the solution of (2) is
the keypoint of the method. Let recall that contact wave curve W3(w0, b0) can be
parametrized with h such that

u := u(h) = h0u0/h, b := b(h) = b0 + (u20 − u2)/2g + h0 − h. (7)

It clearly appears that b(h) increases if 0 < h < hc := (h0u0/
√
g)2/3 and decreases

elsewhere. For a given state (w0, b0) and a given b < bmax := b(hc), there exist two
water heights h1 < hc < h2 satisfying the jump relations (2) and corresponding to
super- and sub-critical regime respectively. Therefore, the Riemann problem may
admit more than one family of solutions, even if system (1) is strictly hyperbolic.
Imposing an additional admissible condition called Monotonicity Criterion permits
to select a unique solution [11]: Along a wave curve W3(w0, b0), the parametrized
function b(h) is monotone. Since the state (w0, b0) itself belongs to W3(w0, b0),
we retain the solution h1 (resp. h2) if h0 < hc (resp. hc < h0). In that sense, the
well-balancing property can be reduce to impose (w∗

R, bR) ∈ W3(w∗
L , bL) meaning

that

h∗
Lu

∗
L = h∗

Ru
∗
R := q∗, (8)

ϕ(h∗
L , h

∗
R, q∗) := (q∗)2

2g

(
1

(h∗
R)2

− 1

(h∗
L)

2

)
+ h∗

R − h∗
L = −Δb, (9)

with Δb := bR − bL . With help of (8) and the definition of the intermediate state
(hHLL , qHLL) associated with the HLL solver [10]

(λR − λL)h
HLL = λRhR − λLhL − hRuR + hLuL ,

(λR − λL)q
HLL = λRhRuR − λLhLuL −

(
hRu

2
R + gh2R

2

)
+

(
hLu

2
L + gh2L

2

)
,
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the consistency Eqs. (5)–(6) can be written such as

αh∗
R + (1 − α)h∗

L = hHLL , α := λR

λR − λL
> 0, (10)

q∗ = qHLL − gΔx{h∂xb}
λR − λL

. (11)

Therefore, a given approximation {h∂xb} permits to define the discharge q∗. More-
over, hHLL is a convex combination of h∗

L ,R , so hHLL ∈ [h∗
L , h

∗
R]. Next, we can

consider ϕ as a function of one variable h∗
L by injecting (10) and (11) into (9).

The Monotonicity criterion leads to h∗
L ,R ≤ h∗

c := (q∗/√g)2/3 (resp. h∗
c ≤ h∗

L ,R) if
hHLL ≤ h∗

c (resp. h
∗
c ≤ hHLL). Accordingly, ϕ increases if hHLL ≤ h∗

c and decreases
elsewhere. Equation (9) admits a unique solution h∗

L if −Δb ≤ ϕmax := ϕ(h∗
c).

It should be checked that we can always consider−λL/λR >> 1 or−λR/λL >>

1 [5] in order to ensure the existence condition −Δb ≤ ϕmax , so Eq. (9) has solution.
In practice for a given velocities λL ,R , we impose h∗

L = h∗
c in the case where the

existence condition fails. Furthermore, the fact that ϕ(hHLL) = 0 suggests to replace
ϕ(h∗

L) in Eq. (9) by its linearization in a neighbourhood of hHLL , especially when
Δb is small enough, to obtain a simpler equation

β(h∗
R − h∗

L) = −Δb, β := 1 − (h∗
c/h

HLL)3 ≤ 1. (12)

We find that the parameter β characterizes the regime of intermediate states, i.e.
w∗

L ,R characterize the sub-critical if 0 < β ≤ 1 and super-critical one in the opposite
case. Note that the scheme proposed in [3], relying on trivial steady states, is nothing
but a particular case of (12) with β = 1. Using (12) both with (10) yields to

h∗
L = hHLL + α

Δb

β
, h∗

R = hHLL − (1 − α)
Δb

β
. (13)

Solution (13), which can be seen as linear functions ofΔb/β, needs a simple post-
treatment in order to ensure the positivity as well as the monotonicity criteria. For
example, in sub-critical case (β > 0), we modify h∗

L := max(h∗
L , h

∗
c) (resp. h

∗
R :=

max(h∗
R, h∗

c)) ifΔb < 0 (resp.Δb > 0) and use the consistency condition (5) to find
h∗
R (resp. h∗

L ). Alternatively, the linearized solution (13) is no longer accurate if β is
close to 0, i.e. near sonic point. In this case, we could rather solve (numerically) the
nonlinear equation (9).

4 Well-Balancing and Entropy

Now, we aim to present a suitable approximation of the source term and study the
well-balancing property of the scheme. Assume that the data (wL , bL) and (wR, bR)
are steady states and q := hLuL = hRuR . The Bernoulli equation (2) and the con-



280 N. Goutal et al.

sistency condition (6) yield

−Δb = q2

2g

(
1

h2R
− 1

h2L

)
+ hR − hL ≈

(
1 − q2

g(hHLL )3

)
(hR − hL ),

−Δx{h∂xb} = q2

g

(
1

hR
− 1

hL

)
+ h2R − h2L

2
≈ hHLL

(
1 − q2

g(hHLL )3

)
(hR − hL ),

where we have linearized the equations near hHLL . This result suggests to use

Δx{h∂xb} := hHLLΔb, (14)

which is a consistency approximation since {h∂xb} = hHLLΔb/Δx → h∂xb when
Δx → 0, wL ,R → w and bL ,R → b.

Let us show how a combination of (12) and (14) can preserve at least the lake at
rest steady states. We use a classical choice of λL ,R writing

λL := min
w=wL ,wR

(−ε, u − √
gh), λR := max

w=wL ,wR

(ε, u + √
gh) (15)

with a small parameter ε to ensure λL < 0 < λR .
Considering a lake at rest steady state (wL ,wR; bL , bR), we have λL = −λR

since uL = uR = 0. As hR − hL = −Δb, straightforward calculations from (11)–
(13) show that q∗ = 0, h∗

L = hL , h∗
R = hR ; hence w∗

L = wL , w∗
R = wR . Further-

more, the scheme should be able to handle the steady states of the wet-dry (resp.
dry-wet) transition, i.e. the case where hL + bL ≤ bR, hR = 0 (resp. hR + bR ≤
bL , hL = 0). It is sufficient to operate a slight modification of λL ,R from (15).
Indeed, for wet-dry transition steady state, we compute λL by (15) and impose
λR := λL(1 − 2Δb/hL) ≥ −λL . The same idea holds for the case of dry-wet tran-
sition by setting λL := λR(1 + 2Δb/hR) ≤ −λR .

It is worth to note that we have modified the velocities λL ,R in order to deal with
wet-dry or dry-wet transition steady states and are able to preserve the approximation
(14). This is not the case for other schemes. In [3], the authors use Δx{h∂xb} :=
h̄Δb with h̄ := (hL + hR)/2 for fully-wet case and replace, for example, Δb by
hL for the case of wet-dry transition. This kind of modification can lead to some
difficulties to provide accurate results in the case of overlands flow on stepped slope
as we will see in the next section. In [5], a more complex approximation consists
to define Δx{h∂xb} := (hLhR/h̄)Δb + (hLhR/h̄ − h̄)(hR − hL) which permits to
handle the moving steady states, i.e. q �= 0. However, as underlined by the authors,
this approximation is no longer consistent with zero when the topography is flat.

About the entropy property, we can show that the scheme satisfies a discrete
entropy inequality, with an error term such as
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F (wR) − F (wL) − Δx σ(Δx,wL ,wR, bL , bR) + Δx ε(Δx)

≤ λL(U (w∗
L) − U (wL)) + λR(U (wR) − U (w∗

R))

with U (w) = hu2

2
+ gh2

2
and F (w) =

(
u2

2
+ gh

)
hu.

whichproves that the scheme should convergewithmesh refinement if the topography
is at least continous. In our case, we can express σ = −gqHLLΔb/Δx which ensures
the consistency with −ghu∂xb when Δx → 0, wL ,R → w and bL ,R → b.

5 Numerical Results

We present in the following several tests to illustrate the behaviours of the proposed
scheme. The reference solutions are given by SWASHES [8].

5.1 Accelerating Super-Critical Flow over a Downward Slope

This test was introduced by [7] to illustrate a subtle difficulty of the hydrostatic
reconstruction (HR) to provide accurate results [2]. A slight modification of HR can
be found in [6] allowing to improve the result. The bed profile consists in an inclined
plane for different values of slope S := −∂xb ranging from S = 16% to S = 22%,
i.e. stepped slopes. We impose a super-critical inflow boundary condition, at x = 0,
with h = 0.02, q = 0.01 and perform the simulations until a steady state is reached.
We used a moderate resolution Δx = 0.05 in order to get |Δb| > max(hL , hR) far
from the left boundary. On Fig. 2, the advantages of the present scheme are clearly
visible.

5.2 Transcritical Flow with Shock over a Bump

This well-known test case is focused on the way the scheme handles smooth tran-
scritical solution together with a stationary shock. The topography is given by
b(x) = 0.02 − 0.05(x − 10)2 if 8 < x < 12 and is flat elsewhere. Starting with a
sub-critical regime at inlet (x = 0) with q = 0.18, the flow becomes super-critical
by passing the bump and comes back to sub-critical regime after the stationary shock
to reach h = 0.33 at outlet (x = 25). Figure3, in particular the result on the discharge
(right), reveals that this scheme is a gain the most accurate compared to others ones.

Other tests for transient cases have shown that the proposed scheme is as effective
when dealing with dry/wet boundaries transition, e.g. Thacker’s solution, as it is for
complicated solutions of the Riemann problem such as dambreak over a step [1].
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Fig. 2 Supercritical flow on inclined plane. Left reference solution (line) and numerical result
(point) given by the present scheme with Δx = 0.05. Right numerical result with S = 22% given
by different schemes compared with reference solution
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Fig. 3 Transtical flow with shock on a bump: water height (left) and unit discharge (right) given
by different schemes, using Δx = 0.1, compared with reference solution

6 Conclusion

In this paper, we have proposed a Godunov-type finite volume scheme for the SWE
based on three-waves ARS. By linearizing the Bernoulli and consistency equations,
the resulting scheme is positive, well-balanced and permits to improve the accuracy
of numerical results compared with other methods, in particular the well-known
hydrostatic reconstruction.
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Two Models for the Computation of Laminar
Flames in Dust Clouds

Dionysios Grapsas, Raphaèle Herbin and Jean-Claude Latché

Abstract We address two models for the simulation of dust clouds premixed com-
bustion: the first one consists in usual balance equations; to derive the second one, we
suppose that the solution takes the form of a travelling combustion wave and track the
location of the flame brush by a phase-field-like technique. We build a finite volume
fractional step scheme for both models, which respects the natural physical bounds
of the unknowns. Then we assess the consistency of both formulations.

Keywords Reactive flows · Low mach number flows · Finite volumes · Staggered
discretizations

MSC (2010): 65N09 · 76M12

1 Introduction

We address in this paper two alternative models dedicated to the simulation of lami-
nar flames in dust suspensions in a gaseous atmosphere, for which a one-dimensional
representation, supposing a low Mach number flow, is sufficient. The combustible
particules are supposed to be in mechanical and thermal equilibrium with the contin-
uous phase (or, in other words, no drift nor temperature deviation between the gas and
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solid phases is taken into account). We consider two descriptions of the combustion
phenomenon:

• the first one is obtained by collecting mass balance for the chemical species, the
energy balance and the momentum balance for the mixture; the reaction term ω̇ is
expressed by a closure law depending of the temperature, derived on the basis of
physical arguments. This model will be refered to in the following as the primitive
formulation.

• The second one relies on the assumption that the solution consists in a travelling
reaction thin interface (the so-called flame front) separating a zone where the
combustion is complete (the “burnt zone”) from a zone where no combustion has
yet occured (the “fresh zone”). This representation offers the possibility to reduce
the problem to an explicit tracking of the front location, through the solution of a
transport equation for a color function G (G ∈ [0, 1], G < 0.5 in the burnt zone,
G ≥ 0.5 in the fresh atmosphere); the reaction term is governed by the value of G:
ω̇ = 0 if G ≥ 0.5 and ω̇ is proportional to 1/τ otherwise, where τ is a time-scale
closely correlated to the flame front thickness. In the rest of this paper, we will
call this model the flame velocity formulation.

The first option is standard for the computation of laminar flames. Variants of the
flame velocity formulation are often chosen to compute turbulent deflagrations in
industrial applications [4, 5], as in nuclear safety studies performed at the French
Institut de Radioprotection et de Sûreté Nucléaire (IRSN). Indeed, this latter model
seems easier to solve, in the sense that stable segregated algorithms may be designed
for this purpose; in addition, the flame brush incorporates structures which are very
small compared to the system scales, and the flame velocity approach allows an
upscaling of this complex physical phenomenon through a single parameter (the
turbulent flame velocity) which may be inferred from experimental data.

A finite volume fractional step numerical scheme was developed in [2] for the
solution of the system of primitive equations; we shortly describe it here and review
its main properties. The aim of this paper is then to assess the accuracy of the
switch from the first model to the second one: first, we check that the solution to
the primitive formulation, in conditions representative of the target physical reality,
is indeed a flame front propagating through the medium; then, we compare such a
solution with the one obtained with the corresponding flame velocity model.

2 The Primitive Formulation

2.1 The Governing Equations

The flow is supposed to be governed by the balance equations modelling a variable
density flow in the asymptotic limit of lowMach number flows, namely the mass bal-
ance of the chemical species and of themixture, the enthalpy balance, and themomen-
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tum balance equations. For a one-dimensional flow in such a quasi-incompressible
situation, the role played by the mass and momentum balance equations is quite dif-
ferent than in the multi-dimensional case: the velocity may be seen as the solution of
the mass balance equation, and the momentum balance yields the dynamic pressure.
Since this latter unknown does not appear in the other equations, its computation is
of poor interest, and the momentum balance equation may be disregarded.

Except for this aspect, equations in this section are written in the usual multi-
dimensional form. The computational domain is denoted byΩ , and its boundary ∂Ω

is supposed to be split into an inflow part ∂ΩI (where the flow enters the domain,
i.e. u · n∂Ω < 0, with u the flow velocity and n∂Ω the normal vector to ∂Ω outward
Ω) and an outflow one ∂ΩO (where the flow leaves the domain, i.e. u · n∂Ω ≥ 0) of
positive (d − 1)-measure. The problem is posed over the time interval (0, T ).

Mass balance equations—The mass balance reads:

∂tρ + div(ρu) = 0, (1)

where ρ stands for the fluid density. This equation must be complemented by an
initial condition and a boundary condition on ∂ΩI for the density; both functions are
obtained by the data of the temperature and flow composition, thanks to the equation
of state (see below).

Only four chemical species are supposed to be present in the flow, namely the
dust, or fuel (denoted by F), the oxydant (O), the product (P) of the reaction, and a
neutral gas (N ). A one-step irreversible total chemical reaction is considered:

νF F + νO O + N → νP P + N ,

where νF , νO and νP are the molar stoichiometric coefficients of the reaction. Chem-
ical species other than the fuel are supposed to be gases. The system of the mass
balance equations for the chemical species reads:

∂t (ρyi ) + div(ρyiu) = ω̇i , for 1 ≤ i ≤ Ns, (2)

where yi and ω̇i stand respectively for the mass fraction and the reaction rate of the
species i . The number of species is denoted by Ns , with, by assumption, Ns = 4, and
we indifferently use the notation (yi )1≤i≤Ns or yF , y0, yP and yN for the fuel, oxydant,
product and neutral gas mass fractions, respectively. To simplify the exposition, the
mass diffusion fluxes have been supposed in the set (2) of equations to vanish.
This system must be complemented by initial and Dirichlet boundary conditions for
(yi )1≤i≤Ns on the inflow part of the domain boundary ∂ΩI . The prescribed values of
the mass fractions at the initial time and on the inflow boundary lie in the interval
[0, 1]. The reaction rate of each chemical species may be written as:

ω̇F = −νF WF ω̇, ω̇O = −νO W0 ω̇, ω̇P = νP WP ω̇ and ω̇N = 0,
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where WF , W0 and WP stand for the molar masses of the fuel, oxydant and product
respectively, and ω̇ is a non-negative reaction rate, which is supposed to vanish
when either yF = 0 or yO = 0. Since νF WF + νO W0 = νP WP , we have ω̇F + ω̇O +
ω̇P = 0.

Energy balance—In the low Mach number approximation, the total enthalpy
balance reads:

∑

i∈I
cp,i

[
∂t (ρyiθ) + div(ρyiθu)

]
− div(λ∇θ) = ω̇θ , ω̇θ = −

∑

i∈I
Δh0

f,i ω̇i , (3)

where θ stands for the temperature, cp,i for the specific heat of the species i (supposed
to be constant), Δh0

f,i for the formation enthalpy at 0◦K and λ the thermal conduc-
tivity. This equation is complemented by a total flux boundary condition at the inlet
boundary, and we suppose that the diffusion flux vanishes at the outlet boundary.

Equation of state—We suppose that the gas phase is a mixture of perfect gases
and that the density ρF of the solid phase (i.e. of the fuel) is constant, so:

ρ = ρ
(
θ, (yi )1≤1≤Ns

) = 1
Rθ

Pth

∑

i=O,P,N

yi

Wi
+ yF

ρF

, (4)

where R = 8.31451 JK−1mol−1 stands for the perfect gases constant. Since the com-
putational domain is supposed not to be closed, the so-called thermodynamic pressure
Pth is constant in time and space, and given by the initial state.

2.2 The Numerical Scheme

For the solution of the equations of the model, we define the variable z as follows:

z = s yF + 1 − yO

1 + s
, with s = νO WO

νF WF
.

Note that, combining the mass balance equation for the fuel and the oxydant, the
variable z satisfies an homogeneous equation; for this reason, we replace the oxydant
mass balance equation by the balance equation for z (since, given the values of z and
yF , we may deduce yO ).

Let us consider a partition 0 = t0 < t1 < · · · < tN = T of the time interval (0, T ),
which we suppose uniform. Let δt = tn+1 − tn for n = 0, 1, . . . , N − 1 be the con-
stant time step.We suppose that the intervalΩ is split into a family of control volumes
(sub-intervals ofΩ) which realizes a partition ofΩ; we denote these control volumes
by (K )K∈M . The scalar unknowns, i.e. the density, mass fractions and temperature,
are associated to the control volumes, and the corresponding unknowns read ρn

K ,
(yi )

n
K , zn

K and θn
K for K ∈ M , 0 ≤ n ≤ N and i ∈ I . The velocity is discretized at
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the faces of the mesh, which we denote by (σ )σ∈E , so the corresponding unknowns
are un

σ for σ ∈ E and 0 ≤ n ≤ N . We implement a fractional-step algorithm, which
consists in four steps, in order to calculate recursively the unknowns (yi )

n+1
i∈I , zn+1,

θn+1, ρn+1 and un+1 for 0 ≤ n < N :
Chemistry step—Solve for (yN , z, yF , yP)n+1:

∀K ∈ M ,

1

δt

[
ρn

K (yN )n+1
K − ρn−1

K (yN )n
K

] + div
[
ρn yn+1

N un
]

K = 0, (5a)

1

δt

[
ρn

K zn+1
K − ρn−1

K zn
K

] + div
[
ρnzn+1un

]
K = 0, (5b)

1

δt

[
ρn

K (yF )n+1
K − ρn−1

K (yF )n
K

] + div
[
ρn yn+1

F un
]

K = (ω̇F )n+1
K , (5c)

(yF )n+1
K + (yO)n+1

K + (yN )n+1
K + (yP)n+1

K = 1. (5d)

Energy balance—Solve for θn+1 :
∀K ∈ M ,

∑

i∈I
cp,i

[ 1

δt

[
ρn

K (yi )
n+1
K θn+1

K − ρn−1
K (yi )

n
K θn

K

]] + div
[
ρn yn+1

i θn+1un
]

K

−div(λ∇θn+1)K = (ω̇θ )
n+1
K .

(5e)

Equation of state—ρn+1
K = 


(
θn+1

K , ((yi )
n+1
K )1≤1≤Ns

)
, for K ∈ M . (5f)

Mass balance—Solve for un+1 :
∀K ∈ M ,

1

δt

[
ρn+1

K − ρn
K

] + div
[
ρn+1un+1

]
K = 0. (5g)

The discrete operators appearing in these relations are approximated by finite-
volume techniques. Thanks to a careful definition of the convection fluxes, derived
to fulfill the conditions introduced in [3] to obtain a maximum-principle-preserving
convection operators, the scheme is proven in [2] to preserve the physical bounds of
the unknowns: mass fractions in the interval [0, 1], positivity of the temperature and
so of the density.

3 A Model Based on an Explicit Tracking of the Flame
Front

3.1 The Governing Equations

The physical model addressed in this section is based on an explicit computation
of the flame brush location, by a phase-field-like technique. The “color function”
is called G in this context; its transport equation is referred to as the G-equation,
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and reads:
∂t (ρG) + div(ρGu) + ρuu f |∇G| = 0. (6)

Initial conditions are G = 0 at the location where the flame starts and G = 1 else-
where. The quantity ρu is a constant density, which, from a physical point of view,
stands for a characteristic value for the unburnt gases density, and u f is the flame
brush velocity. The reactive term ω̇ is given by:

ω̇ = u f

δ
η(yF , yO) (G − 0.5)−, η(yF , yO) = min(

yF

νF WF
,

yO

νO WO
), (7)

where δ is a quantity homogeneous to a length scale, which governs the thickness of
the reaction zone.

The flame velocitymodel consists of Eq. (6), of themixturemass balance equation
(1), the chemical species mass balance equations (2) (with the modified expression
(7) for the chemical reaction term ω̇) and of the energy balance (3). Note that, under
some assumptions which are usually not valid in industrial applications, this model
may be simplified: for instance, in perfectly premixed situations (i.e. constant in space
initial data for the chemical mass fractions and the temperature) and supposing an
infinitely fast chemical reaction (i.e., in the present formalism,making δ tend to zero),
the variable G may be indentified to a progress variable and all the other unknowns
(i.e. the mass fractions and the temperature) may be deduced from G through an
algebraic relation.

3.2 Numerical Scheme

The G function is discretized on the primal mesh, so the discrete unknowns are Gn
K ,

for K ∈ M and 0 ≤ n ≤ N . The numerical algorithm differs from the scheme for
the primitive formulation, i.e. System (5), by the insertion, as a first step, of a discrete
counterpart to Eq. (6):

flame brush transport step −Solve forGn+1 :
∀K ∈ M ,

1

δt

[
ρn

K Gn+1
K − ρn−1

K Gn
K

] + div
[
ρnGn+1un

]
K + ρuu f |∇G|n+1

K = 0.

For the discretization of the last term in this relation, we write:

|∇G| = ∇G

|∇G| · ∇G, so |∇G|n+1
K = (Nn

f · ∇Gn+1)K ,

where N f is an approximation of the advection field∇G/|∇G| andweuse an upwind
finite volume formulation of the transport operator, i.e. the formulation obtained by
writing N f · ∇G = div(G N f ) − G divN f and using an upwind finite volume (first
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or second order) discretization of the convection operator. For the present solver, the
convection operators are discretized by an explicit MUSCL-like technique [6].

4 Results

Computations presented in this section are performed with MATLAB for the primi-
tive formulation and by the open-source CALIF3S software developped at IRSN [1]
for the flame-velocity model.

Data is chosen in order to allow to check the scheme properties (i.e. to avoid
unrealistic simplifications, as, for instance, a same specific heat for all the chemical
species), and to be in the range of practical applications. The mixture is initially at
rest, homogeneous and with a uniform temperature:

(yF )0 = (yO)0 = 0.4, (yN )0 = 0.2, (yP)0 = 0, θ0 = 300◦K .

In the primitive formulation, the reaction rate follows an Arrhenius law:

ω̇K = 104 yF yO e−900/θ .

The molar masses of the chemical species are considered to be equal to 20g mol−1

for all the species, so the combustion reaction reads F + O + N −→ 2P + N , and
the initial atmosphere composition is stoichiometric. The temperature diffusion coef-
ficient is λ = 0.005, the specific heat coefficients (J Kg−1 K−1) are cp,N = 3. 103,
cp,F = 1. 103, cp,O = 2. 103 and cp,P = 4. 103 and the formation enthalpies (J Kg−1)
areΔh0

f,N = 3. 106,Δh0
f,F = 1. 106,Δh0

f,O = −2. 106 andΔh0
f,P = −4. 106 (so the

reaction is exothermic). The fuel density is equal to 100 Kgm−3. Ignition is obtained
in the primitive formulation by making ω̇ depend in a very thin zone on a fictitious
elevated temperature, to trigger a reaction at the initial time. In the flame velocity
model, G is imposed to zero in the same zone (while G = 1 elsewhere). Since the
inflamation zone is very thin, the consequent initial burst is not too violent.

First of all, we observe that, for the primitive formulation, the solution tends after
a transition period to a travelling combustion wave separating a fresh (or unburnt)
zone from a burnt zone, where yF = yO = 0, yP = 0.8 and the temperature is equal
to the adiabatic combustion temperature. By construction of the scheme, the neutral
gas mass fraction yN and the reduced variable z are kept constant in time and space
and equal to their initial value. Since the profile in the interface does not vary in
space and time up to a translation velocity u p (the velocity of the flame brush), we
may write the jump conditions for the mixture mass balance equation, to obtain:

(ρu − ρb) u p = ρuuu − ρbub,
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Fig. 1 Fuel mass fraction (top) and temperature (bottom) travelling profiles obtained with the
primitive formulation of the equations (red) and with the flame velocity model, with δ = 0.1mm
(green) and δ = 0.2mm (blue)

where ρb and ub (resp. ρu and uu) stand for the constant density and velocity
in the burnt (resp. unburnt) zone. Thanks to symmetry conditions (due to the
fact that the combustion takes place in an atmosphere initially at rest), ub = 0
and we deduce from the previous relation that the flame velocity is given by:
u f = u p − uu = uu ρb/(ρu − ρb). The obtained value is injected in the flame veloc-
ity model, and we choose the length δ f to fit as closely as possible the travelling
profiles of the unknowns. Results for the fuel mass fraction and the temperature are
given on Fig. 1. We observe that, as expected, the thickness of the combustion zone
is scaled by δ f and that a reasonable agreement is obtained with δ f = 0.1mm.
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High Order Finite Volume Scheme
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Technique for Complex Industrial
Applications

Grégoire Pont and Pierre Brenner

Abstract The numerical foundation of the CFD solver FLUSEPA (French trade-
mark N. 13400926) is presented. It is a Godunov’s type unstructured finite volume
method suitable for highly compressible turbulent scale-resolving simulations around
3D complex geometries and general non-Cartesian grids. First, a family of k-exact
Godunov schemes is developed by recursively correcting the truncation error of the
piecewise polynomial representation of the primitive variables. The keystone of the
proposed approach is a quasi-Green gradient operator which ensures consistency on
general meshes. In addition, a high-order single-point quadrature formula, based on
high-order approximations of the successive derivatives of the solution, is developed
for flux integration along curved cell faces. Then, a re-centering process is used to
reduce as far as possible numerical diffusion. The proposed family of schemes is com-
pact in the algorithmic sense, since it only involves communications between direct
neighbors (cells which have common faces) of the mesh cells. To address complex
geometries, a conservative grid intersection technique is used. Compressible numer-
ical test cases are investigated to demonstrate the accuracy and the robustness of
the presented numerical scheme, then, supersonic RANS/LES computations around
the Ariane 5 space launcher are presented to shows the capability of the scheme to
predict flows with shocks, vortical structures and complex geometries.
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1 Introduction

The foundations of k-exact approaches can be found in the work of Barth and Fred-
erickson [1] and recent developments can be found in [3]. The idea of improving
non-linear flux integral first appears for Cartesian grids using high-order finite differ-
ences corrections [4]. The aim of the present paper is to give the outline of a high order
k-exact finite volume scheme which keeps its formal accuracy on non-Cartesian grids
made of non-planar faces. The proposed scheme corrects automatically the numer-
ical errors in each step of the reconstruction process using a multiple-correction
technique based on high order derivatives.

We look for numerical solutions of the compressible Reynolds-averaged or filtered
Navier-Stokes equations. This system is approximated by means of a finite volume
method on unstructured grids. The computational domain is discretized and contains
N cells ΩJ . AJK is a face between J and K cells. In each cell ΩJ , and for any field
Ψ , we introduce the space average over one cell Ψ J and the pointwise value at the
cell center x j of ΩJ , denoted Ψ j , they are defined, respectively :

Ψ J = 1

| ΩJ |
∫∫∫

ΩJ

Ψ dΩ, and Ψ j = Ψ (x j ), with x j = 1

| ΩJ |
∫∫∫

ΩJ

x dΩ

(1)
In the above, | ΩJ |= ∫∫∫

ΩJ

dΩ denotes the volume of ΩJ . In the present approach, the

problem unknowns are represented by the average volume of the conservative vari-
ables over each cell, i.e., the values wJ = 1

|ΩJ |
∫∫∫
ΩJ

wdΩ , where w = (ρ, ρu, ρEt )
T

and where ρ is the density, u the velocity vector, and Et the specific total energy.
Let us introduce the mth order volume moment of ΩJ , M (m)

J , defined as M (m)
J =

1
|ΩJ |

∫∫∫
ΩJ

(x − x j )
⊗mdΩ , where, for any vector v, v⊗m = v ⊗ v ⊗ · · · ⊗ v︸ ︷︷ ︸

m times

, with ⊗

the dyadic product between two vectors. We also introduce S (m)
AJK

, the mth-order

moment of AJK , defined as S (m)
AJK

= ∫∫
AJK

(x − xΓ )⊗m · n dS. Note that xΓ is the inte-

gration point of the numerical fluxes (see Eq. (3)). With the preceding notations, the
system of conservation laws referred to a computational cell writes:

| ΩJ | dwJ

dt
+

Pf∑
K=1

∫∫

AJK

F · n dS = 0 (2)

where Pf is the number of faces of cell ΩJ . In the following, we present a k-exact
reconstruction of the solution that can be used to find high-order approximations
of Eq. (2). For robustness reasons, the reconstruction is applied to the primitive
variables vectorq = (u, P, T )T , (where P and T are respectively the pressure and the
temperature), with, q = q(w), for example, u = (ρu)/ρ. For further convenience,
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we introduce for each cell J the vector q̃J = q̃(wJ ) defined as q̃J = (̃uJ , P̃J , T̃J )
T ,

for example, ũJ = (ρu)J/ρ J . For each grid cell ΩJ let us consider a neighborhood
s(J ) made by the union of cell ΩJ and of a set of surrounding cells. Specifically, we
call s1(J ) the set made of the current cell plus its first neighbors.

In the reconstruction process we start from the q̃J values. Using a high order
correction term Δq we compute qJ values (see Sect. “From q̃J to qΓ Values”, step
1). Then, we use a successive correction algorithm to compute high order deriv-
atives base on the quasi-Green operator (see Sect. “Computation of Derivatives”).
Then, q j and qΓ can be computed using high order formulas (see Sect. “From q̃J

to qΓ Values” step 2 and 3) and high order derivatives. Finally, fluxes can be inte-
grated using a high order one point integration formula (see Sect. “Integration of the
numerical fluxes”).

1.1 Integration of the Numerical Fluxes

The construction of higher order schemes relies on the development of a high-
accurate approximation formula for the flux term F. This is achieved by expanding
F in Taylor series around a suitable integration point Γ of AJK :

∫∫

AJK

F · n dS = F|Γ · S (0)
AJK

+
n−1∑
m=1

1

m!D
(m) F|Γ · S (m)

AJK
+ |AJK |O(hn) (3)

where D(l) F|Γ is the lth tensor derivative of F at point Γ , and h a characteristic grid
size. In the general case, Γ is the point that minimizes the first-order error term (see
[5] or [6]). To achieve a nth-order approximation of the surface integral, the flux
and its derivatives at point Γ have to be reconstructed from cell-centered averages
with suitable accuracy: precisely, D(m)F

∣∣
Γ

has to be reconstructed at order n − m.
For this purpose, we choose to rewrite the mth derivatives of the used numerical flux
in terms of the mth derivatives of the primitive variables D(m)q. In turn, these are
evaluated by means of a high-order k-exact reconstruction, along with the successive
correction algorithm of Sect. “Computation of Derivatives”.

1.2 From q̃J to qΓ Values

1. qJ from q̃J : As a first step, we start writing an approximation for qJ . We know

that qJ = q̃J + O(h2). To achieve a higher-order approximation for qJ , we need
to correct the second order error term. Precisely, we look for a relation of the
form qJ = q̃J + Δq + O(hn). The correction term Δq depends on the specific
primitive variable under consideration (u, P or T ). The full expressions for Δq
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are given in [5] or [6]. It can be shown that Δq depends only on derivatives of
q at point x j up to order n − 2, and not n − 1 since the error terms depending
on (n − 1)th derivatives are null (see [5] or [6] for more details). Moreover,
getting an nth-order approximation for qJ requires only an (n − m − 1)th order
approximation for D(m)q

∣∣
j .

For example, if we consider a 2-exact reconstruction on u one gets:

uJ − ũJ = Δu = − 1

ρ J
M (2)

J :
(
D(1)ρ

∣∣
j ⊗ D(1)u

∣∣
j

)
+ O(h3) (4)

which requires a first order approximation of the gradients at point x j to achieve
a third-order approximation. Where ‘:’ denotes the inner product between two
mth-order tensors. The general formulation for Δu, ΔP and ΔT are available
for an ideal gaz in [5] or [6].

2. q j fromqJ : To calculate approximations of the solution at cell faces, high-order
polynomials are constructed over each cell by using again Taylor-series expan-
sions. The polynomial reconstruction is applied to the primitive variables by
Taylor-series expanding the primitive variables q around the cell center x j , and
by averaging over the cell using M (m)

J and high order derivatives. An approxi-
mation of q j at order n > 2 requires to find an (n − m)th-order accurate approx-
imation for the mth derivative D(m)q

∣∣
j as well as an nth-order approximation

for qJ .
3. qΓ fromq j : Equation (3) involves an nth-order approximation of the flux density

at the integration point Γ , F|Γ , as well as (n − m)th-order approximations of its
mth derivatives. To calculate F|Γ , we use high order extrapolation to obtain qΓL

and qΓR on each side of interfaces. Once the reconstruction of the left and right
values has been completed, a slope limiter is finally applied to prevent Gibbs
instabilities while preserving high order of accuracy near smooth extrema. Then
the 1D exact Riemann solver is used to calculate the numerical flux FΓ from qΓL

and qΓR . The next step is to reconstruct the corrective terms at the right-hand
side of Eq. (3). For any given cell face, the numerical flux is univocally defined,
thus leading to an intrinsically conservative approximation scheme.

1.3 Computation of Derivatives

The high-order approximation of derivatives D(m)q
∣∣
j and cell average q J required for

the k-exact reconstruction and flux integration are obtained by means of a iterative
procedure, based on successive corrections of the truncation error terms. At the
beginning of the procedure, a first-order approximation of the first derivatives at point
x j is obtained by applying a 1-exact operator D (1)

1 to the nth order approximation
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of q calculated in the step 1 on the Sect. “From q̃J to qΓ Values”. The next step is
to apply this 1-exact operator to itself and to correct the resulting approximations
by using a set of correction matrices constructed thanks to k-exact condition on
the neighborhood using canonical polynomial functions [3]. Hereafter, we present,
the 1-exact operator used, namely, the quasi-Green operator [2], which allows to
compute gradient at first order of accuracy regardless of the mesh quality. For a
generic function Ψ , the gradient approximation D (1)

1 given by:

(D (1)
1 Ψ )

∣∣∣
J

= M−1
1

∑
K∈s1(J )

(
βKΨ K + (1 − βK )Ψ J

)
AJ K (5)

is by construction 1-exact, and as such it is at least first-order accurate for any func-
tion Ψ and any general mesh. The matrix M1 = ∑

K∈s1(J )

βK (xk − x j ) ⊗ AJ K ,which

replaces the volume ΩJ of the cell J in the standard green approximation formula, is
called the “simple correction” matrix (coefficients βK are weight based on the relative
distance of cell centers xk to face AJK ). It is constructed using the 1 − exactness
condition applied to the first derivative operator. Since the gradient operator uses only
the direct neighborhood, the global successive correction algorithm is also algorith-
mically compact: the stencil enlargement is consecutive of the iterative process. More
details about the algorithm and the corrections matrices can be found in [3, 5, 6].

1.4 Increasing the Accuracy to Resolve Turbulence

In an attempt to reach a good compromise between resolvability and computational
cost, we restricted our attention to the third order scheme (2−exact), which provides
low dispersion errors. Then, to reduce the numerical dissipation in vortex-dominated
regions, a local re-centering process based on a local grid Reynolds number stability
condition and also the numerical Ducros sensor is performed. The Vortex Centered
(VC) scheme leads to a fourth-order accurate, non-dissipative scheme in vortex-
dominated regions, while keeping a third-order accurate upwing scheme elsewhere.
Note that this improvement is only valid for viscous flows and particularly well
suited for Hybrid RANS/LES approaches where the remaining turbulent viscosity
also participates to lower the local Reynolds number. More details about the spectral
analysis of the previous k-exact schemes and the VC strategy can be found in [5, 6].

2 Conservative Overlapping Technique

The CHIMERA-like meshing strategy used in the solver FLUSEPA is based on
a conservative 3D intersection process [2] which inlays geometrically the highest
priority meshes in the others. In the case of a space launcher, for example, the user
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meshes independently each part of the launcher, with their own boundary layers, and
then, specifies the level of priority of each grid (see Fig. 3). In this study, most of the
meshes are generated using this technique.

3 Numerical Test : The Ringleb Flow

To demonstrate the accuracy of the numerical schemes, we consider an inviscid
transonic test case, the Ringleb flow. Initially, calculations are run using the sec-
ond (1-exact) and third-order accurate (2-exact) upwind schemes on a set of smooth
computational grids composed of 192, 768, 3072, 12288 and 49152 quadrangular
cells, respectively (Fig. 1a). Afterwards, the capability of the scheme to preserve
accuracy on highly deformed grids is demonstrated by using a set of grids obtained

(a) Carte-
sian

(b) Shaken (c) Over-
lapped

(d)
Stretched

(e)
Stretched
triangular

Fig. 1 Ringleb flow: different type of grids used for the calculations

Fig. 2 Grid convergence.
h = 1/

√
nDOFs, where

nDOFs is the number of
degrees of freedom

(a) Grid convergence
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by randomly shaking the nodes of the preceding ones (Fig. 1b). Finally, we perform
calculation on hybrid grids involving both quadrangular and triangular cells (Fig. 1c),
stretched quadrangular grids (Fig. 1d) and stretched triangular grids (Fig. 1e). The
results are represented in Fig. 2 for the longitudinal velocity. The computed conver-
gence orders are in fair agreement with the nominal ones, both for the second-order
and the third-order upwind scheme. Using highly irregular grids does not affect the
convergence order. For grids containing triangular cells, error slopes are in agreement
with third-order accuracy, with somewhat higher errors levels than on quadrangular
cells.

4 Industrial Applications : Ariane 5 and Unsteady
Turbulence

The following application is a 3D 1/60th scale model of the Ariane 5 launcher. Pre-
cisely, for the present computations we perform a Delayed Detached Eddy Simulation
[7]. The computational mesh is presented in Fig. 3. The total number of grid elements
is 20 millions. Numerical experiments have shown that using the VC scheme (see
Sect. “Increasing the Accuracy to Resolve Turbulence”) is mandatory to correctly
trigger convective Kelvin-Helmholtz instabilities seen in Fig. 4a. Figure 4b, c show
respectively the comparison between the experiment and the calculation of the pres-
sure and fluctuating pressure coefficients on the red ring located on the nozzle (see
Fig. 3b): there is a good agreement for both unsteady and steady pressure coefficient.

Fig. 3 3D Overlapped grid on the mock up of Ariane 5 spatial launcher (Cut in the boosters plane)
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(a) Intantaneous Schlieren at Mach1.2

(b) Pressure coefficient (c) Unsteady pressure coefficient

Fig. 4 Intantaneous Schlieren and pressure coefficient on a ring located on the nozzle

5 Conclusion

We presented the outlines of a methodology for constructing high-order Godunov-
type finite volume methods on general unstructured grids. The procedure efficiently
produces a k-exact reconstruction of the primitive variables by recursively correct-
ing the truncation error of lower-order approximations. The proposed successive
correction procedure makes use of numerical operators that warrant high accuracy
on arbitrary unstructured grids. In the attempt of ensuring low numerical dissipation
in vortex-dominated regions while preserving the shock-capturing capabilities of the
method and keeping the computational cost as low as possible, a hybrid re-centered
discretization is used. First, numerical results for the well-known Ringleb’s inviscid
flow prove the capability of the present k-exact schemes to keep its nominal order
of accuracy on arbitrary grids. Finally, the coupling between the proposed scheme
with a conservative overlapping algorithm and an hybrid RANS/LES model seems
to be a good strategy for industrial aerodynamic applications.
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Discontinuous Finite Volume Element
Methods for the Optimal Control
of Brinkman Equations

Sarvesh Kumar, Ricardo Ruiz-Baier and Ruchi Sandilya

Abstract We introduce and analyse a family of hybrid discretisations based on
lowest order discontinuous finite volume elements for the approximation of optimal
control problems constrained by the Brinkman equations. The classical optimise-
then-discretise approach is employed to handle the control problem leading to a
non-symmetric discrete formulation. An a priori error estimate is derived for the
control variable in the L2 − norm, and we exemplify the properties of the method
with a numerical test in 3D.
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volume element discretisation
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1 Introduction

The numerical solution of optimal control problems constrained by equations of
viscous incompressible flow (Stokes and Navier-Stokes problems) is encountered in
many application problems arising in science and engineering. An abundant body of
relevant literature is available, mainly in the context of finite element methods (see
e.g. [3, 6, 7, 13, 14] and the references therein). Most of these contributions employ
conforming discretisations for state, co-state and control variables, which typically
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produceO(h) convergence rates for piecewise constant approximations of the control
variables, where h is the meshsize. Here we propose a new discontinuous finite
volume element (DFVE) method for the discretisation of optimal control problems
constrained by the Brinkman equations. DFVE schemes are characterised by ability
of writing local conservation equations as in classical finite volume methods, and
through transformation maps between primal and dual meshes, they can be recast as
discontinuous discretisations of Petrov-Galerkin type. A number of DFVE methods
have been proposed for the primal formulation of Stokes and related flow problems
in [8, 17] (see also their references). We consider the present method and its analysis
as an extension of these contributions to the case of distributed optimal control, in
combination with the ideas developed in [11, 12, 15, 16] for elliptic and parabolic
optimal control problems. While here we will derive only an L2 − error bound for
the control variable and motivate our findings with an example of optimal control in
a porous cylinder, the corresponding error estimates in the energy norm for control,
state, and co-state variables, as well as numerical verification of optimal convergence
rates, will be presented in the forthcoming contribution [9].

2 The Optimal Control Problem

Let us consider the following distributed optimal control problem

min
u∈Uad

J (u) := 1

2
‖y − yd‖20,Ω + λ

2
‖u‖20,Ω , (1)

governed by the linear Brinkman equations

K−1y − div (με(y) − pI) = u + f in Ω, (2)

divy = 0 in Ω, (3)

y = 0 on ∂Ω, (4)

where Uad is the set of feasible controls (defined for −∞ ≤ a j < b j ≤ ∞, j =
1, 2, 3)

Uad = {u ∈ L2(Ω) : a j ≤ u j ≤ b j a.e. in Ω}.

This model describes the motion of an incompressible viscous fluid within an array
of porous particles, where y denotes the fluid velocity, p is the pressure field, u
is the control variable, and λ > 0 is a given Tikhonov regularisation. The Cauchy
stress is με(y) − pI, where ε(y) = 1

2 (∇y + ∇yT ) is the infinitesimal rate of strain,
μ = μ(x) is the dynamic viscosity of the fluid, andK = K(x) is for the permeability
tensor of the medium (symmetric, uniformly bounded and positive definite). The
desired velocity yd and the applied body force f are known data in L2(Ω). The goal
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is to identify an additional force u giving rise to a velocity y in order to match a given
target velocity yd .

The standard weak formulation of the state equations (2)–(4) is given by: find
(y, p) ∈ H1

0(Ω) × L2
0(Ω) such that

a(y, v) + c(y, v) + b(v, p) = (f + u, v)0,Ω ∀v ∈ H1
0(Ω),

b(y, q) = 0 ∀q ∈ L2
0(Ω),

(5)

where the bilinear forms a(·, ·) : H1
0(Ω) × H1

0(Ω) → R, c(·, ·) : H1
0(Ω) × H1

0(Ω)

→ R and b(·, ·) : H1
0(Ω) × L2

0(Ω) → R are defined as:

a(y, v) =
∫

Ω

K−1y · v dx, c(y, v) =
∫

Ω

με(y) : ε(v) dx, b(v, q) = −
∫

Ω

qdivv dx,

for all y, v ∈ H1
0(Ω) and q ∈ L2

0(Ω). Problem (5) satisfies the Babuška-Brezzi con-
dition: there exists ξ > 0 such that

inf
q∈L2

0(Ω)
sup

0 	=v∈H1
0(Ω)

b(v, q)

‖v‖1,Ω ‖q‖0,Ω
≥ ξ,

and its unique solvability is therefore ensured.As the optimal control problem (1)–(4)
is strictly convex, it admits a uniqueoptimal solution [10], and thefirst order necessary
conditions are also sufficient for optimality. Moreover, the optimality condition can
be formulated as J ′(u)(ũ − u) ≥ 0 for all ũ ∈ Uad, or:

(w + λu, ũ − u)0,Ω ≥ 0 ∀ũ ∈ Uad, (6)

where w is the velocity associated to the adjoint equation

K−1w − div(με(w) + rI) = y − yd in Ω, (7)

divw = 0 in Ω, (8)

w = 0 on ∂Ω. (9)

The variational inequality (6) can be equivalently recast as

u j (x) = P[a j ,b j ]
(−1

λ
w j (x)

)
a.e. in Ω, j = 1, 2, 3,

where P denotes a projection defined for a generic scalar function f as

P[a,b]( f (x)) = max(a,min(b, f (x))), a.e. in Ω,

and if f ∈ W 1,∞(Ω), it further satisfies
∥∥∇ P[a,b]( f )

∥∥
L∞(Ω)

≤ ‖∇ f ‖L∞(Ω).



310 S. Kumar et al.

3 Discontinuous Finite Volume Formulation

Let us consider a regular, quasi-uniform partitionTh of Ω̄ into closed tetrahedra, and
referred to as primal mesh. By hT we denote the diameter of a given element T ∈ Th ,
and the global meshsize by h = maxT ∈Th hT ; Eh and E �

h will denote, respectively,
the set of all faces and boundary faces in Th , and he is the area of the face e. In
addition, each element T ∈ Th is split into four sub-tetrahedra T ∗

i , i = 1, . . . , 4, by
connecting the barycentre of the element to its corner nodes (cf. Fig. 1). The set of
all these elements generated by barycentric subdivison will be denoted by T ∗

h and
will be called dual partition of Ω . The symbols {·} and [[·]] will denote average and
jump operators. A finite dimensional trial space (that will be used for the state and
co-state velocity approximation) associated with Th is

Vh = {vh ∈ L2(Ω) : vh |T ∈ P1(T ), ∀T ∈ Th},

the finite dimensional test space for velocities and corresponding to T ∗
h is

V∗
h = {vh ∈ L2(Ω) : vh |T ∗ ∈ P0(T

∗), ∀T ∗ ∈ T ∗
h },

and the discrete space for state and co-state pressure approximation is defined as

Qh = {qh ∈ L2
0(Ω) : qh |T ∈ P0(T ), ∀T ∈ Th}.

In addition we define the higher-regularity space V(h) = Vh + [H2(Ω) ∩ H1
0(Ω)],

and the connection between discrete spaces associated to the two different meshes is
characterised by γ : V(h) → V∗

h , defined from γ v|T ∗ = 1
he

∫
e v|T ∗ ds, for

T ∗ ∈ T ∗
h .

Let vh ∈ Vh . We test (2) and (3) against γ vh ∈ V∗
h and φh ∈ Qh , respectively,

and integrate by parts the momentum equation on each dual element and the mass
equation on each primal element to obtain: find (yh, ph) ∈ Vh × Qh such that

Fig. 1 Sketch of a single
primal element T in Th , and
sub-elements T ∗

i belonging
to the dual partition T ∗

h

A1

B

A2

T ∈ Th

A3

A4

T∗
1

e1
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Ah(yh, vh) + ch(yh, vh) + Ch(vh, ph) = (uh + f, γ vh)0,Ω ∀vh ∈ Vh, (10)

Bh(yh, φh) = 0 ∀φh ∈ Qh, (11)

where the discrete bilinear forms Ah(·, ·) and Bh(·, ·) are defined as (see also [4]):

Ah(wh, vh) = (K−1wh, γ vh)0,Ω , Bh(vh, qh) = b(vh, qh) −
∑

e∈Eh

∫
e
{qhn}e · [[γ vh]]e ds,

ch(wh, vh) = −
∑

T ∈Th

4∑
j=1

∫
A j+1B A j

με(wh)n · γ vh ds −
∑

e∈Eh

∫
e
{με(wh)n}e · [[γ vh]]e ds

−
∑

e∈Eh

∫
e
{με(vh)n}e · [[γwh]]e ds +

∑
e∈Eh

∫
e

αd

hδ
e
[[wh]]e · [[vh]]e ds,

Ch(vh, qh) =
∑

T ∈Th

4∑
j=1

∫
A j+1B A j

qhn · γ vh ds +
∑

e∈Eh

∫
e
{qhn}e · [[γ vh]]e ds,

for all wh, vh ∈ Vh and qh ∈ Qh . Here, αd and δ are parameters independent of h.
An appropriate inf-sup condition for Bh can be found in [17].

Analogously, we can state a DFVE formulation for the adjoint equation (7)–(9)
as follows: find (wh, rh) ∈ Vh × Qh such that

Ah(wh, zh) + ch(wh, zh) − Ch(zh, rh) = (yh − yd , γ zh) ∀zh ∈ Vh, (12)

Bh(wh, ψh) = 0 ∀ψh ∈ Qh, (13)

and introduce the following discrete norms in V(h):

|||vh |||21,h =
∑

T ∈Th

|vh |21,T +
∑

e∈Eh

h−δ
e ‖[[vh]]e‖20,e , |||vh |||22,h = |||vh |||21,h +

∑
T ∈Th

h2
T |vh |22,T ,

which are equivalent on Vh . Next, the discrete counterpart of (6) reads

(wh + λuh, ũh − uh)0,Ω ≥ 0 ∀ũh ∈ Uh,ad. (14)

Lemma 1 There exist suitable constants Ci = Ci (αd) independent of h, δ, such that

|Ah(v,w)| ≤ C1 ‖v‖0,Ω ‖w‖0,Ω , and |ch(v,w)| ≤ C3 |||v|||2,h |||w|||2,h ∀v,w ∈ V(h),

Ah(vh, vh) ≥ C2 ‖vh‖20,Ω and ch(vh, vh) ≥ C4 |||vh |||22,h ∀vh ∈ Vh .

We now turn to the L2 − error analysis for the control field under element-wise
constant discretisation, where the discrete control space is defined as

U0
h = {uh ∈ L2(Ω) : uh|T ∈ P0(T ) ∀T ∈ Th}.

As in [5], theL2 − projection Π0 : L2(Ω) → Uh,0 is such that there exists a positive
constant C independent of h satisfying

‖u − Π0u‖0,Ω ≤ Ch ‖u‖1,Ω , u ∈ H1(Ω). (15)
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Lemma 2 Let u be the unique solution of (1)–(4) and uh be the unique control
solution of (10)–(14) under element-wise constant discretisation (to be verified in
[9]). Then

‖u − uh‖0,Ω = O(h).

Proof Since Π0Uad ⊂ Uh,ad := Uh ∩ Uad, the continuous and discrete optimalities
readily imply

(w + λu,uh − u)0,Ω + (wh + λuh,Π0u − uh)0,Ω ≥ 0.

Adding and subtracting u and rearranging terms we obtain

λ ‖u − uh‖20,Ω ≤ (w − wh,uh − u)0,Ω + (wh + λuh,Π0u − u)0,Ω,

and since Π0 is an orthogonal projection and uh ∈ Uh,ad, then the term λ(uh,Π0u −
u)0,Ω vanishes to give

λ ‖u − uh‖20,Ω ≤ (w − wh,uh − u)0,Ω + (wh,Π0u − u)0,Ω =: I1 + I2. (16)

For the first term, we use [11, Theorem 4.1] and arrive at

I1 ≤ Ch2 ‖u − uh‖0,Ω + Ch ‖u − uh‖20,Ω ,

whereas a bound for I2 follows from the orthogonality of Π0:

I2 ≤ ‖wh − Π0wh‖0,Ω ‖Π0u − u‖0,Ω ≤ Ch |||wh|||2,h ‖Π0u − u‖0,Ω .

It is left to show that wh is uniformly bounded, which is a consequence of the
coercivity of Ah(·, ·) and ch(·, ·), and the uniform boundedness of Uh,ad:

|||wh |||2,h ≤ C
(‖uh‖0,Ω + ‖f‖0,Ω + ‖yd‖0,Ω

) ≤ C.

Substituting the bounds for I1 and I2 in (16), and using (15), the result follows. ��

4 A Numerical Test

We close with the numerical solution of a three-dimensional optimal control prob-
lem. The domain consists of a cylinder of height 4 and radius 1, aligned with
the x2 axis. The anisotropic permeability field is characterised by the tensor K =
diag(0.1, 10−6χB + 0.1χBc , 0.1), where B is a ball of radius 1/4 located at the domain
centre. A Poiseuille inflow profile is imposed for the state velocity at the bottom of
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Fig. 2 Streamlines of the DFVE approximation of state and co-state velocities, along with con-
trol field, iso-surfaces of computed state and co-state pressures, and iso-surfaces of the control
components associated to a = a1 = a2 = a3 (in red) and b = b1 = b2 = b3 (blue)
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the cylinder (i.e. on x2 = 0): y = (0, 10(1 − x2
1 − (x3 − 1/2)2), 0)T , a zero-pressure

is considered on x2 = 4, whereas homogeneous Dirichlet data are enforced on the
remainder of ∂Ω . The viscosity is constant μ = 0.01, the Tikhonov regularisation
parameter is λ = 1/2, the desired velocity is set to zero yd = 0, the bounds for the
control are a j = a = −0.1 and b j = b = 0.2, and a smooth body force is consid-
ered as the one in [1]: f = K−1(exp(−x2x3) + x1 exp(−x2

2 ), cos(πx1) cos(πx3) −
x2 exp(−x2

2 ),−x1x2x3 − x3 exp(−x2
3 ))

T . The primal mesh has 76766 internal tetra-
hedral elements and13663vertices. The solution is basedon the active set strategy [2],
involving primal and dual variables, and five iterations of that algorithm are required
to reach an adequate stopping criterion. Snapshots of the resulting approximate fields
are collected in Fig. 2. The iso-surface of the u2 component of the control indicates
that most of the controlling occurs near the domain centre.
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Non-isothermal Compositional Two-Phase
Darcy Flow: Formulation and Outflow
Boundary Condition

L. Beaude, K. Brenner, S. Lopez, R. Masson and F. Smai

Abstract This article deals with the modelling and formulation of compositional
gas liquid Darcy flow. Our model includes an advanced boundary condition at the
interface between the porous medium and the atmosphere accounting for convective
mass and energy transfer, liquid evaporation, and liquid outflow. The formulation is
based on a fixed set of unknowns whatever the set of present phases. The thermody-
namical equilibrium is expressed as complementary constraints. The model and its
formulation are applied to the simulation of the Bouillante high energy geothermal
field in Guadeloupe characterized by a high temperature closed to the surface.
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1 Non-isothermal Compositional Two-Phase Darcy Flow
Model

We consider a non-isothermal compositional liquid gas Darcy flowmodel withP =
{g, l} denoting the set of gas and liquid phases. The set of components is denoted byC
including typically a water component which can vaporize in the gas phase and a set
of gaseous components which can dissolve in the liquid phase. The thermodynamical
properties of each phase α ∈ P depend on its pressure Pα , the temperature T and
its molar fractions Cα = (

Cα
i

)
i∈C .

For each phase α ∈ P , we denote by ζ α(Pα, T,Cα) its molar density, by
ρα(Pα, T,Cα) its mass density, by μα(Pα, T,Cα) its dynamic viscosity, by eα(Pα,

T,Cα) its molar internal energy and by hα(Pα, T,Cα) its molar enthalpy. Thermo-
dynamical equilibrium between the gas and liquid phases will be assumed for each
component and governed by the fugacity functions denoted by f α(Pα, T,Cα) =
( f α

i (Pα, T,Cα))i∈C .
The rock porosity is denoted by φ(x) and the rock permeability tensor by K(x)

where x denotes the spatial coordinates. The hydrodynamical Darcy laws are char-
acterized by the relative permeabilities kα

r (Sα), function of the phase saturation Sα

for each phase α ∈ P , and by the capillary pressure Pc(Sg) = Pg − Pl .
Our formulation of the model is based on the fixed set of unknowns defined by

X =
(
Pα, T, Sα,Cα, α ∈ P

)
. (1)

Let ni (X) be the number of moles of the component i ∈ C per unit pore volume
defined as

ni (X) =
∑

α∈P
ζ

α

Sα Cα
i , i ∈ C .

We introduce the rock energy per unit rock volume defined by Er (Pα, T ) and the
fluid energy per unit pore volume defined by

E(X) =
∑

α∈P
ζ αSαeα.

Let us denote by g the gravitational acceleration vector. The Darcy velocity of the
phase α ∈ P is then given by

Vα = − kα
r

μα
K(x)

(
∇Pα − ραg

)
.

The total molar flux of the component i ∈ C is denoted by qi and the energy flux
by qe, with
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qi =
∑

α∈P
Cα
i ζ αVα, qe =

∑

α∈P
hαζ αVα − λ∇T, (2)

where λ stands for the thermal conductivity of the fluid and rock mixture.
Themodel accounts for themolar conservation of each component i ∈ C together

with the energy conservation

φ(x)∂t ni + div(qi ) = 0, i ∈ C ,

φ(x)∂t E + (1 − φ(x))∂t Er + div(qe) = 0. (3)

It is complemented by the following capillary relation between the two phase
pressures and the pore volume balance

{
Pc(Sg) = Pg − Pl ,∑

α∈P
Sα = 1. (4)

Due to change of phase reactions assumed to be at equilibrium, phases can appear
or disappear. In our formulation the molar fractions Cα of an absent phase α are
extended by the ones at equilibriumwith the present phase. It results that the thermo-
dynamical equilibrium can be expressed as the following complementary constraints
for each phase α ∈ P combined with the equality of the gas and liquid fugacities of
each component [5]

⎧
⎪⎪⎨

⎪⎪⎩

Sα(1 − ∑

i∈C
Cα
i ) = 0, α ∈ P,

Sα ≥ 0, 1 − ∑

i∈C
Cα
i ≥ 0,

f gi (Pg, T,Cg) = f li (P
l , T,Cl), i ∈ C .

(5)

Note that our formulation of themodel leads to a fix set of unknowns and equations
which is independent of the set of present phases and expresses the thermodynamical
equilibrium as complementary constraints. This will allow the use of non-smooth
Newton methods to solve the non-linear systems at each time step of the simulation
as specified in the numerical section.

2 Boundary Condition at the Interface Between the Porous
Medium and the Atmosphere

The fluid and energy transport in high energy geothermal systems is deeply governed
by the conditions set at the boundary of the computational domain. In particular, it is
well known that the modelling of the interaction between the porous medium model
and the atmosphere plays an important role [6]. In this sectionwe propose a boundary
condition model taking into account the convective molar and energy transfer and
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the vaporization of the liquid phase in the atmosphere as well as a liquid outflow
condition.

The convective molar and energy boundary layers induced by the turbulent gas
flow in the atmosphere are expressed using two boundary layer thicknesses denoted
by δm for the molar convective transfer and by δT for the energy convective transfer.
Let us also introduce the additional unknown qg,atm accounting for the gasmolar flow
rate at the interface on the atmosphere side oriented outward from the porousmedium
domain. The liquid phase is assumed to vaporize instantaneously when leaving the
porousmedium as long as the atmosphere is not saturated with water vapour. As soon
as the atmosphere is vapour saturated at the interface, a liquidmolar flow rate ql,atm is
allowed to exit the porous medium. The prescribed far field atmospheric conditions
are defined by the gas molar fractions Cg,atm

∞ , the temperature T atm∞ and the gas
pressure Patm . The model assumes the continuity of the gas phase characterized by
the continuity of the gas pressure Pg = Patm , of the temperature T and of the gas
molar fractions Cg at the interface. Let us recall that Pl is the liquid pressure and Cl

the liquid molar fractions at the interface on the porous medium side. We introduce
the liquid molar fractions Cl,atm = (Cl,atm

i )i∈C at the interface on the atmosphere
side by the one at thermodynamical equilibrium with the gas phase. It is obtained
by the equation f l(Patm, T,Cl,atm) = f g(Pg, T,Cg). Note that, due to the jump of
the capillary pressure which vanishes on the atmosphere side, Cl,atm does not match
in general with Cl which satisfies f l(Pl , T,Cl) = f g(Pg, T,Cg).

Let us denote by (u)+ (resp. (u)−) the positive part (the negative part) of the
variable u such that (u)+ = max(0, u) (resp.(u)− = max(0,−u)).

At the interface, on the atmosphere side, the component gas molar normal flux
qg,atm
i , i ∈ C and the gas energy normal flux qg,atm

e are defined by

qg,atm
i = (qg,atm)+Cg

i − (qg,atm)−Cg,atm
i,∞ + ζ g Dg

δm

(
Cg
i − Cg,atm

i,∞
)
, i ∈ C ,

qg,atm
e = (qg,atm)+hg(Pg, T,Cg) − (qg,atm)−hg,atm

∞ + λg

δT
(T − T atm∞ ),

where Dg is the gasmolecular diffusion coefficient,λg is the gas thermal conductivity
and hg,atm

∞ = hg(Patm, T atm∞ ,Cg,atm
∞ ) is the far field atmospheric gas enthalpy.

The model prescribes the continuity at the interface of the molar and energy
normal fluxes:

{
qi · n = qg,atm

i + Cl,atm
i ql,atm, i ∈ C ,

qe · n = qg,atm
e + hl(Pg, T,Cl,atm)ql,atm,

(6)

where the unit normal vector n at the interface is oriented outward from the porous
medium domain.
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The liquid molar overflow rate ql,atm is determined by the following complemen-
tary constraints accounting for the thermodynamical equilibrium between the liquid
and gas phases at the interface in the atmosphere:

⎧
⎨

⎩

(1 − ∑

i∈C
Cl,atm
i )ql,atm = 0,

1 − ∑

i∈C
Cl,atm
i ≥ 0, ql,atm ≥ 0.

(7)

It remains to eliminate the liquid molar fractions Cl,atm from Eqs. (6) and (7). Fol-
lowing [4], let us consider for f ∈ R

C the function C l( f, Pl , T ) ∈ R
C defined as

the unique solution of the equation f l(Pl , T,Cl) = f .
From f g(Pg, T,Cg) = f l(Pg, T,Cl,atm) = f l(Pl , T,Cl) it results that

Cl,atm = C l( f l(Pl , T,Cl), Pg, T ).

On the one hand, if Sl > 0, it follows that

1 −
∑

i∈C
Cl,atm
i = ∑

i∈C

(
Cl
i − Cl,atm

i

)

=
∑

i∈C

(
C l
i ( f

l(Pl , T,Cl), Pl , T ) − C l
i ( f

l(Pl , T,Cl), Pg, T )
)
.

(8)
Following [5], we can assume that the function

∑

i∈C
C l
i ( f, P, T ) is strictly decreas-

ing with respect to P , it results that the complementary constraints (7) is equivalent
to {

(Pg − Pl)ql,atm = 0,
Pg − Pl ≥ 0, ql,atm ≥ 0.

(9)

On the other hand, if Sl = 0 then one has Pg − Pl=Pc(1) > 0 and
∑

i∈C
Cl,atm
i < 1.

It results that both conditions (9) and (7) imply that ql,atm = 0. Finally, let us remark
that (9) and Cl = C l( f l(Pl , T,Cl), Pl , T ) imply that Cl,atm can be replaced by Cl

in the normal flux continuity equations (6).
In order to account for a non zero entry pressure for the capillary function Pc(Sg),

let us choose Pc as primary unknown rather than Sg and denote by S g(Pc) the
inverse of the monotone graph extension of the capillary pressure. As detailed in [2],
a switch of variable between Sg and Pc could also be used in order to account for
non invertible capillary functions.

To conclude, our evaporation - overflow boundary condition model is defined at
the interface by the set of unknowns X	 = (qg,atm, ql,atm, T, Pα, Sα,Cα, α ∈ P)

and the set of equations:
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

qi · n = (qg,atm)+Cg
i − (qg,atm)−Cg,atm

i,∞ + ζ g Dg

δm

(
Cg
i − Cg,atm

i,∞
)

+ Cl
i q

l,atm , i ∈ C

qe · n = (qg,atm)+hg(Pg, T,Cg) − (qg,atm)−hg,atm∞ + λg

δT
(T − T atm∞ )

+hl (Pl , T,Cl )ql,atm ,

Pg = Patm ,

Sg = S g(Pg − Pl ),

Sl + Sg = 1,∑

i∈C
Cg
i = 1,

Sl (1 − ∑

i∈C
Cl
i ) = 0, Sl ≥ 0, 1 − ∑

i∈C
Cl
i ≥ 0,

f gi (Pg, T,Cg) = f li (P
l , T,Cl ), i ∈ C

(Pg − Pl)ql,atm = 0, Pg − Pl ≥ 0, ql,atm ≥ 0.

3 Numerical Tests

The system of equations is discretized using a fully implicit Euler scheme in time
and a finite volume discretization in space with a Two Point Flux Approximation
(TPFA) [3]. The mobility terms of each phase are upwinded with respect to the sign
of the phase Darcy flux. The non linear system is solved at each time step by a semi-
smooth Newton algorithm (Newton-Min) adapted to complementary constraints [1].
In order to reduce the size of the linear systems to #C + 1 equations and unknowns
in each degrees of freedom (the cells and boundary faces), the set of unknowns is
splitted into #C + 1 primary unknowns and remaining secondary unknowns. This
splitting is done for each degree of freedom in such a way that the Jacobian of the
local closure laws with respect to the secondary unknowns is non singular (Table1).
Note that the non linear convergence criterion is prescribed on the maximum of the
relative norms of the energy balance equation residual and of each component mole
balance equation residual. This relative norm is defined as the ratio of the residual
l1-norm by the initial residual l1-norm.

Table 1 Choices of the primary unknowns depending on the complementary constraints

Evaporation—overflow boundary Interior cell and other boundaries

ql,atm < Pg − Pl

1 − ∑

i∈C
Cl
i < Sl

qg,atm , Pc,
(Cl

i )i=1,#C−1

1 − ∑

i∈C
Cg
i < Sg

1 − ∑

i∈C
Cl
i < Sl

Pg, Sg, (Cl
i )i=1,#C−1

Pg − Pl < ql,atm

1 − ∑

i∈C
Cl
i < Sl

qg,atm , ql,atm , T,

(Cl
i )i=1,#C−2

Sg < 1 − ∑

i∈C
Cg
i

1 − ∑

i∈C
Cl
i < Sl

Pg, T, (Cl
i )i=1,#C−1

ql,atm < Pg − Pl

Sl < 1 − ∑

i∈C
Cl
i

qg,atm , T,

(Cg
i )i=1,#C−1

1 − ∑

i∈C
Cg
i < Sg

Sl < 1 − ∑

i∈C
Cl
i

Pg, T, (Cg
i )i=1,#C−1
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Fig. 1 Illustration of the 2D domain and the boundary conditions of the test case

The impact of the boundary condition is studied over a 2D dimensional test case
representing a simplified domain of the Bouillante geothermal reservoir. A Voronoi
mesh satisfying the admissibility conditionofTPFAschemes at both inner andbound-
ary faces is used [3]. We consider an homogeneous porous medium of porosity
φ(x) = 0.35 and isotropic permeability K(x) = K ∗ I with K = 1D. The relative
permeabilities are defined as kα

r (Sα) = (Sα)2 for each phase α ∈ P . The capillary
pressure function is given by the Corey law Pc(Sg) = −b ln(1 − Sg) for Sg ∈ [0, s1]
and by Pc(Sg) = −b ln(1 − s1) + b

1−s1
(Sg − s1) for Sg ∈ (s1, 1] with b = 2 105 Pa

and s1 = 0.99. The capillary pressure is regularized to allow the disappearance of
the liquid phase. The liquid and gas phases are a mixture of two components, the
water denoted by w and the air denoted by a.

The gas thermodynamical laws are defined by the perfect gas molar density ζ g =
Pg

RT , with R = 8.314 J.K−1.mol−1 and the viscosity μg = (0.361T − 10.2) 10−7

Pa.s. The liquid molar density and viscosity as well as the liquid and gas enthalpies
are taken from [7]. The vapour pressure Psat (T ) is given by the Clausius-Clapeyron
equation and the Henry constant of the air component is set to Ha = 108 Pa. The
molar internal energy of each phase is considered to be equal to its enthalpy. Finally,
the fugacities are defined by

⎧
⎪⎨

⎪⎩

f gi = Cg
i P

g, i = a, w,

f la = Cl
aHa,

f lw = Cl
wPsat (T )exp

(
− Psat (T )−Pl

1000RT/0.018

)
.

The simulation is run over 400 years, with an initial time step of 5 days and a
maximum time step of 700 days. The mesh contains approximatively 3000 cells and
is refined at the neighbourhood of the top boundarywith a volume ratio of 29 between
the smallest and the largest cells of the mesh.
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Fig. 2 Temperature at final time with the Evaporation—Overflow boundary condition (on the left)
and with Dirichlet boundary condition (on the right)

Fig. 3 Plots of the liquid pressure at the top boundary and of the temperature at the top cell at final
time with the Evaporation—Overflow and Dirichlet boundary conditions

The convectivemolar and energy transfer layer thicknesses are fixed to δm = δT =
10−1m. The far field atmospheric conditions are set toCg,atm

a,∞ = 0.98,Cg,atm
w,∞ = 0.02,

T atm∞ = 300 K and Patm = 1 atm.
The solution obtained using our evaporation - overflow boundary condition is

comparedwith the solution obtained using aDirichlet boundary condition prescribing
directly the gas saturation Sg = 1, molar fractionsCg

a = 1,Cg
w = 0, pressure Pg = 1

atm and temperature T = 300 K (Fig. 1).
We observe in Figs. 2 and 3 that the evaporation—overflow condition favours the

exit of the hot liquid flux in the sea (located between x = 0m and x = 5000m) and
provides a better match with what happens in the Bouillante geothermal field. This
can be explained by the lower liquid pressure Pl = Patm − Pc(1) provided at the top
boundary by the gas Dirichlet condition than the one provided by the evaporation—
overflow condition with in particular Pl = Pg between say x = 5000m and x =
6800m as a result of the overflow condition.

Table2 exhibits the good numerical behaviour of both test cases in terms of non
linear and linear convergences.Note that the linear systems are solved using aGMRes
iterative solver preconditioned by CPR-AMG.
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Table 2 Numerical behaviour for both boundary conditions comparing the number of time steps
N
t , the number of time step chops Nchop , the total number of Newton iterations NNewton , the
number of GMRes iterations by Newton iteration NGMRes and the CPU time

N
t Nchop NNewton NGMRes CPU time (s)

Dirichlet boundary condition 333 7 1835 22.3 436

Evaporation—overflow boundary
condition

344 3 2072 21.1 404
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Numerical Scheme for a Stratigraphic Model
with Erosion Constraint and Nonlinear
Gravity Flux

Clément Cancès, Didier Granjeon, Nicolas Peton, Quang Huy Tran
and Sylvie Wolf

Abstract In this work, we study an extension of the model introduced by Eymard
et al. [Int. J. Numer. Methods Engrg. 60, 527–248 (2004)] for the simulation of large
scale transport processes of sediments, subject to an erosion constraint. The novelty
we consider lies in the diffusion law relating the flux of sediments and the slope of
the topography, that now involves a p-Laplacian with p > 2 in order to get more
realistic landscape evolutions. This physical sophistication entails the construction
of an entirely new numerical scheme, the details of which shall be supplied.

Keywords Stratigraphic forward modeling · Gravity-driven sediment transport ·
Weather-limited erosion · Evolutionary p-laplacian · Complementarity problem

MSC (2010): 35K85 · 65M08 · 86-08

1 A Constrained Model Arising in Stratigraphic Modeling

We are interested in the evolution of the sediment height h : Ω × R+ where Ω =
(0, Lx ) × (0, L y) ⊂ R

2 is a rectangular computational domain, the sea level being
fixed to h = 0. The sediments are transported from the top to the bottom, due to
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gravity. The “natural" sediment flux F : Ω × (0, T ) → R
2 is given by

F = −K (h)|∇h|p−2∇h = −|∇h|p−2∇ψ(h), (1)

where the diffusion coefficient takes the form K (h) = Kc if h ≥ 0 and K (h) = Km if
h ≤ 0 (c stands for continental and m for maritime), and where ψ(h) = ∫ h

0 K (a)da.
It is known by geomorphologists that sedimentation (∂t h ≥ 0) and erosion (∂t h < 0)
processes are non-symmetric: soil material must first be produced in situ by weath-
ering processes prior to being transported by diffusion. As a consequence, it is pos-
tulated that the erosion is limited from below by −E , where the quantity E > 0
corresponds to a known maximal production rate of sediments, i.e.,

∂t h + E ≥ 0 in Ω × R+. (2)

In order to incorporate this constraint in the problem, we follow the approach of [3]
that consists in introducing a multiplier λ : Ω × R+ → [0, 1] to reduce the flux in a
conservative way. More precisely, we impose that

∂t h + ∇ · (λF) = 0 in Ω × R+, (3a)

(1 − λ)(∂t h + E) = 0 in Ω × R+, (3b)

where (3b) expresses that locally either the erosion constraint is saturated (∂t h =
−E) or the flux is unlimited (λ = 1). Combining the inequality (2), the reduction
assumption λ ≤ 1 with (3), we end up with the synthetic system

∂t h + ∇ · (λF) = 0, in Ω × R+, (4a)

min{1 − λ, γ [E − ∇ · (λF)]} = 0 in Ω × R+, (4b)

in which F is given by (1) and in which the complementarity equation (4b) involves a
scaling parameter γ > 0whose role is tomake the two arguments of themin function
homogeneous. We impose the inflow of sediment across the boundary, i.e.,

F · n = φ ≤ 0 on ∂Ω × R+ (5)

where n is the outward normal to ∂Ω . Finally, we prescribe the initial condition

h|t=0 = h0 in Ω, with h� ≤ h0 ≤ h� (6)

for some h�, h� ∈ R. The goal of this contribution is to propose a numerical scheme
to approximate the solutions (h, λ) of (1), (4)–(6).

In comparisonwith the previous contributions [3–5], here our attention is restricted
to the case of a single lithology but we lay emphasis on the nonlinearity p > 2 in the
definition (1) of the fluxF. The reasonwhy such a nonlinearity should be incorporated
into the model comes from the experimental observation the “linear” diffusion law
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F = −∇ψ(h) do not hold for most sedimentary systems of interest. In particular,
the linear (p = 2) gravity flux implies that sediment propagation occurs at infinite
speed. Thus, one of the motivation for considering p > 2 is to recover propagation
at finite speeds, which in turn enable geologists to track down knickpoints.

2 A Cell-Centered Discretization on Cartesian Grids

Roughly speaking, the problem to be solved numerically consists of a constrained
evolutionary p-Laplacian, complemented with Neumann boundary conditions. In
order to discretize the natural fluxes (1), we use a semi-explicit Finite Volume scheme
inspired from [1].

Let Nx , Ny be two positive integers, then Ω = (0, Lx ) × (0, L y) is discretized
into inner cells Ci, j = ((i − 1)Δx, iΔx) × (( j − 1)Δy, jΔy) where Δx = Lx/Nx

and Δy = L y/Ny . The center of Ci, j is denoted by xi, j = ((i − 1/2)Δx, ( j −
1/2)Δy). In order to impose the boundary condition (5), we extend the grid with
ghost cells. Let

L = {1, . . . , Nx } × {0, Ny + 1} ∪ {0, Nx + 1} × {1, . . . , Ny} (7a)

I = {1, . . . , Nx } × {1, . . . , Ny} (7b)

be respectively the set of ghost cells (green dots in Fig. 1) and that of inner primal
cells. The set of the edges between the primal cells is denoted by E . Two particular
subsets of E will be used in the sequel: the subset Eint of the inner edges (between two
inner cells) and the subset Eext of the boundary edges (between an inner cell and a
ghost cell), as depicted in Fig. 1. Time is discretized by 0 = t0 < t1 < . . . < tn < . . .,
in which the time-step is denoted by Δtn = tn+1 − tn .

Fig. 1 The original
Cartesian grid (red dots at
center) is surrounded by
ghost cells (dashed blue) to
be used to impose the
boundary conditions. We
distinguish lateral ghost cells
(green dots at center) and
corner ghost cells (blue dots
at center). The dual cells
(shaded yellow) admit the
primal cell centers as
vertices. Concerning the
edges, the inner edges Eint
(solid black) and the
boundary edges Eext (solid
green) are treated in a
different way
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•
•
•
•

•
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The primal unknowns (hn
i, j , λ

n
i, j ), for (i, j) ∈ I and n ≥ 1, are located at the

centers of the inner cells and of the lateral ghost cells (cf. Fig. 1). The initial data h0

is discretized into a piecewise-constant function. For (i, j) ∈ I , we set

h0
i, j = 1

ΔxΔy

∫

Ci, j

h0(x) dx, (8)

while for (i, j) ∈ L , a simple extrapolation is used to obtain h0
i, j . To approximate

the unconstrained flux F · n, we first approximate |∇h|p−2 on the dual cells by

Bn
i+1/2, j+1/2 =

{
1

2

(
hn

i+1, j − hn
i, j

Δx

)2
+ 1

2

(
hn

i+1, j+1 − hn
i, j+1

Δx

)2

+1

2

(
hn

i, j+1 − hn
i, j

Δy

)2
+ 1

2

(
hn

i+1, j+1 − hn
i+1, j

Δy

)2}p/2−1

, (9)

which can be seen as an approximation of |∇h|2 raised to the power p/2 − 1. It is
worth noting that this approximation for |∇h|2 is coercive: it cannot vanish unless
the four values on the dual cell are identical. The unconstrained flux F · n across the
inner edges of Eint at time tn+1 is then computed thanks to the semi-implicit formulae

Fn+1
i+1/2, j = Bn

i+1/2, j−1/2 + Bn
i+1/2, j+1/2

2
· ψ(hn+1

i, j ) − ψ(hn+1
i+1, j )

Δx
, (10a)

Fn+1
i, j+1/2 = Bn

i−1/2, j+1/2 + Bn
i+1/2, j+1/2

2
· ψ(hn+1

i, j ) − ψ(hn+1
i, j+1)

Δy
, (10b)

whereas the boundary fluxes are prescribed by (5), that is,

Fn+1
1/2, j = − 1

ΔtnΔy

∫ tn+1

tn

∫ jΔy

( j−1)Δy
φ(x = 0, y) dy dt (11)

and similar relations for Fn+1
Nx +1/2, j , Fn+1

i,1/2 and Fn+1
i,Ny+1/2. For (i, j) ∈ I and n ≥ 0,

the first equation of (4) is discretized into

hn+1
i, j − hn

i, j

Δtn
+ Dn+1

i, j = 0, (12)
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where the discrete divergence

Dn+1
i, j = (λF)n+1

i+1/2, j − (λF)n+1
i−1/2, j

Δx
+ (λF)n+1

i, j+1/2 − (λF)n+1
i, j−1/2

Δy
(13)

involves the upwinded flux

(λF)n+1
i+1/2, j = λn+1

i, j (Fn+1
i+1/2, j )

+ − λn+1
i+1, j (Fn+1

i+1/2, j )
−, (14a)

(λF)n+1
i, j+1/2 = λn+1

i, j (Fn+1
i, j+1/2)

+ − λn+1
i, j+1(Fn+1

i, j+1/2)
−, (14b)

in which a+ = max{a, 0} and a− = −min{a, 0} are the positive and negative parts
of the real number a. The boundary fluxes are not limited, sowe impose thatλn+1

i, j = 1
for (i, j) ∈ L . As for the complementarity equation (4b), it is discretized by

min

{

1 − λn+1
i, j ,

ΔxΔy

〈F〉n+1
i, j

[E − Dn+1
i, j ]

}

= 0, (15)

where 〈F〉n+1
i, j = Δy[(Fn+1

i+1/2, j )
+ + (Fn+1

i−1/2, j )
−] + Δx[(Fn+1

i, j+1/2)
+ + (Fn+1

i, j−1/2)
−]

represents the total unlimited outgoing flux from cell (i, j). The choice of the local
weight γ n+1

i, j = ΔxΔy/〈F〉n+1
i, j is justified by the following property.

Lemma 1 Equation (15) is equivalent to

λn+1
i, j = min

{

1,
ΔxΔyE+〉λF〈n+1

i, j

〈F〉n+1
i, j

}

(16)

where 〉λF〈n+1
i, j = Δy[λn+1

i−1, j (Fn+1
i−1/2, j )

+ + λn+1
i+1, j (Fn+1

i+1/2, j )
−] + Δx[λn+1

i, j−1(Fn+1
i, j−1/2)

+

+ λn+1
i, j+1(Fn+1

i, j+1/2)
−] is the total limited incoming flux into cell (i, j). This implies,

in particular, that
0 < λn+1

i, j ≤ 1. (17)

Proof The discrete divergence (13)–(14) can be easily transformed into

Dn+1
i, j = 〈F〉n+1

i, j

ΔxΔy
λn+1

i, j − 〉λF〈n+1
i, j

ΔxΔy
. (18)

Multiplication by −γ n+1
i, j makes −λn+1

i, j appear alone in the second argument of the

min in (15). As a result, we can extract −λn+1
i, j out of the min to obtain (16). We

infer from (16) that λn+1
i, j ≤ 1, and from (15) that Dn+1

i, j ≤ E . It follows from (18)

that EΔxΔy+〉λF〈n+1
i, j ≥ 〈F〉n+1

i, j ΔxΔy ≥ 0. From (16), we infer that λn+1
i, j > 0. ��
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Contrary to [3–5], we advocate mounting the whole system (12)–(14), (16) in
the unknowns (hn+1

i, j , λn+1
i, j ). This avoids the task of switching variables according to

whether or not the constraint is saturated.

Lemma 2 For all n ≥ 0, one has

min
(i, j)∈I

hn
i, j ≥ h�, (19a)

∑

(i, j)∈I
hn

i, j ΔxΔy =
∫

Ω

h0 dx −
∫ tn

0

∫

∂Ω

φ dγ dt. (19b)

Proof The above estimates rely on induction. The mass balance (19b) is obtained
by summing (12) over (i, j) ∈ I . To derive (19a), let (i�, j�) ∈ I such that hn+1

i�, j�
=

min(i, j)∈I hn+1
i, j . Then, Dn+1

i�, j�
≤ 0, hence hn+1

i�, j�
≥ hn

i�, j�
≥ h�. ��

As a consequence of Lemma2, one gets a L∞
loc(R+; L1(Ω)) estimate on the discrete

sediment height, namely,

∑

i

∑

j

∣
∣hn

i, j

∣
∣ΔxΔy ≤ 2h−

� |Ω| +
∫

Ω

h0 dx −
∫ tn

0

∫

∂Ω

φ dγ dt. (20)

From this and thanks to a topological degree argument [2], we can prove that the
scheme admits at least one solution, as claimed in the following Proposition.

Proposition 1 Let hn
i, j , (i, j) ∈ I , be such that (19) hold. Then, for all Δtn > 0,

there exists at least one solution (hn+1
i, j , λn+1

i, j ) to the nonlinear system (12)–(15)
satisfying (17)–(19).

3 Numerical Results

In order to illustrate the capabilities of the model and the numerical scheme, we show
two test cases. We consider a basin of size 180 km × 180 km where the topography
represents a continental domain made of mountains (Kc = 500 km2/My) and a
marine domain (Km = 10 km2/My). The sea level is h = 0 km. Two incoming
fluxes constant in time are prescribed on the left and right borders as

−
∫ T

0

∫ L y

0
φ(0, y, t) dy dt = 24.0T km2, −

∫ T

0

∫ L y

0
φ(Lx , y, t) dy dt = 26.6T km2.

To see the influence of the constraint upon the erosion rate, we consider no flux
limitation in the first case (Fig. 2). To this end, we take E � 1 km/My, such that
λ keeps the constant value 1 in the domain. In the second test case (Figs. 3–4), we
activate the constraint by taking E = 0.04 km/My.
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Fig. 2 Case without constraint: initial state (left) and final state (right) of h (km)

Numerically, the domain is made up of 361 × 361 cells. The exponent for the
p-Laplacian in (1) is set at p = 2.5. Simulations are run until T = 1 My. At each
time step, the nonlinear system is solved within a threshold of 10−5 km by Newton’s
method. The linear system arising at each Newton iteration is solved by means of
PETSc routines and using the BiCGSTAB method with the ILU(0) preconditioner.
The time steps vary dynamically as follows. We start with Δt0 = 10−4 My. If the
time iteration is accepted,we setΔtn+1 = 1.1Δtn subject to the (commonly accepted)
maximum value Δtn+1 ≤ 10−3 My. If Newton’s method fails after 10 iterations, the
time step is rejected and we restart the iteration with Δtn := 0.5Δtn .

In the test case with no erosion constraint (Fig. 2), we observe that after 1 My the
diffusion has notably smoothed the global structure of the mountains, especially in
steep areas. We can also distinguish the shoreline between the continental and the
marine domains. This is due to the contrast between the diffusion coefficients Kc and
Km . In Table1, we summarize some numerical data associated with the simulation.
We can see that this test case is an “easy” one as no time steps were refused. The
mean number of required Newton iterations is rather low, as well as the mean number
of solver iterations. However, larger values of the diffusion coefficients may cause
more severe difficulties, implying much smaller time steps.

In the second test case (Fig. 3) where the erosion constraint enters into play, we
observe a different behavior. After 1 My, the mountains underwent less erosion and
their structure is still recognizable. We can visualize the areas where the constraint
is effective by looking at the values of the flux limiter λ in Fig. 4. We can notice

Table 1 Numerical data for the case without constraint

Accepted time steps 1016

Refused time steps 0

Mean Newton iterations per accepted time step 1.98

Mean solver iterations per Newton iteration 1.99

Computing time (s) 783
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Fig. 3 Case with constraint: initial state (left) and final state (right) of h (km)

Fig. 4 Case with constraint: initial state (left) and final state (right) of λ

that λ takes values close to zero in the areas corresponding to the mountain’s flanks,
where the diffusion is the most important. The shoreline between the continental and
marine domains is still present, for the same reason as before. By looking at Table2
we also notice some differences. With the same management of the time steps as in
the previous case, Newton’s method sometimes fails to converge and some time steps
are rejected. The model is more difficult to solve numerically: the mean number of
Newton iterations and mean number of solver iterations are higher than in the case
without constraint. This accounts for the rise in the computing time between the two

Table 2 Numerical results for the case with constraint

Accepted time steps 1235

Refused time steps 95

Mean Newton iterations per accepted time step 2.29

Mean solver iterations per Newton iteration 12.14

Computing time (s) 1809
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simulations. Furthermore, it has been observed that the cases without constraint and
with a very strong constraint were relatively easy to compute. The difficulties are
most serious for “intermediate” values of the maximum erosion rate E .

4 Conclusion

This extension of the model [3] to a p-Laplacian diffusion law is the first step of a
broader program whose objective is to enrich the physics of the industrial simulator
Dionisos FlowTM, developed by IFP Energies nouvelles. The next steps include usual
features such as multi-lithology and variable bathymetry, but also a coupling of the
sediment flow with water effects such as rains and rivers.
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Comparison of Adaptive Non-symmetric
and Three-Field FVM-BEM Coupling

Christoph Erath and Robert Schorr

Abstract The prototype for flow and transport in porousmedia in an interior domain
is coupled to the Laplace equation on the complement, an unbounded domain. We
approximate the solution of this interface problem either by the non-symmetric or
the three-field coupling of the Finite Volume Method (FVM) and the Boundary
ElementMethod (BEM). For these two couplingmethodswe introduce (semi-) robust
a posteriori error estimators and use them in an adaptive algorithm to improve the
convergence. Numerical experiments compare these two adaptive methods in terms
of effectivity index, errors and mesh refinement.

Keywords Finite volume method · Boundary element method · Non-symmetric
coupling · Three-field coupling · Robust a posteriori error estimates · Adaptive
mesh refinement

1 Introduction and Model Problem

The finite volumemethod (FVM) is the method of choice for problems coming from
fluid mechanics applications because of its direct flux conservation and the possibil-
ity to solve convection dominated problems via a simple upwind stabilization. When
such a flow problem is coupled with a problem on an unbounded domain (e.g., to
replace unknown boundary conditions) it is useful to reduce the exterior problem to
a problem on the boundary. This leads to a formulation as an integral equation and its
discretization to the boundary element method (BEM). There are several possibili-
ties to couple FVMwith BEM, in this work we compare the adaptive non-symmetric
[3, 4] and the adaptive three-field FVM-BEM coupling approach [1, 2]. Both cou-
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plings have been analyzed for 2D and 3D cases. For simplicity we only consider the
2D case here.

Let Ω ⊂ R
2 be a bounded domain with connected polygonal Lipschitz bound-

ary Γ with diam(Ω) < 1 (possible by scaling) to ensure H−1/2(Γ ) ellipticity of
the single layer operator defined below. The corresponding unbounded exterior
domain is Ωe = R

2\Ω . The coupling boundary Γ = ∂Ω = ∂Ωe is divided in an
inflow and outflow part, namely Γ in := {

x ∈ Γ
∣
∣b(x) · n(x) < 0

}
and Γ out :={

x ∈ Γ
∣
∣b(x) · n(x) ≥ 0

}
, respectively, where n is the normal vector on Γ pointing

outward with respect to Ω . Then the model problem reads, (see also [1, 3]): Find
u ∈ H 1(Ω) and ue ∈ H 1

�oc(Ωe) such that

div(−A∇u + bu) + cu = f in Ω, (1a)

−Δue = 0 in Ωe, (1b)

ue(x) = C∞ log |x | + O(1/|x |) for |x | → ∞, (1c)

u = ue + u0 on Γ, (1d)

(A∇u − bu) · n = ∂ue
∂n

+ t0 on Γ in, (1e)

(A∇u) · n = ∂ue
∂n

+ t0 on Γ out . (1f)

Here, Lm(·) and Hm(·), m > 0 denote the standard Lebesgue and Sobolev spaces
equipped with the corresponding norms ‖ · ‖Lm (·) and ‖ · ‖Hm (·). We will use (·, ·)ω
for the L2 scalar product for ω ⊂ Ω . The duality between Hm(Γ ) and H−m(Γ ) is
given by the extended L2-scalar product 〈·, ·〉Γ . We collect all functions with local
H 1 behavior in H 1

�oc(Ω) and the Lipschitz continuous functions in W 1,∞.
The diffusion matrix A : Ω → R

2×2 has entries in W 1,∞(T ) for every T ∈ T ,
whereT is ameshofΩ introducedbelow inSect. 2.Additionally,A is bounded, sym-
metric and uniformly positive definite. Furthermore, b ∈ W 1,∞(Ω)2 and c ∈ L∞(Ω)

satisfy the coerciveness assumption (div b(x))/2 + c(x) ≥ 0 for almost every x ∈
Ω . For the a posteriori estimators we assume slightly more regularity on the data
than usual; f ∈ L2(Ω), u0 ∈ H 1(Γ ) and t0 ∈ L2(Γ ). The constant C∞ is unknown;
see [1, 3] for possible different radiation conditions. Note that we can rewrite the
exterior problem (1b)–(1c) with the aid of the Calderón system and the Cauchy
data ξ := ue|Γ ∈ H 1/2(Γ ) and φ := ∂ue/∂n|Γ ∈ H−1/2(Γ ) into an equivalent inte-
gral equation. The model problem and the weak form are equivalent. There exists a
unique weak solution (u, ue) ∈ H 1(Ω) × H 1

�oc(Ω); see [1, 3].

2 Non-symmetric and Three-Field FVM-BEM Coupling

This section introduces two different types of FVM-BEM couplings. In order to do
this we first fix some notation.

Triangulations and discrete function spaces: With T we denote a regular trian-
gulation of Ω which consists of non-degenerate closed triangles. We assume that
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T is shape-regular, i.e., maxT∈T h2T /|T | ≤ σ < ∞ with hT := supx,y∈T |x − y|
and that (possible) discontinuities of the known data A, b, c, f , u0, and t0 are
aligned withT . Then the setsN and E are the nodes and edges ofT , respectively.
We denote by ET ⊂ E the set of all edges of T , i.e., ET := {

E ∈ E
∣
∣ E ⊂ ∂T

}
, by

EΓ := {
E ∈ E

∣
∣ E ⊂ Γ

}
the set of all edges on the boundary Γ , and by EI = E \EΓ

all interior edges. Furthermore, hE is the length of an edge E ∈ E and the unit normal
vector n on a boundary always points outwards with respect to the domain.

For a vertex-centered FVM formulation we need a dual mesh T ∗, which can
be constructed from the primal mesh T . The so-called control volumes V ∈ T ∗
are constructed by connecting the center of gravity of an element T ∈ T with the
midpoint of the edges E ∈ ET ; see [3, Fig. 1]. Note that for every vertex ai ∈ N
(i = 1 . . . #N ), we can assign a unique box Vi ∈ T ∗ only containing ai .

Finally, with S 1(T ) we define the piecewise affine and globally continuous
function space on T and S 1∗ (EΓ ) is S 1(EΓ ) (S 1 on EΓ ) with integral mean zero.
We denote by P0(EΓ ) and P0(T ∗) the EΓ -piecewise and T ∗-piecewise constant
function spaces. For v∗ ∈ P0(T ∗) we may use v∗ := ∑

ai∈N v∗
i χ

∗
i , v

∗
i ∈ R, where

χ∗
i is the characteristic function of Vi ∈ T ∗.

Non-symmetric FVM-BEM coupling: Now we can introduce the non-symmetric
FVM-BEM coupling method which reads: Find uh ∈ S 1(T ) and φh ∈ P0(EΓ )

such that

AV (uh, v
∗) − 〈φh, v

∗〉Γ = ( f, v∗)Ω + 〈t0, v∗〉Γ ,

〈(1/2 − K )uh, ψh〉Γ + 〈V φh, ψh〉Γ = 〈(1/2 − K )u0, ψh〉Γ (2)

for all v∗ ∈ P0(T ∗), ψh ∈ P0(EΓ ) with the finite volume bilinear form

AV (uh, v
∗) :=

∑

ai∈N
v∗
i

(∫

∂Vi\Γ
(−A∇uh + buh) · n ds

+
∫

Vi

cuh dx +
∫

∂Vi∩Γ out

b · n uh ds
)

, (3)

the single layer operator (V φh)(x) := − 1
2π

∫
Γ

φh(y) log |x − y| dsy , and the double
layer operator (K uh)(x) := − 1

2π

∫
Γ
uh(y)

∂
∂ny

log |x − y| dsy , x ∈ Γ .
The system (2) approximates u by uh and the conormal φ by φh . However, for

convection dominated problems the central approximation of the convection term
can lead to strong oscillations in the FVM solution. Since FVM is based on the
balance equation we can easily apply a full upwinding stabilization which avoids
these oscillations but still preserves local flux conservation: Given Vi ∈ T ∗, we
consider the intersections τi j = Vi ∩ Vj �= ∅ with the neighboring boxes Vj ∈ T ∗;
see also [3, Fig. 1]. Then we replace buh on interior dual edges ∂Vi\Γ inAV (3) by
an upwind approximation. Instead of uh on τi j we use uh,i j := uh(ai ) if 1

|τi j |
∫
τi j
b ·

ni ds ≥ 0, otherwise uh,i j := uh(a j ). Here, ni points outwards with respect to Vi .
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The stability and convergence analysis (also with the upwind option) [3, Theorem
2 and 3] holds under a minimal eigenvalue condition on A (constraint from the
ellipticity of the non-symmetric variational form [3, Theorem 1]). With the usual
regularity assumptions this scheme leads to first order convergence.

Three-field FVM-BEM coupling: The three-field coupling uses a different for-
mulation of the exterior problem (i.e., the full Calderón system) and reads: Find
uh ∈ S 1(T ), ξh ∈ S 1∗ (EΓ ) and φh ∈ P0(EΓ ) such that

AV (uh, v
∗) − 〈φh, v

∗〉Γ = ( f, v∗)Ω + 〈t0, v∗〉Γ ,

−〈uh, ψh〉Γ − 〈V φh, ψh〉Γ + 〈(1/2 + K )ξh, ψh〉Γ = −〈u0, ψh〉Γ ,

〈(1/2 + K ∗)φh, θh〉Γ + 〈W ξh, θh〉Γ = 0 (4)

for all v∗ ∈ P0(T ∗), θh ∈ S 1∗ (EΓ ), ψh ∈ P0(EΓ ). Here, we additionally use the
adjoint double layer operator (K ∗φh)(x) := − 1

2π

∫
Γ

φh(y)
∂

∂nx
log |x − y| dsy and

the hypersingular integral operator (W ξh)(x) := 1
2π

∂
∂nx

∫
Γ

ξh(y)
∂

∂ny
log |x − y| dsy ,

x ∈ Γ . Note that the system (4) additionally approximates the trace ξ by ξh and that
the upwind option in AV described above applies here as well. An a priori conver-
gence analysis (also with the upwind option but without the eigenvalue restriction)
can be found in [1]. With the usual regularity assumptions this scheme leads to first
order convergence as well. Although the three-field coupling leads to a larger system
of linear equations than the non-symmetric coupling one should apply it if the trace
ξh is explicitly important or if the right-hand side contribution K u0 is difficult to
evaluate.

3 Residual Based a Posteriori Error Estimator

In order to introduce an element-wise refinement indicator, which is a part of our
a posteriori error estimator,wedefine the residual R := R(uh) = f − div(−A∇uh +
buh) − cuh on T ∈ T and an edge-residual or jump J : L2(E ) → R by

J |E := J (uh)|E =

⎧
⎪⎨

⎪⎩

[
(−A∇uh)|E,T − (−A∇uh)|E,T ′

] · n for all E ∈ EI ,

(−A∇uh + buh) · n + φh + t0 for all E ∈ E in
Γ ,

−A∇uh · n + φh + t0 for all E ∈ E out
Γ .

with E = T ∩ T ′ ∈ EI , T, T ′ ∈ T . Note that ϕ|E,T denotes the trace of ϕ ∈ H 1(T )

on E and the normal vector n points from T to T ′.
To prove a robust upper bound of the energy error we need some further notation.

In order to apply a robust interpolant, the diffusion distribution in Ω has to be
quasi-monotone; for a definition we refer to [2, 4]. To simplify notation we restrict
ourselves here to a piecewise constant diffusion coefficient α ∈ P0(T ) with A =
αI. For the T -piecewise constant function α ∈ P0(T ) we write αT := α|T for
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all T ∈ T . Furthermore, we define αE := max
{
αT1 , αT2

}
for E ∈ EI with E ⊂ T1 ∩

T2, αE := αT for E ∈ EΓ with E ⊂ ∂T . For convection and reaction we define
βT := minx∈T {(div b(x))/2 + c(x)} for all T ∈ T , βE := min

{
βT1 , βT2

}
for E ∈

EI with E ⊂ T1 ∩ T2 andβE := βT for E ∈ EΓ with E ⊂ ∂T . Next, we defineμT :=
min

{
β

−1/2
T , hTα

−1/2
T

}
and μE := min

{
β

−1/2
E , hEα

−1/2
E

}
for all T ∈ T and all E ∈

E , respectively. Note that we take the second argument if βT = 0 or βE = 0.
Then, the semi-robust refinement indicator for the non-symmetric coupling reads

for all T ∈ T

η2
T := μ2

T ‖R‖2L2(T ) + 1

2

∑

E∈EI∩ET

α
−1/2
E μE‖J‖2L2(E) +

∑

E∈EΓ ∩ET

α
−1/2
E μE‖J‖2L2(E)

+
∑

E∈EΓ ∩ET

hE‖∂/∂s
(
(1/2 − K )(u0 − uh) − V φh

)‖2L2(E), (5)

where ∂/∂s denotes the arc length derivative. For the three-field coupling the semi-
robust refinement indicator differs slightly, since the exterior trace is approximated
separately. Hence, for all T ∈ T we get

η2
T := μ2

T ‖R‖2L2(T ) + 1

2

∑

E∈EI∩ET

α
−1/2
E μE‖J‖2L2(E) +

∑

E∈EΓ ∩ET

α
−1/2
E μE‖J‖2L2(E)

+
∑

E∈EΓ ∩ET

hE‖∂uh/∂s − ∂/∂s
(
u0 − V φh + (1/2 + K )ξh

)‖2L2(E) (6)

+
∑

E∈EΓ ∩ET

hE‖W ξh + (1/2 + K ∗)φh‖2L2(E)

If we apply the upwind stabilization option, an additional refinement quantity is
necessary. For both coupling systems this reads for all T ∈ T

η2
T,up := α

−1/2
T μT

∑

τ T
i j ∈DT

‖b · ni (uh − uh,i j )‖2L2(τ T
i j )

(7)

withDT :=
{
τ T
i j

∣
∣τ T

i j = Vi ∩ Vj ∩ T for Vi , Vj ∈ T ∗, Vi �= Vj , Vi ∩ T �= ∅, Vj ∩ T

�= ∅
}
and the upwind value uh,i j from Sect. 2. With the refinement indicators (5)

and (6) (plus (7)) we can define an error estimator

η :=
( ∑

T∈T
η2
T (+η2

T,up)
)1/2

(8)

for the non-symmetric (2) and the three-field (4) FVM-BEM coupling. For both
couplings η is reliable and efficient with respect to the error in the energy norm
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Eh :=
{

|||u − uh |||Ω + ‖φ − φh‖V non-symmetric,

|||u − uh |||Ω + ‖φ − φh‖V + ‖ξ − ξh‖W three-field
(9)

with |||v|||Ω := ‖A1/2∇v‖2L2(Ω)
+ ‖ (div b/2 + c)1/2 v‖2L2(Ω)

, ‖ · ‖2V := 〈V ·, ·〉Γ and

‖ · ‖2W := 〈W ·, ·〉Γ . For both couplings the upper bound (reliability) is robust with
respect to the variation of the model data. For the non-symmetric coupling, however,
we have a minimal eigenvalue restriction of the diffusion matrixA again. The analyt-
ical proof for the lower bound (efficiency) in both couplings holds only for a quasi-
uniform mesh on the boundary Γ . An improved efficiency result in slightly stronger
norms (but for a shape regular triangulation also on the boundary) has recently been
published in [4]. Additionally, the constant in the lower bound is only semi-robust,
i.e., it depends on the local Péclet number. For more details and discussions on the
bounds we refer to [4] (non-symmetric) and [2] (three-field).

4 Numerical Experiments

With the refinement indicators (5) and (6) (plus (7)) we devise an adaptive algorithm
with the well known Dörfler marking strategy, where we consider a sequence T (k),
k = 0, 1, . . . of triangulations: Throughout, let θ = 0.5, then at refinement step k
choose M (k) ⊂ T (k) with minimal cardinality such that

∑

T∈M (k)

(
η2
T (+η2

T,up)
) ≥ θ

∑

T∈T (k)

(
η2
T (+η2

T,up)
)
.

Then refine the elements in the set M (k) with a red-green-blue refinement which
ensures the shape regularity of the new mesh T (k+1).

4.1 Convection-Diffusion Problem

For our first problem we choose Ω = (0, 1/2) × (0, 1/2) and prescribe the solution
in the interior to be u(x1, x2) = 0.5

(
1 − tanh

( 0.25−x1
0.02

))
for x = (x1, x2) ∈ Ω , and

the solution in the exterior domain Ωe to be ue(x1, x2) =
log

√
(x1 − 0.25)2 + (x2 − 0.25)2. We choose the jumping diffusion coefficient as

α = 0.42 for x2 < 0.25 and 10 for x2 ≥ 0.25, the convection field b = (1000x1, 0)T

and the reaction coefficient c = 0. Since this is a convection dominated problem
we will use the full upwind stabilization. The right-hand side f and the jumps are
calculated by means of the analytical solution.

Table1 shows the contributions to the error in the energy norm (9) of both adaptive
couplings. Note that in the non-symmetric case we compute ξh by uh |Γ − u0 which
is motivated by (1d). It can be observed that the error for the three-field coupling
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Table 1 Errors for different refinement levels k for both coupling systems of the first example

k Scheme #T |||u − uh |||Ω ‖ξ − ξh‖W ‖φ − φh‖V ‖u − uh‖L2(Ω)

8 Non-symmetric 5834 4.48e − 01 6.11e − 02 4.79e − 02 6.62e − 03

Three-field 4542 4.60e − 01 5.81e − 02 4.86e − 02 5.65e − 03

12 Non-symmetric 66959 1.80e − 01 1.95e − 02 1.68e − 02 2.32e − 03

Three-field 52065 1.76e − 01 1.12e − 02 1.07e − 02 1.81e − 03

16 Non-symmetric 671921 6.17e − 02 4.40e − 03 4.61e − 03 7.61e − 04

Three-field 534051 5.84e − 02 3.25e − 03 3.11e − 03 5.38e − 04
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Fig. 1 The effectivity index η/Eh for the two coupling methods for the first example

is slightly better (less elements but smaller errors). In Fig. 1 we show the effectivity
index η/Eh forb = {(10x1, 0)T ; (100x1, 0)T ; (1000x1, 0)T ; (10000x1, 0)T }. In both
cases we observe the dependency on the local Péclet number, i.e., once we have
resolved the shock region, the effectivity index convergences as well.

4.2 A More Practical Example

For the second example we do not know an analytical solution of (1). Additionally,
we replace the radiation condition (1c) by ue(x) = a∞ + O(1/|x |) for |x | → ∞.
Thus we have to assume the scaling condition 〈∂ue/∂n, 1〉Γ = 0; see [2] and have
to modify our discretization. The domain will be the classical L-shaped domain
Ω = (−1/4, 1/4)2 \ [0, 1/4] × [−1/4, 0]. We fix the piecewise constant diffusion
coefficient α to 1 for x1 > 0, 0.1 for x2 ≤ 0 and 0.5 else, b = (1500, 1000)T , and
c = 0.01. The right-hand side will be f (x1, x2) = 5 for 0.2 ≤ x1 ≤ −0.1, −0.2 ≤
x2 ≤ −0.05 and 0 else and the jumps t0 and u0 are set to zero. This problem is again
convection dominated, therefore, we use the full upwind stabilization. In Fig. 2 two
adaptively generated meshes and contour lines are plotted to show the similarities
between the two coupling approaches. Both meshes refine along the steepest parts of



344 C. Erath and R. Schorr

Fig. 2 Adaptively generated mesh and contour lines for the non-symmetric FVM-BEM (left) and
three-field FVM-BEM (right) for the second example

the solution, but they localize at slightly different areas. To generate the contour lines
we calculate the values in Ωe from the Cauchy data ξh and φh and the representation
formula; see [1, 3]. Therefore, the contour lines showalso theflow into the unbounded
domain and show the difference in the accuracy of the approximation of the exterior
solution.

5 Conclusions

We presented the adaptive non-symmetric and the adaptive three-field FVM-BEM
coupling. For both methods we established an error estimator which is reliable and
efficient. In contrast to the three-field coupling the upper bound for the non-symmetric
coupling imposes a lower bound on the smallest eigenvalue of the diffusion matrix
which seems to be only a theoretical constraint. The effectivity index for bothmethods
is semi-robust against variation of the model data. The three-field coupling leads to
slightly better results than the non-symmetric coupling with respect to the same num-
ber of elements. However, the three-field coupling is computationallymore expensive
since it approximates the exterior trace directly. On the other hand the input data does
not appear in an integral operator.
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On the Conditions for Coupling Free Flow
and Porous-Medium Flow in a Finite
Volume Framework

Thomas Fetzer, Christoph Grüninger, Bernd Flemisch
and Rainer Helmig

Abstract This article presents model concepts for the coupling of one-phase com-
positional non-isothermal Navier-Stokes flow to two-phase compositional non-
isothermal Darcy flow in a finite volume framework. The focus of the presented
coupling conditions is on defining appropriate conditions for momentum transfer
without introducing additional degrees of freedom at the interface. Four different
methods are presented and compared with the help of numerical simulations of flow
around an evaporating porous medium. The results show that simply assigning the
porous medium gas pressure as the gas pressure at the interface (CM1) leads to
high, non-physical velocities in cells at the corner of the porous medium. This effect
can be weakened by recalculating the interface gas pressure with the help of the
total mass balance and additional assumptions concerning the state at the interface
(CM2). Allowing only momentum transfer between the gas phases (CM3) leads to
an increase of the resistance against inflow, if the porous medium is filled with water.
However, in order to minimize the assumptions made, an additional system of equa-
tions can be introduced and solved to recalculate the pressure at the interface (CM4).
This method is computationally more expensive but shows the expected physical
behavior regarding the velocity profile.

Keywords Free flow · Porous-medium flow · Coupling

1 Introduction

Modeling the exchange processes between a free flow and flow in a porous medium
is important in a variety of applications, ranging from salinization of agricultural
land [13], flow through oil filters [12], rocket cooling [4], material science [5], to
nuclear waste storage [15]. The same variety is found when looking at the used

The original version of the book was revised: Missed out corrections have been updated.
The erratum to the book is available at https://doi.org/10.1007/978-3-319-57394-6_58

T. Fetzer (B) · C. Grüninger · B. Flemisch · R. Helmig
Universität Stuttgart, Pfaffenwaldring 61, 70569 Stuttgart, Germany
e-mail: Thomas.Fetzer@iws.uni-stuttgart.de

© Springer International Publishing AG 2017
C. Cancés and P. Omnes (eds.), Finite Volumes for Complex Applications
VIII—Hyperbolic, Elliptic and Parabolic Problems, Springer Proceedings
in Mathematics & Statistics 200, DOI 10.1007/978-3-319-57394-6_37

347

https://doi.org/10.1007/978-3-319-57394-6_58


348 T. Fetzer et al.

solution and modeling techniques. Decoupling strategies in space [4, 6, 15] and
time [19] are utilized as well as fully-implicit monolithic approaches [1, 17]. Several
different finite volume methods (FVM), using collocated grids [1, 17], pure staggered
grid / marker-and-cell (MAC) schemes [12], or coupling MAC and cell-centered
approaches [15, 19] can be found, some are used in combination with finite element
methods [4]. Problems arise if the discretization does not provide all degrees of
freedom at the interface between the two subdomains. In this work, the sensitivity
of normal momentum exchange is analyzed using the example of evaporation from
a porous medium.

2 Free Flow and Porous-Medium Flow

For modeling evaporation from a porous medium, see [7, 18], non-isothermal flow
and transport of two phases (α), liquid (l) and gas (g), have to be considered. The
phases are composed of two components (κ), air (a) and water (w).

The free flow is modeled using the Navier-Stokes equations under the following
assumptions: (i) one-phase gas flow, (ii) Newtonian fluid, and (iii) Fickian diffu-
sion. The equations for the free flow (1)–(4) are summarized in Table 1. The free
flow momentum balance (2) is discretized using finite volumes on a MAC scheme,
cf. [10]. The other balance equations are discretized using cell-centered FVM. The
primary variables gas pressure pg, water vapor mass fraction Xw

g , and temperature T
are located at the finite volume cell center, whereas the velocity components vg,i and
their control volumes are shifted to the faces, see Fig. 1.

The flow inside the porous medium is modeled by Darcy’s law and is based on the
following assumptions: (i) gas and liquid as mobile phases, (ii) Newtonian fluids, (iii)
creeping flow with Re < 1, (iv) rigid solid phase, (v) Fickian diffusion, and (vi) local
thermodynamic equilibrium. The porous medium balance equations (5), (7), and (8),
are discretized using cell-centered FVM. The primary variables pg, liquid phase
saturation Sl, and T are located at the finite volume cell center, as shown in Fig. 1. If
a cell has dried out, Xw

g replaces Sl as a primary variable. The velocities, which are
secondary variables, are approximated at the face centers by finite differences.

3 Coupling Conditions

The conditions for coupling the different model concepts are based on the assump-
tion of local thermodynamic equilibrium and the continuity of fluxes which are
commonly used in literature, e.g., [14, 16, 17]. In the following, the coupling con-
ditions are presented with focus on the exchange of normal momentum. This work
is restricted to (i) axis-parallel grids and (ii) porous-medium free-flow interfaces
which are composed of faces between cells in both subdomains. The discretization
and implementation of the coupling conditions involves some common steps that
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Table 1 Governing equations for the free flow, porous-medium flow, and coupling. Diffusive fluxes
for each subdomain ω ∈ {ff,pm} are defined as: jκ,ω

α = −Dω
α ρmol,gMκ∇xκ

α , with Dpm
α including dis-

persion caused by tortuous pathways. Note that (10) is zero for all momentum balances tangentially
to the interface

Type Equation

Free flow Mass
∂ρg
∂t + ∇ · (

ρgvg
) = 0 (1)

Momentum
∂
(
ρgvg

)

∂t + ∇ · (
ρgvgv

ᵀ
g
) − ∇ · (

ρgνg
(∇vg + ∇vᵀ

g
)) +

∇ · (
pgI

) − ρgg = 0
(2)

Water mass ∂
(
ρgXw

g

)

∂t + ∇ ·
(
ρgXw

g vg

)
+ ∇ · jw,ff

g = 0 (3)

Energy
∂
(
ρgue

g

)

∂t + ∇ · (
ρghgvg

) + ∑
κ ∇ ·

(
hκ

g j
κ ,ff
g

)
− ∇ ·

(
λff

g ∇T
)

= 0

(4)

Porous medium Mass
∑

α

(
φ

∂(ρα Sα)
∂t + ∇ · (ραvα)

)
= 0 (5)

Momentum vα = − kr,αK
ναρα

(∇ pα − ραg) (6)

Water mass
∑

α

(
φ

∂(ρα Sα Xw
α )

∂t + ∇ · (
ραXw

α vα

) + ∇ · jw,pm
α

)
= 0 (7)

Energy
∑

α

(
φ

∂(ρα Sαue
α)

∂
+ ∇ · (ραhαvα)

)
+

(1 − φ)
∂(ρscsT )

∂t − ∇ · (
λpm∇T

) = 0

(8)

Coupling Mass
[(

ρgvg
) · n]ff = − [(

ρgvg + ρlvl
) · n]pm (9)

Norm. mom.
[(

ρgvgv
ᵀ
g − ρgνg

(∇vg + ∇vᵀ
g
) + pgI

)
n
]ff =

− [(
pgI n

)]pm
(10)

Tang. mom.
[(

−
√
K

αBJ

(∇vg
)
n
)

· ti
]ff = [

vg · ti
]ff (11)

Water mass
[(

ρgXw
g vg + jw,ff

g

)
· n

]ff =
−

[∑
α

(
ραXw

α vα + jw,pm
α

)
· n

]pm
(12)

Energy
[(

ρghgvg + ∑
κ hκ

g j
κ ,ff
g − λff

g ∇T
)

· n
]ff =

− [(∑
α ραhαvα − λpm∇T

) · n]pm
(13)

may later be loosened when different coupling methods are discussed. For more
details on the implementation in the numerical framework, please refer to [9].

Finite volume schemes require continuity of fluxes at the interface. Here, the
emphasis is on modeling the interface fluxes with the available information. This
means that only one side of (9)–(13) has to be specified. Except for (10), this is
the free-flow side, because the interface-normal free-flow velocity is located at the
interface. Further, liquid fluxes inside the porous medium cannot be directly calcu-
lated. In addition, based on the assumption of local thermodynamic equilibrium at
the interface, corresponding primary variables are assumed to be continuous across
the interface: Xw,ff,if

g = Xw,pm,if
g and T ff,if = T pm,if. Their gradients can be built and

used to derive diffusive and conductive fluxes, see Fig. 1. Other quantities needed for
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Fig. 1 Discretization schemes for the free flow (ff) and the porous medium (pm), left. Location of
unknowns and pseudo-unknowns at the coupling interface (if), right

calculating the diffusive and conductive fluxes are taken from the cell center (c) of
the respective subdomain, as their physical meaning is not identical in the two sub-
domains. For the advective transport an upwinding scheme is used, if the transported
quantity occurs in both subdomains. Otherwise, the quantity at the cell center of the
respective subdomain is used.

For each tangential momentum condition (11), cf. [2, 20], vg,ti := vg · ti can be
separated, solved, and set as a Dirichlet condition. When coupling normal momen-
tum (10), both pressures at the interface, pff,if

g and ppm,if
g , are unknown. They differ due

to the different model concepts and the assumption of continuity of normal stresses.
Determining ppm,if

g is necessary to couple the free-flow momentum balance equation
with flow processes inside the porous medium. ppm,if

g will not directly be used to
calculate fluxes inside the porous medium. In the next paragraphs, four different
methods to determine ppm,if

g are presented.
Simple Momentum Coupling (CM1): This method assumes: ppm,if

g = ppm,c
g . Once

the discretization is fine enough, this should be a good approximation of the gas
pressure at the interface. For coarse grids or high fluxes, the pressure and thus the
flow resistance, is over- or underestimated at the interface. Further, around corners
of the porous medium no pressure drop can be predicted.

Total Momentum Coupling (CM2): The gas phase pressure at the interface is
recalculated using (6) and (9):

[
ρgvif

g · n
]ff =

[∑

α

ρα

kr,αK

ρανα

(
pif

α − pc
α(

xif − xc
) · n − ραg · n

)]pm

. (14)

In (14), the liquid saturation Spm,if
l , and thus the liquid pressure at the inter-

face ppm,if
l , are unknown. Therefore, no difference in the liquid phase saturation

is assumed: Spm,if
l = Spm,c

l . This simplification results in the same pressure differ-
ence for both phases and thus the same gradients contributing to the liquid and the
gas phase flux. With this simplification, the interface gas pressure can be expressed
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by:

ppm,if
g =

[
ρgvif

g · n
]ff +

[∑
α

kr,αK
να

ραg · n
]pm

∑
α

kr,αK
να

(
xpm,if − xpm,c

) · npm + ppm,c
g . (15)

If gravitational forces are neglected, the porous medium and its discretization is
given; then the lowest gas pressure and thus the highest gas velocities along the
interface occur for small flow resistances

(∑
α
kr,α/να

)−1
which are found at Sl = 1,

see Fig. 2.
GasMomentumCoupling (CM3): In this approach, the liquid phase is not allowed

to take up momentum from the free gas flow. This means the liquid terms in (14) and
(15) are dropped and the gas pressure at the interface becomes:

ppm,if
g =

[
ρgvif

g · n
]ff +

[
kr,gK
νg

ρgg · n
]pm

kr,gK
νg

(
xpm,if − xpm,c

) · npm + ppm
g . (16)

A fully liquid-saturated system acts, in contrast with CM2, as an impermeable bar-
rier. No additional assumptions about the liquid state are required. Now, the lowest
resistance (kr,g/νg)

−1 and thus the highest velocities are found for Sl = 0, see Fig. 2.
Coupling via an Interface Solver (CM4): The aim of this method is to make as few

assumptions concerning interface conditions as possible. For each primary variable,
a pseudo-unknown exists at the interface. These pseudo-unknowns are ppm,if

g , Xw,ff,if
g ,

Spm,if
l or Xw,pm,if

g , T ff,if, and T pm,if. With the above-mentioned assumption of local
thermodynamic equilibrium, two of them can be eliminated. The three necessary
equations are (14), (12), and (13). In contrast to the assumptions required in CM2,
assuming Spm,if

l = Spm,c
l is no longer necessary. This means the pressure gradients

of the liquid and of the gas phase might differ. Further, interface quantities are used
in upwinding decisions and to construct the gradients with quantities from only one
subdomain. The diffusive and conductive fluxes in (12) and (13) can be expressed
by:

jκ,ω
α = −Dω

g ρmol,gM
κ xw,ω,if

α − xw,ω,c
α(

xω,if − xω,c
) · nω

, −λω
g ∇T = −λω

g
T ω,if − T ω,c

(
xω,if − xω,c

) · nω
.

In each step, to calculate the fluxes across the interface, this system of equations
has to be solved. If it has converged, the pseudo-unknown ppm,if

g is used to calculate all
fluxes. In comparison to all previous coupling methods, this method is able to consider
co-current flow of liquid and gas for estimating the normal momentum flux and thus
the interface gas pressure. To avoid numerical problems with unphysical solutions,
a slope-limiter for the solution of the pseudo-unknowns can be applied. This is
necessary at the beginning of a simulation, when the processes and state variables
inside the porous medium and the free flow are far from their equilibrium state. The
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slope-limiter can also be necessary on coarse grids when, e.g., the temperature which
should evolve at the interface is much lower than the temperature within the two cells.
However, the converged solution should not be affected by the slope-limiter.

4 Numerical Results and Discussion

In this section, the advantages and drawbacks of the different coupling meth-
ods CM1-CM4 are discussed based on numerical results. The model is imple-
mented in the open-source simulator DuMux [8, 11], using DUNE [3], DUNE-
PDELab, and DUNE-MultiDomain. All code is open-source and available via:
https://git.iws.uni-stuttgart.de/dumux-pub/Fetzer2017a. More details on the imple-
mentation and software can be found in [9]. An implicit Euler scheme is used for
time-stepping, the monolithic matrix is solved using the direct solver UMFPack.

The setup for numerical analysis features a free gas flow, from top to bottom, with
a no-slip condition at the left wall and symmetry conditions on the right, see Fig. 3
and Table 2. The maximum velocity is chosen to obtain a Reynolds number of 1000.
The porous medium is filled with gas and liquid. Its properties, which corresponds
to a well sorted coarse sand, are given in Table 3. Gravitational forces are neglected
in both subdomains. The equidistant base grid has five cells in each direction. A grid
convergence study with five refinement steps is performed. The simulation is started
with Δt = 0.1 s and ends after tend = 43 200 s.

The resulting velocity profiles at the end of the simulation for all coupling methods
on the finest grid are shown in Fig. 4. They indicate some differences between CM1
and the other coupling methods. For CM1, the gas velocity on the porous-medium
side of the vertical interface is even higher than the velocity on the free-flow side
from the other methods. The fact that only the closest cell to the vertical interface
is affected, prevails throughout the grid refinement. In addition, the refinement even
leads to an increment of velocity in that cell. For a parallel free flow adjacent to the
porous medium or in cases that the free flow completely enters the porous medium,
CM1 does not show such singular behavior, see [9]. Because of the evaporation
process, the gas velocity at the interface is directed from the porous medium into
the free flow, see Fig. 4. As shown in the pressure plots in Fig. 5, except for CM3,
the gas flow inside the porous medium is directed towards its center. The water
flow has the reversed direction, to compensate for the mass lost by evaporation. The

Fig. 2 Generic flow
resistance for entering the
porous medium
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Table 2 Initial and boundary
conditions Parameter Value

vff
g,x [m/s] 0

vff
g,y [m/s] −0.0161 x2

pff
g [Pa] 1E5

Xw,ff
g [−] 0.0005

T ff [K] 303.15

ppm
g [Pa] 1E5

Spm
l [−] 0.85

T pm [K] 293.15

Table 3 Soil properties
(coarse sand) Parameter Value

K
[
m2

]
3.87E − 10

φ [−] 0.32

Sr,l [−] 0.0875

Sr,g [−] 0.02

αvg [1/Pa] 8.77E − 4

nvg [−] 12.7

λs [W/(m K)] 5.26

cs
[
K/(kg K)

]
790

ρs
[
kg/m3

]
2700

αBJ [−] 1.0

Fig. 3 Setup for numerical
simulations
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increased interface-normal momentum flux caused by this water mass flux and the
different flow direction of the two phases can only be considered with CM4 which
consequently reveals higher velocities above the porous medium, Fig. 4.

First, the grid convergence for each coupling method against its solution on the
finest grid shows a similar trend for the velocity profile above the narrow free-flow
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Fig. 4 Gas velocity profiles on finest grid at the end of the simulation. Left, for the entire cross-
section at the top of the porous medium (y = 1.6 m, A-B in Fig. 3). Right, zoom on the edge of the
porous medium
Fig. 5 Relative gas pressure
prel

g = pg−1E5 Pa on finest
grid at the end of the
simulation

channel, see Table 4. For the section above the porous medium, the convergence rate
is improved from CM1 to CM4. Note that, compared to CM2, the convergence rate
for CM3 improves with increasing refinement. If the finest grid of CM4 is considered
as a reference solution, CM1 and CM2 do not converge against the reference solution.
Above the porous medium, CM1 reveals large errors, the error for CM2 is almost
constant, but for CM3 the error is reduced with finer grids. For the free-flow section
in contrast, the convergence rates of CM2 and CM3 are insensitive with respect to
the chosen reference solution (results are not shown).

The CPU times in Table 4 indicate about 50% higher CPU times for CM4, which
are caused by the additional interface system of equations required to be solved. The
CPU times for CM1, CM2, and CM3 are very similar to each other.
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Non-conforming Localized Model Reduction
with Online Enrichment: Towards Optimal
Complexity in PDE Constrained
Optimization

Mario Ohlberger and Felix Schindler

Abstract We propose a new non-conforming localized model reduction paradigm
for efficient solution of large scale or multiscale PDE constrained optimization prob-
lems. The new conceptual approach goes beyond the classical offline/online splitting
of traditional projection based model order reduction approaches for the underly-
ing state equation, such as the reduced basis method. Instead of first constructing
a surrogate model that has globally good approximation quality with respect to the
whole parameter range,we propose an iterative enrichment procedure that refines and
locally adapts the surrogate model specifically for the parameters that are depicted
during the outer optimization loop.

Keywords Model reduction · Reduced basis method · LRBMS · Optimization ·
Control · Online enrichment · Discontinuous Galerkin
MSC (2010): 35Q93 · 65K10 · 65N30

1 Introduction

We are concerned with model reduction for parameter optimization of general ellip-
tic multiscale problems, where the optimization functional is defined on a macro
scale and the material design parameters are considered to have influence on the
micro scale. Such optimization problems naturally arise, e.g., in optimal design of
composed materials or in the design of technical devices that rely on multiscale
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processes, such as fuel cells or batteries. In previous works [13, 14] we considered
such problems under the assumption of scale separation, or even local periodicity,
which allowed us to suggest a model reduction approach based on the two scale limit
equation of the homogenized problem. However, in many real applications such a
structural assumption is too restrictive and hence more general approaches need to
be developed in general heterogeneous situations. In recent contributions, we intro-
duced and analyzed the localized reduced basis multiscale method (LRBMS) [12,
15, 16] which is particularly designed to efficiently cope with general heterogeneous
parameterized multiscale problems. In particular we developed an efficient localized
a posteriori error estimator against the underlying true solution of the parameterized
problem and demonstrated how this error estimator can be used to overcome the clas-
sical offline/online splitting of reduced basis (RB) methods, by means of the newly
developed concept of online enrichment. The proposed method merely requires a
very cheap preparation step and then iteratively enriches localized snapshot spaces
using the localized a posteriori error information. In this contribution, we combine
our development from the previous two approaches to suggest, for the first time,
an efficient solution algorithm for parameter optimization of elliptic multiscale or
large scale problems on the basis of our non-conforming localized model reduction
approach with online enrichment.

In detail we look at the following multiscale or large scale optimization setting:

Find μ∗ = argmin J
(
uε(μ), μ

)

subject to C j
(
uε(μ), μ

) ≤ 0 ∀ j = 1, . . . , m,

μ ∈ P

⎫
⎪⎬

⎪⎭
(1)

with a compact parameter set P ⊂ R
P for P ∈ N. In (1), the state variable uε(μ)

is given as the solution of the following (parametrized) multiscale problem:

−∇ · (
Aε(μ)∇uε(μ)

) = f (μ) (in Ω)

uε(μ) = gD (on ∂Ω)

}

(2)

In (2), Ω ⊂ R
d for d = 1, 2, 3 is a bounded domain and Aε denotes a general

multiscale diffusion tensor (the multiscale nature of which is denoted by ε > 0)
without any further structural assumptions. We make use of the short notation
u(μ) := uε(μ) := uε(·;μ) and will use analogue expressions for all functions that
depend on both spatial variables and parameters.

There is a large variety of numerical algorithms for general optimization problem
such as (1), see for example [20]. Typically, these algorithms are based on necessary
and/or sufficient optimality conditions for local optima which involve higher order
derivatives of the participating functions. In order to obtain a reduced approximation
of (1) it is thus not sufficient to provide fast approximations solely of the state u(μ),
but also for derivatives with respect to the parameter μ.
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As the solution of such optimization problems usually requires repeated evalua-
tions of the underlyingmultiscale partial differential equation (PDE) for different sets
of parameters,model reduction is applied to increase computational efficiency. In this
contribution we are concerned with a localized generalization of the RB approach
[8]. The application of the RB approach to parameter optimization of elliptic PDEs
was first presented in [17], and generalized to multiscale problems in [13]. A pos-
teriori error estimates for reduced approximation of linear-quadratic optimization
problems and parametrized optimal control problems with control constraints were
studied, e.g., in [4, 7, 19, 21]. In the context of optimal control and mesh adaptivity
of the underlying finite element discretizations we refer to [2, 9, 11, 18] and the
references therein.

The rest of this paper is organized as follows: In Sect. 2 we introduce a weak
formulation of the underlying parameterized multiscale problem in broken Sobolev
spaces employing a non-conforming discontinuousGalerkin (DG) variational formu-
lation. Based on this non-conforming setting, we then introduce in Sect. 3 localized
reduced spaces and related localized RB surrogatemodels, both for the state equation
and for the equations that characterize the derivatives of the state with respect to the
parameters. Finally, in Sect. 4, a new iterative solution concept based on successively
enhanced surrogate models is proposed and discussed.

2 Non-conforming Weak Formulation of the Parameterized
Multiscale Problem

In order to derive a suitable non-conforming weak formulation for our model reduc-
tion approach, we first assume that a non-overlapping decomposition of the under-
lying domain Ω is given by a coarse triangulation TH with cells Tj ∈ TH , j =
1, . . . NH . Furthermore, each macro cell Tj is further decomposed by a local fine
resolution triangulation τ

j
h , that resolves all fine scale features of the multiscale

problem. We then define the global fine scale partition τh as the union of all its
local contributions, i.e., τh = ⋃NH

j=1 τ
j

h . Hence, τh is a nested refinement of TH as
schematically depicted in Fig. 1. Let H 1(τh) := {v ∈ L2(Ω) | v|t ∈ H 1(t) ∀t ∈ τh}
denote the broken Sobolev space on τh , which naturally inherits the decomposition
H 1(τh) = ⊕NH

j=1 H 1(τ
j

h ).

Definition 1 (Weak solution of the multiscale problem in broken spaces) We call
u(μ) ∈ H 1(τh) weak solution of (2), if

aDG
(
u(μ), v;μ

) = LDG(v;μ) for all v ∈ H 1(τh). (3)

Here, the DG bilinear form aDG and the right hand side LDG are given as
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Fig. 1 Sketch of domain
decomposition into macro
elements Tj ∈ TH for the
definition of the LRBMS and
the underlying fine grids
τ

j
h ⊂ TH that are used for
the construction of the local
approximation spaces

aDG(v, w;μ):=
∑

t∈τh

∫

t
Aε(μ)∇v · ∇w −

∑

e∈F I
h

∫

e
{Aε(μ)∇v · ne}[w]

−
∑

e∈F I
h

∫

e
{Aε(μ)∇w · ne}[v] +

∑

e∈F I
h

σe(µ)

|e|β
∫

e
[v][w],

LDG(v;μ):=
∑

t∈τh

∫

t
f v +

∑

e∈F D
h

∫

e

(
σe(µ)

|e|β v − Aε(μ)∇v · n
)

gD,

where the parametric positive penalty function σe(µ) : P → R and the averages
and jumps {·} and [·] across inner and boundary interfaces e ∈ F I

h ∪ F D
h are chosen

similar to SWIPDG [6, 16].

3 Localized Model Reduction for PDE Constrained
Optimization

Our non-conforming localizedmodel reduction approach is based on the construction
of appropriate low dimensional local approximation spaces U j

N ⊂ H 1(τ
j

h ) of local
dimensions N j that form the global reduced solution space via

U N
H =

NH⊕

j=1

U j
N , N := dim(U N

H ) =
NH∑

j=1

N j . (4)

Once such a reduced approximation space is constructed, the LRBMS approxi-
mation is defined as follows.

Definition 2 (The localized reduced basis multiscale method) We call uN (μ) ∈ U N
H

a localized reduced basis multiscale approximation of (3) if it satisfies

aDG(uN (μ), vN ;μ) = LDG(μ; vN ) for all vN ∈ U N
H . (5)

Note that (5) is a globally coupled reduced problem, where all arising quantities can
nevertheless be locally computed w.r.t the local reduced spaces U j

N .
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To simplify the presentation, we assume in the sequel that the bilinear form aDG

and the right hand side LDG are affinely decomposable (see [5] and the references
therein for the treatment of general nonlinear operators), which allows for an efficient
offline/online splitting of the resulting reduced problem:

aDG(u, v;μ) =
Q A∑

q=1

θ A
q (μ)aq

DG(u, v), LDG(μ; v) =
QL∑

q=1

θ L
q (μ)Lq

DG(v). (6)

In order to solve the overall optimization problem, we will also need to com-
pute parameter derivatives of the state uN (μ). Equations for these quantities are
established by differentiating the defining equation (5) of uN (μ) with respect to μi .
Due to linearity and the chain rule, we obtain the following weak formulation for
∂μi uN (μ) ∈ U N

H , for all vN ∈ U N
H :

aDG(∂μi uN (μ),vN ;μ) = −∂μi ah(uN (μ), vN ;μ) + ∂μi LDG(μ; v). (7)

Since aDG and LDG are affinely decomposable, we have

∂μi ah(u, v;μ) =
Q A∑

q=1

∂μi θ
A
q (μ)aq

DG(u, v), ∂μi LDG(μ; v) =
QL∑

q=1

∂μi θ
L
q (μ)Lq

DG(v).

Hence, we can reuse both the same reduced spaces and precomputed reduced system
matrices as for the approximation of uN (μ). Thus, the computational overhead to
compute the parameter derivatives is of the same order as the cost to compute a
reduced state equation. Higher order derivatives can be computed analogously by
further differentiation of (7).

In recent contributions [1, 3, 10, 16]we discussed several possibilities to construct
local reduced spaces U j

N from global or localized snapshot computations. Thereby,
in the concept presented above, it is possible to use finite volume, DG or conform-
ing finite element approximations on the underlying fine partition τh or restrictions
thereof to a local neighborhood of the macro elements Tj ∈ TH . In what follows,
we consider the iterative construction of reduced approximation spaces and related
surrogatemodels based on localized a posteriori error control and local enrichment as
recently introduced in [16]. In these circumstances we obtain the following estimate
on the error w.r.t. the unknown weak solution of (2).

Theorem 1 (Localizable a posteriori error estimate) With the assumptions and the
notation of [16, Cor. 4.5], the following estimate on the full approximation error in
the energy norm |||v|||μ := ∑

t∈τh

∫
(Aε(μ)∇v) · ∇v holds for arbitrary μ, μ̂ ∈ P ,
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|||u(μ) − uN (μ)|||μ ≤ η
(
uN (μ)

) := C(μ,μ, μ̂)

[

NH∑

j=1

(
ηnc

j (uN (μ))2
)1/2 +

NH∑

j=1

(
ηr

j (uN (μ))2
)1/2 +

NH∑

j=1

(
η

df
j (uN (μ))2

)1/2
]

with a computable constant C(μ,μ, μ̂) > 0 and fully computable local indicators
ηnc

j , ηr
j and η

df
j corresponding to the local non-conformity errors, residual errors,

and diffusive flux reconstruction errors, respectively.

We refer to [16] for a more detail presentation and derivation of this result.

4 A New Iterative Solution Concept Based on Successively
Enhanced Surrogate Models

In classical model reduction approaches for PDE constrained optimization problems,
a surrogate model to approximate the parameterized state equation is constructed in
a so called offline phase and then successively used for fast evaluations of the state
equation for parameters that are selected during the outer optimization loop (see, e.g.,
[17]). As the selected parameter values during the optimization loop are not known
a priori, the surrogate models in such approaches need to be prepared to uniformly
approximate the state equation with respect to the whole parameter regime. This
might lead to a quite expensive offline construction phase that involves a large number
of usually global snapshot computations for suitably selected parameter values. In
an optimization loop, however, typically only parameters along a path towards the
optimal parameter are depicted, as sketched in Fig. 2. Based on the concept of local
enrichment from [16] we thus suggest a new iterative procedure to successively
built up or enhance the surrogate model (5), (7) by using only localized snapshot
computations for the parameters that are selected during the optimization loop. The
resulting approach is thus tailored towards the specific optimization problem in an a
posteriori manner.

In more detail, in a first step we initialize the local reduced spaces U j
N with a

classical polynomial coarse scale DG basis of prescribed order, thus ensuring that
any reduced solution of the state equation is at least as good as a DG solution
on the coarse triangulation TH . We then optionally employ a discrete weak Greedy
algorithmwith only very few (typically one) global snapshot computations and enrich

Fig. 2 Sketch of parameter
selection during an
optimization loop. For each
selected parameter point
μ = (μ1, μ2) an
approximation of u(μ) and
its derivatives with respect to
μ need to be computed
efficiently
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U j
N accordingly. Finally, U N

H = ⊕NH
j=1 U j

N and a related initial surrogate model is
constructed as sketched in Sect. 3 above.

During the following optimization loop, given any µ ∈ P from the optimization
algorithm, we compute a reduced solution uN (µ) ∈ U N

H and efficiently assess its
quality using the localized a posteriori error estimator η(µ) := (

∑NH
j=1 η j (µ)2)1/2

derived in [15, 16]. If the estimated error is above a prescribed tolerance, Δ > 0,
we start an intermediate local enrichment phase to enhance the surrogate model in
the SEMR (solve → estimate → mark → refine) spirit of adaptive mesh refinement.
We refer to Algorithm 4.1 and [16] for a detailed description and evaluation of this
enrichment procedure that only involves local snapshot computations for the given
parameter µ on some local neighborhoods ω(Tj ), Tj ∈ TH with Dirichlet boundary
values obtained from the insufficient previous reduced surrogate. The algorithm calls
a routine OPT that performs one optimization step with a descent method based on
the old parameter value, the corresponding state and its derivatives with respect to
the parameters. It returns the new parameter value and success=true, if the
optimization criteria has been met.

Algorithm 4.1 Parameter optimization with adaptive enrichment.

Require: µ(0) ∈ P , initial local bases � j
(0), Δmodel,Δopt > 0, a marking strategy MARK and an

orthonormalization procedure ONB (see [16, Sec. 5]), an optimization routine OPT (returning a
new parameter and status of convergence).

n ← 0, U N
H

(0) ← ⊕NH
j=1 span

(
� j

(0)
)

repeat
Solve (5), (7) for uN (µ(n)), ∂μi uN (μ(n)) ∈ U N

H
(n)

, i = 1, . . . , P.
m ← n
while η(µ(n)) > Δmodel do

for all j = 1, . . . , NH do
Compute local error indicators η j (µ

(n)) according to [16, Cor. 4.5].
end for
T̃H ← MARK

(
TH , {η j (µ

(n))}NH
j=1

)

for all Tj ∈ T̃H do

Solve locally on ω(Tj ) for enhanced local snapshot u j
h(µ(n)) ∈ H1(τ

j
h ).

� j
(m+1) ← ONB

({
� j

(m), u j
h(µ(n))

})

end for
U N

H
(m+1) ← ⊕

Tj ∈T̃H
span

(
� j

(m+1)
) ⊕ ⊕

Tj ∈TH \T̃H
span

(
� j

(m)
)

Solve (5), (7) for uN (µ(n)), ∂μi u
N (μ(n)) ∈ U N

H
(m+1)

, i = 1, . . . , P.
m ← m + 1

end while
(μ(n+1),success) ←OPT

(
µ(n), Δopt, uN (µn),

{
∂μi u

N (μn)
}P

i=1

)

n ← n + 1
until success
return optimal parameter µ(n) and state uN (µ(n))
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5 Conclusion and Outlook

In this contribution we proposed how to efficiently use the localized reduced basis
multiscale method with local enrichment in the context of surrogate modeling for
the solution of large scale or multiscale PDE constrained optimization problems.
The resulting approach iteratively constructs enhanced surrogate models specifi-
cally tailored to the solution of the optimization problem in an a posteriori manner
and thereby overcomes offline/online splitting of traditional projection based model
reduction approaches. A deeper numerical analysis of the presented approach as well
as its thorough analysis in numerical experiments are subject to ongoing research.
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Combining the Hybrid Mimetic Mixed
Method and the Eulerian Lagrangian
Localised Adjoint Method for Approximating
Miscible Flows in Porous Media

Hanz Martin Cheng and Jérôme Droniou

Abstract We design a numerical scheme for a miscible displacement in porous
media. This scheme is based on theHybridMimeticMixedmethod, which is applica-
ble on generic meshes, and uses a characteristic method for dealing with the advec-
tion.

Keywords Hybrid Mimetic Mixed (HMM) schemes · ELLAM miscible displace-
ment · Porous media

1 Introduction

One of the tertiary oil recovery processes consists in injecting, in an underground
oil reservoir, a solvent that mixes with the residing oil and reduces its viscosity, thus
enabling its displacement towards a production well. Let Ω be a bounded domain in
R

d and [0, T ] be a time interval. Denote by K(x) and φ(x) the permeability tensor
and the porosity of the medium, respectively. Neglecting gravity, the mathematical
model is [8]:

∇ · u = q+ − q− := q on Ω × [0, T ]
u = − K

μ(c)
∇ p on Ω × [0, T ] (1a)

φ
∂c

∂t
+ ∇ · (uc − D(x,u)∇c) = q+ − cq− := qc on Ω × [0, T ] (1b)

This coupled system of PDEs has unknowns p(x, t) the pressure of the mixture,
u(x, t) the Darcy velocity, and c(x, t) the concentration of the injected solvent. The
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functions q+ and q− represent the injection and production wells respectively, and
D(x,u) denotes the diffusion tensor

D(x,u) = φ(x) [dmI + dl |u|P(u) + dt |u| (I − P(u))] withP(u) =
(
uiu j

|u|2
)
i, j

.

Here, dm is the molecular diffusion coefficient, dl and dt are the longitudinal and
transverse dispersion coefficients respectively, and P(u) is the projection matrix
along the direction of u. Also, μ(c) = μ(0)[(1 − c) + M1/4c]−4 is the viscosity of
the fluid mixture, where M = μ(0)/μ(1) is the mobility ratio of the two fluids.
We consider no-flow boundary conditions and, as usual for this process, zero initial
conditions for the concentration:

u · n = (D∇c) · n = 0 on ∂Ω × [0, T ] , c(·, 0) = 0 in Ω. (1c)

The pressure is fixed by imposing a zero average: for all t ∈ [0, T ], ∫
Ω
p(x, t)dx = 0

A number of numerical schemes have been considered for this model, some of
which are the Mixed Finite Element–Eulerian Lagrangian Localised Adjoint Meth-
ods (MFEM–ELLAM) [10] and aMixed Finite Volume (MFV) schemewith upwind-
ing [3]. Due to the use of finite element methods, the MFEM–ELLAM is only lim-
ited to certain types of meshes. Moreover, a large number of quadrature points is
required to produce acceptable results [9]. The MFV (part of the Hybrid Mimetic
Mixed (HMM) schemes, which contain in particular mixed-hybrid Mimetic Finite
Differences [5]) is adapted to more generic meshes, but the upwinding tends to intro-
duce excess diffusion in the solution. The purpose of this paper is to discretise (1)
using the HMM method, thus allowing for generic meshes, and using the ELLAM
for the advective term, to avoid the pitfalls of upwinding.

2 The HMM–ELLAM

We consider polytopal meshes as defined in [4], in dimension d = 2. Thus, T =
(M ,E ,P) are the set of cells, edges, and points of our mesh, respectively. EK ⊂
E denotes the set of edges of the cell K ∈ M . A usual way to approximate (1)
is to use a two-step process. Starting from a known value c(n) of c at time level
n (for n = 0, c(0) = 0), a numerical solution p(n+1) for p at time level n + 1 is
computed by approximating (1a) with c = c(n). This computation also provides an
approximation u(n+1) of the Darcy velocity at time level n + 1, and possibly of
secondary quantities (e.g., fluxes). The concentration c(n+1) at time level n + 1 is
then computed by approximating (1b) by using u = u(n+1) and the aforementioned
secondary quantities.
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2.1 Numerical Scheme for the Pressure Equation

Incorporating
∫
Ω
p = 0, the variational formulation for (1a) for each cell K ∈ M is

then given by

∫
K

K
μ

∇ p · ∇v −
∫

∂K

K
μ

∇ p · nK ,σ v +
∫

Ω

p
∫
K
v =

∫
K
qv , ∀v ∈ H 1(Ω). (2)

We present the HMMmethod in its “finite volume” form, see e.g., [5]. The space of
degrees of freedom is XT := {w = ((wK )K∈M , (wσ )σ∈EK )}. For σ ∈ EK , denote by
TK ,σ the triangle with vertex xK and base σ (see Fig. 1), and define

∀w ∈ XT , ∇Hw(x) = ∇Kw +
√
2

dK ,σ

[wσ − wK − ∇Kw · (xσ − xK )]nK ,σ , (3)

where ∇Kw = |K |−1 ∑
σ∈EK

|σ |wσnK ,σ̃ is a linearly exact discretization of the gra-
dient (it is exact if (wσ )σ∈EK interpolate an affine function at the edge midpoints) and
dK ,σ is the orthogonal distance between xK and σ .

The concentration at time n is also approximated in XT , and so cell values
(cnK )K∈M are accessible. We use them to define the pressure fluxes by:

∀K ∈ M , ∀v ∈ XT ,
∑
σ∈EK

FK ,σ (vK − vσ ) =
∫
K

K(x)

μ(cnK )
∇H p(x) · ∇Hv(x)dx.

The discrete form of (2) then follows easily. Taking test functions so that vK = 1
for cell K and 0 for all other cells gives the balance of fluxes, whilst choosing vσ = 1
for an edge σ gives either the flux conservativity (internal edges) or the no-flow
boundary conditions (boundary edges). The final scheme for the pressure, which
provides p(n+1) ∈ XT , as well as fluxes (FK ,σ )K∈M , σ∈EK , is therefore

∑
σ∈EK

FK ,σ + |K |
∑
M∈M

|M |pM =
∫
K
q. (4)

FK ,σ + FL ,σ = 0 for all edge σ between two different cells K and L ,

FK ,σ = 0 for all edge σof K lying on ∂Ω.
(5)

2.2 Reconstruction of a Darcy Velocity

The ELLAM requires to compute the characteristics of the advective component of
(1b), that is the solution, for each x ∈ Ω , to the ODEs
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Fig. 1 Triangulation of a
generic cell. Here, sσ

σ ∗ = +1
and sσ

σ ∗∗ = −1

dx̂
dt

(t) = u(n+1)(x̂(t), t)
φ(x̂(t))

, x̂(t (n+1)) = x. (6)

This obviously requires to reconstruct a Darcy velocity u(n+1) everywhere. Two
important features of this velocity need to be accounted for: the no-flow boundary
conditions u(n+1) · n = 0 on ∂Ω , which ensures that the solutions to (6) do not exit
the computational domain, and the preservation of the divergence in (1a), to avoid
creating regions with artificial wells or sinks (which lead to non-physical flows).

Preserving these features is done by using the technique of [7]. Each cell K ∈ M
is split into triangles (see Fig. 1), and an oriented interior flux Fσ ∗ is computed on
each internal edge created by this subdivision. Then, u(n+1) is the RT0 function
reconstructed from these fluxes on the triangular subdivision. This function belongs
to H÷(Ω) and, to ensure that its divergence is as dictated by (1a), the internal fluxes
Fσ ∗ are constructed so that their balance (along with the fluxes FK ,σ at the boundary
of K ) in each triangle corresponds to the balance over the cell K :

∀σ ∈ EK ,
1

|TK ,σ |
( ∑

σ ∗∈E ∗,int
K ,σ

sσ
σ ∗ Fσ ∗ + FK ,σ

)
= 1

|K |
∑

σ ′∈EK

FK ,σ ′ ,

where sσ
σ ∗ = 1 if Fσ ∗ is oriented outside TK ,σ and −1 otherwise. This local system

of equations is underdetermined. The chosen solution is that of minimal l2 norm.

2.3 Numerical Scheme for the Concentration Equation

As with the pressure equation, we multiply the concentration equation (1b) by a test
function v and perform integration by parts to obtain

∫ tn+1

tn

∫
Ω

(
φ

∂(cv)

∂t
+ D∇c · ∇v

)
−

∫ tn+1

tn

∫
Ω

c(φvt + u · ∇v) =
∫ tn+1

tn

∫
Ω

qcv.

(7)
The test functions are then selected to eliminate the advective term, and to match the
piecewise constant functions at the core of the HMM method. We therefore take v
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such thatφvt + un+1 · ∇v = 0 in the sense of distributions, and v(t (n+1), ·) = 1K = 1
on K and 0 outside K . With characteristics computed through (6), this leads to
v(t (n), x) = 1K (x̂) = 1K̂ (x), where K̂ is K traced back from t (n+1) to t (n) through
(6).

The diffusion term is discretised separately from the advective term, by using an
implicit scheme. Fluxes DK ,σ are defined as for the pressure equation (1a), using
a piecewise Darcy velocity u(n+1) given by the reconstructed pressure gradient (3)
and the viscosity at c(n). For the source term, we also treat c implicitly. Without
discretising the source term, this leads to the following scheme for (7):

φ

∫
K
cn+1 − φ

∫
K̂
cn + Δt

∑
σ∈EK

DK ,σ =
∫ tn+1

tn

∫
Ω

qcn+1v.

For each cell K , the traceback region K̂ is approximated in the following man-
ner: for each of the vertices and edge midpoints of K , we solve (6) starting from
x = that vertex or midpoint, we then compute x̂(t (n)) and we approximate K̂ by
the polygon defined by these points x̂(t (n)). The integrals are then computed by
writing φ

∫
K cn+1 = φ|K |cn+1

K and
∫
K̂ cn = ∑

M∈M |K̂ ∩ M |cnM , which leads to the
following discretised form of the concentration equation

φ|K |cn+1
K + Δt

∑
σ∈EK

DK ,σ = φ
∑
M∈M

|K̂ ∩ M |cnM +
∫ tn+1

tn

∫
qcn+1 .

2.4 The Integral of the Source Term qcn+1

For the integral involving the source term, we use a weighted trapezoid rule in time∫ tn+1

tn
∫
qcn+1 = w

∫
K̂ qcn+1 + (1 − w)

∫
K qcn+1 . The left and right rules correspond to

w = 1 and w = 0, respectively. Let E be an injection cell. A proper weight that will
yield mass conservation has been derived for Cartesian meshes on [1]. The weight
w = (1 − e−α)−1 − α−1, where α = Δt

∫
E q

n+1/
∫
E φ, can easily be generalized for

arbitrary meshes. A separate treatment will be made for cells that trace back into the
injection well. These integrals will be computed using a forward tracing algorithm
as described in [2].

3 Numerical Results

We take:Ω = (0, 1000) × (0, 1000) ft2; timestep ofΔt = 36 days; injection well at
(1000, 1000) and production well at (0, 0), both with flow rate of 30ft2/day; constant
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porosity φ=0.1; constant permeability tensor K = 80I; oil viscosity μ(0) = 1.0 cp;
mobility ratio M = 41; φdm = 0.0ft2/day, φdl = 5.0ft, and φdt = 0.5ft.

Figures2 and 3 show the numerical solution for the concentration at t = 3 years
on a Cartesianmesh using the left and the right rule, respectively. As can be seen here,
the left rule provides us with an underestimate of the concentration at the injection
well, and an overestimate somewhere along the neighborhood of the injection well.
The right rule, implemented in [10], is also a bad choice since it provides us with
an overshoot of the concentration at the injection well, as already proved for the
MFEM-ELLAM in [9]. This is due to the fact that all of the source has been dumped
into the injection well in one time step.

Figures4 and 5 show the numerical solution for the concentration using the proper
weight for the trapezoidal rule, as described in the previous section. These results
present a significant improvement from those obtained through the right and left
rule. Numerical results using Hexahedral meshes are presented in Figs. 6 and 7.
The concentration spikes up along the boundary at t = 10 years. To mitigate this,
the approximation of the traceback region is improved by using 3 points per edge
(instead of only the edge midpoints); Figs. 8 and 9 show the significant improve-
ment this enables. To understand more generally how many points to choose to
obtain acceptable approximate traceback regions, we introduce the regularity para-
meter mreg = maxK∈M (diam(K )2/|K |) of the mesh. It is then observed a reason-
able numerical solution (overshoot≤ 10%) is obtained by taking �log2(mreg)� points
along each edge, see Table1. Further increasing the number of points per edge does
not provide any significant improvement to our numerical solution. Finally, we show

Fig. 2 Cartesian mesh,
t = 3 years, left rule for
source terms

Fig. 3 Cartesian mesh,
t = 3 years, right rule for
source terms
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Fig. 4 Cartesian mesh,
t = 3 years, weighted
trapezoid rule for source
terms

Fig. 5 Cartesian mesh,
t = 10 years, weighted
trapezoid rule for source
terms

Fig. 6 Hexahedral mesh,
t = 3 years, weighted
trapezoid rule for source
terms

Fig. 7 Hexahedral mesh,
t = 10 years, weighted
trapezoid rule for source
terms
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Fig. 8 Hexahedral mesh,
t = 3 years, 3 points per
edge, weighted trapezoid
rule for source terms

Fig. 9 Hexahedral mesh,
t = 10 years, 3 points per
edge, weighted trapezoid
rule for source terms

Table 1 Regularity parameter of the meshes and nb of points to approximate the trace-back cells

Mesh mreg log2(mreg) Points per edge

Cartesian 2 1 1

Hexahedral 5.4772 2.4534 3

Kershaw 32.0274 5.0012 6

the numerical solutions for “Kershaw” meshes [6] on Figs. 10 and 11. We used here
a proper quadrature rule for the source term, and an appropriate number of points
per edge (see Table1). The solutions on both Cartesian and hexahedral meshes are
very similar, showing a certain robustness of the method with respect to the choice
of mesh. The solution on the Kershaw mesh is noticeably different, due to the mesh
being very distorted; this leads to a skewed approximation of the Darcy velocity, and
thus a skewed advection of the fluid.

Fig. 10 Kershaw mesh,
t = 3 years, 6 points per
edge, weighted trapezoid
rule for source terms
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Fig. 11 Kershaw mesh,
t = 10 years, 6 points per
edge, weighted trapezoid
rule for source terms

4 Summary

In previous work, the pressure equation (1a) and the concentration equation (1b) are
often treated separately. This work presents a complete scheme for both equations,
which is usable on generic meshes as encountered in real-world applications – with
the usual caveats on distorted meshes. Our analysis demonstrates the importance of
choosing a proper quadrature rule for integrating the source terms, and of selecting a
correct number of approximation points – depending on the regularity of the mesh –
to trace the cells. Further research will focus on reducing the grid effects on skewed
meshes, and on finding better quadrature rules to deal with larger time steps.
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Mixed Finite Volume Methods for Linear
Elasticity

I. Ambartsumyan, E. Khattatov and I. Yotov

Abstract We present a new mixed finite element method for linear elasticity with
weakly enforced stress symmetry on simplicial grids. Motivated by the multipoint
flux mixed finite element method for Darcy flow, we consider a special quadrature
rule that allows for elimination of the stress and rotation variables and leads to a cell-
centered system for the displacements. Theoretical and numerical results indicate
first-order convergence for all variables in the natural norms.
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MSC (2010): 65N08 · 65N30 · 65N15 · 74S05 · 74S10

1 Problem Set up

Weconsider the static linear elasticity problem in a domainΩ ⊂ R
d , d = 2, 3.Given

the body force vector field f on Ω , the stress σ and the displacement u satisfy the
constitutive and equilibrium equations

Aσ = ε(u), div σ = f in Ω. (1)
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Here A(x) is the symmetric and positive definite compliance tensor, which in the
case of an isotropic body is

Aσ = 1

2μ

(
σ − λ

2μ + dλ
tr(σ)I

)
,

where I is the d × d identity matrix and μ(x) > 0 and λ(x) ≥ 0 are the Lamé coef-
ficients, and ε(u) = 1

2

(∇u + (∇u)T
)
. The boundary conditions are u = g on ΓD ,

σ n = 0 on ΓN , where ΓD ∪ ΓN = ∂Ω , n is the outward unit normal vector on ∂Ω ,
and we assume for simplicity that ΓD �= ∅. Throughout the paper div is the usual
divergence for vector fields, and it produces a matrix field when applied to a matrix
field by taking the divergence of each row.

LetM and N be the spaces of real d × d matrices and skew-symmetric matrices,
respectively. Introducing the Lagrange multiplier γ, a skew-symmetric matrix repre-
senting the rotation, to penalize the asymmetry of the stress tensor, we arrive at the
weak formulation for (1): find (σ, u, γ) ∈ X × V × W such that

(Aσ, τ ) + (u, div τ ) + (γ, τ ) = 〈g, τ n〉ΓD , ∀τ ∈ X, (2)

(div σ, v) = ( f, v) , ∀v ∈ V, (3)

(σ, ξ) = 0, ∀ξ ∈ W, (4)

where X = {
τ ∈ H(div;Ω,M) : τ n = 0 on ΓN

}
, V = L2(Ω,Rd), and W =

L2(Ω,N). The reason for considering a mixed formulation with weak stress sym-
metry is that its lowest order mixed finite element approximation developed in [3]
is suitable for a local stress elimination via a quadrature rule, resulting in a cell-
centered system for displacement (and the rotation). This approach is motivated by
the multipoint flux mixed finite element method [11], as well as the multipoint stress
approximation [8, 9].

2 Numerical Approximation

Consider a polygonal domain Ω ∈ R
d and let Th be a finite element partition of Ω

consisting of triangles in two dimensions and tetrahedra in three dimensions. For any
element E ∈ Th there exists a bijectionmapping FE : Ê → E ,where Ê is a reference
element.Denote the Jacobianmatrix by DFE and let JE = det(DFE ). LetXh × Vh ×
W

l
h = (BDM1)

d × (P0)
d × (Pl)

d×d,skew, l = 0, 1 ⊂ X × V × W, where BDM1 is
the lowest order Brezzi-Douglas-Marini space [5]. On the reference triangle these
spaces are defined as
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X̂h(Ê) = P1(Ê)2 × P1(Ê)2 =
(

α1 x̂ + β1 ŷ + γ1 α2 x̂ + β2 ŷ + γ2
α3 x̂ + β3 ŷ + γ3 α4 x̂ + β4 ŷ + γ4

)
,

V̂h(Ê) = P0(Ê) × P0(Ê), Ŵ
l
h(Ê) =

(
0 p

−p 0

)
, p ∈ Pl(Ê) for l = 0, 1.

The definition of the spaces on tetrahedra is obtained naturally from the one above.
The corresponding spaces on any element E ∈ Th are defined via the transforma-
tions, for χ ∈ Xh , v ∈ Vh , and w ∈ W

l
h ,

χ ↔ χ̂ : χ = 1

JE
DFE χ̂ ◦ F−1

E , v ↔ v̂ : v = v̂ ◦ F−1
E , w ↔ ŵ : w = ŵ ◦ F−1

E .

Themixedfinite element approximation of (2)–(4) is shown to be stable andfirst order
accurate for all of variables in their natural norms in [3] (l = 0) and [7] (l = 1). The
drawback is that the resulting algebraic system is a two-level saddle point systemwith
three coupled variables, and thus expensive to solve. We next propose a quadrature
rule that allows for local elimination of the stresses and rotations which leads to a
cell-centered displacement-rotation, or further, displacement-only system.

A quadrature rule. We employ a trapezoidal-type quadrature rule for the stress
bilinear form. For χ, τ ∈ Xh , define

(Aχ, τ )Q =
∑
E∈Th

(Aχ, τ )Q,E , (Aχ, τ )Q,E = |E |
s

s∑
i=1

A(ri )χ(ri ) : τ (ri ),

where s = 3 on triangles and s = 4 on tetrahedra. In the case of linear rotations, a
similar quadrature rule is employed for the stress-rotation bilinear forms.

Two multipoint stress mixed finite element methods. We seek σh ∈ Xh, uh ∈ Vh

and γh ∈ W
l
h , l = 0, 1, such that

(Aσh, τ )Q + (uh, div τ ) + (γh, τ )Q = 〈g, τ n〉ΓD , τ ∈ Xh, (5)

(div σh, v) = ( f, v), v ∈ Vh, (6)

(σh, ξ)Q = 0, ξ ∈ W
l
h . (7)

We note that the quadrature rule in (γh, τ )Q and (σh, ξ)Q is applied only for l = 1.
It is in fact exact for l = 0. We refer to the methods with l = 0 and l = 1 as the
MSMFE-0 and the MSMFE-1 method, respectively. The well-posedness of (5)–(7)
can be established using the classical Babuŝka-Brezzi conditions [6], which in our
case are as follows:

(S1) There exists a constant c > 0 such that

c‖τ‖2div ≤ (Aτ , τ )Q for τ ∈ Xh s.t. (div τ , v) + (τ , ξ)Q = 0, ∀(v, ξ) ∈ Vh × W
l
h,
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Fig. 1 Finite elements and stress degrees of freedom sharing a vertex (left) and cell-centered stencil
(right)

(S2) There exists β > 0 such that

inf
0 �=(v,ξ)∈Vh×W

l
h

sup
0 �=τ∈Xh

(div τ , v) + (τ , ξ)Q
‖τ‖div (‖v‖ + ‖ξ‖) ≥ β.

Here ‖ · ‖div and ‖ · ‖ denote the H(div;Ω) and the L2(Ω) norms, respectively.
Condition (S1) can be easily established by showing that (Aτ , τ )Q is equivalent to
‖τ‖2, see, e.g., [11]. Condition (S2) has been shown in [3, 4] for l = 0 and in [2]
for l = 1. The latter case is challenging, due to the presence of the quadrature rule.
It requires inf-sup stability for the bilinear form (div q, w)Q for the Taylor-Hood
P2 − P1 spaces. This is shown in [2] using a macro-element argument motivated
by [10].

Reduction to a cell-centered scheme. The algebraic system that arises from the
(5)–(7) is of the form

⎛
⎝Aσσ AT

σu AT
σγ

Aσu 0 0
Aσγ 0 0

⎞
⎠

⎛
⎝σ
u
γ

⎞
⎠ =

⎛
⎝g

f
0

⎞
⎠ ,

where (Aσσ)i j = (Aτi , τ j )Q , (Aσu)i j = (div τi , v j ) and (Aσγ)i j = (τi , ξ j )Q . It is
known [5, 6] that the degrees of freedom for BDM1 can be chosen to be the values of
the normal fluxes at any d points on each edge (face) ê of the reference element Ê .
This naturally extends to normal stresses in our case of BDM1 × BDM1. We choose
these points to be the vertices of ê. Let us consider any interior vertex r and suppose
that it is shared by l elements E1, ..., Em as shown in Fig. 1 withm = 4. Let e1, ..., ek
be the edges (faces) that share the vertex r and let τ1, ..., τd k , be the stress basis func-
tions on these edges (faces) associated with the vertex r. Denote the corresponding
values of the normal components of σh by σ1, ...,σd k . Note that for for the sake of
clarity the normal stresses are drawn at a distance from the vertex. The quadrature
rule (Aτi , τ j )Q decouples σ1, ...,σd k from the rest of the stress degrees of freedom.
As a result, the matrix Aσσ is block-diagonal with d k × d k blocks associated with
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the mesh vertices. Due to (S1), these local blocks are symmetric and positive definite
blocks. Hence, eliminating σ leads to a cell-centered displacement-rotation system

(
Aσu A−1

σσ A
T
σu Aσu A−1

σσ A
T
σγ

Aσγ A−1
σσ A

T
σu Aσγ A−1

σσ A
T
σγ

)(
u
γ

)
=

(
f̃
h̃

)
. (8)

Further reduction is possible in the case of MSMFE-1, l = 1, where the quadrature
rule (τi , ξ j )Q results in a block-diagonal rotation matrix Aσγ A−1

σσ A
T
σγ with d(d −

1)/2 × d(d − 1)/2 blocks associatedwithmesh vertices. It is symmetric and positive
definite, due to (S2). Hence, local elimination of the rotation in (8) results in a
displacement-only cell-centered system

(Aσu A
−1
σσ A

T
σu − Aσu A

−1
σσ A

T
σγ(Aσγ A

−1
σσ A

T
σγ)

−1Aσγ A
−1
σσ A

T
σu)u = f̂ . (9)

The cell-centered stencil in (8) and (9) is shown in Fig. 1 (right). The displacements
(and rotations) in each element E are coupled to the displacements (and rotations)
in all elements that share a vertex with E .

Error estimates. As shown above, the MSMFE-0 and MSMFE-1 methods allow to
eliminate locally the stress (and rotation) variables, thus significantly reducing the
size of the global problem. The following result from [2] addresses the accuracy
of the methods. First-order convergence is obtained for all variables in their natural
norms. Moreover, the computed displacement is h2-close to the true displacement
when measured at the center of mass of each element.

Theorem 1 If A ∈ W 1,∞(Ω), then

‖σ − σh‖ + ‖u − uh‖ + ‖γ − γh‖ ≤ Ch(‖σ‖1 + ‖u‖1 + ‖γ‖1). (10)

Moreover, if A ∈ W 2,∞(Ω), then

‖Qhu − uh‖ ≤ Ch2 (‖σ‖1 + ‖ div σ‖1 + ‖γ‖1) , (11)

where Qh denotes the L2-projection onto the space Vh.

3 Numerical Results

We present several numerical tests confirming the theoretical convergence rates and
illustrating the behavior of the method. The first two examples test convergence on
the unit hypercube in 2 and 3 dimensions, respectively, while the last examplemodels
a pulley under centripetal load. For the first two examples, the boundary conditions
are Dirichlet on the entire boundary and the analytical solution is given. All tests
have been performed using the FEniCS finite element package [1].
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Fig. 2 Computed displacement on the finest mesh with the MSMFE-1 method in Example1 left
and Example2 right

Table 1 Relative errors computed with the MSMFE-0 method for Example 1

h ‖σ − σh‖div Rate ‖u − uh‖ Rate ‖Qhu − uh‖ Rate ‖γ − γh‖ Rate

1/2 2.26E+00 – 2.18E+00 – 1.72E+00 – 1.68E+00 –

1/4 1.57E+00 0.5 7.45E-01 1.6 7.02E-01 1.7 9.32E-01 0.9

1/8 6.70E-01 1.2 2.67E-01 1.5 1.43E-01 2.4 5.42E-01 0.8

1/16 2.99E-01 1.2 1.20E-01 1.2 2.94E-02 2.3 2.97E-01 0.9

1/32 1.48E-01 1.0 6.03E-02 1.0 7.80E-03 1.9 1.54E-01 1.0

1/64 7.37E-02 1.0 3.03E-02 1.0 2.03E-03 1.9 7.80E-02 1.0

Example 1 We solve problem (1) with a given displacement solution

u =
(

cos(2πxy) sin(πx) sin(πy)
cos(2πxy) sin(2πx) sin(2πy)

)

on the unit square. The Lamé parameters are set to be λ = 123.0 and μ = 79.3. The
computational grid is obtained by a Delauney triangulation of the given domain on
several levels of refinement. The computed displacement with theMSMFE-1method
on the finest level h = 1/64 is shown in Fig. 2 (left). We present the relative errors
and convergence rates for the MSMFE-0 and MSMFE-1 methods in Tables1 and
2, respectively. As expected from the theory, both methods exhibit at least linear
convergence for all variables in their natural norms, with a quadratic convergence
for the displacement error computed at the cell-centers. We also note that the rotation
error converges with order O(h1.5) for the MSMFE-1 method, which is due to the
use of a P1 finite element space for this variable.
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Table 2 Relative errors computed with MSMFE-1 method for Example 1

h ‖σ − σh‖div Rate ‖u − uh‖ Rate ‖Qhu − uh‖ Rate ‖γ − γh‖ Rate

1/2 2.26E+00 – 2.49E+00 – 1.92E+00 – 1.28E+00 –

1/4 1.57E+00 0.5 7.50E-01 1.7 7.10E-01 1.8 7.77E-01 0.7

1/8 6.77E-01 1.2 2.68E-01 1.5 1.48E-01 2.3 3.39E-01 1.2

1/16 3.01E-01 1.2 1.20E-01 1.2 3.12E-02 2.2 1.11E-01 1.6

1/32 1.48E-01 1.0 6.04E-02 1.0 8.64E-03 1.9 3.95E-02 1.5

1/64 7.40E-02 1.0 3.03E-02 1.0 2.27E-03 1.9 1.50E-02 1.4

Table 3 Relative errors computed with MSMFE-0 method for Example 2

h ‖σ − σh‖div Rate ‖u − uh‖ Rate ‖Qhu − uh‖ Rate ‖γ − γh‖ Rate

1/2 1.42E+00 – 4.88E-01 0.0 3.09E-01 – 4.53E-01 0.0

1/4 7.06E-01 1.0 2.22E-01 1.1 7.23E-02 2.1 2.14E-01 1.1

1/8 3.47E-01 1.0 1.08E-01 1.0 1.78E-02 2.0 1.03E-01 1.1

1/16 1.72E-01 1.0 5.37E-02 1.0 4.43E-03 2.0 5.07E-02 1.0

1/32 8.59E-02 1.0 2.68E-02 1.0 1.11E-03 2.0 2.52E-02 1.0

Table 4 Relative errors computed with MSMFE-1 method for Example 2

h ‖σ − σh‖div Rate ‖u − uh‖ Rate ‖Qhu − uh‖ Rate ‖γ − γh‖ Rate

1/2 1.47E+00 – 4.82E-01 0.0 2.98E-01 – 3.53E-01 0.0

1/4 7.32E-01 1.0 2.22E-01 1.1 7.37E-02 2.0 1.49E-01 1.2

1/8 3.61E-01 1.0 1.08E-01 1.0 1.90E-02 2.0 5.68E-02 1.4

1/16 1.78E-01 1.0 5.37E-02 1.0 4.86E-03 2.0 2.04E-02 1.5

1/32 8.83E-02 1.0 2.68E-02 1.0 1.23E-03 2.0 7.21E-03 1.5

Example 2 For the second test, we model a simultaneous twisting and compression
of the unit cube, with a given displacement solution:

⎛
⎝ −0.1(ex − 1) sin(πx) sin(πy)

−(ex − 1)(y − cos( π
12 )(y − 0.5) + sin( π

12 )(z − 0.5) − 0.5)
−(ex − 1)(z − sin( π

12 )(y − 0.5) − cos( π
12 )(z − 0.5) − 0.5)

⎞
⎠ .

We allow the Young’s modulus to change over the domain as E = e4x and take the
Poisson ratio ν = 0.2. The Lamé parameters are obtained from the relationships
λ = Eν

(1+ν)(1−2ν)
and μ = E

2(1+ν)
. The computed displacement with the MSMFE-1

method on the finest level h = 1/32 is shown in Fig. 2 (right). The relative errors
and convergence rates obtained by theMSMFE-0 andMSMFE-1 methods, as shown
in Tables3 and 4, respectively, behave similarly to the two-dimensional Example1
(Tables1 and 2).
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Fig. 3 Stress solution magnitude of the MSMFE-1 method left and a non-mixed method right for
Example3

Example 3 The last example is from the FEniCS repository and it models a pulley
under centripetal load given by

f = (
ρω2x, ρω2y, 0

)′
,

with rotation rate ω = 10 (rad/s) and mass density ρ = 300 (kg/m3). The dis-
placement is set to be zero at the shaft of the pulley, while zero traction boundary
conditions are enforced on the rest of the boundary. We compare the computed stress
of the MSMFE-1 method to the one obtained by solving the classical displacement
formulation for linear elasticity, with a post-processing step to recover the stress, see
Fig. 3). For the sake of space, we omit the displacement solutions as they are visually
of equal quality. However, we observe smoother approximation of the stress variable
provided by the MSMFE-1 method, as the method computes a locally conservative
H-div approximation and does not require a numerical differentiation, hence avoiding
extra loss of accuracy.
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A Nonlinear Domain Decomposition Method
to Couple Compositional Gas Liquid Darcy
and Free Gas Flows

Nabil Birgle, Roland Masson and Laurent Trenty

Abstract A domain decomposition algorithm is proposed to couple at the interface
a gas liquid compositional Darcy flow and a compositional free gas flow.At each time
step, our algorithm solves iteratively the nonlinear systemcoupling the compositional
Darcy flow in the porousmedium, the RANSgas flow in the free flowdomain, and the
convection diffusion of the species in the free flow domain. In order to speed up the
convergence of the algorithm, the transmission conditions at the interface are replaced
by Robin boundary conditions. Each Robin coefficient is obtained from a diagonal
approximation of the Dirichlet to Neumann operator related to a scalar simplified
model in the neighbouring subdomain. The efficiency of our domain decomposition
algorithm is assessed in the case of the modelling of the mass exchanges at the
interface between the geological formation and the ventilation galleries of geological
radioactive waste disposal.

Keywords Drying model · Coupling algorithm ·Nonlinear domain decomposition
method · Compositional gas liquid darcy flow · Free gas flow

1 Formulation of the Coupled Model

Let us denote by Ωpm the porous medium domain, by Ωff the free flow domain and
by Γ = ∂Ωpm ∩ ∂Ωff the interface. LetP = {g, �} denote the set of gas and liquid
phases assumed to be both defined by a mixture of components i ∈ C among which
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the water component denoted by w which can vaporize in the gas phase, and a set of
gaseous components j ∈ C \ {w} which can dissolve in the liquid phase. The model
is assumed to be isothermal with a fixed temperature T .

Compositional Darcy flow in the porous medium Ωpm: following [5], the liquid
gas Darcy flow formulation uses the gas pressure pg , the liquid pressure p�, and
the component fugacities f = ( fi )i∈C as primary unknowns. In this formulation,
following [4], the component molar fractions cα = (cα

i )i∈C of each phase α ∈ P
are the functions cα(pα, f ) defined by inversion of the equations f α

i (cα, pα) = fi ,
i ∈ C , where f α

i is the fugacity of the component i in the phase α. In addition, for
α ∈ P , the phase pressure pα is extended in the absence of the phase in such a way
that the closure law

∑
i∈C cα

i (p
α, f ) = 1 is always imposed (see [5]). The phase

molar and mass densities, as well as the phase viscosities functions are denoted
in the following by respectively ζ α(pα, cα), ρα(pα, cα), μα(pα, cα) for α ∈ P .
Finally, we define the liquid saturation as the function s�(x, pg − p�) defined by the
inverse of the monotone graph extension of the capillary pressure function, and we
set sg(x, .) = 1 − s�(x, .).

Let us define the two-phase Darcy velocities uα = −kα
r

μα K(∇ pα − ραg) where
kα
r (x, sα) is the phase relative permeability, K(x) the porous medium permeability
tensor, and g the gravitational acceleration vector. Let us also introduce, for each
component i ∈ C , the total number ofmole per unit pore volume ni = ∑

α∈Psαζ αcα
i

and the component molar flow rate vi = ∑
α∈Pζ αcα

i u
α . The model inΩpm accounts

for the mole conservation of each component i ∈ C coupled with the sum to 1 of the
molar fractions for each phase α ∈ P:

φ∂tni + ∇ · vi = 0, i ∈ C , on Ωpm × (0, tf),∑

i

cα
i = 1, α ∈ P, on Ωpm × (0, tf), (1)

where φ(x) is the porous medium porosity and (0, tf) the simulation time interval.

Flow and transport model in the free flow domain Ωff : the primary unknowns
in the free flow domain are defined by the gas pressure p, the gas molar fractions
c = (ci )i∈C , and the gas velocity u. The flow is described by a Reynolds Averaged
Navier–Stokes (RANS) model and assumed to be quasi-stationary at the time scale
of the porous medium. Let us first define the uncoupled mean turbulent flow as the
solution (u0, p0) of the following RANS model given the initial gas molar fractions
c0:

∇ · (ρg(p0, c0)u0 ⊗ u0 − μ0
t (∇u0 + ∇ tu0)) + ∇ p0 = ρg(p0, c0)g, in Ωff ,

∇ · (ζ g(p0, c0)u0) = 0, in Ωff ,

u0 = 0, on Γ,

(2)
where the turbulent viscosityμ0

t (x) is obtained using an algebraic turbulent model or
a more advanced k − ε model [1]. This turbulent flow is responsible for a turbulent
diffusivity denoted by d0

t (x) typically depending on the turbulent viscosity, on the gas
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Fickian diffusion andon theSchmidt number.Assuming that the velocity perturbation
induced by the coupling is small compared to the flowvelocity, the turbulent viscosity
μ0
t and diffusivity d0

t are used for the coupled model. Thus, the primary unknowns
u, p, c in the free flow domain satisfy the following system of equations

∇ · (ρg(p, c)u ⊗ u − μ0
t (∇u + ∇ tu)) + ∇ p = ρg(p, c)g, on Ωff × (0, tf),

∇ · (ζ g(p, c)u) = 0, on Ωff × (0, tf),
∇ · wi = 0, i ∈ C , on Ωff × (0, tf),

(3)
with the component molar flow rate wi = ζ g(p, c)(ciu − d0

t ∇ci ).

Transmission conditions at the interface Γ : at the interface Γ between the free-
flow domain and the porous medium, the coupling conditions are those stated in
[1, 6, 7] where we have replaced the Beaver Joseph condition by the simpler no
slip condition due to the low permeability of the porous medium in our application.
They state the gas molar fraction and molar normal flux continuity, the gas liquid
thermodynamical equilibrium, the no slip condition, and the normal component of
the normal stress continuity as follows:

cgi = ci , on Γ × (0, tf),
vi · npm + wi · nff = 0, on Γ × (0, tf),∑

i

cα
i = 1, on Γ × (0, tf),

(
ρgu ⊗ u − μ0

t (∇u + ∇ tu)
)
nff · nff + p = pg, on Γ × (0, tf),

u · τ = 0, on Γ × (0, tf),

(4)

with i ∈ C , α ∈ P , andwhere npm and nff are the unit normal vectors at the interface
Γ oriented outward from the porous medium domain and the free flow domain
respectively.

2 Domain Decomposition Algorithm

The coupled model (1), (3) and (4) is integrated in time using an Euler implicit
scheme which leads to solve at each time step a fully coupled nonlinear system. This
nonlinear system is solved using a domain decomposition algorithm detailed below.
This approach has two advantages. Firstly it allows to use different codes for the
porous medium and the free flow problems. Secondly, it reduces the complexity of
the nonlinear and linear systems which results in a better efficiency compared with
a monolithic Newton algorithm solving the fully coupled system [1, 7].

In the following, the time step count n is omitted for the sake of clarity and the
component total number of mole in the porous medium at the previous time step is
denoted by nn−1

i . The domain decomposition count is denoted by the superscript k.
As usual, the algorithm is initialized by the previous time step solution. The algorithm
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solves iteratively, until convergence to the fully coupled solution, the compositional
gas liquid flow in the porous medium with Robin type transmission conditions, the
RANS model in the free flow domain and the convection diffusion equations in the
free flow domain with Robin type transmission conditions.

Porous medium flow with Robin boundary conditions on Γ : compute the phase
pressures pα,k , α ∈ P , the fugacity vector f k in the porous medium Ωpm and a
normal velocity correction denoted by δku at the interface Γ and oriented outward to
the free flow domain, such that

φ

Δtn (n
k
i − nn−1

i ) + ∇ · vki = 0, in Ωpm,∑

i

cα,k
i = 1, in Ωpm,

βpmc
g,k
i − vki · npm − cg,ki ζ

g,k
pm δku = βpmc

k−1
i − wk−1

i · npm, on Γ,

pg,k = pk−1 + (ρ
g
ffu ⊗ u − μ0

t (∇u + ∇ tu))k−1nff · nff , on Γ,∑

i

cα,k
i = 1, on Γ.

(5)

with i ∈ C , α ∈ P and ζ
g,k
pm = ζ g(pg,k, cg,k). Note that the additional unknown δku

accounts for the correction of the normal gas velocity uk−1 · nff at the interface
induced by the coupling with the porous medium.

RANS flowwith Dirichlet boundary condition on Γ : compute the pressure pk and
the gas velocity uk such that

∇ · (ρ
g,k
ff uk ⊗ uk − μ0

t (∇uk + ∇ tuk)) + ∇ pk = ρ
g,k
ff g, in Ωff ,

∇ · (ζ
g,k
ff uk) = 0, in Ωff ,

ζ
g,k
ff uk = ζ

g,k−1
ff uk−1 + ζ

g,k
pm δku nff , on Γ,

(6)

with ζ
g,k
ff = ζ g(pk, ck−1) and ρ

g,k
ff = ρg(pk, ck−1).

Convection diffusion equations with Robin boundary conditions on Γ : compute
ck such that for all i ∈ C

∇ · wk
i = 0, in Ωff ,

βffcki − wk
i · nff = βffc

g,k
i − vki · nff , on Γ,

(7)

with wk
i = ζ

g,k
ff (cki u

k − d0
t ∇cki ).
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The domain decomposition algorithm is iterated until the following stopping cri-
terion at the interface Γ is satisfied for a given tolerance ε:

∑
i∈C ‖cg,ki − cki ‖∑

i∈C ‖cki ‖
+

∑
i∈C ‖(vki − wk

i ) · nff‖
∑

i∈C ‖wk
i · nff‖ + ‖δku‖

‖uk · nff‖ < ε. (8)

2.1 Computation of the Robin Coefficients βpm and βff

To speedup the convergence of the domain decomposition method, the Robin coef-
ficients βpm and βff of each subdomain must approximate the Dirichlet to Neumann
(DtN) operator of the neighbouring subdomain problem [3]. For this purpose, a sim-
plified scalar model is defined in each subdomain and a low frequency diagonal
approximation of its DtN operator is built.

To computeβpm, the convection diffusion equation in (3) is approximated by using
the uncoupled velocity u0 from (2) and by neglecting the variations of the gas molar
density. We end up with a linear operatorLffc = ζ g(p0, c0)∇ · (cu0 − d0

t ∇c) inde-
pendent on i ∈ C . Thus for a molar fraction cΓ on Γ , we define DtNff(cΓ ) = w · nff
where w = ζ g(p0, c0)(cu0 − d0

t ∇c) and c is solution of the convection diffusion
equation ∇ · w = 0 in Ωff with Dirichlet condition c = cΓ on Γ . To account effi-
ciently for the convection diffusion boundary layer and the tangential convection,
the following low frequency diagonal approximation of the DtNff operator

βpm = DtNff(1Γ ) − DtNff(0Γ )

is used rather than a classical order 0 Taylor approximation.
To compute βff , the gas liquid porous medium flow is approximated by the

Richards equation. Let us define c̄�
i = 1 for i = w and c̄�

i = 0 for i ∈ C \ {w},
and let p̄g be a constant reference pressure in the free flow domain typically
corresponding to the outflow pressure. From these, the state laws are approxi-
mated by ζ̄ �(p�) = ζ �(p�, c̄�), μ̄�(p�) = μ�(p�, c̄�) and ρ̄�(p�) = ρ�(p�, c̄�) and
the water molar fraction in the gas is given by c̄gw(p�) = cgw( p̄g, f �(c̄�, p�)). Let us
set n�(x, p�) = ζ̄ �(p�)s�(x, p̄g − p�) andM�(x, p�) = ζ̄ �(p�)

μ̄�(p�)
k�
r (x, s

�(x, p̄g − p�)).
TheRichardsmodelwith prescribedwatermolar fraction cw atΓ is defined as follows
after time integration using the implicit Euler scheme:

φ

Δtn (n
� − n�,n−1) + ∇ · v� = 0, in Ωpm,

c̄gw(p�) = cw, on Γ,
(9)

where n�,n−1(x) = n�(x, p�,n−1) and v� = −M�K(∇ p� − ρ̄�g). At each point of
the interface Γ the Eq. (9) is linearized with respect to p� and its coefficients
are freezed leading to Lpmδp� = ηδp� + ∇ · (−κ∇δp� + ψδp�) with the Dirich-
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let boundary condition δp� = δcw
∂p� c̄

g
w
on Γ . The freezed coefficients are defined by

η = φ

Δtn ∂p�n�,κ = M�K andψ = −∂p� M�K∇ p� + ∂p� (M�ρ̄�)Kg. TheRobin coef-
ficient is obtained using the following DtN order 0 Taylor approximation [3]:

βff = 1

2∂p� c̄gw

(
ψ · nff +

√
(ψ · nff)2 + 4ηκnff · nff

)
. (10)

3 Numerical Experiment

This test case is a simplified two dimensional setting defined with Andra [6] to
simulate the mass exchanges occurring within deep geological radioactive waste
disposal at the interface between a geological formation and a ventilation excavated
gallery.

The computational domain shown in Fig. 1 is a rectangle of length l = 100m
and height hpm = 15m, split horizontally into the free flow domain Ωff = (0, l) ×
(0, hff) of height hff = 5m and the porous medium Ωpm = (0, l) × (hff , hpm).
The temperature is fixed to T = 303K both in the porous medium and the free
flow domains. The gas and liquid phases are a mixture of air (a) and water (w)
components. The liquid and gas properties are defined by ζ � = 55555mol.m−3,
μ� = 10−3 Pa.s,μg = 1.851 · 10−5 Pa.s, ζ g = pg(RT )−1, ρα = ζ α

∑
i∈C cα

i m
i , α ∈

P with the molar masses mw = 18 · 10−3 kg.mol−1 and ma = 29 · 10−3 kg.mol−1.
The fugacities are defined in the liquid phase by the Raoult–Kelvin’s law for the
water component and the Henry’s law for the air which leads by inversion to

c�
w(p�, f ) = fw

psat
e

psat−p�

ζ�RT , c�
a(p

�, f ) = fa
Ha , where psat = 4138 Pa at T = 303K and

Ha = 3.33 · 109 Pa. The gas fugacities are defined by the Dalton’s law for an ideal
mixture of perfect gas leading to cgi (p

g, f ) = fi
pg .

The porous medium contains two rocktypes: a concrete layer located in Ωcc =
( l
2 , l) × (hff , hcc) with hcc = 6m and the Callovo Oxfordian clay elsewhere in

Ωcox = Ωpm \ Ωcc. The liquid saturation and the relative permeabilities are given
by the Van Genuchten laws as in [6] with parameters set to nr = 1.54, mr = 1 − 1

nr
,

Fig. 1 Computational domain
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Fig. 2 Evaporation rate at the interface in l.day−1.m−1 (left) and gas volume in the porous medium
in m3 (right)

pr = 2 · 106 Pa, s�
r = 0.01, sgr = 0 for the concrete rocktype and to nr = 1.49,

mr = 1 − 1
nr
, pr = 15 · 106 Pa, s�

r = 0.4, sgr = 0 for the Cox rocktype. The poros-
ity is set to φ = 0.3 (resp. φ = 0.15) and the permeability is isotropic and set to
K = 10−18 m2 (resp. K = 5 · 10−20 m2) in the concrete rocktype (resp. Cox rock-
type).

The liquid pressure, the liquid saturation and the water mole fraction are set
both at the initial time and at the top of the porous medium Γup = (0, l) × {hpm} to
p�,0 = p�

up = 4 · 106 Pa, s�,0 = s�
up = 1 and c�,0

w = c�
w,up = 1 respectively. In the free

flow domain, the mean uncoupled turbulent velocity profile u0(y) is obtained using
the Prandtl algebraic turbulent model [6] which defines the turbulent viscosity μ0

t .

The turbulent diffusion d0
t = dg + μ0

t −μg

ρg Sc
is deduced using the gas Fickian diffusion

dg = 2 · 10−5 m.s−1 and the Schmidt number Sc = 1. At the output interface Γout =
{l} × (0, hff), the pressure pout = 105 Pa is the atmospheric pressure which also
corresponds to the pressure p̄g used to compute theRobin coefficientβn

ff . The velocity
at the input boundary Γin = {0} × (0, hff) is defined by the velocity profile u0(y)
and is such that uin = − | Γin |−1

∫
Γin

u0(y) · nff = 0.5m.s−1. The input water molar
fraction cw, in corresponds to a relative humidity Hr = poutcw,in

psat
= 0.5. Homogeneous

Neumann boundary conditions are used at the other boundaries of the domain.
Following [6], a Cartesian mesh of size 100 × 242 refined at interface Γ is used.

TheDarcy problem in (5) and the convection diffusion equation in (7) are solved using
a two point flux approximation method given in [8] with additional face unknowns at
the interface Γ . The RANS problem in (6) is solved using a staggered Marker And
Cell scheme given in [2]. An implicit Euler scheme is used in time with a time step
Δtn = (1.2)n−1 s which varies exponentially up to reach the final simulation time
tf = 200 years, which corresponds roughly to the time of ventilation of the storage
and is large enough to reach the stationary state.
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Fig. 3 Value of the Robin coefficient βpm along the interface Γ (left) and mean value β̄n
ff =| Γ |−1

∫
Γ

βff (x, tn) as a function of time (right)

Figure2 shows the evaporation rate in the gallery and the gas volume in the
porous medium as a function of time. A drop of the evaporation rate occurs at
t � 1 day when the interface is not longer saturated with water. Figure3 exhibits
the Robin coefficients obtained for this test case. The dependence on time of βff

is crucial to obtain the convergence of the algorithm and corresponds roughly to
a Dirichlet condition before the drop of the evaporation rate and to a Neumann
boundary condition after the drop of the evaporation rate. It has been checked that for
a stopping criterion ε = 10−6 in (8), the domain decomposition algorithm converges
in an average of 3.9 iterations per time step. In practice, one or two iterations are
enough to obtain the same solution as the fully coupled algorithm.
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Hybrid Finite-Volume/Finite-Element
Schemes for p(x)-Laplace Thermistor
Models

Jürgen Fuhrmann, Annegret Glitzky and Matthias Liero

Abstract We introduce an empirical PDE model for the electrothermal description
of organic semiconductor devices by means of current and heat flow. The current
flow equation is of p(x)-Laplace type, where the piecewise constant exponent p(x)
takes the non-Ohmic behavior of the organic layers into account. Moreover, the elec-
trical conductivity contains an Arrhenius-type temperature law. We present a hybrid
finite-volume/finite-element discretization scheme for the coupled system, discuss a
favorite discretization of the p(x)-Laplacian at hetero interfaces, and explain how
path following methods are applied to simulate S-shaped current-voltage relations
resulting from the interplay of self-heating and heat flow.

Keywords Finite volume scheme · p(x)-Laplace thermistormodel · Path following
MSC (2010): 65M08 · 35J92 · 35G60 · 35Q79 · 80M12 · 80A20

1 Introduction

Presently, carbon-based semiconductors are used in smartphone displays and increas-
ingly in TV screens. Due to the fascinating properties of organic light-emitting diodes
(OLEDs), e.g. large-area surface emission, semi-transparency, flexibility, also light-
ing applications are of great interest. However, lighting requires amuch higher bright-
ness than displays and hence higher currents are necessary. These cause substantial
Joule self-heating accompanied by unpleasant brightness inhomogeneities of the
panels. An appropriate simulation tool for the electrothermal description of OLEDs
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Fig. 1 Schematic view of an OLED stack (left) and simulated current-voltage characteristics for
different thermal outcoupling regimes, regions of negative differential resistance are dashed (right)

can help to validate cost-efficient device concepts by accounting for nonlinear self-
heating effects.

Applying a voltage to an organic semiconductor device induces a current flow
which leads to a power dissipation by Joule heating and hence also a temperature
rise. As higher temperatures improve the electrical conductivity in organic materials,
higher currents occur. Thus, a positive feedback loop develops that either leads to
the destruction of the device by thermal runaway if the generated heat cannot be
dispersed into the environment or results in S-shaped current-voltage characteristics.
In particular, in the latter case regions of negative differential resistance (S-NDR)
appear, where currents increase despite of decreasing voltages, see Fig. 1 (right).
Devices that show such an electrothermal interplay are called thermistors.

S-NDR has been verified for the organic material C60 in [7] and for organic mate-
rials used in OLEDs in [6], where the temperature dependence of the conductivity
is modeled by an exponential law of Arrhenius type, which features an activation
energy that is linked to the energetic disorder in the organic material. Due to the huge
aspect ratios of OLED panels, such devices cannot be regarded as a single spatially
homogeneous thermistor device, but rather as an array of thermally and electrically
coupled thermistor devices. In particular, the self-heating, and hence also the local
differential resistance, is now a collective property of neighboring thermistors. One
attempt is followed in [6] where the electrothermal behavior of OLEDs is investi-
gated bymeans of electrically and thermally coupled thermistor networks and SPICE
simulations.

In this paper, we present a mathematical model for the current and heat flow in
organic semiconductor devices consisting of a coupled PDE system for the elec-
trostatic potential and the temperature, see Sect. 2. This PDE modeling approach
gives much more flexibility concerning variations in geometry and material com-
position than network models. An essential feature of our PDE model is that the
current flow equation is of p(x)-Laplace type, where the exponent p(x) takes the
non-Ohmic behavior of the organic layers into account. The exponent is in general
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discontinuous but piecewise constant as the different functional layers exhibit dif-
ferent power laws. In Sect. 3 we introduce a numerical scheme for the simulation of
current and heat flow in OLEDs. One of the major challenges is the derivation of a
stable scheme for the p(x)-Laplacian, which we address by using a hybrid finite-
volume/finite-element approach which is discussed in Sect. 4.Whereas the presented
scheme preserves lower bounds for the temperature, a convergence proof is still under
discussion. Challenges arise from bad analytical properties of the Joule heat term.
Finally, in Sect. 5 we describe a path following method which enables us to simulate
the electrothermal behavior of organic semiconductor devices also in the S-NDR
regime.

2 PDE Modeling of Current and Heat Flow

To describe the interplay of current and heat flow in OLEDs the following empirical
PDE model was developed in [9]. It consists of the current flow equation for the
electrostatic potential ϕ and the heat equation for the temperature T

−∇ · S(x, T,∇ϕ) = 0,
−∇ · (

λ(x)∇T ) = H(x, T,∇ϕ)
on Ω ⊂ R

d (1)

with electrical current density S, heat conductivity λ, and Joule heat term H . The
special features of the model are the Arrhenius-like temperature law as well as the
non-Ohmic current-voltage relations incorporated by a power law in the function S,

S(x, T,∇ϕ) = κ0(x)F(x, T )|∇ϕ|p(x)−2∇ϕ, F(x, T ) = exp
[

− Eact(x)

kB

( 1

T
− 1

Ta

)]
.

Here, Ta > 0 and kB denote the fixed ambient temperature and Boltzmann’s con-
stant. The quantitites κ0, p, and Eact are material dependent effective conductivity,
power law exponent, and activation energy, respectively, which have to be extracted
from measurements. The first equation in (1) becomes of p(x)-Laplacian type with
discontinuous but piecewise constant exponent p. In particular, we have p(x) ≡ 2 in
Ohmic materials such as electrodes and different values p(x) > 2 in organic layers.
The Joule heat term in the second equation of (1) takes the form

H(x, T,∇ϕ) = η(x, T,∇ϕ)κ0(x)F(x, T )|∇ϕ|p(x),

where η(x, T,∇ϕ) ∈ [0, 1] represents the light-outcoupling factor. The system is
complemented by Dirichlet and no-flux boundary conditions for the potential ϕ at
the contacts ΓD and the insulating parts ΓN of the boundary, and Robin boundary
conditions for the heat flow to describe the coupling to the environment

ϕ = ϕD on ΓD, S(x, T,∇ϕ) · ν = 0 on ΓN ,

− λ(x)∇T · ν = γ(x)(T − Ta) on Γ = ∂Ω.
(2)
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Since the Joule heat term H is a priori only in L1, the mathematical treatment
of the system is not straightforward. For analytical results concerning the existence,
boundedness and regularity of solutions to Problem (1), (2) we refer to [3, 4, 8].

3 Numerical Scheme

Since we have to deal with piecewise constant functions p(x), we subdivide the
computational domain Ω = ⋃

r∈R Ωr into disjoint subdomains coinciding with the
regions of continuity of the coefficients.We call the surface between two neighboring
regions hetero interface. Due to its ability to preserve the maximum principle of the
current flow equation and the positivity of the temperature, we prefer a two-point
flux finite-volume method for the dicretization of (1), (2) over methods defined on
more general meshes (e.g. [5]). Our control volumes are Voronoi cells based on a
grid with the boundary conforming Delaunay property with respect to boundaries
and hetero interfaces [11]. Let V denote the set of Voronoi boxes andm = #V be the
number of cells. We assume that each control volume K ∈ V contains a collocation
point xK ∈ Ω .

Let K ∈ V be an internal Voronoi box meaning that mesd−1(K ∩ ∂Ω) = 0. We
apply Gauss’s theorem to the integral of the flux divergence to obtain for the current
flow equation in (1) the flux balance with further subdivision into contributions from
adjacent subdomains (κ0,r and Fr indicate the corresponding values in region Ωr ):

0 =
∫

K
∇ · S(x, T,∇ϕ) dx =

∑

r∈R

∑

L∼K

∫

K∩L∩Ωr

κ0,r Fr (T )|∇ϕ|pr−2∇ϕ · νK L da,

(3)
where L ∼ K indicates that L is adjacent to K and νK L is the unit normal vector
pointing from K into L . Note that the normal flux over a surface K ∩ L ∩ Ωr does not
only depend on the normal components of∇ϕ but on themodulus of the full gradient.
To take this into account we compute the approximation of |∇ϕ|2 on K ∩ L ∩ Ωr

as the average squared norms of the P1 finite element gradients ∇τϕ over the set
TK ,L ,r of all simplices τ (triangles in 2D) in the underlying Delaunay triangulation
adjacent to the edge xK xL and belonging to Ωr :

∣∣∇ϕ
∣∣2|K∩L ∩Ωr

≈ G2
K ,L ,r (ϕ) :=

∑
τ∈TK ,L ,r

|τ ||∇τϕ|2
∑

τ∈TK ,L ,r
|τ | . (4)

By this approach we find an approximation of the right-hand side of (3) consisting
in replacing the surface integral by a simple quadrature, and the gradient projection
by a finite difference expression

0 =
∑

r∈R

∑

L∼K

|K ∩ L ∩ Ωr |
|xK−xL | κ0,r Fr (TKL)GK ,L ,r (ϕ)pr−2(ϕL−ϕK ). (5)
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The same method for calculating the conductivity in the Joule heat term is com-
bined with the technique proposed in [2] allowing to evaluate the Joule heating
approximation by edge contributions: Gauss’s theorem in the heat equation yields

0 =
∑

L∼K

∫

K∩L
λ(x)∇T · νK L da +

∫

K
η(x)κ0(x)F(x, T )|∇ϕ|p(x) dx, (6)

and the suggested approach yields the approximation of the heat flow equation on K

0 =
∑

r∈R

∑

L∼K

( |K ∩ L ∩ Ωr |
|xK−xL | λr (TL−TK )

+ 1

2

|K ∩ L ∩ Ωr |
|xK−xL | ηrκ0,r Fr (TKL)GK ,L ,r (ϕ)pr−2(ϕL−ϕK )2

)
,

(7)

where TKL = (TK+TL)/2.
For Voronoi boxes K ∈ V with mesd−1(K ∩ ∂Ω) > 0 we additionally have to

implement Dirichlet, no-flux or Robin boundary conditions, respectively,

w = wD or − ν · (b∇w) = 0 or − ν · (b∇w) = e(w − wD) on K ∩ Ωr ∩ ∂Ω.

Wewrite the flux over an outer face K ∩ Ωr ∩ ∂Ω as er (wK − wD
r )|K ∩ Ωr ∩ ∂Ω|,

where wD
r corresponds to a mean of wD on K ∩ Ωr ∩ ∂Ω , er is chosen very large to

realize Dirichlet boundary values, er is set to zero for no-flux boundary conditions
and it corresponds to a mean for e in case of Robin boundary conditions. Such that,
according to (5) and (7) for all Voronoi boxes K ∈ V we have to solve

0 =
∑

r∈R

( ∑

L∼K

|K ∩ L ∩ Ωr |
|xK−xL | κ0,r Fr (TKL)GK ,L ,r (ϕ)pr−2(ϕL−ϕK )

− er (ϕK − ϕD
r )|K ∩ Ωr ∩ ∂Ω|

)
,

(8)

0 =
∑

r∈R

∑

L∼K

( |K ∩ L ∩ Ωr |
|xK−xL | λr (TL−TK )

− 1

2

|K ∩ L ∩ Ωr |
|xK−xL | ηrκ0,r Fr (TKL)GK ,L ,r (ϕ)pr−2(ϕL−ϕK )2

)

+
∑

r∈R
γr (TK − Ta)|K ∩ Ωr ∩ ∂Ω|.

(9)
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Fig. 2 Discrete solutions of p(x)-Laplace equation (10) with constant right-hand side, homo-
geneous Dirichlet boundary conditions, and piecewise constant p(x): a correct approximation, b
wrong approximationwith two localmaxima due to gradient averaging ignoring the hetero interface,
and c L2 error of approximating solutions for correct and wrong averaging schemes

4 Numerical Tests for the p(x)-Laplacian

To justify our discretization ansatz for the gradient norm |∇ϕ| in (4), we consider
the two-dimensional test case for the p(x)-Laplacian

− ∇ · (|∇ϕ|p(x)−2∇ϕ) = f in Ω, ϕ = 0 on ∂Ω (10)

with fixed source term f = 1, where Ω is composed of two unit squares Ω1 and Ω2

being glued together at one edge and setting p(x) = 6 in Ω1 and p(x) = 2 in Ω2,
respectively. The simulations in Fig. 2 illustrate the importance of taking care of the
hetero interfacewhen calculating the average of the gradient norm.An averaging over
all simplices adjacent to a given edge regardless of the hetero region they belong to
leads to an artificial diffusion along the hetero interface.We highlight the appearance
of two localmaxima (one centered inΩ1 and one centered inΩ2) in Fig. 2b. As shown
in Fig. 2c, this effect cannot be diminished by grid refinement. Indeed, the L2 error
of the wrong averaging scheme with respect to the correct solution (Fig. 2a) stays
above a positive constant.

The validity of our approach (4) and the way it has been implemented (by (8) with
right hand side |K | and κ0,r = Fr (TKL) = 1, ϕD

r = 0, er large) hinges on the fact
that all the measures |K ∩ L ∩ Ωr | can be calculated from contributions from each
simplex which at the hetero interfaces have to stay nonnegative. It is guaranteed by
the boundary conforming Delaunay property of the underlying triangulation.

5 A Path Following Method for Simulating S-shaped
Current-Voltage Relations

Our discretization scheme allows to simulate complicated three-dimensional OLED
structures, see [6]. As an example we consider a crossbar OLED stack depicted in
Fig. 1 (left), given by two stacked cuboids Ωanode and Ωorg. The upper one, Ωanode,
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Table 1 Geometry and material parameters

Domain p Eact [eV] κ0
[1/(Ωm)]

λ [W/(mK)] η Thickness
[nm]

Ωanode 2.0 0.0 7.4 × 10−6 1.0 × 103 1.0 9

Ω1 4.07 0.325 7.7 × 10−8 1.0 × 103 1.0 64

Ω2 6.0 1.588 9.7 × 10−8 1.0 × 103 0.8 20

Ω3 4.7 0.2 2.1 × 10−7 1.0 × 103 1.0 50

representing the optically transparent anode is overlapping to the left and electrically
contacted only on the left side Γ+. The lower one, Ωorg, consisting of the organic
semiconducting layers Ω1, Ω2, and Ω3 realizes the actual OLED structure with an
active area of 2 × 2mm, see Fig. 1 (left). The organic material is contacted by a
metal layer. Due to the high conductivity of this layer we assume that the potential is
constant here and neglect the metal layer entirely in the simulations by prescribing
Dirichlet boundary conditions on the bottom Γ− of Ω3.

On Γ− the potential is set to zero and on Γ+ to the (spatially constant) externally
applied voltage V . We determine the current-voltage relation of the OLED stack
(which can be S-shaped) by calculating the current over Γ+. Then, the Dirichlet
boundary is given by Γ D = Γ+ ∪ Γ−. The ambient temperature is fixed to 293K,
the other essential parameters for the simulation are collected in Table1.

With the Eqs. (8) and (9) for all Voronoi boxes K ∈ V we arrive at a system of
2m coupled nonlinear algebraic equations for u = (ϕK , TK )K∈V of the form

g(u, V ) = 0, g : R2m × R → R
2m .

To trace a solution branch, starting from a solution (u0, V0) of g(u, V ) = 0 we use a
predictor-corrector method [10] adapted to PDE calculations as proposed in [1]. The
prediction is obtained by moving forward a step along the tangent t to the branch.
First we solve gu,V (u0, V0)t = 0, t ∈ R

2m+1. To ensure that t points in the forward
direction with respect to the tangent t0 of the last point, we demand t0 · t > 0. In
other words, we have to solve

( gu,V (u0, V0)

t0

)
t =

(0
1

)
.

Next, we normalize t such that ‖t‖ = 1. Our predictor (u∗, V ∗) now is chosen as

( u∗
V ∗

)
=

( u0
V0

)
+ ΔL

‖t‖∗
t, where ‖t‖2∗ = 1

2m

2m∑

i=1

t2i + t22m+1

ensures that a step along the branch gives similar proportion to the unknowns and
to the parameter, and, by construction, ‖u∗ − u0, V ∗ − V0‖∗ = ΔL . The corrector



404 J. Fuhrmann et al.

Fig. 3 Simulated current density [A/m2] (left) and temperature distribution [K] (right) in horizontal
cross section through the middle of the organic emitter layer at an applied voltage of 6.5V

step consists in solving the nonlinear system

( g(u, V )

‖u − u0, V − V0‖2∗ − (ΔL)2

)
= 0

by Newton’s method, where the calculated prediction (u∗, V ∗) is used as starting
value. If Newton’s method does not converge, meaning that the predictor is too far
from the desired solution, the step size ΔL (related to the arc length parameter) is
locally reduced until the method is convergent. The convergent Newton procedure
yields the next point (u1, V1) on the solution branchwith a distance ofΔL to (u0, V0).

Figure3 contains the simulated current density and the temperature distribution
in a horizontal cross section in the emitting layer of the OLED material for an
applied voltage of 6.5V. Have in mind that the temperature and current density
maxima appear at the side where the anode voltage is applied. Figure1 (right) shows
simulated S-shaped current voltage relations for test structures with different thermal
outcoupling regimes realized by varying heat transfer coefficients γ in (2).
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3. Bulíček, M., Glitzky, A., Liero, M.: Systems describing electrothermal effects with p(x)-
Laplace like structure for discontinuous variable exponents. SIAM J. Math. Anal. 48, 3496–
3514 (2016)
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Finite Volume Scheme for Coupling
Two–Phase Flow with Reactive Transport
in Porous Media

E. Ahusborde, B. Amaziane and M. El Ossmani

Abstract In this work the numerical solution of a system of coupled partial differen-
tial and differential algebraic equations describing two-phase multicomponent flow,
transport and chemical reactions is considered. An implicit finite volume scheme is
used to descretize a two-phase two-component flow problem, which is then sequen-
tially coupled to a reactive transport problem solved by a direct substitution approach
(DSA). More precisely, we used firstly the module 2p2c implemented in the parallel
open-source simulator DuMuX to solve a two-phase two-component flow with two
dominant species without chemistry. Secondly, the reactive transport is described
by advection dispersion equations coupled to differential algebraic equations to deal
with the minor species. Again an implicit finite volume method is used to discretize
this subsystem using a DSA. In this context, we have developed and integrated a
reactive transport module 1pNc − react in the DuMuX framework. Finally, numer-
ical results for a highly complex geochemistry problem are presented to demonstrate
the ability of our method to approximate solutions of two-phase flows with reactive
transport in heterogeneous porous media.

Keywords Cell centred · Porous media · Reactive transport · Two-phase flow ·
Kinetic reactions · Code coupling · DuMuX
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1 Formulation of the Problem

In this section, we present a geochemical model describing the chemical reactions
and the governing equations modelling two-phase multicomponent flow with reactive
transport in porous media.

We consider Ns chemical species Y j ( j = 1, . . . , Ns) involved in Nr reactions
(Ne equilibrium reactions and Nk kinetic reactions):

Ns∑

j=1

Si j Y j −−⇀↽−− 0, i = 1, . . . , Nr ⇐⇒ SY −−⇀↽−− 0,

where S ∈ R
Nr×Ns is the stoichiometric matrix which can be divided as follows:

S =
(
S
e

S
k

)
, with S

e ∈ R
Ne×Ns and S

k ∈ R
Nk×Ns corresponding respectively to the

equilibrium and kinetic reactions.
Each equilibrium reaction gives rise to an algebraic relation called mass action

law that links the activities of the species involved in the reaction. In logarithmic
form, the mass action law writes as follows:

S
e log a = log Ke, (1)

where a is a vector of activities of all chemical species, Ke is a vector of equilibrium
constants.

Each kinetic reaction leads to an ordinary differential equation (ODE):

dc

dt
= −rk, (2)

where c denotes the concentration of a mineral and rk is the kinetic reaction rate
depending on the activities of the species present in the reaction (see for instance [6]).

In the sequel, the index α ∈ {l, g, s} (l for liquid, g for gas and s for solid) refers
to the phase, while the superscript i refers to the species. To specify which species
belongs to which phase, we define the phase – species correspondence by setting αi

to the index of the phase that contains species i .
For each species, we consider the mass balance equation (see for instance [5]):

∂

∂t
(θαi c

i ) − ∇ · (θαi Dαi ∇ci ) + ∇ · (ci−→qαi ) =
Nr∑

j=1

S j i r j , i = 1 . . . Ns, (3)

where θα [-] denotes the volumetric content of phase α (θα = φSα , φ [-] being the
porosity of the reservoir which is assumed constant for each medium and Sα [-]
the saturation of phase α if α ∈ {l, g} and θs = 1 − φ), ci [mol.m−3] is the molar
concentration of species i (in phase αi ), Dα [m2.s−1] denotes the diffusivity of phase
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α, −→qα [m.s−1] is the Darcy velocity of phase α, r j [mol.m−3.s−1] is the rate of the
reaction j (it can be equilibrium or kinetic), S j i [-] is the stoichiometric coefficient
of species i in reaction j .

For sake of simplicity even if it is not mandatory in the sequel, we assume that
the diffusion coefficient is independent of the chemical species i , i.e. it depends only
on the phase α.

The Darcy velocity of phase α is expressed as follows:

−→qα = −krα
μα

K(∇Pα − ρα
−→g ), (4)

where krα(Sl) [-] denotes the relative permeability of phaseα,μα [Pa.s] is the dynamic
viscosity of phase α,K [m2] is the absolute permeability tensor, Pα [Pa] is the pressure
of phase α, ρα [kg.m−3] is the mass density of phase α given by an equation of state
and −→g [m.s−2] is the gravitational acceleration.

The phase pressures are connected by the capillary pressure law:

Pc(Sl) = Pg − Pl . (5)

For sake of simplicity, we introduce the diffusion-advection operator:

Lα(c) = −∇ · (θαDα∇c) + ∇ · (c−→qα ). (6)

Equation (3) can be written in concise notation:

∂N
∂t

+ L = S
T r, (7)

with N = (θα1c
1, . . . , θαNs

cNs )T , L = (Lα1(c
1), . . . , LαNs

(cNs ))T , r = (r1, . . . , rNr ).
Reaction rates can be eliminated by multiplying Eq. (7) by a (Ns − Nr ) × Ns

component matrix U such that U S
T = 0. This matrix exists because of the full rank

assumption on S. In general, the computation of U can be performed in different
ways (see for instance [7]), the simplest being Gaussian elimination.

After multiplication by U, we obtain a new set of Ns − Nr equations:

∂U N
∂t

+ U L = 0. (8)

To retrieve the same number of equations as there are unknowns, we add the Ne

mass actions laws defined by (1) corresponding to the equilibrium reactions and Nk

ordinary differential equations corresponding to the kinetic reactions given by (2). In
the following section, we present our methodology to solve the system that consists
of mass conservation laws (8), mass action laws (1) and ODEs (2).
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2 Numerical Methodology

All developments in the present study are integrated into DuMuX framework [4].
DuMuX (DUNE for Multi-{Phase, Component, Scale, Physics, ...} flow and trans-
port in porous media) is a free and open-source simulator for flow and transport
processes in porous media, based on the Distributed and Unified Numerics Environ-
ment DUNE [1].

As in [2, 3] we adopt a sequential strategy that consists in splitting the original
problem into two sub-problems. This splitting is justified by the fact that among
the chemical species there exists one dominant specie within each phase and that
the minor species have no significant influence on the mass balance equations of the
dominant species. Then, the first subsystem is a simplified two-phase two-component
flow devoted to the dominant species. Change of phase happens only in this subsys-
tem. The second one is a reactive transport problem that computes the contribution of
the minor species. The numerical approach for the second subsystem is a global im-
plicit approach (GIA) unlike in [2, 3] where a sequential iterative approach (SIA) was
used. Both subsystems are discretized by a fully implicit cell-centred finite volume
scheme and then sequentially coupled.

• Two-phase two-component flow model (2p2c)
This model is obtained using the system (8) for two dominant species in each phase
coupled with Darcy, capillary pressure laws, equation of state for the density of
each phase and solubility laws. Then the contribution of the minor species is
treated explicitly as a source term in the mass conservation laws of two dominant
species. To tackle this model, we have used a module implemented in DuMuX

called 2p2c. The approach is fully implicit. The spatial discretization employs a
finite volume method combining a first-order upwinding mobility scheme for the
convective terms and a conforming finite element method with piecewise linear
elements for the diffusive terms. The time discretization is done by an implicit Euler
scheme. The nonlinear system is solved by a Newton method and a preconditioned
BiConjugate Gradient STABilized (BiCGSTAB) method is used to solve the linear
system. The control of the time-step is based on the number of iterations required
by the Newton method to achieve convergence for the last time iteration. The time-
step is reduced, if the number of iterations exceeds a specified threshold, whereas
it is increased if the method converges within less iterations.
In this module, the main difficulty is the management of the possible appearance
and disappearance of a phase. This process is managed by a phase state dependent
variable switch. The phase switch occurs when the equilibrium concentration of a
component in a phase is exceeded.

• Reactive transport model (1pNc − react)
This model is obtained using the system (8) for other minor species that are only
present in liquid phase, mass action laws involved by equilibrium reactions, and
ordinary differential equations describing the kinetic reactions. In this context, we
have developed and implemented in DuMuX a one-phase multicomponent trans-
port module. As starting point we used the single-phase two-component module
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(called 1p2c in DuMuX ) that solves a one-phase flow of a compressible fluid with
two components. The primary variables are the pressure p and the mole or mass
fraction of dissolved component. In our model, the velocity of the liquid phase is
given by the two-phase two-component flow, so we have first removed the liquid
pressure from the set of primary variables. Then, we have increased the number
of dissolved components from two to N and named this new module 1pNc (one-
phase N-component). In [3], the reactive transport is solved by a sequential iterative
Approach (SIA) using the 1pNc module and a home code ChemEqlib [8] to solve
the chemistry by taking into account only the equilibrium reactions and a specific
treatment to manage the precipitation of the minerals at equilibrium. In [2], still
considering a sequential iterative approach, the computation of chemistry problem
has been directly introduced in the DumuX framework. So the 1pNc and ChemE-
qlib code have been replaced by the 1pNc − react module. This new module
takes into account the kinetic reactions for minerals and precipitation/dissolution
at equilibrium using the Fischer-Burmeister complementarity function. To im-
prove the robustness of the scheme and the accuracy loss due to the time-splitting
involved by the sequential iterative approach, in this paper, we switched to a global
implicit approach (GIA) for reactive transport subsystem. More precisely, we used
a direct substitution approach (DSA) [10]. Again, the spatial discretization is car-
ried out using a finite volume method and the numerical convective and diffusive
flux are calculated by the same scheme as for the 2p2c module.

Finally, an efficient coupling between the modules 2p2c and 1pNc − react has
been developed and integrated in DuMuX . The accuracy and effectiveness of this
new simulator is demonstrated through numerical investigation.

3 Numerical Results

We have implemented our approach in the framework of DuMuX . Numerical exper-
iments, to test the method, have been performed on a variety of 2D and 3D problems
including gas migration in a nuclear waste repository or long-term fate of injected
CO2 for geological sequestration. The results obtained are satisfactory and the nu-
merical computations for the coupled system have demonstrated that this approach
yields physically realistic flow fields in highly heterogeneous media. The SIA and
DSA algorithms have been compared for the reactive transport model. It highlighted
the advantages of the DSA algorithm. Firstly, it allowed the use of larger time steps
and secondly, the errors of mass conservation due to the operator splitting have been
reduced. In the sequel, we present a simulation to illustrate our results.

We consider a test case of H2 gas generation in a nuclear waste repository pre-
sented in [9]. In this work the authors use the general purpose reactive transport
simulator, TOUGHREACT to solve chemistry model and a two-phase flow model
to study H2 gas generation, pressure build-up, and saturation distribution in a nu-
clear waste repository. The chemical reactions among aqueous, gaseous and mineral
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Table 1 Chemical reactions and thermodynamic data

Aqueous Reactions log(Ke)

OH− −−⇀↽−− H2O - H+ −13.9951

Fe3+ −−⇀↽−− H+ + Fe2+-0.5H2(l) −13.823

Fe(OH)2(l) −−⇀↽−− 2H2O -2H+ +Fe2+ −20.60

Fe(OH)+2 −−⇀↽−− 2H2O -H+ +Fe2+-0.5H2(l) −19.493

Fe(OH)3(l) −−⇀↽−− 3H2O -2H+ +Fe2+-0.5H2(l) −25.823

Fe(OH)−3 −−⇀↽−− 3H2O -3H+ +Fe2+ −31.00

Fe(OH)−4 −−⇀↽−− 4H2O -3H+ +Fe2+-0.5H2(l) −34.823

Mineral Reactions log(Ke)

Fe3O4 −−⇀↽−− 3Fe2+ + 4H2O-6H+ -H2(l) 38.814

Fe −−⇀↽−− Fe2+-2H+ +H2(l)

Gaseous Reaction

11.6572

H2(g) −−⇀↽−− H2(l)

Table 2 Initial conditions of major and mineral components

Ion Init. molality Mineral Initial Volume

[mol.kg−1] fraction [–]

H+ 1 × 10−7 Fe 0.72

Fe2+ 1 × 10−4 Fe3O4 0.18

phases considered in this test are summarized in Table 1. Homogeneous reactions are
assumed at local equilibrium. Iron (Fe) dissolution and magnetite (Fe3O4) precipi-
tation are considered under kinetic conditions and the iron corrosion reaction can be
expressed as:

3Fe + 4H2O −−⇀↽−− Fe3O4 + 4H2. (9)

The initial conditions of major and mineral components are given in Table 2.
The geometry of the repository is represented by a radially-symmetric domain

(see Fig. 1). The system is assumed to be initially fully saturated with water with a
pressure of 65 bar. The outer boundary at a radial distance of 75 m was prescribed
with a constant pressure of 65 bar. Constant aqueous concentrations are specified at
the outer boundary and no flow in the rest. A constant temperature of 40 ◦C was used.
The physical parameters used for the different materials are summarized in Table 3.
The gas phase is treated as an ideal mixture: steam and hydrogen are assumed as ideal
gas. For the liquid phase density, we used the law implemented in DuMuX which is
taken from the International Formulation Committee.
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Fig. 1 Radially-symmetric
domain representing
canister, bentonite and
opalinus clay host

1 m 2.5 m 150 m

Sink: H2O
Source: H2

Canister

Bentonite

Opalinus clay

Table 3 Physical parameters used for the different materials

Waste Canister Bentonite Opalinus Clay

Porosity [-] 0.1 0.4 0.12

Permeability [m2] 10−19 10−19 10−20

Two phase parameter model Van Genuchten Van Genuchten Van Genuchten

Residual liquid saturation [-] 0.0 0.3 0.5

Residual gas saturation [-] 0.0 0.0 0.0

Van Genuchten parameter n [-] 2.0 1.82 1.67

Gas entry pressure [Pa] 1.0 1.8 × 107 1.8 × 107

Liquid diffusion/dispersion tensor Dl = 1. 10−9 m2

In the kinetic reactions, the dissolution and precipitation rate is expressed by

r = ks As

[
1 − Q

Ke

]
,

with ks is the kinetic rate constant for the mineral, As is the total reactive surface
area for the canister, Ke is the equilibrium constant for the mineral, and Q is the
reaction quotient. The surface area As can be calculated from As = A0

V
V0

f (Sl),

where A0 is the initial surface area (for iron dissolution A0 = 121.8 cm3/g), V0

and V are mineral volume fractions at initial and current times, respectively. The
factor f depends on the water saturation Sl as f (Sl) = (Sl)n. A series of simulations
was performed to evaluate sensitivity of H2 generation rates for different values of n
ranging from zero ( f = 1) to two ( f < 1). Two cases of simulations for a time period
of 5000 years based on the two iron dissolution rate constants of ks = 2.0 × 10−12 and
ks = 2.0 × 10−11 mol/m2/s are presented in [9]. Here, we present only a simulation
based on the lower iron dissolution rate ks = 2.0 × 10−12. We reproduce in Fig. 2
the various numerical results obtained by using our simulator.

The numerical results presented in Fig. 2 are very close to those in [9]. In the base-
case simulation using n = 0 which means that the corrosion rate does not depend on
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Fig. 2 Gas pressure, gas saturation, iron dissolution and magnetite precipitation at the canister
surface for different n values

the water saturation, the pressure increases continuously during the simulation time
period of 5000 years to about 80 bar. The same behaviour was captured for n = 0.1
and 0.2, the gas pressure increases but slowly compared to the base-case. For other
values of n, the corrosion rate and the corresponding H2 generation rate depend
strongly on the water saturation. The pressure increases initially up to a maximum
value of 71 bars and decreases to a final stabilized pressure due to the diminution
in water saturation and gas generation rate. In the base-case simulation (n = 0) the
iron volume fraction is reduced about 7% after 5000 years. In the other simulations
(n > 0), the amounts of dissolved iron and precipitated magnetite are reduced.
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Nonlinear Finite-Volume Scheme
for Complex Flow Processes on Corner-Point
Grids

Martin Schneider, Dennis Gläser, Bernd Flemisch and Rainer Helmig

Abstract The numerical simulation of subsurface processes requires efficient and
robust methods due to the large scales and the complex geometries involved. In this
article, a nonlinear finite-volume scheme is presented and applied to non-isothermal
two-phase two-component flow in porous media. The idea of the scheme and the
model used for the simulations are outlined and a comparison to a standard scheme
used in industrial codes is made. Large-scale offshore CO2 storage in the Johansen
formation serves as a benchmark problem, where it is demonstrated that the new
scheme can handle highly complex corner-point grids and reproduces the physical
processes with a higher accuracy than the standard discretization scheme.

Keywords Finite-volume method · Monotone discretization · Corner-point grid ·
Challenging grids

MSC (2010): 65M08 · 65N08 · 35Q30

1 Introduction

The overall goal of Carbon Capture and Storage (CCS) is the mineral trapping of
anthropogenic CO2 in suitable geological formations. It can potentially be applied to
large stationary point sources, which is why it is widely seen as one of the key tech-
nologies towards climate change mitigation [12]. The captured CO2 can be injected
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into different types of geological formations as for example depleted oil and gas
reservoirs, unmineable coal seams or deep saline aquifers [7], making the technol-
ogy widely applicable around the globe. This work focuses on the injection into
deep saline aquifers, which are the most common and represent the highest storage
potential among the above mentioned formation types [7].

Numerical modeling is an important tool for the planning of CO2 storage projects
as it can be used for a first screening of potential storage sites. However, the require-
ments on these tools are very high. A wide range of physical processes occur in
the system with varying importance in space and time. In the injection phase, large
pressure gradients and strong viscous and buoyant forces dominate the system. The
CO2 spreads out laterally and rises due to its lower density, eventually accumulating
below the caprock and forming a thin layer of CO2-rich gaseous phase between the
brine and the caprock. Over time, the CO2 slowly dissolves in the brine and is fur-
ther transported via gravity and diffusion. Geochemical processes can promote the
mineralization of the CO2, which in turn leads to changes in the hydraulic properties
of the porous medium.

The extremely large temporal and spatial scales and the strongly nonlinear behav-
ior of the equations require robust and efficient modeling techniques. Furthermore,
highly complex corner-point grids are often used to spatially discretize the diffi-
cult geometries of geological systems. The numerical techniques therefore have to
be capable of handling non-planar, non-matching or degenerated faces. The stan-
dard scheme used in industrial codes is the cell-centered finite-volume scheme with
two-point flux (TPFA) approximation, an efficient scheme that produces uncondi-
tionally monotone solutions. However, large errors in face fluxes are introduced on
unstructured grids. In this work, the authors present a nonlinear finite-volume scheme
applicable to corner-point grids, which maintains the monotonicity property, but has
superior qualities with respect to face-flux accuracy.

The main advantages of monotone schemes in comparison to non-monotone
schemes are the reliability of the numerical solution in terms of physical correct-
ness, e.g. the positivity of the solution, and the higher robustness in terms of linear
and non-linear solver convergence. With increasing model complexity, robustness is
essential to maintain efficiency.

2 Nonlinear Two-Point Flux Approximation

In this section, a nonlinear cell-centered finite-volume scheme, namely the nonlinear
two-point flux approximation (NLTPFA), is briefly described, based on the following
elliptic equation:

− ∇ · (K∇ p) = q, in Ω, (1)

with the computational domain Ω ⊂ R
dim and the permeability tensor K. Addition-

ally, Dirichlet and Neumann boundary conditions are set on the boundary Γ := ∂Ω .
Discretization of Eq. (1) reads as follows: Find p ∈ R

ne such that
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∑

σ⊂∂Vi

fi,σ = Qi , fi,σ =
∑

j∈Sσ

t j p j , ∀ Vi ⊂ Ω, (2)

with faces σ, transmissibility coefficients t j , integrated source or sink terms Qi and
face stencils Sσ . The control volumes Vi form a partition of Ω into ne elements,
such that V̊i ∩ V̊ j = ∅, ∀i �= j and Ω = ⋃ne

i Vi .
Finite-volume schemes differ in theway how the face fluxes fi,σ are approximated.

For the derivation of the nonlinear two-point flux approximation, we assume that the
following approximations have already been constructed

f̃i,σ = −
∑

k∈Si,σ

αi,k(pk − pi ) ≈ −
∫

σ

(Ki∇ p) · ni j dS,

f̃ j,σ = −
∑

k∈S j,σ

α j,k(pk − p j ) ≈ −
∫

σ

(
K j∇ p

) · n j i dS,

(3)

with σ = Vi ∩ Vj , ni j = −n j i and the element-wise constant permeability tensors
Ki ,K j . The main steps to calculate these approximations is the decomposition of
the conormal d := Kn [17] and the usage of additional interpolation rules, e.g. the
harmonic averaging point interpolation [2]. The coefficientsαi,k ,α j,k are determined
by the conormal decomposition. The positivity of these coefficients cannot be guar-
anteed for highly complex grids. We have recently extended these concepts to allow
for negative coefficients by using ideas presented in [11] and the combination with
optimization techniques, [15]. The final face flux approximation is given by

fi,σ := μi,σ f̃i,σ − μ j,σ f̃ j,σ, f j,σ := − fi,σ, (4)

μi,σ + μ j,σ = 1, 0 ≤ μi,σ ≤ 1, (5)

with stencil Sσ = Si,σ ∪ S j,σ . To end up in a nonlinear two-point approximation,
the weights μi,σ,μ j,σ are chosen such that

fi,σ = ti,σ pi − t j,σ p j , (6)

where the transmissibilities ti,σ, t j,σ are solution dependent, for a detailed derivation
see [15].Under some assumptions it can be shown that the nonlinear transmissibilities
are strictly positive from which one can conclude the monotonicity of the scheme
[8, 17], which is one of the main reasons for the development of nonlinear schemes.
In general, it seems that this additional nonlinearity does not strongly influence the
behavior of the scheme compared to linear oneswhen solving highly nonlinear partial
differential equations [14].

The NLTPFA scheme can be extended to discretize a two-phase, two-component,
non-isothermal model. The model considers the two components brine and CO2 in
both the liquid and the gas phase and solves one transport equation per component:
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φ
∂

(∑
α ρα

Mk

Mα xkαSα

)

∂t
+

∑

α

∇ · {ρα
Mk

Mα
xkαvα} −

∑

α

∇ · {ρα
Mk

Mα
Dk

α,pm∇xkα}

−
∑

α

qk
α = 0, k ∈ {b,CO2},α ∈ {l, g}.

(7)

In addition to that we solve for the energy balance under the assumption of local
thermodynamic equilibrium:

φ
∂

(∑
α ραuαSα

)

∂t
+ (1 − φ)

∂ (ρscsT )

∂t
+

∑

α

∇ · {ραhαvα}

− ∇ · {λpm∇T } − qh = 0, α ∈ {l, g}.
(8)

The advective velocity vα is calculated using the standard multi-phase Darcy
approach for the conservation of momentum:

vα = −krα
μα

K (∇ pα − ραg) . (9)

The system of equations is closed via the constitutive relations for the capillary
pressure pc = pg − pl and the relative permeability krα and using the fact that Sl +
Sg = 1 and xbα + xCO2

α = 1, as well as assuming the components to be in chemical
equilibrium between the phases. A definition of all the quantities used in the above
equations can be found in [9] and is not given here again. As primary variables, we
use the liquid phase pressure pl and a second variable, either the CO2-rich phase
saturation Sg or the mole fraction xCO2

l or xbg , depending on the actual phase state
[9]. A phase switch occurs when the equilibrium concentration of a component in a
phase is exceeded and is evaluated after each Newton iteration.

Note that all the fluid properties appearing in (7) and (8) depend non-linearly on
the primary variables, for which the functions listed in Table2.1 in [9] were used.
Furthermore, for the effective diffusion coefficients Dk

α,pm and the effective thermal
conductivity λpm of the porous medium the relationships of Millington and Quirk
[13] and Somerton [16] were applied respectively.

3 Numerical Results

In this section, we investigate the behavior of the NLTPFA scheme (6) on a CO2

injection scenario into a geological formation in the Norwegian Sea, namely the
Johansen formation. The data is provided by SINTEF.1 In this article, we are using

1https://www.sintef.no/projectweb/matmora/downloads/johansen/

https://www.sintef.no/projectweb/matmora/downloads/johansen/
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Fig. 1 Left porosity distribution and grid of caprock. Right permeability distribution and location
of injector

Table 1 Parameters used for the simulation of the injection scenario into the Johansen formation

Parameter Value Parameter Value

Simulation time 2000 years Sl,init 1.0

Injection time 100 years Sl,r 0.2

Injection rate 4 Mt
year Sg,r 0.05

Injection temperature 80◦C λ (Brooks-Corey) 2

Temperature at a depth
of 3000m

100◦C Entry pressure 104 Pa

the “NPD5” sectormodelwith porosity and permeability data as shown in Fig. 1. This
model consists of eleven layers with five layers representing the highly permeable
Johansen formation, situated above a low-permeable shale layer and belowfive layers
describing the caprock (see Fig. 1) [1, 10].

The setting and data are similar to those that have been used on a much simpler
grid [6, 14]. It is assumed that the formation is initially fully-saturated with brine
and supercritical CO2 is injected into layers 6,7 and 10 over a period of 100 years
with a total injection rate of 4 Mt/year, followed by a period of 1900 years without
injection. Important simulation parameters are listed in Table1. Similar scenarios
can be found in [1, 10] but without using a consistent, second-order scheme.

In the following, the linear TPFA, which is the industry standard for solving flow
problems on corner-point grids, is compared with the NLTPFA (see (6)). The fully-
implicit solution strategy is used for solving the above partial differential equations,
namely, the temporal derivatives are discretizedwith the implicit Euler scheme.New-
ton’s method is applied as nonlinear solver together with a stabilized bi-conjugate
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Table 2 Discrete error norms for hydrostatic pressure profile

scheme NLTPFA TPFA

ep 2.52e-14 9.51e-03

ev 7.50e-10 3.30e+01

gradient (BiCGSTAB)methodwith an algebraicmultigrid preconditioner [4] to solve
the occurring linear systems of equations in each Newton iteration. The simulations
are performed using our in-house open-source simulator DuMux [3], which comes
in the form of an additionalDUNE module [5]. To read in the corner-point grid data,
the opm-grid module from theOpen Porous Media (OPM) initiative2 has been used.

A good accuracy indicator on such complex grids is the linearity-preservation
property. For this purpose, we solve Eq. (1) on the Johansen grid with homogeneous
porosity and permeability. Furthermore, hydrostatic pressure is chosen as Dirichlet
condition on the whole domain boundary. That means that the exact solution in the
domain is given by the hydrostatic pressure profile. The discrete relative pressure
and velocity L2-errors, as defined in [15], are listed in Table2 for the TPFA and the
NLTPFA scheme.

It can clearly be seen that the NLTPFA scheme reproduces the exact solution,
whereas the errors of the TPFA scheme are approximately eleven orders ofmagnitude
higher.

At the end of this section, we solve the system (7) and (8) on the Johansen forma-
tion, where Neumann no-flow conditions are specified at the upper and lower bound-
aries, elsewhere Dirichlet conditions are set. The solution of the NLTPFA scheme at
times t ∈ {100 a, 400 a, 800 a, 2000 a} is shown in Fig. 2 (left), Fig. 2 (right) depicts
the difference to the TPFA scheme.After 100 years, theCO2 plume is located near the
injection well. Within this time period, transport of CO2 is caused by high pressure
gradients around the injection well. After the injection has ceased, the CO2 transport
is mainly driven by buoyancy forces. Therefore, CO2 rises in directions of large
z-gradients and accumulates below the caprock. It can be observed that the TPFA
and the NLTPFA schemes differ at the plume fronts, with differences above 50%.
However, it seems that also the TPFA scheme results in an acceptable solution. In
general, it is well-known that the TPFA scheme is inconsistent for non-K-orthogonal
grids or anisotropic permeability tensors. Therefore, for more complex geological
formations, where the non-K-orthogonality is more severe, the difference between
these schemes is expected to be more significant [15].

2http://opm-project.org/

http://opm-project.org/
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Fig. 2 Left solution of NLTPFA scheme after 100, 400, 800 and 2000 years (from top to bottom).
Right difference of saturation profiles of NLTPFA and TPFA scheme

4 Conclusion

A monotone nonlinear cell-centered finite-volume scheme has been presented. It
can be applied to complex corner-point grids with non-convex and degenerated cell
geometries as well as non-matching faces, all of which occur in grids of geological
formations. The scheme has been briefly introduced and the main ideas have been
summarized. It has been shown that the scheme is exact for linear solutions on such
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complex grids, demonstrating the higher accuracy of the NLTPFA in comparison
to the linear TPFA scheme. Finally, the method has been applied to a CO2 storage
injection scenario into the Johansen formation. To our knowledge, this is the first
cell-centered multi-point flux scheme that is capable of handling such complex grids
and processes.
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Consistent Nonlinear Solver for Solute
Transport in Variably Saturated Porous
Media

Daniil Svyatskiy and Konstantin Lipnikov

Abstract We propose a new Jacobian-free solver for the system of nonlinear equa-
tions describing transport of a nonreactive solute in porous media. Maximum princi-
ples (MPs) are important properties of the solution and impose severe requirements
on the discretization and nonlinear solver. Exact local water balance is needed to
show the MP for the solute concentration. The proposed solver guarantees the dis-
crete MPs for the solute with the tolerance of linear solvers (typically 10−10) even
when the tolerance of the nonlinear solver is not tight (typically 10−5). The proposed
technique combines the stable discretization of the Fréchet derivative of the contin-
uous functional describing the system with the slope-limiting algorithm for water
retention models.

Keywords Jacobian-free solver · Richards equation · Solute transport · Discrete
maximum principle

MSC (2010): 65N08 · 65N06 · 65H10 · 35B50

1 Introduction

Physically based modeling of coupled flow and transport is important for developing
soil remediation strategies and for assessment of potential impact of pollutant on
groundwater ecosystems. In these applications, Richards’ equation [8] is often used
to model variably saturated subsurface flow. It is coupled with a convection-diffusion
equation for transport which results in a coupled system of nonlinear parabolic PDEs.

Historically, many important contributions to the field were made using orthogo-
nal meshes where simple two-point flux approximation (TPFA) schemes provide the
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second-order accuracy. Accurate modeling of complex surface topography, soil and
bedrock horizonts that are not typically parallel to this topography, and various engi-
neering subsurface constructions require unstructured meshes and hence advanced
discretization schemes [2]. These schemes preserve important mathematical and
physical properties of the underlying PDEs at the expense of additional complexity.
Since the exact Jacobian may be hard to calculate for the advanced discretizations,
and more complex physical models, nonlinear solvers with an approximate Jacobian
or even Jacobian-free solvers are desired.

In the considered model, both water pressure and solute concentration satisfy
the maximum principles (MPs), but in this paper we focus on the later. It has been
shown in [3] that discrete MPs for the solute concentration relies on the exact water
balance. Earlier it was shown in [1] that for Richards’ equation the low-order implicit
discretization in time of its mixed-form, in concert with a finite volume discretization
in space, conserves mass if the nonlinear equation is solved exactly. Violations of
this balance are often on the order of a nonlinear residual, typically about 10−5;
hence, more iterations of a nonlinear solver is needed to improve this balance. Most
nonlinear solvers with an approximate Jacobian converge only geometrically which
increases significantly the number of excessive iterations.

Since performance of a nonlinear solver becomes crucial not only for accuracy
of a numerical solution but also for its monotonicity, we propose to control solution
properties via the specially designed nonlinear solver. We describe the consistent
nonlinear solver (CNLS) that guarantees the water balance up to tolerance of linear
solvers, typically about 10−10.

The paper outline is as follows. In Sect. 1,we introduce the governing equations. In
Sect. 2, we discretize them and show how the exact water balance leads to the discrete
MPs for a nonreactive solute. In Sect. 3, we describe the CNLS. In Sect. 4, we apply
this solver to a challenging problem of water infiltration into a heterogeneous porous
medium.

2 Model Description

Let Ω be a two-dimensional polygonal domain with the Lipschitz boundary Γ =
ΓD ∪ ΓN and t ∈ (0, T ), T > 0. The dispersive transport of a nonreactive solute is
modeled by the system of equations for the unknown water pressure, p, and solute
concentration, C . Under the assumption of the constant water density, we have

∂θ(p)

∂t
+ div (q) = 0, q = −Kk(p)

(∇ p − ρg
)
, (1)

∂
(
θ(p)C

)

∂t
+ div (qC) − div (θD(q)∇C) = 0 (2)

whereq theDarcy velocity, g the gravity vector, and θ thewater content. Themechan-
ical properties of soil are described by the absolute permeability tensorK, the relative
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permeability k(p), and the dispersion tensor D. Typically, the relative permeability
is a non-decreasing function of pressure, ∂k

∂ p ≥ 0. The water retention model (WRM)
defines nonlinear dependencies k(p) and θ(p) for different soils. We consider the
water retention models defined by van Genuchten and Mualem equations [4]. Let

p = gD(x) on ΓD, q · n = gN (x) on ΓN . (3)

We denote by Γout the outflow part of Γ where q · n ≥ 0 and set Γin = Γ/Γout .
Then,

C = gin(x) on Γin, n · (qC − θD∇C) = gout(x) on Γout . (4)

The system (1)–(4) is closed with appropriate initial conditions.

2.1 Discretization and the Maximum Principles

We consider a time step from tn to tn+1 = tn + Δtn . Let Ωh be a polytopal mesh
with cells c and faces f . We use |c| and | f | to denote the cell volume and face
area, respectively. We employ the staggered discretization where the Darcy velocity
is defined on faces, one number q f per face, and all other variables are defined on
cells, one number (pc, Cc, and θc) per cell. Advance discretizations may introduce
additional degrees of freedom on faces, p f . Let qh , ph and Ch be the global vectors
which combine the corresponding degrees of freedom for all cells and faces.

The governing equations will be solved sequentially on each time step. First, we
apply the implicit backward-Euler time discretization to the flow equation (1):

θn+1
c − θnc

Δtn
+ divhc (q

n+1
h ) = 0, divhc (q

n+1
h ) = 1

|c|
∑

f ∈∂c

σc, f q
n+1
f , (5)

where σc, f = ±1 depending on the mutual orientation of the fixed and exterior
normals on face f of cell c. We use the MFD scheme [5] to calculate the Darcy
fluxes.

We use the computed flux and water content to discretize the transport Eq. (2). Its
semi-implicit discretization reads

θn+1
c Cn+1

c − θncC
n
c

Δtn
+ 1

|c|
∑

f ∈∂c

σc, f q
n+1
f Cn

c, f + 1

|c|
∑

f ∈∂c

σc, f u
n+1
f = 0, (6)

where Cn
c, f denotes the concentration value in an upwind cell, and un+1

f is the dis-

persive flux. The direction of upwind is defined by the Darcy flux qn+1
f .
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Both the pressure and concentration satisfy the MPs; but here we focus on the
discrete MPs for Ch . The scheme (6) can be implemented and analyzed as two
separate steps: advection and dispersion. Let us consider a cell c and assume that
σc, f = 1 for all faces of c. To simplify notations, we write q f instead of q

n+1
f . Using

the first-order upwind scheme, the advection step can be written as follows:

θn+1
c C̃n+1

c − θncC
n
c

Δtn
+ 1

|c|
∑

q f ≥0

q f C
n
c + 1

|c|
∑

q f <0

q f C
n
c, f = 0.

Eliminating θn+1
c using formula (5), we obtain

⎛

⎝θnc − Δt

|c|
∑

f ∈∂c

q f

⎞

⎠ C̃n+1
c =

⎛

⎝θnc − Δt

|c|
∑

q f >0

q f

⎞

⎠Cn
c − Δt

|c|
∑

q f <0

q f C
n
c, f .

Thus, C̃n+1
c is the convex combination of Cn

c and Cn
c, f under the CFL condition

|c|θnc − Δt
∑

q f >0

q f > 0.

Due to the properties of a WRM and the upwind discretization, outfluxes, q f > 0,
tend to zero if θnc tends to zero, so the CFL condition is not degenerate. Moreover,
in many applications a WRM is defined such that θnc ≥ θmin > 0, so a soil can not
be completely dry. Thus, C̃n+1

c has no internal extrema provided that the flow Eq. (5)
is solved exactly and the CFL condition is satisfied. Typically, (5) is solved by an
iterative nonlinear solver, so the discrete water balance holds up to the tolerance of
this solver. Later, we show how to improve significantly the discrete water balance.

Finally, the dispersion step reads:

θn+1
c Cn+1

c − θn+1
c C̃n+1

c

Δtn
+ 1

|c|
∑

f ∈∂c

un+1
f = 0.

Any discretization scheme for the dispersive flux that preserves the MPs can be used
here [6]. A detailed presentation of such a scheme is beyond the scope of this paper.

3 New Consistent Nonlinear Solver

Earlier, we emphasized importance of the exactwater balance (5) for the discreteMPs
for the concentration. In conventional nonlinear solvers, the Darcy flux is calculated
approximately and the water balance holds up to the tolerance of this solver, typically
about 10−5. To guarantee a monotone concentration field Ch , this tolerance should
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much tighter, about 10−10. Thus, the performance of a nonlinear solver becomes
crucial aspect for the overall quality of the numerical solution.

On orthogonal meshes, where TPFA method is accurate, the Newton-Raphson
method with the exact Jacobian may double accuracy of each iteration if an iteration
is close enough to the solution. Geometric complexity of the subsurface environ-
ment introduces challenges which can be handled only with advanced discretization
schemes. The complex structure of these schemes makes computation of the exact
Jacobian matrix either quite costly or extremely complex. These issues have gener-
ated a significant interest in development of Jacobian-free, inexact Newton methods
and Picard-type method. Unfortunately, simplification of a solver reduces its conver-
gence properties from quadratic to linear, which in turn leads to significant growth
of nonlinear iterations to achieve the tolerance of about 10−10.

We propose the new approach for building the approximate Jacobian for flow
Eq. (1). This is the only approach which guarantees the local water balance on the
order of linear solvers, even when the nonlinear tolerance is not tight, and hence
provides the discrete MP for the solute concentration in the transport Eq. (2).

The system of nonlinear Eq. (5) can be written formally as Fh(ph) = 0, where

Fh(ph) = θh(ph) − θnh
Δtn

+ divh(qh(kh, ph)).

We can write Fh(ph) = Ah(ph) + Dh(ph) ph , where Ah(ph) is the accumulation
term andDh(ph) is the matrix operator representing diffusion term divh(qh(kh, ph)).

Following the framework of inexact Newton solvers, the solution increment on
the s-th nonlinear iteration is calculated as follows:

ps+1
h = psh + Δpsh Δpsh = −(

P
s
)−1

Fh(p
s
h), (7)

where Ps is a preconditioner which depends on iterate psh . A good preconditioner is
designed to improve the contraction properties of Fh . The closer (in some metric)
P
s(psh) to the exact Jacobianmatrix ofFh(psh), the faster the asymptotic convergence

rate. To define such a preconditioner, we follow the strategy proposed in [7] which
suggests to define Ps as a stable discretization of the Fréchet derivative of the con-
tinuous functional F given by Eq. (1). Recall that the Fréchet derivative J (ps) of
F at point ps (superscript s emphasizes connection with an iterative solver) acting
on a small increment function δ p satisfies

‖F (ps + δ p) − F (ps) − J (ps)δ p‖Y = o(‖δ p‖X )

in appropriate Banach spaces X and Y . To avoid technical details, we assume that
all functions are sufficiently smooth. Then, X and Y are the spaces of continuously
differentiable (in space and time) functions. Let

J (ps) δ p = ∂θ

∂ p
(ps)

∂ δ p

∂t
− div

(
K k(ps)∇δ p

) + div
(
Vsδ p

)
, (8)
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where

Vs = −K
∂k

∂ p
(ps)

(∇ ps − ρg
) = qs ∂k

∂ p
(ps)

1

k(ps)
.

Using the Taylor expansion of the water content and relative permeability functions
around point ps we can easily verify that

F (ps + δ p) − F (ps) − J (ps)δ p = �((δ p)2),

where � is the bounded operator from X to Y .
The preconditioner Ps is defined as the stable discretization of the continuous

operators in (8). We use the backward Euler scheme for the first term. In this case the
discretization matrix coincides with the Jacobian matrix corresponding to functional
Ah . For the the second term, we use the MFD scheme, the same one we used to
derive functional Fh . For the last term, the advection operator, we use the cell-
centered upwind finite volume (FV) scheme. Thus, the preconditioner is defined by
this matrix operator

P
s wh = ∂θ

∂ p
(psh)

wh

Δtn
+ divh(qh(ksh,wh)) + divhFV (Vh wh)

≡ (
JA(psh) + D(psh) + C(psh)

)
wh,

where Vh is the first-order upwind flux corresponding to velocity Vs . The direction
of upwind is defined by the advective flux, V f , and the upwinded pressure value,
psc, f , on face f :

V f = qs
f

∂k

∂ p
(psc, f )

1

k(psc, f )
.

Note that this formula uses physical quantities available at the current iteration.
With this definition of the preconditioner, we can reformulate one step of the

nonlinear solver (7) as the solution the following equation for the next iterates ps+1
h :

[
∂θ

∂ p
(psh)

Δpsh
Δtn

+ θ(psh) − θ(pnh)

Δtn

]
− divh

(
qh(ksh, p

s+1
h )

) + divhFV
(
Vh Δpsh

) = 0.

(9)
After calculating the new iterate ps+1

h , we could define new values θ̂n+1
h and q̂n+1

h ,
that are close to the values provided by the corresponding WRM, as follows:

θ̂s+1
c = θsc + ∂θ

∂ p
(psc)(p

s+1
c − psc), q̂s+1

f = qs+1
f − V f (ps+1

c, f − psc, f ). (10)

For these values, the local mass conservation property is satisfied almost exactly,
up to the tolerance of a linear solver. Unfortunately, formula (10) may result in
non-physical saturation s = θ/φ which must be between the residual saturation smin

and smax ≤ 1 that may vary from cell to cell. To avoid unphysical overshoots and
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undershoots, we limit the derivative in formula (10) as follows:

θ̂s+1
c = θsc + αs

c

∂θ

∂ p
(psc)(p

s+1
c − psc), 0 ≤ α ≤ 1.

If ||Δps+1
h ||∞ ≤ εtol , then

αs
c =

⎧
⎪⎨

⎪⎩

min

(

1,
ssc − sc,min
∂s
∂ p (p

s
c) εtol

,
sc,max − ssc
∂s
∂ p (p

s
c) εtol

)

if
∂s

∂ p
(psc) 
= 0,

1 otherwise.

The straightforward conclusion from this definition is that sc,min ≤ ŝs+1
c ≤ sc,max .

To compute coefficients αs
c an estimate of ||Δps+1

h ||∞ is required. Finally, to restore
the algebraic consistency between ŝs+1

h , q̂s+1
h and ps+1

h , the preconditioner Ps has to
include this limiter. The new solver, referred to as the consistent nonlinear solver
(CNLS), defined by the following preconditioner

P
s
CNLS = diag{αs

c} JA(p
s
h) + D(psh) + C(psh).

Remark 1 It is possible to apply preconditioner PCNLS and compute θn+1, qn+1
h as

a post-processing step. However, this requires one auxiliary linear solver:

ps+1
h = psh + Δps, Δps = −(Ps

CNLS)
−1Fh(p

s
h),

θs+1
c = θsc + αs

c

(
∂θ

∂ p

)s

Δps, qs+1
f = q̂s+1

f = q f (k
s, ps+1

h ) − V f Δps .

4 Numerical Experiments

In this section we apply the proposed method to solute transport simulation in a
heterogeneous variably saturated domain. Let Ω = [0, 216] × [0, 107.52] be the
computational domain consisting of four soils, Fig. 1 (left). Each soil has different
horizontal and vertical permeabilities, porosities and WRM parameters. On the top
boundary we defined subset ΓI,1 = {(x, z) : 75 ≤ x ≤ 140, z = 107.52} where the
nonreactive solute (the tracer) is infiltrated inside the reservoir with the inward flux
qI = 0.003. By default, all values are given in the SI systemof units. On the rest of the
top boundary, the inward background flux is set to qb = 1.5 · 10−6. The infiltration
stops at 0.1 year. The boundary concentration is set to 10−6 for the infiltration domain
and zero for the rest of the top boundary. On the bottom boundary the pressure is
set to the atmospheric value. No flow conditions are set on the remaining boundary.
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Fig. 1 Left panel the computation domain with four different soils. Right panel the solute concen-
tration 0.3 year

Fig. 2 Maximum of the tracer concentration as a function of time

Since we do not focus on discretization of dispertion fluxes, the dispersion is set to
zero.

We compare two solution strategies with preconditioners Ps and Ps
CNLS . For infil-

tration problems, the convergence criterion is typically given using the maximum
norm, in order to capture accurately the fine-scale solution dynamics around the
infiltration basin. Our criterion is the combination of the infinity norms of the nor-
malized nonlinear residual and the solution increment:

max

(∥∥∥
∥

|Δph|
|ph − patm | + patm

∥∥∥
∥∞

,

∥∥∥
∥
Δt

φ
Fh

∥∥∥
∥∞

)
≤ εnon.

In Fig. 2 we present the maximum of the solute concentration as the function
of time. According to the MPs, the concentration should be between 0 and 10−6.
We observe that the preconditioner Ps produces large (10–20%) overshoots when
the infiltration starts that gradually dissipate. The proposed preconditioner Ps

CNLS
provides non-oscillatory solution without overshoots even if when the nonlinear
tolerance is not very tight. The overall number of nonlinear iterations is about the
same in both strategies.
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3. Frolkoviĉ, P.: Maximum principle and local mass balance for numerical solutions of transport
equation coupled with variable density flow. ActaMath. Univ. Com. LXVI I(1), 137–157 (1998)

4. van Genuchten, M.: A closed-form equation for predicting the hydraulic conductivity of unsat-
urated soils. Soil Sci. Soc. Am. J. 44, 892–898 (1980)

5. Gyrya, V., Lipnikov, K., Manzini, G., Svyatskiy, D.: M-adaptation and the mimetic finite differ-
ence method. M3AS: Math. Mod. Meth. Appl. Sci. 24(8), 1621–1663 (2014)

6. Lipnikov, K.,Manzini, G., Svyatskiy, D.: Analysis of themonotonicity conditions in themimetic
finite difference method for elliptic problems. J. Comput. Phys. 230(7), 2620–2642 (2011)

7. Lipnikov, K.,Moulton, D., Svyatskiy, D.: New preconditioning strategy for jacobian-free solvers
for variably saturated flows with richards’ equation. Adv. Water Resour. 94, 11–22 (2016)

8. Richards, L.: Capillary conduction of liquids through porous mediums. Physics 1(5), 318–333
(1931)



A Two-Dimensional Complete Flux Scheme
in Local Flow Adapted Coordinates

Jan ten Thije Boonkkamp, Martijn Anthonissen and Ruben Kwant

Abstract We present a formulation of the two-dimensional complete flux (CF)
scheme in terms of local orthogonal coordinates adapted to the flow, i.e., one coordi-
nate axis is aligned with the local velocity field and the other one is perpendicular to
it. This approach gives rise to an advection-diffusion-reaction boundary value prob-
lem (BVP) for the flux component in the local flow direction. For the other (diffusive)
flux component we use central differences. We will demonstrate the performance of
the scheme for several examples.

Keywords Conservation laws · Finite volume method ·Numerical flux · Complete
flux scheme · Local orthogonal coordinates.
MSC (2010): 65N08 · 65N99

1 Introduction

Conservation laws occur frequently in science and engineering, modeling a wide
variety of phenomena, for example laminar flames or gas discharges in plasmas.
These conservation laws are often of advection-diffusion-reaction type, describing
the interplay between different processes such as advection or drift, diffusion or
conduction and (chemical) reactions or impact ionization. We restrict ourselves to
stationary two-dimensional conservation laws.
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The prototypical conservation law reads

∇ ·(uϕ − ε∇ϕ
) = s, (1)

where, for example, u = uex + vey is a flow velocity, ε ≥ εmin > 0 a diffusion coef-
ficient and s a reaction rate. The unknown ϕ might be the mass fraction of one of the
constituent species in a laminar flame or a plasma. Associated with (1) we introduce
the flux (vector) f = fx ex + fyey , given by

f = uϕ − ε∇ϕ. (2)

Consequently, the conservation law can be concisely written as∇ · f = s. Integrating
this equation over a fixed domain Ω and applying Gauss’s law we obtain the integral
form of the conservation law, i.e.,

∮

∂Ω

f · n ds =
∫

Ω

s dA, (3)

where n is the unit outward normal on the positively oriented boundary ∂Ω .
For space discretization of (1) we employ the finite volume method (FVM). To

that purpose, we introduce grid points xi, j = (xi , y j ) where ϕ has to be approxi-
mated and control volumes Ωi, j = (xi−1/2, xi+1/2) × (y j−1/2, y j+1/2) covering the
domain. Here xi±1/2 = 1

2 (xi + xi±1) etc. Taking Ω = Ωi, j in (3) and approximating
all integrals involved with the midpoint rule, we find

Δy
(
Fx,i+1/2, j − Fx,i−1/2, j

) + Δx
(
Fy,i, j+1/2 − Fy,i, j−1/2

) = ΔxΔy si, j , (4)

where Fx,i+1/2, j is the approximation of fx at the interface point (xi+1/2, y j ) etc. and
si, j = s(xi, j ). The FVM has to be completed with numerical approximations of all
fluxes.

For the numerical flux approximation we employ the complete flux (CF) scheme
introduced in [4]. The basic idea of this scheme is to compute the numerical flux from
a local one-dimensional boundary value problem for the conservation law, including
the source term. For one-dimensional problems the scheme gives excellent results
and is proven to be uniformly second order convergent [1]. The generalization of this
approach to two-dimensional problems is tedious. Instead, the one-dimensional CF
scheme is often applied componentwise ignoring the cross-flux terms. For dominant
diffusion this version of the scheme is still adequate, however, for dominant advection
the scheme suffers from significant numerical diffusion. To remedy this problem, we
have included the cross flux as an artificial source term in the local one-dimensional
BVPs, virtually eliminating diffusion. This modified scheme is able to reproduce
very steep layers in the solution of (1).

However, for three-dimensional conservation laws this approach is rather cum-
bersome and adds too much anti-diffusion. Therefore we adopt another approach
which is expected to be more suitable. Inspired by the skew upstream differencing
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schemes introduced in [2], we define a local (ξ, η)-coordinate system adapted to the
local velocity u and compute the flux components in this coordinate system. This
way, we obtain a ξ-component of the flux parallel to u and an η-component perpen-
dicular to u, which can be combined to the normal component of the numerical flux.
For both components we use a one-dimensional flux approximation scheme. For the
ξ-component we take into account the full advection-diffusion-reaction balance, and
include the easy to compute (diffusive) cross flux term as an additional source. On
the other hand, for the η-component, we restrict ourselves to the homogeneous flux
scheme [4]. The resulting scheme exhibits uniform second order convergence.

We have organized our paper as follows. In Sect. 2 we outline the one-dimensional
complete flux scheme, and subsequently in Sect. 3, we present the two-dimensional
scheme in local, flow adapted coordinates. Next, in Sect. 4 we demonstrate the per-
formance of the scheme for two examples. Concluding remarks are given in Sect. 5.

2 One-Dimensional Complete Flux Scheme

In this section we outline the one-dimensional version of the complete flux scheme;
for more details see [4].

The one-dimensional conservation law can be concisely written as d f/dx = s
with f = uϕ − εdϕ/dx . The integral representation of the flux f j+1/2 = f (x j+1/2)

at the cell edge x j+1/2 is based on the following two-point BVP:

d f

dx
= d

dx

(
uϕ − ε

dϕ

dx

)
= s, x j < x < x j+1, (5a)

ϕ(x j ) = ϕ j , ϕ(x j+1) = ϕ j+1, (5b)

consequently, thefluxwill be the superposition of a homogeneousflux, corresponding
to the advection-diffusion operator, and an inhomogeneous flux, taking into account
the effect of the source term. Let us first introduce the following variables/notation:

a = u

ε
, P = aΔx, A(x) =

∫ x

x j+1/2

a(z) dz, 〈p, q〉 =
∫ x j+1

x j

p(x)q(x) dx . (6)

We refer to P and A as the (grid) Péclet function and integral, respectively, general-
izing the well-know (grid) Péclet number. Using the integrating factor formulation
of (5a) we can derive the following representation for the flux:

f j+1/2 = f hj+1/2 + f ij+1/2, (7a)

f hj+1/2 = (
e−A(x j )ϕ j − e−A(x j+1)ϕ j+1

)
/〈ε−1, e−A〉, (7b)

f ij+1/2 = Δx
∫ 1

0
G(σ)s(x(σ)) dσ, (7c)
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where f hj+1/2 and f ij+1/2 are the homogeneous and inhomogeneous part of the flux,
respectively. In (7c) the function G, depending on the scaled coordinate σ(x) =
(x − x j )/Δx , is the so-called the Green’s function for the flux, since it relates the
source to the flux, different from the usual Green’s function, which relates the source
to the solution.

To determine the numerical flux Fj+1/2 we restrict ourselves to constant u and ε.
Moreover, we take s piecewise constant, i.e., s(x) = s j for x j−1/2 < x < x j+1/2. In
this case we can evaluate all integrals involved exactly and find:

Fj+1/2 = Fh
j+1/2 + F i

j+1/2, (8a)

Fh
j+1/2 = ε

Δx

(
B(−P)ϕ j − B(P)ϕ j+1

)
, (8b)

F i
j+1/2 = Δx

(
C(−P)s j − C(P)s j+1

)
, (8c)

where P = uΔx/ε is the constant (grid) Péclet number. In the expressions in (8) we
have introduced the functions B and C defined by B(z) = z/

(
ez − 1

)
and C(z) =(

ez/2 − 1 − z/2
)
/
(
z
(
ez − 1

))
. In the special case that P = 0, i.e., there is no flow,

the fluxes in (8) reduce to

Fh
j+1/2 = ε

Δx

(
ϕ j − ϕ j+1

)
, F i

j+1/2 = 1
8Δx(s j − s j+1). (9)

The homogeneous flux in (9) is the central difference approximation of the diffusive
flux f d = −εdϕ/dx , and F i

j+1/2 = O
(
Δx2

)
for Δx → 0, provided s is sufficiently

smooth. In this case we may omit the inhomogeneous component.

3 Two-Dimensional Complete Flux Scheme

In this section we present an extension of the one-dimensional numerical flux to
two-dimensional conservation laws. The basic idea is to decompose the normal com-
ponent of the numerical flux vector at a cell interface into a component aligned with
the (local) velocity field and a component perpendicular to it. We assume that ε is
constant.

Consider as an example the computation of the numerical flux component Fx,e =
Fx,i+1/2, j at the eastern cell interface of the control volume, see Fig. 1 where we
adopt the compass notation to denote the location of interface/grid points. Suppose,
the basis vector ex and the local flow velocity u = u(xe) enclose an angle α =
α(xe) (−π < α ≤ π), oriented counter-clockwise, given by tan(α) = v(xe)/u(xe).
Based on the flow velocity at xe we introduce a local orthogonal coordinate system,
denoted by (ξ, η), and corresponding basis {eξ, eη} according to

eξ = cos(α) ex + sin(α) ey, eη = − sin(α) ex + cos(α) ey . (10)
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Fig. 1 Control volume and local coordinate system for the computation of Fx,e (left) and sten-
cil (right). Function values at locations L, R, B, T, TL, BL, TR, BR are found by interpola-
tion/extrapolation, see (18)

The transformation between the position vectors x = xex + yey in Cartesian coor-
dinates and ξ = ξeξ + ηeη in local coordinates is given by

x − xe = R(α)ξ, R(α) =
(
cosα − sinα
sinα cosα

)
. (11)

Note that in the (ξ, η)-coordinate system the interface velocity u(xe) = U eξ with
U = |u(xe)| ≥ 0, elsewhere u = uξeξ + uηeη.

We introduce ϕ∗(ξ, η) = ϕ(x, y). Reformulated in the local, orthogonal (ξ, η)-
coordinate system, the conservation law (1) and the expression (2) for the flux read

∇ · f = ∂ fξ
∂ξ

+ ∂ fη
∂η

= s, (12a)

f = fξeξ + fηeη =
(
uξϕ

∗ − ε
∂ϕ∗

∂ξ

)
eξ +

(
uηϕ

∗ − ε
∂ϕ∗

∂η

)
eη. (12b)

The expression for the flux at the interface reduces to

f (xe) =
(
Uϕ∗ − ε

∂ϕ∗

∂ξ

)
eξ − ε

∂ϕ∗

∂η
eη. (13)
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In the following we omit the asterisk (∗). Note that fx = cos(α) fξ − sin(α) fη,
thus to compute Fx,e we need numerical approximations Fξ,e and Fη,e of the flux
components fξ(xe) and fη(xe), respectively.

First, consider the computation of the component Fξ,e. Similar to the derivation
of the one-dimensional flux, we determine Fξ,e from the following local quasi-one-
dimensional BVP:

∂ fξ
∂ξ

= ∂

∂ξ

(
Uϕ − ε

∂ϕ

∂ξ

)
= sξ, − 1

2h < ξ < 1
2h, η = 0, (14a)

ϕ(− 1
2h, 0) = ϕL, ϕ( 12h, 0) = ϕR, (14b)

where we choose h = min(Δx,Δy). Equation (14a) is a reformulation of the con-
servation law (12a), defined on the line segment connecting xL = xe − 1

2heξ and
xR = xe + 1

2heξ , with the flow velocity u replaced byU eξ and where the right hand
side function sξ is a modified source term containing an approximation of the cross
flux fη. It is given by

sξ = s(x(ξ, 0)) + εδηηϕ(x(ξ, 0)), (15)

with δηηϕ the standard central difference approximation of ∂2ϕ/∂η2. Note that the
boundary values ϕL = ϕ(xL) (left) and ϕR = ϕ(xR) (right) are not grid point values
and need to be approximated by interpolation.Wewill specify this shortly. Analogous
to (8) we find the following expressions for the flux:

Fξ,e = Fh
ξ,e + F i

ξ,e, (16a)

Fh
ξ,e = ε

h

(
B(−P)ϕL − B(P)ϕR

)
, (16b)

F i
ξ,e = h

(
C(−P)sξ,L − C(P)sξ,R

)

= h
(
C(−P)

(
sL + εδηηϕL

) − C(P)
(
sR + εδηηϕR

))
, (16c)

with P = Uh/ε > 0 the (local) grid Péclet number. Analogous to the previous,
the numerical flux Fξ,e is the sum of the homogeneous flux Fh

ξ,e, corresponding
to the advection-diffusion operator in ξ-direction, and the inhomogeneous flux F i

ξ,e,
depending on source and cross flux.

Next, for the (diffusive) component Fη,e we adopt the standard central difference
scheme for the homogeneous part and discard the inhomogeneous part; cf. (9). Intro-
ducing the auxiliary points xB = xe − 1

2heη (bottom) and xT = xe + 1
2heη (top), it

is given by

Fη,e = Fh
η,e = ε

h

(
ϕB − ϕT

)
, (17)

where ϕB = ϕ(xB) and ϕT = ϕ(xT) need to be determined by interpolation.
To determine the auxiliary function values in (16) and (17) we need interpolation;

seeFig. 1. Since xL, xR, xB and xT are all located in the rectangleR(xe) = [xC, xE] ×
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[yS, yN]with verticesNE,N,S andSE, centered around xe,weuse linear interpolation
in x-direction and quadratic interpolation in y-direction for (x, y) ∈ R(xe). Let p
be the interpolation polynomial, then we have for example ϕL = p(xL). Introducing
the scaled coordinates σx (0 ≤ σx ≤ 1) and σy (−1 ≤ σy ≤ 1) according to σx (x) =
(x − xC)/Δx, σy(y) = (y − yC)/Δy, the interpolation polynomial p can be written
as

p(x, y) = [
1 − σx σx

] [
ϕS ϕC ϕN

ϕSE ϕE ϕNE

] ⎡

⎣
− 1

2σy
(
1 − σy

)
(
1 − σ2

y

)

1
2σy

(
1 + σy

)

⎤

⎦ =
∑

Q∈N (xe)

aQ(x)ϕQ,

(18)
whereN (xe) = {N,NE,C,E,S,SE}. Applying this interpolation formula to all ϕ-
values in (16) and (17) and rearranging terms, we find the following expressions for
the numerical flux:

Fh
ξ,e = ε

h

∑

Q∈N (xe)

(
B(−P)aQ(xL) − B(P)aQ(xR)

)
ϕQ, (19a)

F i
ξ,e = hε

∑

Q∈N (xe)

(
C(−P)δηηaQ(xL) − C(P)δηηaQ(xR)

)
ϕQ

+ h
(
C(−P)sL − C(P)sR

)
, (19b)

Fη,e = ε

h

∑

Q∈N (xe)

(
aQ(xB) − aQ(xT)

)
ϕQ. (19c)

Note that the central difference approximations δηηaQ(xL) and δηηaQ(xR) in the
expression for the inhomogeneous flux F i

ξ,e contain function values in the points
xL ± heη and xR ± heη, which are outside R(xe). For these values we still apply
(18) (extrapolation). Finally, the numerical flux is then given by Fx,e = cos(α) Fξ,e −
sin(α) Fη,e, and depends on the six grid point values ϕQ with Q ∈ N (xe). A similar
procedure can be applied to all other numerical fluxes, and substituting these in (4)
gives rise to the 9-point stencil shown in Fig. 1.

4 Numerical Results

We have applied the complete flux scheme to equation (1) for two different flow
velocities, viz. a constant velocity field u(x, y) = uex + vey not aligned with the
grid and u(x, y) = 2y

(
1 − x2

)
ex − 2x

(
1 − y2

)
ey , corresponding to rotating flow.

For the first case, we set s(x, y) = (x − 1)(x + 1)y(y − 1), take several values
of the angle α and vary ε from 1 to 10−8. To determine the order of convergence, we
choose Δx = Δy = h and apply Richardson extrapolation to the numerical solution
at location ( 12 ,

1
2 ). We always obtain order 2 in the limit h → 0, uniformly in ε, see

the results in Table1.
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Table 1 Values for rh := (ϕh/2 − ϕh)/(ϕh/4 − ϕh/2) ≈ 2p with ϕh the numerical approximation
of ϕ( 12 , 1

2 ) computed with grid size h and p the convergence order. Left u = −1, v = √
2/2. Right

u = 1, v = 1

h−1 ε = 1 ε = 10−2 ε = 10−8 h−1 ε = 1 ε = 10−2 ε = 10−8

40 3.7156 1.0432 0.0705 40 4.0706 1.3677 3.5803

80 3.8493 2.9941 2.2333 80 4.0351 2.2128 3.7470

160 3.9230 3.7650 3.0759 160 4.0175 2.9808 3.9053

320 3.9611 3.9790 3.5871 320 4.0087 3.7679 3.9603

640 3.9805 4.0127 3.8014 640 4.0044 3.7679 3.9821

Fig. 2 Numerical solution of the rotating flow problem, computedwith the CF (left) andHF scheme
(right). The grid size Δx = Δy = 2.5 × 10−2

The second flow velocity comes from a benchmark problem by Smith and Hutton
[3]; see also Example 3 in [4]. In this problem an inlet profile with steep layer defined
for −1 ≤ x ≤ 0 and y = 0 is convected around a 180◦ bend to the outlet (0 < x ≤ 1
and y = 0). There is no source. We have computed numerical solutions for ε = 10−8

on a coarse 80 × 40 grid using the CF-scheme as well as the homogeneous flux (HF)
scheme, ignoring the inhomogeneous flux (16c); see Fig. 2. Both schemes produce a
sharp resolution of the interior layer. Comparing these solutions to the standard HF
solution presented in [4], which flattens out the profile, we conclude that the schemes
in local (ξ, η)-coordinates do not suffer from numerical diffusion.

5 Concluding Remarks

We have presented a version of the two-dimensional complete flux scheme in terms
of local, orthogonal flow adapted coordinates. The scheme involves a flux compo-
nent Fξ parallel to the local velocity field and a component Fη perpendicular to
it. For Fξ we employ the one-dimensional complete flux approximation, including
the cross flux, whereas for Fη the homogeneous flux scheme suffices. The resulting
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finite volume scheme exhibits uniform second order convergence and does not suffer
from numerical diffusion. This approach is readily generalized to three-dimensional
problems, which will be presented in future work.
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hp–Adaptive Discontinuous Galerkin
Methods for Porous Media Flow

Birane Kane, Robert Klöfkorn and Christoph Gersbacher

Abstract Wepresent an adaptiveDiscontinuousGalerkin discretization for the solu-
tion of porousmedia flow problems. The considered flows are immiscible and incom-
pressible. The adaptive approach implemented allows for refinement/coarsening in
both the element size and the polynomial degree. The method is evaluated using
homogeneous and heterogeneous test cases.

Keywords hp-Adaptivity · Fully implicit · Discontinuous galerkin · DUNE
MSC (2010): 65M08 · 65M60 · 65M50

1 Introduction

The modeling and simulation of flow in porous media is essential in many environ-
mental problems such as groundwater flow and petroleum engineering. The inherent
geological complexity and the strong heterogeneity of the soil parameters require
locally conservative methods such as Discontinuous Galerkin (DG)methods in order
to be able to follow small concentrations [1].

The first h-adaptive DG framework for porous media two-phase flow was intro-
duced by Klieber and Riviére [11]. The authors used a decoupled formulation with
continuous capillary pressure functions, only 2d flow on non-conforming simpli-
cial grids were considered and they implemented an error indicator obtained from
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transient linear convection diffusion problems [9]. More recently, Kane [10] imple-
mented a higher order h-adaptive scheme for 2d and 3d two-phase flow problemwith
strong heterogeneity, discontinuous capillary pressure functions and gravity effects.
The results in [10] show that an increase of the polynomial degree gives a consider-
able improvement of the solutionwith sharper fronts and the oscillations appearing in
the vicinity of the front are reduced with the local mesh refinement. A discretization
scheme independent abstract framework allowing for a more rigorous a-posteriori
estimator for porous media two-phase flow problem was introduced by [13]. This
paved the way for a h-adaptive strategy for a homogeneous two-phase flow problem.
However it has only been applied so far to Finite Volume methods [6].

The first contribution of this work is to provide a first and second order Adam-
Moulton time discretization combined with the Interior Penalty DG methods. This
implicit space time discretization leads to a fully coupled nonlinear system requiring
to build a Jacobian matrix at each time step for the Newton-Raphson method. The
second contribution of this work is providing a hp-adaptive strategy extending the
previous work of [10], this is the first porous media two-phase flow fully adaptive
scheme allowing for adaptivity for both the element size and the polynomial degree.
This hp-adaptive strategy allows to refine the mesh when the solution is estimated
to be rough and increase the polynomial degree when the solution is estimated to be
smooth hence compensating the increased computational cost for complex models.

The rest of this document is organised as follows. In the next section, we describe
the two-phase flow model. The DG discretization is introduced in Sect. 3. The adap-
tive strategy in space is outlined in Sect. 4. Numerical examples are provided in
Sect. 5. Finally concluding remarks are provided in the last section.

2 Governing Equations

Weconsider an open and bounded domainΩ ∈ R
d , d ∈ {1, 2, 3} and the time interval

J = (0, T ), T > 0. The flow of the wetting-phase and the nonwetting-phase is
described by the Darcy’s law and the continuity equation for each phase, namely,
with

∑
α sα = 1 and pn − pw = pc(sw,e),

vα = −λαK (∇ pα − ραg) and φ
∂ραsα

∂t
+ ∇ · (ραvα) = ραqα. (1)

Here, we search for the phase pressures pα and the phase saturations sα, α ∈ {w, n}.
We denote with subscript w the wetting-phase and with subscript n the nonwetting-
phase. K is the permeability of the porous medium, ρα is the phase density, qα is a
source/sink term and g is the constant gravitational vector. We assume the porosity
φ is time independent and there exist φ1,φ2 > 0 such that 0 < φ1 ≤ φ ≤ φ2 and
with the phase mobilities λα = krα

μα
, α ∈ {w, n}, where μα is the phase viscosity and
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krα is the relative permeability of phase α. The relative permeabilities are functions
that depend on the phase saturation in nonlinear fashion (i.e. krα = krα(sα)). For

example, in theBrooks-Coreymodel [5], krw(sw,e) = s
2+3θ

θ
w,e , krn(sn,e) = (sn,e)

2(1 −
(1 − sn,e)

2+θ
θ ), where the effective saturation sα,e is sα,e = sα−sα,r

1−sw,r−sn,r
, ∀α ∈ {w, n}.

Here, sα,r ,α ∈ {w, n} are the phase residual saturations. The parameter θ ∈ [0.2, 3.0]
is a result of the inhomogeneity of the medium. The capillary pressure pc = pc(sw,e)

is a function of the phase saturation pc(sw,e) = pds
−1/θ
w,e where pd ≥ 0 is the constant

entry pressure.
From the constitutive relations sw + sn = 1 and pn − pw = pc(sw,e), we can

rewrite the two-phase flow problem as a system of equations with two unknowns
pw and sn ,

−∇ · (λt K∇ pw + λnK∇ pc − (ρwλw + ρnλn)Kg) = qw + qn,

φ
∂sn
∂t

− ∇ · (λnK (∇ pw − ρng)) − ∇ · (λnK∇ pc) = qn.
(2)

Here, λt = λw + λn denotes the total mobility.
The first equation of (2) is of elliptic type with respect to the pressure pw. The

type of the second equation of (2) is either nonlinear hyperbolic if ∂ pc(sn)
∂sn

≡ 0 or
degenerate parabolic if the capillary pressure is not neglected. The diffusion term
might degenerate if λn(sn = 0) = 0. In order to have a complete system we add
appropriate boundary and initial conditions. Thus, we assume that the boundary of
the system is divided into disjoint open sets ∂Ω = Γ̄D ∪ Γ̄N . We define the total
inflow Jt = Jw + Jn as the sum of the phases inflow on the Neumann boundary Γ̄N .

3 Discretization

Let Th = {E} be a family of non-degenerate, quasi-uniform, possibly non-
conforming partitions of Ω consisting of Nh elements (quadrilaterals or trian-
gles in 2d, tetrahedrons or hexahedrons in 3d) of maximum diameter h. Let Γ h

be the union of the open sets that coincide with internal interfaces of elements
of Th . Dirichlet and Neumann boundary interfaces are collected in the set Γ h

D
and Γ h

N . Let e denote an interface in Γ h shared by two elements E− and E+ of
Th ; we associate with e a unit normal vector ne directed from E− to E+. We
also denote by |e| the measure of e. The discontinuous finite element space is
Dr (Th) = {v ∈ L

2(Ω) : v|E ∈ Pr (E) ∀E ∈ Th}, wherePr (E) denotes Qr (resp.
Pr ) the space of polynomial functions of degree atmost r ≥ 1 on E (resp. the space of
polynomial functions of total degree r ≥ 1 on E). We approximate the pressure and
the saturation by discontinuous polynomials of total degrees rp and rs respectively.
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For any function q ∈ Dr (Th), we define the jump operator �·� and the average oper-
ator {·} over the interface e: ∀e ∈ Γ h , �q� := qE− − qE+ , {q} := 1

2qE− + 1
2qE+ ,

and ∀e ∈ ∂Ω , �q� = {q} := qE− .
In order to treat the strong heterogeneity of the permeability tensor, we follow [8]
and introduce a weighted average operator {·}ω:

∀e ∈ Γ h, {q}ω = ωE−qE− + ωE+qE+ and ∀e ∈ ∂Ω, {q}ω = qE− .

The weights are ωE− = δ
E+
K

δ
E+
K +δ

E−
K

, ωE+ = δ
E−
K

δ
E+
K +δ

E−
K

with δ
E−
K = nTe KE−ne and δ

E+
K =

nTe KE+ne. Here, KE− and KE+ are the permeability tensors for the elements E−
and E+.

3.1 Semi Discretization in Space

The derivation of the semi-discrete DG formulation is standard (see [11]). First, we
multiply each equation of (2) by a test function and integrate over each element,
then we apply Green formula to obtain the semi-discrete weak DG formulation.
Hence, the aforementioned formulation consists in finding the continuous in time
approximations pw,h(·, t) ∈ Drp (Th), sn,h(·, t) ∈ Drs (Th) such that:

Bh(pw,h,ϕ; sn,h) = lh(ϕ) ∀ϕ ∈ Drp (Th), ∀t ∈ J ,

(Φ∂t sn,h,ψ) + ch(pw,h,ψ; sn,h) + dh(sn,h,ψ) = rh(ψ) ∀ψ ∈ Drs (Th), ∀t ∈ J .
(3)

The bilinear formBh in the total fluid conservation equation of the system (3) is:

Bh(pw,h,ϕ; sn,h) = Bbulk,h + Bcons,h + Bsym,h + Bstab,h . (4)

The first termBbulk,h := Bbulk,h(pw,h,ϕ; sn,h) of (4) is the volume term:

Bbulk,h =
∑

E∈Th

∫

E
(λt K∇ pw,h + λnK∇ pc,h) · ∇ϕ −

∑

E∈Th

(ρnλn + ρwλw)Kg · ∇ϕ. (5)

The second termBcons,h := Bcons,h(pw,h,ϕ; sn,h), is the consistency term:

Bcons,h = −
∑

e∈Γ h∪Γ h
D

∫

e
{λt K∇ pw,h}ω · ne�ϕ� −

∑

e∈Γ h∪Γ h
D

∫

e
{λnK∇ pc,h}ω · ne�ϕ�

+
∑

e∈Γ h∪Γ h
D

∫

e
{(ρnλn + ρwλw)Kg)}ω · ne�ϕ�.

(6)
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The termBsym,h := Bsym,h(pw,h,ϕ; sn,h), is the symmetry term. Depending on the
choice of ε we get different DG methods (ε = −1 SIPG, ε = 1 NIPG, ε = 0 IIPG):

Bsym,h =ε
∑

e∈Γ h∪Γ h
D

∫

e
{λt K∇ϕ}ω�pw,h� + ε

∑

e∈Γ h∪Γ h
D

∫

e
{λnK∇ϕ}ω�sn,h�. (7)

Bstab,h := Bstab,h(pw,h,ϕ) = ∑

e∈Γ h∪Γ h
D

γ
p
e

∫
e�pw,h��ϕ� is the stability term.

Following [3], the penalty formulation is: γ p
e = σp

rp(rp+d−1)|e|
min(|E−|,|E+|) , σp ≥ 0.

The right hand side of the total fluid conservation equation of the system (3) is a
linear form including the boundary conditions and the source terms.

lh(ϕ) =
∫

Ω

(qw + qn)ϕ −
∑

e∈ΓN

∫

e
Jtϕ + ε

∑

e∈Γ h
D

∫

e
λt K∇ϕ · ne pD

+ ε
∑

e∈Γ h
D

∫

e
λnK∇ϕ · nesD +

∑

e∈Γ h
D

γ p
e

∫

e
pDϕ, ∀ϕ ∈ Drp (Th).

(8)

The second equation of the system (3) is the discrete weak formulation of the
nonwetting-phase conservation equation where the convection term −∇ ·
(λnK (∇ pw − ρng)) might be approximated by an upwind discretization technique.

ch(pw,h,ψ; sn,h) =
∑

E∈Th

∫

E
(Kλn(∇ pw,h − ρng)) · ∇ψ −

∑

e∈Γ h∪Γ h
D

∫

e
{Kλ#

n∇ pw,h}ω�ψ�

+
∑

e∈Γ h∪Γ h
D

∫

e
{ρnKλ#

ng}ω�ψ� + ε
∑

e∈Γ h∪Γ h
D

∫

e
{Kλ#

n∇ψ}ω�pw,h�,

(9)

where λ#
n = (1 − ρ)λn,E + ρλ

↑
n and λ

↑
n is the upwind mobility:

∀e ∈ ∂E− ∩ ∂E+, λ↑
n =

{
λn,E− if − K (∇ pw + ∇ pc − ρng) · n ≥ 0,

λn,E+ else.

Hence depending on the value of ρ ∈ {0, 1}, we might use central differencing or
upwinding of the mobility for internal interfaces.
The diffusion term −∇ · (λnK∇ pc) is discretized by a bilinear form similar to that
of (4). A more detailed expression can be found in [10].

3.2 Fully Coupled/Fully Implicit DG Scheme

The time interval [0, T ] is divided into N intervals Δti = ti+1 − ti as 0 = t0 ≤ t1 ≤
· · · ≤ tN−1 ≤ tN = T . Let piw and sin be the numerical solutions at time t i . The
approximation s0n,h is chosen as the L2 projection of the saturation sn(0). For the
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sake of simplicity and easier reading, we apply a first order Adams-Moulton time
discretization and Interior Penalty DG for space discretization to the semi-discrete
system (3):

Bh(p
i+1
w,h ,ϕ; si+1

n,h ) = lh(ϕ), ∀ϕ ∈ Drp (Th),

(Φ
si+1
n,h − sin,h

Δt
,ψ) + ch(p

i+1
w,h ,ψ; si+1

n,h ) + dh(s
i+1
n,h ,ψ) = rh(ψ), ∀ψ ∈ Drs (Th),

(s0n,h, ζ) = (s0n , ζ), ∀ζ ∈ Drs (Th).

(10)

4 Adaptivity

The first approach considered,GradIndicator, is based on a heuristic indicator which
depends on the local gradient of the DG solution measured in the L2 norm. We
define on each element E of the mesh, the indicator ηi

E at time step i , such that:
ηi
E = ‖∇sin‖L2(E), ∀E ∈ Th . Each element whose indicator ηi

E is greater than a
threshold value ηTol ≥ 0 is refined.

For the second approach, the choice between h-adaptivity and p-adaptivity
depends heavily on the value of a smoothness indicator ςE . Given an error indicator
ηE , E ∈ Th , we define ηr−1

E the L2 projection into a lower order polynomial space
Dr−1(Th). The derivation of this L2 projection is quite straightforward due to the hier-
archical aspect of the modal DG bases implemented. The indicator ηE = ‖sn‖H 1(E)

allows to refine the mesh when the solution is estimated to be rough and increase the
polynomial degree when the solution is estimated to be smooth. The use of heuristic
error indicators requires a maximum level of allowed h-refinement maxlevel to be
specified to avoid overly aggressive refinement. Whenever an element is selected for
h-refinement it is also selected for p-coarsening in order to reduce the oscillations in
the vicinity of the front of the propagation. An hp-adaptive strategy of this type called
PRIOR2P as in [12] is implemented. In that approach, the smoothness indicator is

ςE ∼ 1 − log((ηr−1
E )/(ηr−2

E ))

log((r−1)/(r−2)) , where r is the local polynomial degree.

5 Numerical Simulations

In this section we present some numerical tests for the adaptive DG scheme. All
test cases are implemented with the Interior Penalty methods. In order to ensure
second order accuracy, we employ a central differencing of the mobility for internal
interfaces thus following a similar approach to that of Rivière et al. [7].
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5.1 2d Flow Problem

We consider here a two dimensional test case that admits an exact solution from
[2] aiming to examine the L2 error of the DG methods. The problem depicts the
transport of a Gaussian pulse in a rotating flow field. Considering Ω = (−0.5, 0.5)2

and J = (0, T ), we search for (S) such that: ∂S
∂t + ∇ · (uS + K∇S) = 0 in Ω × J.

The problem boundary and initials conditions derive from the exact solution

S(x, y, t) = 2σ2/(2σ2 + 4Kt) e(− (x̄−xc )2+(ȳ−yc )2

2σ2+4Kt
) where, u = (−4y, 4x)T , x̄ =

xcos(4t) + ysin(4t), ȳ = −xsin(4t) + ycos(4t), xc = −0.25, yc = 0, K = 10−4

and 2σ2 = 0.004.
The domain is subdivided uniformly into square elements. The coarsest mesh

consist of 8 × 8 elements. The solutions are approximated by piecewise polynomials
of order k, k ∈ {1, 2, 3, 4}. The penalty parameter σp = 10−10. Figures1, 2 and 3
provide contours of the solution for the IIPG scheme combined with second order
Adams-Moultonmethod time discretization. The numerical analysis in Table1 shows
that the PRIOR2P indicator yields a smaller L2 error.

5.2 3d Heterogeneous Problem

In this section, we focus on a three-dimensional case.We also consider different sand
types with different permeabilities and different entry pressures (Table2).

The bottom of the reservoir is impermeable for both phases. Hydrostatic con-
ditions for the pressure pw and homogeneous Dirichlet conditions for the satu-
ration sn are prescribed at the lateral boundaries. A flux of 0.25Kg s−1m−2 of

Fig. 1 Rotating pulse,
solution at T=0.4

Table 1 L2 error for solution at T = 0.4

‖S −
Sh‖L2(Ω)

Final nb of
DOFs

Avg nb of lin
it/ Newton
cycle

Avg inv time/
Newton [s]

Avg assem
time / Newton
[s]

GradIndicator 3.06 × 10−04 19230 28.63 0.0525 0.44

PRIOR2P 3.494 × 10−06 46750 33.36 0.096 0.96
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the DNAPL is infiltrated from the top into a domain of depth of 1m. The initial
ALUCubeGrid mesh consist of 17 × 17 × 17 hexahedral elements and resolves
the interfaces between regions with different permeabilities. 150 time steps of length
Δt = 20 s are computed (final time T = 3000 s). This grid is locally adapted (non-
conforming). We also set rp = rs for the problem.

Figure4 illustrates the evolution of the nonwetting saturation during the simula-
tion. The effects of the hp algorithm are reflected in the mesh distribution showing an
intense refinement and lower polynomial degree in the parts of the domain where the
value of the indicator is above the threshold value. The second row of Fig. 4 shows
the drastic improvement of the front shape and the reduction of the oscillations in
the vicinity of the front when h and hp-adaptive methods are used. Table3 provides
more details concerning the computational effort.

6 Conclusion & Outlook

In this work, we have introduced an adaptive discontinuous Galerkin scheme for
incompressible, immiscible two-phase flow in strongly heterogeneous porous media
with gravity forces and discontinuous capillary pressures. We considered as a 3d test
case a DNAPL infiltration in an initially water saturated reservoir. The oscillations
appearing in the vicinity of the front of the propagation are reduced with the local

Table 2 3d problem parameters

Ω1 Ω2 Ω\Ω1 ∩ Ω\Ω2

Φ [-] 0.39 0.39 0.40

k [m2] 6.64 × 10−16 6.64 × 10−15 6.64 × 10−11

Swr [-] 0.1 0.1 0.12

Snr [-] 0.00 0.00 0.00

θ [-] 2.0 2.0 2.70

pd [Pa] 5000 5000 755

Table 3 L2 error for solution at T = 0.4

Final nb of
DOFs

Avg nb of lin
it/ Newton
cycle

Avg inv time/
Newton [s]

Avg assem
time / Newton
[s]

Total CPU
time [s]

No-adapt
deg=2

196520 96.19 2.97 33.9 7360.3

h-adapt deg=1 171232 127.157 20.38 9.86 6740.4

h-adapt deg=2 398680 509.56 78.0 16.26 19812.1

hp-adapt deg2 296680 468 70.69 28.3 19294.8
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Fig. 2 Polynomial degrees
at T=0.4 for GradIndicator

Fig. 3 Polynomial degrees
at T=0.4 for PRIOR2P

Fig. 4 First row from left to right, domain geometry, contour plot of saturation distribution after
3000s of injection,mesh distribution, polynomial degree distribution along the slice y=0.45. Second
row saturation profile along the slice y=0.45; from left to right, non-adaptive with rp = rs = 2,
h-adaptive with rp = rs = 1, h-adaptive with rp = rs = 2, hp-adaptive with max{rp, rs}=2
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mesh refinement and the decrease of the local polynomial order. Future work will
be concerned with the derivation of robust anisotropic hp-adaptive methods and
the extension to other DG methods such as the Compact Discontinuous Galerkin 2
(CDG2) [4].
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A Nonlinear Flux Approximation Scheme
for the Viscous Burgers Equation

N. Kumar, J.H.M. ten Thije Boonkkamp, B. Koren and A. Linke

Abstract We present a nonlinear flux approximation scheme for the spatial dis-
cretization of the viscous Burgers equation. We derive the numerical flux function
from a local two-point boundary value problem (BVP), which results in a nonlinear
equation that depends on the local boundary values and the diffusion constant. The
flux scheme is consistent and stable (does not introduce any spurious oscillations),
as demonstrated by the numerical results.

Keywords Numerical flux · Nonlinear local BVP · Viscous burgers equation
MSC (2010): 65M08 · 34B15

1 Introduction

In this contribution we present a nonlinear flux approximation scheme for the spatial
discretization of the viscous Burgers equation. The Burgers equation is an ideal test
problem, as its spatial discretization can be carried over to the convective and viscous
fluxes involved in the Navier–Stokes equations. The expression for the flux is derived
from a local two-point BVP and is inspired by [5], where a local BVP is solved to
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derive an integral representation of the flux for the convection-diffusion-reaction
equation. The resulting numerical flux is expressed as a sum of a homogeneous part,
which depends on the Péclet number (local balance of convection and diffusion) and
an inhomogeneous part depending on the effects of the source term (associated with
the reaction). Note that the homogeneous flux approximation is similar to the approx-
imationmethods described in [1, 3]. In this contribution, we extend the homogeneous
approximation to nonlinear problems.

In the vanishing viscosity limit, the viscous Burgers equation is a singularly per-
turbed problem. Moreover, the nonlinearity of the flux does not allow us to express
the homogeneous flux as linear combination of the convective and the viscous part,
which makes it cumbersome to have a consistent numerical flux. In this paper, we
extend the local BVP method to nonlinear problems, such that the resulting numeri-
cal flux is consistent, i.e., reduces to the correct flux in the limit case. A discussion
on nonlinear local two-point BVPs can be found in [2], where the authors show
(i) the solvability of some auxiliary local nonlinear two-point BVPs, and (ii) the
convergence of the discrete scheme to a weak solution of the continuous problem.

The paper is organized as follows: in Sect. 2 we formulate the local BVP for the
flux approximation. Sect. 3 gives details of the derivation for the numerical fluxes.
In Sect. 4 we compare the nonlinear scheme with the linearized homogeneous flux
scheme described in [5] as well as with other standard methods. Sect. 5 gives the
concluding remarks.

2 Flux from Local Two-Point BVP

Consider the one-dimensional viscous Burgers equation

ut + f (u, ux )x = 0, f (u, ux ) := 1
2u2 − νux , (1)

defined on Ω(⊂ R) × (0, T ), where ν(≥ 0) is the diffusion coefficient. The spatial
discretization of the Burgers equation using a finite-volume method requires the
approximation of the flux function f (u, ux ) at each interface between two control
volumes. The semi-discrete formulation of Eq. (1) is given by

Δx u̇ j + Fj+1/2 − Fj−1/2 = 0, u̇ := ut , (2)

where Fj+1/2 ≈ f (u, ux )|x=x j+1/2 , see Fig. 1. The derivation of the flux Fj+1/2 is
based on the following model BVP, in which we ignore the time dependence of the
unknown:

fx = (
1
2u2 − νux

)
x = 0, x ∈ (x j , x j+1), (3a)

u(x j ) = u j = uL , u(x j+1) = u j+1 = u R . (3b)
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Fig. 1 Spatial discretization
for the one-dimensional
Burgers equation

u j−1

x j−1

x

Fj−1/2

x j+1/2

u j

x j

u j+1 u j+2

x j+1

Fj+1/2

The solution of the nonlinear BVP (3) provides us the numerical flux function
F (uL , u R, ν/Δx), which is constant on the interval (x j , x j+1). Thus, the numer-
ical flux at the interface of the control volume Fj+1/2 = F (uL , u R, ν/Δx). Using
the normalized coordinate σ , σ ∈ [0, 1] and the parameter ε, defined by

σ := x − x j

Δx
, ε := ν

Δx
,

the BVP (3) can be expressed as

(
1
2u2 − εuσ

)
σ

= 0, σ ∈ (0, 1), (4a)

u(0) = uL , u(1) = u R . (4b)

Further, it can be shown that the above BVP has a monotonic solution.

Lemma 1 The nonlinear local boundary value problem (4) has a strictly monotonic
solution.

Proof Any solution u of the problem can be represented as

u(σ ) = uL + (u R − uL)
Λ(σ)

Λ(1)
, u′(σ ) = (u R − uL)

λ(σ )

Λ(1)
, ()′ := d

dσ
,

for σ ∈ [0, 1], where the functions λ,Λ : [0, 1] → R are given by

λ(σ) := exp
(1

ε

∫ σ

0
u(η)dη

)
and Λ(σ) :=

∫ σ

0
λ(ξ)dξ.

For uL > u R , u′(σ ) < 0 causing u(σ ) to be a monotonically decreasing function.
Similarly, if uL < u R , then u′(σ ) > 0 and u is monotonically increasing. �	

3 The Numerical Flux Function

We now derive expressions for the numerical flux function using the BVP (4). As a
consequence of Lemma 1 we consider the cases: uL > u R and uL < u R .
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3.1 The Case uL > UR

The solution of the BVP (4) in this case results in a (strictly) decreasing function,
i.e., uσ < 0. Using the left boundary condition u(0) = uL , we get that the numerical
flux at the interface, Fj+1/2, is given by

Fj+1/2 = f (0) = 1

2
u2

L − εuσ (0). (5)

Alternatively, the flux can be determined using the right boundary condition

Fj+1/2 = 1

2
u2

R − εuσ (1). (6)

Since uσ < 0, we conclude that Fj+1/2 > 0, therefore there exists a c ∈ R, such that

Fj+1/2 = 1

2
u2 − εuσ = 1

2
u2

L − εuσ (0) = 1
2u2

R − εuσ (1) = 1

2
c2, (7)

with |c| ≥ max(|uL |, |u R|). The above relation gives us the first-order differential
equation

du

dσ
= 1

2ε
(u2 − c2), σ ∈ (0, 1), (8)

which needs to satisfy both u(0) = uL and u(1) = u R . Integrating the differential
equation and connecting the left boundary condition with the right boundary condi-
tion results in the following nonlinear equation for the unknown c with parameters
uL , u R and ε

H+(c) := log
∣∣
∣
(uL + c)(u R − c)

(uL − c)(u R + c)

∣∣
∣ − c

ε
= 0. (9)

Thus, Fj+1/2 is given by the non-trivial roots of the function H+(c), which is an odd
function.We restrict ourselves to c > 0. Note that the nonlinear equation (9) can also
be expressed as

e−c/2ε
∣∣(uL + c)(u R − c)

∣∣ − ec/2ε
∣∣(uL − c)(u R + c)

∣∣ = 0. (10)

Let s = (uL + u R)/2, then for s ≥ 0, we get that uL ≥ |u R| and the non-trivial
solution of Eq. (10) satisfies c ≥ uL ≥ |u R|. In the inviscid limit ε → 0, for s ≥ 0
Eq. (10) reduces to

ec/2ε(c − uL)(c + u R) = 0 ⇒ c = uL .

Similarly for s < 0, we have u R < 0, implying c ≥ −u R ≥ |uL | and the limit case
solution is then given by c = −u R(> 0). Thus, the numerical flux in the inviscid
limit is given by
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Fj+1/2 =
{

1
2u2

L , if s ≥ 0,
1
2u2

R, if s < 0,
(11)

which is actually the Godunov flux for the inviscid Burgers equation. Moreover, if
uL = u R = u, then uσ = 0 and the numerical flux is given by Fj+1/2 = F (u, u) =
1
2u2 = f (u), for constant u. Hence the numerical flux functionF is consistent with
the continuous flux function f .

3.2 The Case uL < UR

From Lemma 1we conclude that uσ > 0 for uL < u R . Thus Fj+1/2 = u2/2 − εuσ is
positive if εuσ < u2/2 and negative if εuσ > u2/2. Therefore, we split the derivation
of the numerical flux into two cases, depending on the sign of the flux.
Case 1: Positive flux
If the flux is positive, then the numerical flux is evaluated as for the case uL > u R

and is given by roots of the function H+(c), defined in Eq. (9), with c ∈ (0, M),

M := min(|uL |, |u R|).
Case 2: Negative flux
If the flux is negative, then there exists a c ∈ R, such that

Fj+1/2 = 1

2
u2 − εuσ = −1

2
c2.

This relation gives rise to the first-order differential equation

du

dσ
= 1

2ε
(u2 + c2), σ ∈ (0, 1), (12)

with the boundary conditions (4b). Integrating the first-order differential equation
and connecting the left boundary condition with the right boundary condition gives
us another nonlinear equation for c, i.e.,

H−(c) := arctan
(u R

c

)
− arctan

(uL

c

)
− c

2ε
= 0. (13)

As before, the numerical value of Fj+1/2 = −c2/2 is given by the non-trivial roots
of the function H−(c). We restrict ourselves to the case 0 < uL < u R .

We now formulate the conditions for which H+(c) and H−(c) have non-trivial
roots.

Lemma 2 For 0 < uL < u R, if the inequality

1

uL
− 1

u R
>

1

2ε
, (14)
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holds then H−(c) has a non-trivial solution, otherwise H+(c) has a non-trivial
solution.

Proof Let α−(c) := arctan(u R/c) − arctan(uL/c) and β−(c) := c/2ε, such that
H−(c) := α−(c) − β−(c). Using arctan(1/z) = − arctan(z) + πsgn(z)/2, α−(c)
can be expressed as

α−(c) = arctan
( c

uL

)
− arctan

( c

u R

)
+ π

2

(
sgn(u R) − sgn(uL)

)
.

Using the fact that α−(c) is an odd function we restrict ourselves to the case c > 0.
For 0 < uL < u R , α−(c) has amaximum at c = √

uLu R(< u R). Clearly H−(c) has a
non-trivial root whenever α−(c) = β−(c), i.e., the two functions intersect for c > 0,
which is possible only if α′−(0) > β ′−(0), or,

α′
−(0) = 1

uL
− 1

u R
> β ′

−(0) = 1

2ε
, (.)′ = d

dc
.

Thus, if the above condition holds then H−(c) has a non-trivial solution, which
satisfies

√
uLu R < c < u R .

Next, we investigate the condition under which H+(c) has a non-trivial root. Let

z(c) := (u R − uL)c

uLu R − c2
,

such that z ∈ [0, 1]with z(0) = 0, z(uL) = 1.Clearly, for c ∈ (0, uL)wehave z(c) >

0. Using z(c) we can rewrite Eq. (9) as

H+(c) = log
(1 + z(c)

1 − z(c)

)
− c

ε
= 2Artanh(z(c)) − c

ε
, c ∈ (0, uL).

Further, let α+(c) := 2Artanh(z(c)) and β+(c) := c/ε, such that H+(c) = α+(c) −
β+(c). For c ∈ (0, uL), α+(c) is an increasing function, thus H+(c) has a non-trivial
root only if α′+(0) < β ′+(0). The derivative α′+(c) is given by

α′
+(c) = 2(u R − uL)

1

1 − z2(c)

uLu R + c2

(uLu R − c2)2
.

The condition α′+(0) < β ′
1(0) translates to

1

uL
− 1

u R
<

1

2ε
.

Lastly, integrating the differential equation (8) with c = 0 gives us the condition for
zero-flux: 1/uL − 1/u R = 1/2ε, which is in agreement with the above criteria for
positive or negative flux. �	
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Fig. 2 H+(c) (a) and
H−(c) (b), for uL = 0.75,
u R = 1.0 and ε = 0.1
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Fig. 3 H+(c) a and H−(c)
b, for uL = 1, u R = 10 and
ε = 1
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Figure2 shows the plots of the functions H+(c) and H−(c), for uL = 0.75, u R = 1
and ε = 0.1 not satisfying (14). Hence, H−(c) does not have a non-trivial root,
unlike H+(c)which has a non-trivial root at c = 0.749(≈ u R). In Fig. 3, for uL = 1,
u R = 10 and ε = 1, condition (14) is satisfied. Thus, H+(c) does not have a non-
trivial root, whereas H−(c) has a non-trivial root, at c = 1.7597.

4 Numerical Results

We compare the proposed nonlinear local BVP scheme with the upwind scheme and
the homogeneous flux scheme described in [4, 5]. In the homogeneous flux scheme,
the numerical flux F lin

j+1/2 is derived from a linearized homogeneous local two-point
BVP and is given by

F lin
j+1/2 = ε

(
B(−P)uL − B(P)u R

)
,

where B(z) := z/(ez − 1) is the Bernoulli function and P := U j+1/2/2ε, is the grid
Péclet number. The interface velocity U j+1/2 = (uL + u R)/2 is given by the cen-
tral approximation. The availability of an analytical solution to the viscous Burgers
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equation defined on (0, 1) × (0, T ), T ∈ (0, 1] provides us a reference solution to
compare the schemes:

uref(x, t) = 1 + 1

2
tanh

( 1

4ν

(
x − 0.1 − 1

2
t
))

. (15)

We use the explicit fourth-order Runge–Kutta scheme for the temporal discretization
with Δt = 10−3. For this test case, we have 0 < u R < uL throughout the computa-
tional domain, and the numerical flux is given by the roots of H+(c). The Newton
solver converges in 2–8 iteration steps (depending on the tolerance, ranging from
10−3 to 10−8), for a good initial guess. A fairly accurate initial guess can be derived
using the bounds on the derivative uσ , that can be obtained using Lemma 1. Figure4
shows the convergence of the error eu := |u − uref |1 for ν = 10−3 over a family of
uniform grids. Grid refinement (for fixed ν) causes ε to increase (for the test case,
ε = 2i × 10−2, i = 1, 2, . . . , 6). Moreover, it is observed that the root-finder con-
verges faster for higher values of ε (≈ 1) than for smaller values of ε. On coarse
grids all three schemes exhibit first-order accuracy, with the local BVP schemes
being slightly more accurate than the upwind scheme. However, on grid refinement
(increasing ε) the nonlinear BVP scheme is found to be more accurate compared
to the upwind and the linearized local BVP scheme (Fig. 4). Further, Richardson
extrapolation shows that for finer grids the nonlinear local BVP scheme exhibits
second-order convergence.

10 -3 10 -2 10 -1

h

10 -4

10 -3

10 -2

||e
u
|| 1

2

1

nonlinear local BVP
linear local BVP
upwind

Fig. 4 Convergence of the 1-norm of the error eu for ν = 10−3 for the proposed nonlinear local
BVP scheme, homogeneous linear local BVP scheme and the upwind scheme for a family of grids
(Δx = 0.1 × 2−i ; i = 1, 2, 3, 4, 5, 6)
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5 Conclusion

In this paper, we have presented a flux approximation scheme for the viscous Burgers
equation, in which the numerical flux function is given by the solution of a local
nonlinear two-point BVP, resulting in a locally exact approximation that corresponds
with the nonlinearity of the flux function. The resulting numerical flux is shown to
be consistent with the Godunov method in the inviscid limit and is more accurate
than the linearized homogeneous approximation scheme in [4, 5].

In the future, we plan to extend the scheme by including source terms and also
the time derivative into the local BVP, and by then solving the inhomogeneous BVP,
to get the nonlinear complete-flux scheme.
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Mimetic Staggered Discretization
of Incompressible Navier–Stokes
for Barycentric Dual Mesh

René Beltman, Martijn J. H. Anthonissen and Barry Koren

Abstract A staggered discretization of the incompressible Navier–Stokes equations
is presented for polyhedral non orthogonal nonsmooth meshes admitting a barycen-
tric dualmesh. The discretization is constructed by using concepts of discrete exterior
calculus. The method strictly conserves mass, momentum and energy in the absence
of viscosity.

Keywords Mimetic finite-volume discretizations · Barycentric dual mesh
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1 Introduction

In staggered methods the incompressible Navier–Stokes equations are discretized in
terms of the normal velocity components at the cell faces and pressure variables in
the cell-centers. Staggered mesh methods were introduced for Cartesian meshes by
Harlow and Welch in the form of the MAC scheme [6]. The staggering allows for an
efficient discretization of the divergence-free condition, leading to exact conservation
of mass. It was subsequently shown [7] that, besides momentum and mass, the
staggered Cartesian discretization also conserves the secondary quantities vorticity
and kinetic energy, in the inviscid case.

The staggered mesh method was subsequently extended to unstructured meshes
[5, 9]. In this formulation the orthogonality properties of a Delaunay-Voronoi dual
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mesh were exploited. Perot [10] showed that, on unstructured meshes, both for a
discretization of the momentum equation in divergence-form and a discretization in
rotation-form, kinetic energy is conserved. However, for the divergence-form con-
servation of momentum was proved but not conservation of vorticity, and, for the
rotation-form conservation of vorticity was shown to be satisfied, but not conser-
vation of momentum. Recently, a variational formulation of the MAC scheme was
generalized to nonconforming meshes and proved to converge [3].

In most of the aforementioned cases, the primal mesh admits a circumcentric dual
mesh. The circumcentric dual mesh has desirable orthogonality properties that allow
for simple interpolation between the primal and dual meshes. For many meshes
a circumcentric dual mesh does not exist. Such a situation is encountered in, for
example, cut-cell methods [4]. In such cases a barycentric dual mesh can be used,
although this type of dual mesh is harder to deal with, because it lacks orthogonality
properties.

In this work we will present a barycentric discretization. We will discretize the
divergence-form of the Navier–Stokes equations, given by

∂u

∂t
= (u · ∇)u − 1

ρ
∇ p + ν�u, (1a)

0 = ∇ · u. (1b)

The discretization presented in [12] will be generalized to polyhedral meshes. This
will be done by showing that themimetic inner productmatrices [2] can be interpreted
as discrete Hodge operators and by using them as such. They allow for polyhedral
volumes with a varying number of faces. Furthermore, we will complete the dual
mesh to a cell-complex and show that a discretization on this cell-complex leads to
a method that conserves mass, momentum and energy (in the absence of viscosity)
in the interior of the domain and also reproduces accurate boundary fluxes of these
quantities. The discretization has a narrow stencil for the orthogonal part of themesh.

2 Primal-Dual Mesh Structure and Discrete Exterior
Calculus

In the continuous setting, conservation statements, like conservation of energy, can be
derived from theprimary equations byusing fundamental properties of the continuous
differential operators. Examples of this are that the curl of a gradient is always zero
and the divergence of a curl is always zero. If the fundamental properties of the
continuous differential operators can be transferred to the discrete setting, then it
is possible to derive discrete conservation properties by similar arguments as in the
continuous case. We will discretize in such a way that properties of the continuous
differential operators are transferred to the discrete setting as much as possible.
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2.1 The Primal Mesh and Incidence Matrices

The mesh G := {P,L ,S ,V } consists of a set of pointsP , linesL , surfacesS
and volumes V . The volumes V are polyhedra that exactly fill the flow domain Ω .
The intersection of two volumes in V is either empty or it is a polygon part of the
boundary of both. The setS is the union of the polygons making up the boundary of
all the volumes in V . Similarly,L is the union of the different line segments making
up the boundaries of the polygons inS andP is the union of all endpoints of lines
inL .

We discretize the velocity field by integrating over the polygonal faces s ∈ S :

u(2)
s :=

∫
s
u · dA,

where dA is an infinitesimal oriented surface area and the superindex indicates the
dimension of s. The numbers u(2)

s , s ∈ S , are the discrete variables and, if we
number the elements inS , we can order them in a vector u(2). We denote the space
of possible u(2) byC (2) = R

Ns , where Ns is the number of elements inS . In a similar
vein we can discretize a vector field by integrating it along the lines inL and define a
space C (1). By integrating and evaluating a scalar function on the elements of V and
P , respectively, we can discretely represent this function on the volumes or points
of our mesh and analogously define the spaces C (3) and C (0).

The integrated discrete variables are also known as discrete forms [8] or cochains
[1]. They allow to discretize the divergence, gradient and curl (or really the exterior
derivative) in such a way that the generalized Stokes theorem is valid in the finite
number of situations provided by the mesh. To be able to define the discretizations
of the divergence, gradient and curl we need to give an orientation to the elements
in G . The choice of orientation is arbitrary. Examples of oriented mesh elements are
shown in Fig. 1. Suppose we are given the surface fluxes u(2)

s . Using the divergence
theorem we can determine the divergence of u integrated over all v ∈ V :

Fig. 1 A point p ∈ P is either classified as a sink (ingoing arrows) or a source (outgoing arrows),
a line l ∈ L is oriented by a direction along the line, a face s ∈ S by a sense of rotation in its plane
and a volume v ∈ V by a right- or left-hand-rule
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l
p1

p2

l1

s
l2

l3
l4

s1

s2 s3

s4s5

s6

v

Fig. 2 For the line the orientations of p2 and l agree, therefore αl (p2) = 1. Similarly we have
αl (p1) = −1, αs(l1) = αs(l2) = −1, αs(l3) = αs(l4) = 1. Volume v has right-handed orienta-
tion indicated by a helix and we find αv(s1) = αv(s4) = −1 and αv(s2) = αv(s3) = αv(s5) =
αv(s6) = 1

∫
v
∇ · u dV =

∑
s∈∂v

αv(s)u
(2)
s ,

where αv(s) = 1 if the orientations of s and v agree and αv(s) = −1 otherwise.
Examples are given in Fig. 2. In matrix notation we can express this for all v ∈ V at
once as d(3) = D

(3,2)u(2), where the entry of d(3) corresponding to v ∈ V is d(3)
v :=∫

v ∇ · v dV and

D
(3,2)
v,s :=

⎧⎪⎨
⎪⎩

+1 if s ∈ ∂v and the orientations of s and v agree,

−1 if s ∈ ∂v and the orientations of s and v disagree,

0 if s /∈ ∂v.

We see that the incidence matrix D
(3,2) gives the integral of the divergence of a

vector field u over the volumes when it is applied to the discrete representation
of this vector field on the surfaces. Similarly, using the fundamental theorem of
calculus, the discrete representation of a function on P can be used to determine
the integral of the gradient over the lines in L . Suppose q(0) ∈ C (0) is this discrete
representation, i.e., q(0)

p := q
∣∣
p then [D(1,0)q(0)]l = ∫

l ∇q · dl, where D
(1,0)
l,p = +1,

if p ∈ ∂l and their orientations agree, D(1,0)
l,p = −1 if p ∈ ∂l and their orientations

disagree andD(1,0)
l,p = 0 if p /∈ ∂l. A similarly definedmatrixD(2,1) returns the integral

of the curl over surfaces inS of a vector field when applied to a discretization of this
vector field onL , representing an exact discretization of the Kelvin-Stokes theorem.
The incidence matrices have the properties D(2,1)

D
(1,0)a(0) = 0(2) for all a(0) ∈ C (0)

and D
(3,2)

D
(2,1)b(1) = 0(3) for all b(1) ∈ C (1) representing the fact that the curl of a

gradient and the divergence of a curl are zero [1].
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2.2 The Dual Mesh and Discrete Hodge Operators

Primal mesh and incidence matrices alone are not sufficient to discretize the equa-
tions. We introduce a dual mesh which allows to conveniently interpolate between
discrete variables defined on mesh elements of dimension k and dual mesh elements
of dimension 3 − k. Using these interpolations we can, for example, apply the inci-
dence matrix corresponding to the curl twice, once on the primal mesh and, after
interpolation to the dual mesh, once on the dual mesh. This then allows for the con-
struction of discretizations of higher order differential operators like the Laplacian.
Moreover, the interpolation between the primal and dual mesh introduces the metric
aspects of the differential equation in the discrete setting. The discrete operations on
only the primal (or dual) mesh, as indicated by the ones and zeros of the incidence
matrices, only depend on the topology of the mesh and not on the lengths, areas
or volumes of the mesh elements. These metrical notions only play a role in the
interpolation between the primal and dual mesh. This interpolation is also the place
where the discretization error enters the method.

The dual mesh G̃ := {Ṽ , S̃ , L̃ , P̃} consists of the set of points Ṽ which are
dual to the volumes in V , the set of lines S̃ dual to the surfaces in S , etc. Every-
thing related to the dual mesh will be given a tilde. In the introduction wemention the
circumcentric dual mesh, constructed by connecting the circumcenters of neighbor-
ing primal volumes, and the barycentric dual mesh, constructed by connecting the
barycenters of every primal volume with the barycenters of the primal surfaces that
constitute the boundary of that primal volume. It should be noted that the line ele-
ments S̃ of the barycentric dual mesh consist of two straight line segments. The dual
mesh elements are given an outer orientation, i.e. an orientation of their complement
in the ambient Euclidean three-dimensional space. This orientation will be chosen
to coincide with the orientation of their corresponding primal cells. For the dual
mesh, analogously to the primal mesh, we define discrete spaces C (k̃), k = 0, 1, 2, 3,

and incidence matricesD(˜k+1,k̃), k = 0, 1, 2. Note that C (k) = C (˜3−k), because of the
bijection between G̃ and G . If the dual mesh elements are numbered in the same way
as the primal mesh elements and the outer orientation for the dual mesh is chosen to

coincide with the primal mesh, then D(˜k+1,k̃) = D
(3−k,3−k−1),T , k = 0, 1, 2, see [13].

The primal mesh is a so-called cell-complex, because the boundary of every
element in G is either a union of lower dimensional elements in G or empty. This
property implies that a discrete divergence theorem holds for the complete mesh.
The dual mesh G̃ is not a cell-complex, because at the boundary ∂Ω boundary cells
are missing. To be able to derive conservation statements up to the boundary we need
to complete the dual mesh to a cell-complex. This can be done in the following way.
Let us denote the mesh elements of the primal mesh that make up the boundary ∂Ω

by Gb. We take the dual mesh to Gb within ∂Ω , which we denote by G̃b. The (n − 1)-
dimensional dual mesh G̃b is a cell-complex because ∂∂Ω = ∅, and, moreover, the
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Fig. 3 On the left, we show a primalmeshG (blue/red) and its barycentric dual G̃ (light blue/green).
In the middle, we show the boundary part Gb of the primal mesh and the corresponding barycentric

dual G̃b within ∂Ω . On the right, we show how G̃ and G̃b combine to form the cell-complex ¯̃G

set G̃b is exactly the set that completes G̃ to a cell-complex ¯̃G := G̃ ∪ G̃b. This is
illustrated inFig. 3.Wewill subsequently partly define thevariables anddiscretization

on ¯̃G , the fact that this is a cell-complex allows us to derive conservation statements
for momentum and energy neatly up to the boundary.

The interpolation matrices between C (k) and C (˜3−k) are called discrete Hodge
operators, because they map discrete k-forms to discrete (3 − k)-forms, like the
continuous Hodge operators map differential k-forms to differential (3 − k)-forms.
When the circumcentric dual mesh is used, the orthogonality of the primal and
dual mesh allow for consistent diagonal discrete Hodge operators [8]. When the
barycentric dual mesh is used, diagonal discrete Hodge operators are still available
for interpolation between C (0) and C (̃3), and, C (3) and C (̃0), by using the volume
averages. However, for interpolation between primal lines and dual surfaces, and,
primal surfaces and dual lines, no consistent diagonal Hodge operators exist for
general polyhedra in the barycentric case.

As barycentric Hodge operators we will use the mimetic inner product matrices
used in the mimetic finite difference method. It can be shown that the mimetic inner
product matrices ML and MS presented in [2], which define the mimetic inner
product on the spacesC (1) andC (2), respectively, can be interpreted as discreteHodge
operators mapping from C (k) to C (3−k), for k = 1, 2 for a barycentric dual mesh. It
is shown in [14] that these matrices are consistent and stable for polyhedral meshes
with only minor assumptions. We use the notationH(2̃,1) andH(1̃,2) for, respectively,
ML and MS to indicate that they map from the primal mesh to the dual mesh. In
the parts of the mesh where the primal and dual mesh are orthogonal we will use the
diagonal Hodge operator instead.

These Hodge operators are symmetric and positive definite for mesh cells with
varying number of faces and therefore allow for a generalization of the method
described in [11] from simplicial meshes to polyhedral meshes.
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3 Barycentric Discretization

We use a barycentric dual mesh and a discretization similar to [11], but we discretize
the viscous term differently by employing the aforementioned Hodge operators.

Moreover, we define the pressure at all the points in the dual cell-complex ¯̃G and
solve an extra equation for the faces in Gb, which allows conservation statements that
hold up to the boundary. Furthermore we introduce extra vorticity variables only for
the primal edges in the regions where the Hodge operatorH(2̃,1) is not diagonal. This
results in an efficient treatment of the nonorthogonal part of the mesh by avoiding
the inversion ofH(2̃,1) while still allowing for nonorthogonal polyhedral meshes. We
discretize (1a) by approximating its line integral over dual line elements.

To define the convection operator we need a primal volume vector reconstruction
operator that approximates the velocity vector in the barycenter of the primal volumes
v by using the flux variables u(2)

s for s ∈ ∂v. The integral of the velocity field over
the primal cells, can be approximated [12] according to

∫
v
u dV ∼=

∑
s∈∂v

αv(s)(xs − xv)u
(2)
s ,

where xs and xv are barycenters of s and v, respectively. This is a first order approx-
imation that holds for arbitrary polygons and is a second order approximation when
the mesh is uniform [12]. It can be written asRu(2), whereR is the 3Nv × Ns matrix
with R

i
v,s = αv(s)(xis − xiv), where i = 1, 2, 3 indicates the vector components. Let

H
(0̃,3) be the 3Nv × 3Nv matrix that divides the vector components by the cell volume

of the corresponding cell. Then H
(0̃,3)

Ru(2) gives an, in general first order, approxi-

mation of the vector field u in the dual points ṽ ∈ Ṽ , denoted by u(0̃)
ṽ . Given a vector

field c discretized in dual mesh points ṽ ∈ Ṽ as c(0̃), an approximation of the line
integral of this vector field over the dual lines s̃ ∈ S̃ is then given by [12]

∫
s̃
c · dl ∼=

∑
ṽ∈∂ s̃

αs̃(ṽ)c
(0̃)
ṽ · (xs − xv). (2)

Outer orientations of s̃ and ṽ agree if and only if the orientations of s and v agree,
hence (2) is written for all dual mesh lines at once as RT c(0̃). These approximation
properties of R and R

T will be used in the discretization of the convection term.
Integrating the convective term over primal cells and applying the divergence

theorem we obtain
∫
v
(u · ∇)u dV =

∑
s∈∂v

αv(s)
∫
s
u u · dA. (3)
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The surface integrals will be approximated as

∫
s
u u · dA ∼=

∑
{v|s∈∂v}

1

2
u(0̃)
ṽ u(2)

s .

Let u(0̃) = H
(0̃,3)

Ru(2) and let A[u(0̃)] be the 3Ns × Ns matrix consisting of the
three Ns × Ns diagonal blocks with on the diagonal element corresponding to s,

respectively the x-, y- or z-component of
∑

{v|s∈∂v} u
(0̃)
ṽ /2. Using this matrix we can

write the approximation of (3) for all v ∈ V at once as D
(3,2)

A[u(0̃)]u(2), where

D
(3,2) is a componentwise version of D(3,2). Subsequently applying H

(0̃,3) and R
T

gives C[u(2)]u(2) := R
T
H

(0̃,3)
D

(3,2)
A[u(0̃)]u(2), which is an approximation of the

convection term integrated over the dual line integrals.
For the primal lines l ∈ L for whichH(2̃,1) contains off-diagonal terms we intro-

duce the vorticity variables ω
(1)
l . We collect them in a vector ω(b1), where b in the

superindex indicates that the complete barycentric Hodge operator applies. To split
the primal lines in the set where H

(2̃,1) is diagonal and the set where it is non-
diagonal we introduce matrices Ib : C (1) → C (b1) and Id : C (1) → C (d1), where Ib

is the identity with the rows corresponding to the lines where H(2̃,1) is the diagonal
eliminated and Id the same but then with the rows corresponding to lines whereH(2̃,1)

is non-diagonal eliminated.
For the pressure term we use a straightforward discretization by applying the

discrete gradient operator D̄(1̃,0̃), where the bar indicates that this is the extension of
D

(1̃,0̃) to the dual cell-complex. The complete semi-discrete system is given by

⎡
⎢⎣
H

(1̃,2)∂t + C[u(2)] + νL H
(1̃,2)

D
(2,1)

I
T
b −D̄

(1̃,0̃)

IbD
(2̃,1̃)

H
(1̃,2) ν−1

IbH
(2̃,1)

I
T
b 0

−D̄
(1̃,0̃),T 0 0

⎤
⎥⎦

⎡
⎣ u(2)

ω(b1)

p(0̃)

⎤
⎦ =

⎡
⎢⎣

r(1̃)
1

r(b1)
2

r(3)
3

⎤
⎥⎦ ,

where L := H
(1̃,2)

D
(2,1)

I
T
d (IdH

(2̃,1)
I
T
d )−1

IdD
(2̃,1̃)

H
(1̃,2) and it should be noted that

IdH
(2̃,1)

I
T
d is diagonal. The right-hand side vector incorporates the Dirichlet bound-

ary condition on the velocity. In this semi-discrete system the viscous term in the
momentum equation consists of two contributions νLu(2) and H

(1̃,2)
D

(2,1)
Ibω

(b1)

corresponding to the orthogonal and non-orthogonal parts of the mesh, respectively.
From these discrete equations we can derive the discrete conservation laws that

correspond to

∂t

∫
Ω

u dV = −
∫

∂Ω

u(u · n) + pn − ν∇u · n dA,

∂t

∫
Ω

1

2
(u · u) dV = −

∫
∂Ω

1

2
u · u(u · n) + p(u · n) + ν(ω × u) · n dA − ν

∫
Ω

ω · ω dV .

Details will be given at FVCA8 and in a forthcoming publication.
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4 Future Work

We have presented a mimetic staggered discretization of the incompressible Navier–
Stokes equations. The method uses the barycentric dual mesh and discrete exterior
calculus. This discretization will be used to develop a cut-cell method for modeling
flow around complex objects by using a Cartesian mesh. The resulting efficient
method, despite using a mesh not aligned with the objects, is anticipated to still be
physically accurate as a result of its many conservation properties.

References

1. Bochev, P.B., Hyman, J.M.: Principles of mimetic discretizations of differential operators. In:
Compatible Spatial Discretizations, pp. 89–119. Springer, Heidelberg (2006)

2. Brezzi, F., Buffa, A., Manzini, G.: Mimetic scalar products of discrete differential forms. J.
Comput. Phys. 257, 1228–1259 (2014)

3. Chénier, E., Eymard, R., Gallouët, T., Herbin, R.: An extension of the MAC scheme to locally
refined meshes: convergence analysis for the full tensor time-dependent Navier–Stokes equa-
tions. Calcolo 52(1), 69–107 (2015)

4. Cheny, Y., Botella, O.: The LS-stag method: a new immersed boundary/level-set method for
the computation of incompressible viscous flows in complex moving geometries with good
conservation properties. J. Comput. Phys. 229, 1043–1076 (2010)

5. Hall, C., Cavendish, J., Frey, W.: The dual variable method for solving fluid flow difference
equations on Delaunay triangulations. Comput. Fluids 20, 145–164 (1991)

6. Harlow, F.H., Welch, J.E.: Numerical calculation of time-dependent viscous incompressible
flow of fluid with free surface. Phys. Fluids 8, 2182 (1965)

7. Lilly, D.K.: On the computational stability of numerical solutions of time-dependent non-linear
geophysical fluid dynamics problems. Mon. Weather Rev. 93, 11–26 (1965)

8. Mohamed,M.S., Hirani, A.N., Samtaney, R.: Discrete exterior calculus discretization of incom-
pressible Navier–Stokes equations over surface simplicial meshes. J. Comput. Phys. 312, 175–
191 (2016)

9. Nicolaides, R.: Flow discretization by complementary volume techniques. In: Proceedings of
the 9th AIAA CFD Meeting. AIAA Paper 89-1978 (1989)

10. Perot, B.: Conservation properties of unstructured staggered mesh schemes. J. Comput. Phys.
159, 58–89 (2000)

11. Perot, B., Nallapati, R.: A moving unstructured staggered mesh method for the simulation of
incompressible free-surface flows. J. Comput. Phys. 184, 192–214 (2003)

12. Perot, J.B., Vidovic, D., Wesseling, P.: Mimetic reconstruction of vectors. In: Compatible
Spatial Discretizations, pp. 173–188. Springer, Heidelberg (2006)

13. Tonti, E.: The Mathematical Structure of Classical and Relativistic Physics. Springer, Heidel-
berg (2013)

14. da Veiga, L.B., Lipnikov, K., Manzini, G.: The Mimetic Finite Difference Method for Elliptic
Problems, vol. 11. Springer, Heidelberg (2014)



A Reduced-Basis Approach to Two-Phase
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Abstract Reduced-basis methods (RB) have demonstrated their efficiency for a
wide variety of problems, most of which are elliptic PDEs solved by finite element
methods. In this work, we attempt to apply the RB philosophy to a simple “real-
life” model for two-phase flows in porous media, whose reference scheme is a finite
volume method. This model is parameterized by the viscosity of water. Because
of the mixed parabolic-elliptic nature of the system, we first propose to restrict
the RB approach to the pressure subsystem corresponding to the end time. The
resulting parametric dependence is, however,muchmore intricate than in the classical
examples. This difficulty will be discussed and illustrated by numerical results.
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1 Model Problem and Parametrization

In reservoir engineering, one simple model for describing the sweeping of oil (o)
by water (w) in a porous domain Ω ⊂ R

d over a time interval (0, T ) can be derived
by assuming that both fluids are incompressible and by neglecting gravity as well as
capillarity effects. After expressing the balance laws of the two phases α ∈ {o,w}
and invoking Darcy’s laws, we obtain

φ∂t Sα + ∇ · vα = 0 in Ω × (0, T ), (1a)

vα = −μ−1
α kkrα(Sα)∇P in Ω × (0, T ). (1b)

The unknowns are the two saturations Sα, that satisfy the additional equation

So + Sw = 1, (2)

the two velocities vα and the common pressure P . The (supposedly known) data
are the rock porosity φ and permeability k, the two relative permeabilities krα and
viscosities μα. System (1)–(2) is completed by the boundary and initial conditions

P = PD on ΓD × (0, T ), (3a)

∇P · n = 0 on ΓN × (0, T ), (3b)

Sw = 1 if ∇P · n < 0 on ΓD × (0, T ), (3c)

Sw(·, 0) = 0, in Ω, (3d)

where ΓD ∪ ΓN = ∂Ω , ΓD ∩ ΓN = ∅, is a prescribed Dirichlet-Neumann decompo-
sition of the boundary ∂Ω .

Setting S = Sw, summing the mass balances (1a) over α and introducing the total
velocity v = vo + vw, we obtain the system

v + kλ(S)∇P = 0 in Ω × (0, T ) (4a)

∇ · v = 0 in Ω × (0, T ), (4b)

φ∂St + ∇ · ( f (S)v) = 0 in Ω × (0, T ), (4c)

in the unknowns (S, v, P), the auxiliary functions

λ(S) = λw(S) + λo(1 − S), λα(S) = krα(S)

μα
, f (S) = λw(S)

λ(S)
(5)

being respectively the total mobility, the mobility of phase α and the fractional flux
of water. Problem (3)–(4) is the definitive form that we shall be working with.

From a broader perspective, (3)–(4) ought to be regarded as a forward problem
within an optimization process whose purpose is to calibrate the petrophysical prop-
erties φ, k, krα and μα. These are indeed often poorly known by geoscientists for
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various reasons. In this study, we assume that φ, k, krα and μo are well determined
but μw =: μ has to be calibrated. Then, the inverse problem requires a large number
of forward problems to be numerically solved, which correspond to a large number
of varying trial parameters μ.

Nevertheless, a single forward simulation is already quite expensive. In this
respect, the objective of a RB method is to significantly decrease the amount of
computational time associated to many forward problems, at the price of some fur-
ther approximation errors (see [2] for other developments of reduced ordermodelling
on porous media). Before constructing such a RBmethod, let us review the reference
numerical scheme used for a single forward simulation, the solution of which will
be called reference solution.

2 Reference Scheme

The two-phase flow problem (4) is discretized in time using the so-called IMPIMS
(implicit in pressure, implicit in saturation) scheme, which reads

vn+1 + kλ(Sn)∇Pn+1 = 0, (6a)

∇ · vn+1 = 0, (6b)

φ
Sn+1 − Sn

�tn
+ ∇ · ( f (Sn+1)vn+1) = 0, (6c)

where �tn = tn+1 − tn denotes the time-step. In reservoir engineering, system (6)
is usually discretized in space by a finite volume method [4]. To this end, the domain
Ω is assumed polygonal and is partitioned by an admissible mesh (M, E) in the
sense of [4, Definition 3.1]. In each cell K ∈ M, we define the data (φK , kK ) and
the unknowns (SK , PK ). If σ ∈ E is an edge contained in ∂K , the distance from the
center of K to σ is designated by dK ,σ .

The two-point flux approximation (TPFA) of ∇ · (−kλ(Sn)∇Pn+1) = 0, which
results from (6a)–(6b), proceeds as follows. To each pair (K ,σ), where σ ∈ E is an
edge contained in ∂K , we associate the discrete flux

FK ,σ =

⎧
⎪⎨

⎪⎩

τ n
σ (Pn+1

K − Pn+1
L ) if σ = K |L ,

τ n
σ (Pn+1

K − Pn+1
D,σ ) if σ ⊂ ΓD ∩ ∂K ,

0 if σ ⊂ ΓN ∩ ∂K ,

(7)

intended to be an approximation of the outgoing flux
∫

σ −kλ(Sn)∇Pn+1 · nK ,σ ds
from K through σ. The transmissivity τ n

σ in (7) is given by

τ n
σ = kσλn

σ

|σ|
dσ

, (8)
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where |σ| denotes the measure of σ and

dσ = dK ,σ + dL ,σ, kσ = kK kLdσ

kKdL ,σ + kLdK ,σ
, λn

σ = λ(SnK ) + λ(SnL)

2
(9)

if σ = K |L is an inner edge, whereas

dσ = dK ,σ, kσ = kK , λn
σ = λ(SnK ) (10)

if σ ⊂ ΓD ∩ ∂K is a Dirichlet boundary edge. The pressures {Pn+1
K }K∈M are then

required to solve the linear system

∑

σ∈E ,σ⊂∂K

FK ,σ = 0, K ∈ M, (11)

which expresses the fluid volume balance over the cells.
The set of Eqs. (11) can be interpreted as the optimality condition for the mini-

mization problem
{Pn+1

K }K∈M = arg min
q∈QN

EN (q), (12)

in which N denotes the number of cells in the mesh, QN is the N -dimensional
space of cellwise-constant real-valued functions and

EN (q) = 1

2

∑

σ∈E
σ=K |L

τ n
σ |qK − qL |2 + 1

2

∑

σ∈E
σ⊂ΓD∩∂K

τ n
σ |qK − Pn+1

D,σ |2 (13)

represents an energy functional defined over QN . In this light, it is possible to give
(11) a “variational” form: find Pn+1 =: PN ∈ QN such that

aN (PN , q) = bN (q) for all q ∈ QN , (14)

using the bilinear form on QN × QN

aN (p, q) =
∑

σ∈E
σ=K |L

τ n
σ (pK − pL)(qK − qL) +

∑

σ∈E
σ⊂ΓD∩∂K

τ n
σ pKqK (15)

and the linear form on QN

bN (q) =
∑

σ∈E
σ⊂ΓD∩∂K

τ n
σ P

n+1
D,σ qK . (16)

The energy viewpoint (12)–(16) is most helpful for constructing a RB method.
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3 Reduced-Basis Method

As explained in Sect. 1, we have to solve a great many N × N linear systems (14),
which depend on a water viscosity μ that ranges in some set of parameters P . Here,
the influence of μ on the solution is more subtle than in pure elliptic problems. A
change in μ has an impact on λw and f , as can be seen from (5). By the transport
Eq. (4c), the whole history of S is thus modified. This in turn alters λ(S) in the Darcy
velocity (4a), as well as the energy (13) and the forms (15)–(16).

To alleviate notations while highlighting the influence of μ, from now on we omit
all time superscripts n or n + 1 but write out μ whenever necessary. The characteri-
zation (14) becomes: find PN (μ) ∈ QN such that

aN (PN (μ), q;μ) = bN (q;μ) for all q ∈ QN . (17)

Let N � N and consider PN = {μ�}N�=1 a sample of parameters from P . The N -
dimensional space QN = span {PN (μ�), μ� ∈ PN } is plainly a subspace of QN , so
that the energy functional EN is well-defined on QN . Instead of minimizing it over
QN as in (12), we content ourselves with a minimization over QN to obtain

PN (μ) = arg min
q∈QN

EN (q;μ) (18)

for all μ ∈ P . In other words, the RB solution PN (μ) is a Galerkin approximation
of the reference solution PN (μ). The optimality condition for (18) gives rise to the
variational formulation: find PN (μ) ∈ QN such that

aN (PN (μ), q;μ) = bN (q;μ) for all q ∈ QN , (19)

with the same forms aN and bN as above. The RB approximation (19) now leads
to a N × N linear system for each μ. It bears some similarity to that of Haasdonk
and Ohlberger [5] for a convection-diffusion problem with a finite volume reference
scheme, but in our context the derivation is more straightforward. Note that, anyhow,
the RB solution PN (μ) does not result from a cellwise mass balance and therefore
cannot be associated with edgewise fluxes.

In order to assess the reliability of this RBmethod, it is essential to be able to work
out explicitly computable bounds for the error eN (μ) := PN (μ) − PN (μ). Following
the a posteriori approach, we introduce the residueRN [PN (μ)] associated to the RB
solution as the continuous linear form that sends every q ∈ QN to the real number

〈RN [PN (μ)], q〉Q′
N ×QN = aN (PN (μ), q;μ) − bN (q;μ). (20)
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Although continuity is obvious in finite dimension, for actual computations it is
capital to choose a norm well suited to the problem. We recommend to equip the
high-resolution space QN with the discrete energy norm

‖q‖1,N ,μ∗ = {aN (q, q;μ∗)}1/2 (21)

at a fixed parameter value μ∗. This enables us to introduce the residual dual norm

‖RN [PN (μ)]‖−1,N ,μ∗ = sup
q∈QN \{0}

〈RN [PN (μ)], q〉
‖q‖1,N ,μ∗

. (22)

Proposition 1 The residual dual norm is connected to the true error by

‖eN (μ)‖1,N ,μ∗ ≤ 1

αN (μ)
‖RN [PN (μ)]‖−1,N ,μ∗ =: �N (μ), (23)

where

αN (μ) = inf
q∈QN \{0}

aN (q, q;μ)

‖q‖21,N ,μ∗
. (24)

Proof Subtraction of 0 = aN (PN (μ), q;μ) − bN (q;μ) from (20) yields

aN (PN (μ) − PN (μ), q;μ) = 〈RN [PN (μ)], q〉, for all q ∈ QN .

Then, inequality (23) follows from the coercivity of aN and definition (22). �

Thanks to finite dimensionality, the residual dual norm (22) can be computed
explicitly by maximizing the linear objective function q �→ 〈RN [PN (μ)], q〉 under
the quadratic constraint ‖q‖21,N ,μ∗ = 1 in R

N . The question remains as to: (1) how
the sample PN should be selected; (2) how to efficiently assemble the N × N matrix
of the RB problem (19) for each μ without having to return into R

N .

4 Offline-Online, Greedy Algorithm and Empirical
Interpolation

To address the first issue, we consider a train sample PT = {μT
1 , . . . ,μ

T
N} consisting

of N equidistributed points in P (assumed to be an interval of R). Offline, we per-
form an incremental optimization using a greedy algorithm: if P� = {μ1, . . . ,μ�} is
known, then we enlarge P�+1 = P� ∪ {μ�+1} by inserting the worst-case parameter

μ�+1 = arg max
μ∈PT

‖e�(μ)‖1,N ,μ∗ . (25)
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Fig. 1 Convergence of the greedy algorithm. Left maxμ∈PT ‖eN (μ)‖1,N ,μ∗ versus N for different
values of μ∗. Right maxμ∈PT �N (μ) versus N for μ∗ = 100

In the left panel of Fig. 1, we report the convergence history of this algorithm for
different values of μ∗, with d = 2, P = [1, 100], N = 100 and k coming from the
85th layer of theSPE10benchmark [3].Acomparison is also carried outwith thePOD
technique, known to be optimal for the L2 topology. We observe that the RB greedy
algorithm performs well here; the reduced bases QN obtained yield fast decaying
RB approximation errors when N increases. The right panel of Fig. 1 shows that the
error estimate �N (μ) defined in Proposition 1 is very sharp and hence can be safely
used to certify the quality of RB approximations.

To address the second issue, we recall that the efficiency of RB methods crucially
relies on the availability of an affine parametric dependence of aN and bN . In our
model, this assumption is unfortunately not fulfilled. Following [1], we resort to the
empirical interpolation method (EIM) to approximate {λK (μ)}K∈M by

λM
K (μ) =

M∑

m = 1

�m(μ)̃λm
K , K ∈ M, (26)

where �m(μ) : P → R does not depend on K and λ̃m
K does not depend on μ. The

EIM-RB problem is then: find PM
N (μ) ∈ QN such that

aM
N (PM

N (μ), q;μ) = bM
N (q;μ), for all q ∈ QN , (27)

where, for (p, q) ∈ QN × QN ,

aM
N (p, q;μ) =

M∑

m = 1

�m(μ)̃a m
N (p, q), bM

N (q;μ) =
M∑

m = 1

�m(μ)̃bm
N (q). (28)

The elementary bilinear form
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ã m
N (p, q) =

∑

σ∈E
σ=K |L

kσλ̃m
σ

|σ|
dσ

(pK − pL)(qK − qL) +
∑

σ∈E
σ⊂ΓD∩∂K

kσλ̃
m
σ

|σ|
dσ

pKqK (29)

is defined using the elementary edge mobility

λ̃m
σ =

{
1
2

(
λ̃m
K + λ̃m

L

)
if σ = K |L ,

λ̃m
K if σ ⊂ ΓD ∩ ∂K .

(30)

The elementary linear form b̃mN (·, ·) is defined similarly. The quantities ã m
N (q j , qi )

and b̃mN (q j , qi ) in a chosen basis (q1, . . . , qN ) of QN can be pre-computed offline.
The left panel of Fig. 2 displays the relative cumulated error

εN ,M,max,rel = maxμ∈PT ‖PN (μ) − PM
N (μ)‖1,N ,μ∗

maxμ∈PT ‖PN (μ)‖1,N ,μ∗
(31)

as a function of N and M . We observe that the RB approximation converges rapidly.
It is a difficult task to control the cumulated error PN − PM

N , since one needs to
combine adequately an error estimate (23) for the affine part and a suitable indicator
for the EI error. To investigate the influence of the EI error on the reliability of RB
approximations, we introduce the new residue

〈RM
N [PM

N (μ)], q〉Q′
N ×QN = aM

N (PM
N (μ), q;μ) − bM

N (q,μ).

In the right panel of Fig. 2, we plot the evolution of

�N ,M,max,rel = maxμ∈PT ‖RM
N [PM

N (μ)]‖−1,N ,μ∗

maxμ∈PT ‖PN (μ)‖1,N ,μ∗
. (32)

For small M , the bound (32) underestimates the truth error: the EI error cannot be
neglected. Increasing M makes the EIM more accurate and the bound more sharp.
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5 Conclusion

Similar results are obtained when considering uncertainty on the permeability. The
next development is to build a reduced-basis model for the pressure problem at each
time step of the simulation. The RB approximations thus obtained will be used as
surrogates to efficiently update the velocity needed for the saturation equation.
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On the Capillary Pressure in Basin Modeling

Laurent Quaglia

Abstract This paper is devoted to the numerical simulation of sedimentary basins
using a two phase flowDarcy model. The main objective is to improve the prediction
of the position of the oil reservoirs and of the quantity of oil trapped in these reservoirs
by modifying the dependency of the capillary pressure on the saturation, and by an
adequate discretization.

Keywords Basin modeling · Capillary pressure

1 Introduction

This paper is devoted to the modeling and the numerical simulation of sedimentary
basins. The main objective is to obtain a correct prediction of the position of the oil
reservoirs and of the quantity of oil trapped in these reservoirs.

A sedimentary basin is a porous medium formed of a set of geological layers
composed of sediments accumulated over several million years. In the source rock,
the kerogen (which is an organic matter) turns into hydrocarbon. A part of these
hydrocarbons stays in the source rock (and in particular yields the now famous shale
gas); another part is expelled from the source rock and migrates towards the surface,
essentially by buoyancy (and pressure gradient). Along the way, they can be trapped
in some zones and this gives rise to the oil reservoirs which are exploited in the so
called conventional oil extraction industry. This accumulation of oil can be due to
the existence of impermeable rocks (generally clays or evaporites) but also to some
capillary effects, known as the capillary barriers, which is the object of the present
study.

In the modeling of these phenomena, the fluid is often considered as composed
by two phases (or components): oil and water. The saturation of a phase is the ratio
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of the pore volume occupied by the phase, and each phase is submitted to a pressure.
The difference of the pressures of these two phases is the capillary pressure.

Experimental data give some values for this capillary pressure, essentially as a
constant value for each rock type. The dependency of this capillary pressure with
respect to the saturation is not well known, in particular for very small or very large
saturations, and unfortunately, when the stationary state is reached (and this is the
state we want to compute) the water saturation is close to 0 under the capillary barrier
and close to 1 over the capillary barrier.

Another difficulty is that these experimental data are obtained at a small scale
(using rocks in laboratories) and the way to deduce the capillary pressure at the scale
of a basin is not clear.

Different models are used for practical simulations. A first quite recent model
(see [2]) is an invasion-percolation model; it has the advantage of being cheap from
the computational point of view. It does not take into account the permeability of the
rock and does not compute the time evolution of themigration of the oil. It essentially
takes into account the gravity effects, the pressure field and the capillary effect. It
predicts the way used by the hydrocarbons to reach the trapped zone and often gives
a good prediction of this trapped zone, that is a prediction which seems close to the
observed trapped zones for some known reservoirs or, at least, close to the expected
zones given by geological experts. A second model uses a more precise description
of the oil through the so called Darcy law for a two phases flow [1, 3]. A comparison
of these two models is given, for instance, in the thesis of Sylvie Pegaz-Fiornet [4].
However, when the two phase flow model is used with a capillary pressure taken as
piecewise constant for each rock type, it does not yield reasonable results. In fact,
it is quite easy to see that with a constant capillary pressure for each rock type, the
two phase flow model is not convenient since it does not allow the two phases to
cross simultaneously the interface between two domains with a different capillary
pressure function (in themodel, the pressure of the phase has to be continuous as long
as the corresponding relative permeability is positive). Our objective is to find some
choice of the capillary pressure as a function of the saturation which is in accordance
with the experimental data and gives the expected results in practical simulations of
simple cases. A first possibility is to use some power laws for this capillary pressure
function, but, in order to obtain reasonably good results, one has to use exponents in
the power laws so high that the resulting non linear problem is too difficult to solve.
We present other choices of these capillary pressure functions, which are piecewise
linear and in agreement with the experimental data (that is, essentially, the constant
values known for each type of rock), and which give, coupled with a convenient
discretization, satisfactory results.

We now present the two phase Darcy model considered in this work. Each phase
(water and oil) is supposed to be incompressible and the phases are immiscible. Then,
the mass conservation of each phase reads

∂t (φu) + div(−→vo ) = 0, ∂t (φ(1 − u)) + div(−→vw) = 0.
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The quantityφ is the porosity of themedium, wewill take it as a constant given value.
The oil saturation, denoted by u, is the main unknown of the model. It depends of
the space variable and of the time variable. The water saturation is equal to (1 − u).
The quantities −→vo and −→vw are the filtration velocities. They are given using the Darcy
law for a two phase flow,

∂t (φu) − div(
Kkr,o(u)

μo
(
−→∇ po − ρo

−→g )) = 0, (1)

− ∂t (φu) − div(
Kkr,w(u)

μw

(
−→∇ pw − ρw

−→g )) = 0. (2)

In these equations, K is the permeability tensor, μw is the dynamic viscosity of the
water, μo that of the oil, ρw the density of the water and ρo the density of the oil,

−→g
is the gravity vector. All these quantities are assumed to be constant and given. The
quantities kr,o and kr,w are the relative permeabilities. They are given functions of u.
The pressure of the two phases are pw and po. The difference of these pressure is
the capillary pressure:

po − pw = π(u), (3)

where π is an increasing function representing the capillary pressure. This function
depends on the rock type and the choice of this function is the main purpose of this
paper.

The unknowns of the model are u, pw and p0. Of course, Eqs. (1), (2), (3) must
be supplemented with convenient boundary conditions and initial condition. These
conditions will be given for the tests below.

2 The Power Law Capillary Pressure

Some numerical codes use a capillary pressure of the form π(u) = β + γ
(

u−ures
uirr−ures

)n

where the parameters β, γ, ures , uirr and n depend on the rock type. The domain of
study consists of various rock types, and therefore it is formed of different subdo-
mains, each with a given set of values of these parameters.

In fact, as we said in the introduction, the justification of this choice is not so
clear. Experiments in laboratories essentially give a mean value for the capillary
pressure and some values for ures and uirr (note that kr,o(u) = 0 for u < ures and
kr,w(u) = 0 for u > uirr , ures is close to 0 and uirr is close to 1). The extrapolation of
this quantities at the basin scale is not obvious. A main arbitrary choice is the choice
of n, it is done essentially in order to obtain “realistic” trapped zones. This is more
or less obtained with very large values of n, but this choice leads to large numerical
difficulties. The main problem is that for reasonable values of n (for which the code
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Fig. 1 Capillary pressures
as functions of oil saturation,
1st-choice

is able to perform computations) the height of the trapped zone is clearly largely
underestimated by the numerical code.

In the next section we present another approach for the choice of the capillary
pressure functions.

3 Piecewise Linear Capillary Pressure Functions

We consider in this section a 1D-model and we will take the following values:−→g = 1, ρw = 1, ρo = 0.8, φ = 1, K = 1, μw = 1, μo = 4, kr,o(u) = u2 and
kr,w(u) = (1 − u)2.

The domain of the simulation is composed of two subdomains and each subdo-
main has a law for the capillary pressure. We present below two possible choices of
piecewise linear capillary pressure functions. These capillary pressure curves are in
agreement with the experimental data and, in some way, the simplest curves which
can reproduce the expected oil trapping effect.

The first choice, denoted “1st-choice” below, is defined as follows (πi is the law
for the subdomain Ωi ), see Fig. 1,

π1(u) = αu + β1 if u ≥ 1 − εc, π1(u) = δu + β′
1 if u < 1 − εc,

π2(u) = αu + β2 if u ≤ εc, π2(u) = δu + β′
2 if u > εc.

We take ures = 0 and uirr = 1 for simplification, but there is no difficulty to take
into account realistic values. Experimental data give values for β′

i and more or less
for δ. These data give β′

2 > β′
1. The choice of the positive number εc is arbitrary. It

can be viewed as an alternative to the choice of n in the previous section. Once the
choice of εc is done, the choice of βi and α is given by the fact that π is a continuous
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function, chosen to be piecewise linear and such that π1(0) = π2(0), π1(1) = π2(1).
The parameter εc is small (so that α is very much larger that δ, say, for instance
α = 1000δ).

We now describe the discretization of the model using a Finite Volume Method
(FVM) including amodification of the flux function (this modification is called “shift
method” below) which allows to obtain the expected trapped zone (at the end of the
simulation).

Thanks to thismodification, themain result (namely the height of the trapped zone)
essentially does not depend on the choice of εc provided that εc is small enough (say
εc < 0.1).

The discretization of the equations is made with a classical upwind Finite Volume
scheme, with a 2 points discretization of the pressure gradient. It is important to
notice that the scheme is fully implicit and some Newton iterations are used at each
time step to compute the solution. We only describe the “shift method” which seems
useful to obtain the expected height of trapped oil under a capillary barrier.

In the cases described in this section, it is possible to compute the exact solution
and this computation gives that the height H of the expected trapped zone is given
by the formula π2(1 − εc) − π1(εc) = g(ρw − ρo)H .

A main difficulty encountered with the numerical simulation of this 1D model is
that we need to allow the fact that both phases flow through the interface between
the two rock types (if not, generally too much oil is trapped). This is not possible
if εc = 0 and β′

2 > β′
1 + α (which is a frequent case) because the capillary pressure

has to be continuous at this interface when the two phases flow through the interface.
This is the reason of the introduction of εc > 0. But, with this modification, the risk
is that not enough oil is trapped and, in order to obtain a correct height of the trapped
zone, we introduce a modification of the capillary pressure functions. We recall that
u is close to 1 under the capillary barrier and u is close to 0 over the capillary barrier
(the interface between the two rock type).

Then, the modification of the functions πi in done for some particular values of
u. It reads as follow, where ū is the oil saturation under the capillary barrier and ui
the oil saturation in the cell i:

Algorithm 0.1Modification of the function π in the shift method

If max{1 − 3εc, ū − εc} < ui < 1 − εc then π1(ui ) = αui + β1,

If max{1 − 3εc, εc} < ui < 1 + εc − ū then π2(ui ) = αui + β′
2,

The test is carried out by injecting oil from below (corresponding to x = 0 in
Fig. 2) in the domain 0 < x < 1 initially full of water. Since the phases are incom-
pressible, the total flow is the same at x = 1 (than at x = 0), then, the flow of each
phase is obtained thanks to the upwinding used for the saturation in the FV scheme.
In Fig. 2, we give the water saturation obtained at the end of the simulation, that is
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Fig. 2 Water saturation,
1st-choice

Fig. 3 Water saturation,
1st-choice, two barriers

when the stationary state is reached. The numerical result with the shift method is in
blue. The numerical result without the shift method is in red. The exact solution is
in green. Without the shift method, the height of the trapped zone (corresponding to
the values of the water saturation, (1 − u), close to 0) is much smaller than that the
exact one. With the shift method, the height is close to the exact one. In Fig. 2, the
capillary barrier is at point x = 0.6. The simulation uses 90 cells under the barrier,
10 cells over the barrier and 60000 time steps.

In Fig. 3, we give an example with two capillary barriers. Here also, the stationary
state is clearly accurately obtained with the shift method. Boundary conditions and
initial condition are the same as above. Since there are two barriers, one obtains two
trapped zones. Here also, we have a good accordance between exact solution (in red)
and numerical solution (in blue). The capillary barriers are at points 0.6 and 0.95.
The simulation uses 100 cells and 60000 time steps.

We present now a second choice of the piecewise linear capillary pressure func-
tions, denoted as “2nd-choice” below. It gives the expected height of the capillary,
without the shift method. In the case of two rock types, it reads (see Fig. 4)

π1(u) = δu + β′
1 if u ≤ 1 − εc, π1(u) = γ1u + δ1 if 1 − εc < u,

π2(u) = δu + β′
2 if u ≤ 1 − εc, π2(u) = γ2u + δ2 if 1 − εc < u,

with γ1, γ2, δ1, δ2 such as π1(1) = π2(1) = π2(1 − εc) + 1

εc

This choice was suggested to us by Robert Eymard. The principle of this new choice
is also in order to allow the two phases to cross simultaneously the interface between
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two domainswith a different capillary pressure function. This is done by a convenient
choice of the capillary pressure functions near u = 1. It is interesting to notice that,
with this choice of the capillary pressure functions, the saturations (of oil) are close
to 1 under and over the barrier while the two phases flow trough the interface between
the two rock types. Then, the saturation of oil tends to 0 over the barrier (as time
tends to+∞) when the hydrostatic equilibrium is achieved under the barrier.With the
same conditions that in Fig. 2, we obtain, with the new capillary pressure functions,
the rights values (Fig. 5).

2D Simulation
In 2D simulations, with a non trivial geometry, a new difficulty occurs with the

choice of the capillary pressure functions given in Fig. 1, that is with the 1st-choice.
Due to the presence of horizontal flows, the height of the trapped zone is not always
the expected one (we obtain too much accumulation of oil). A solution to this new
problem is to temporarily disconnect the horizontal flows (in otherwords, they are not
taken into account for some time steps) but thismethod is not completely satisfactory,
because it is difficult to estimate when this disconnection has to be done. With the

Fig. 4 Capillary pressures
functions of oil saturation,
2nd-choice

Fig. 5 water saturation,
2nd-choice

Fig. 6 Geometry
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Fig. 7 Numerical solution

Fig. 8 Exact solution

2nd-choice (Fig. 4), we obtain a very good numerical solution, without using the
disconnection of the horizontal flows, at least when the oil is injected at the bottom
of the domain during a limited time (this is a realistic case). We present below a
result with this 2nd-choice. One has two rock types, see Fig. 6. An injection of oil is
made at the bottom of a domain during a short time. There are no fluxes on the lateral
sides of the domain. At the top of the domain the fluid is allowed to flow. For the
initial condition, we take u = 1. As usual in industrial codes for such a model, the
discretization of the model is performed with a mesh whose interfaces are following
the geometry of the geological layers. In Fig. 7 is the numerical solution obtained
with the 2nd-choice and, finally, in Fig. 8 we give the exact solution. In Figs. 7 and 8,
the water saturation is in red and the oil saturation in blue. The results are obtained
with 400 cells and 60000 time steps.

4 Conclusion

The study of the heights of hydrocarbon trapping zones in a sedimentary basin is
still under way and the optimal solution still under study. However, it has been
observed that the choice of piecewise linear capillary pressures functions together
with a convenient discretization give the expected results in one space dimension (1st-
choice with shift method or 2nd-choice). For two dimensional problems, currently,
we prefer to use the 2nd-choice which allows us to retrieve the expected results.
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A Finite Volume Scheme
for Nernst-Planck-Poisson Systems with Ion
Size and Solvation Effects

Jürgen Fuhrmann and Clemens Guhlke

Abstract We introduce a recent model of an isothermal, incompressible mixture
of ionic species with finite ion size and solvation effects. A two point flux finite
volume ansatz on unstructured meshes is chosen to discretize the model. Based
on a reformulation of the continuous problem in terms of absolute activities, the
Scharfetter-Gummel upwind scheme is generalized to take into account finite ion
size and solvation effects in a thermodynamically consistent manner.

Keywords Finite volume scheme · Nernst-Planck equations
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1 A Generalized Nernst-Planck-Poisson System

Regard an isothermal, incompressible mixture of N + 1 species characterized by
charge numbers zi , molar densities (“concentrations”) ci , molar chemical potentials
μi and molar volumes vi . If the reference component i = 0 is electroneutral (z0 = 0)
it is regarded as a solvent, and each ion of species i = 1 . . . N is allowed to be
surrounded by a solvation shell consisting of κi solvent molecules.

The Nernst-Planck-Poisson system defines the motion of charged species due
to convection in a barycentric velocity field v and due to gradients of the elec-
trostatic potential φ and the respective chemical potentials μi while maintaining a
self-consistent electric field [1, 2, 5, 6]:
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−∇ · (ε0εr∇φ) = F
∑N

i=0zi ci (1a)

∂t ci + ∇ · (ci v + Ni ) = 0 i = 1 . . . N (1b)

Ni = −(Di/RT )ci (∇μ̃i + z̃i F∇φ) . i = 1 . . . N (1c)

For i = 1 . . . N , m̃i := Mi
M0

are the molar mass ratios, μ̃i := μi − m̃iμ0 are effective
chemical potentials [5] (or entropy variables, see [9]), and z̃i := zi − m̃i z0 are effec-
tive charge numbers with respect to the reference species. Further notations: Di :
species diffusion coefficients, R: molar gas constant, T : temperature, F : Faraday
constant ε0: vacuum dielectric permittivity, εr : relative dielectric permittivity.

The solvent molecules are split into two categories: the free solvent molecules
with concentration c0, and the solvent molecules located in the solvation shells of
the ions with concentration cB

0 = ∑N
i=1 κi ci [1].

The molar density of the mixture c̄ = ∑N
i=0 ci is the sum of the molar densities

of its components. The molar volumes vi and the solvation numbers κi may differ
between the species, thus unlike in [2, 5], c̄ exhibits spatial variations.

After introducing κ0 = 0, for i = 0 . . . N , the molar volume of species i includ-
ing the solvation shells is the effective molar volume v̂i := κi v0 + vi . The molar
volume v̄ of the mixture is the sum of the effective molar volumes of the species
weighted by theirmolar fractions ci

c̄ : v̄ = ∑N
i=0 v̂i

ci
c̄ . Incompressibilitymeans c̄v̄ = 1,

or
∑N

i=0 v̂i ci = 1.
The incompressibility constraint immediately leads to the limitation of the con-

centrations ci ≤ 1
v̂i
. Therefore, this model prevents the overcrowding effect which

is present in classical Nernst-Planck models which are based on the assumption of
zero ion size. It allows to express the concentration c0 of the reference species and
the mixture concentration c̄ directly from the concentrations c1 . . . cN :

c0 = 1

v0
−

N∑

i=1

v̂i

v0
ci , c̄ = 1

v0
+

N∑

i=1

v0 − v̂i

v0
ci .

Due to the barycentric velocity setting, as in [8], the N + 1 mass diffusion fluxes
Mi Ni (i = 0, 1 . . . N ) sum up to zero, defining N0 = −∑N

i=1 m̃i Ni .
The density of the mixture ρ can be expressed as

ρ = M0c0 +
N∑

i=1

(κi M0 + Mi )ci = M0

v0
+

N∑

i=1

M̂i ci . (2)

where M̂i := Mi − M0
vi
v0

is a volume related effective molar mass. By comparing
(2) to the incompressibility constraint it is easy to see but important to notice that
incompressibility is not synonymous with constant density. Using for i = 1 . . . N
the volume related effective charge numbers ẑi := zi − z0

v̂i
v0
, the space charge q of

the mixture is expressed as
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q = F
N∑

i=0

zi ci = F
z0
v0

+ F
N∑

i=1

ẑi ci . (3)

The evolution of the velocity field is described by the incompressible Navier–
Stokes equations for the barycentric velocity v and the pressure p under a body
force exerted by the self-consistent electric field. Throughout this paper, mechanical
equilibrium [8] is assumed: v = 0. The Navier–Stokes equations reduce to

∇ p = −q∇φ (4)

∂tρ = 0 (5)

As discussed in [2], (4) describes the balance between the body force exerted by the
electric field on the charged molecules in the mixture and the pressure gradient. As
in [5], taking the divergence on both sides of (4) gives

−Δp = ∇ · (q∇φ). (6)

It can be assumed that far from an electrode, the pressure p can be set equal to a
fixed reference pressure p◦. Equipped otherwise with Neumann boundary conditions
derived from (4), (6) uniquely defines the pressure and up to a rotational part implies
the force balance (4).

Equation (5) would be trivially fulfilled in the case of constant density. However,
due to (2), the density depends on the local composition of the mixture and its time
evolution. As a consequence, we have to assume either the stationary case ∂t ci = 0
or the equality of all species molar volumes and molar masses.

In order to close system (1), constitutive relationships between the chemical poten-
tials μ0 . . . μN and the other quantities describing the system, in particular the con-
centrations, are introduced following the approach from [1]:

μ0 = μ◦
0 + v0(p − p◦) + RT ln

c0
c̄

(7a)

μi = μ◦
i + vi (p − p◦) + RT ln

ci

c̄
− κi RT ln

c0
c̄

. (i = 1 . . . N ) (7b)

Here, μ◦
i are constant reference chemical potentials. In accordance to [1], μ0 is the

chemical potential of all solvent molecules including those in the solvation shells,
and μi (i = 1 . . . N ) is the chemical potential of the unsolvated ions. The resulting
effective chemical potential is

μ̃i = μi − Mi

M0
μ0 = μ̃◦

i + ṽi (p − p◦) + RT ln
ci

c̄
− κ̃i RT ln

c0
c̄

(8)

where ṽi = vi − m̃i v0, κ̃i = κi + m̃i and μ̃◦
i = μ◦

i − μ◦
0.
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2 Reformulation in Activities

In order to derive a flux expression which is easily handled numerically, we follow
the approach introduced in [5] and reformulate the system in terms of (absolute effec-
tive) activities ai = exp μ̃i

RT . Denote by βi = βi (a1, a2, . . . , aN , p) the (generalized
absolute effective) inverse activity coefficient of species i characterized by ci = βi ai .

The Nernst-Planck-Poisson system (1) transforms to

−∇ · ε0εr∇φ = q = F
z0
v0

+ F
N∑

i=1

ẑiβi ai (9a)

∂t (βi ai ) + ∇ · (Ni ) = 0 i = 1 . . . N (9b)

Ni = −Diβi

(

∇ai + ai z̃i
F

RT
∇φ

)

. i = 1 . . . N (9c)

together with (4) and (5). As discussed above, we replace (4) by (6). In order to fulfill
(5) we assume stationarity or equal molar masses and molar volumes.

One observes that under the time derivative and the divergence operator, expres-
sions in the activities occur which are formally equal to the rather well understood
classical Nernst-Planck case described by drift and Fickian diffusion, and which
are multiplied by the inverse activity coefficients. This structure provides a rather
straightforward way to generalize the Scharfetter-Gummel scheme. We note that a
formulation in concentrations would lead to a cross diffusion structure which appears
to be more complicated to handle compared to the additional nonlinear equations for
β which just can be added to the overall nonlinear system of equations.

Equations (9a)–(9c) are the same as those proposed in [5]. All specifics of the
model including differing molar volumes and solvation effects are expressed in the
relationship defining βi (i = 1 . . . N ). From (8) one obtains

ai = a◦
i exp

ṽi (p − p◦)
RT

ci

c̄

(c0
c̄

)−κ̃i

,

where a◦
i = expμ◦

i . For i = 1 . . . N this leads to

exp
ṽi (p − p◦)

RT
a◦

i βi = c̄
(c0

c̄

)κ̃i = c̄1−κ̃i cκ̃i
0

= 1

v0

⎛

⎝1 +
N∑

j=1

(v0 − v̂ j )a jβ j

⎞

⎠

1−κ̃i
⎛

⎝1 −
N∑

j=1

v̂ j a jβ j

⎞

⎠

κ̃i

.

As a result, one obtains a nonlinear system of N equations defining β1 . . . βN through
the values of the pressure p and the activities a1 . . . aN :
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βi = Bi (p, a1 . . . aN , β1 . . . βN )

:= 1

a◦
i v0

exp

(

− ṽi (p − p◦)
RT

)
⎛

⎝1 +
N∑

j=1

(v0 − v̂ j )a j β j

⎞

⎠

1−κ̃i
⎛

⎝1 −
N∑

j=1

v̂ j a j β j

⎞

⎠

κ̃i

i = 1 . . . N .

(9d)

For the model regarded in [5] (z0 = 0,κi = 0, vi = v0(i = 1 . . . N )) it was pos-
sible to prove the existence and uniqueness of a solution of system (9d).

Thermodynamic equilibrium. Using the activity based flux expressions it is
straightforward to derive expressions for the corresponding modified Poisson–
Boltzmann equations describing thermodynamical equilibrium. Assuming zero flux
due to thermodynamical equilibrium, one arrives at ∇μ̃i = −z̃i F∇φ (i = 1 . . . N ).
To fulfill this, we introduce a constant electrochemical potential ψi and set μ̃i =
z̃i F(ψi − φ). The thermodynamical equilibrium then is described by the force bal-
ance (6), the algebraic system defining the inverse activity coefficients (9d) and

−∇ · ε0εr∇φ = F
z0
v0

+ F
N∑

i=1

ẑiβi ai , ai = exp

(
z̃i F

RT
(ψi − φ)

)

(i = 1 . . . N ).

(10)

Bikerman model. Assume that all species including the solvent have the samemolar
volume v0, the same molar mass M0 and the solvation number 0, and that the sol-
vent is neutral. Then, for i = 1 . . . N , ẑi = z̃i = zi , m̃i = 1, κ̃i = 1, ṽi = 0, v̂i = v0.
Then Eq. (9d) yields [5] βi = 1

v0
1

a◦
i +∑N

j=1 a j
. Species and potential distributions can

be obtained without the pressure which nevertheless is defined by (6).

3 Finite Volume Based Numerical Approach

Two point flux finite volume methods have structural advantages when considering
coupled nonlinear problems and ensuring nonnegative and non-oscillatory solutions
[3, 7, 12]. TheVoronoï control volumemethod [10] is implemented in the framework
pdelib [13] which is used to implement the proposed discretization approach.

The domain � is subdivided into a finite number of polygonal control volumes
K ∈ K around the collocation points xK . Such a subdivision can be obtained by
using a triangular or tetrahedral grid exhibiting the boundary-conforming Delaunay
property [12]. The control volumes surrounding each given collocation point are
obtained by joining the circumcenters of the simplices adjacent to it. For two neigh-
boring control volumes, the grid edge xLxK is orthogonal to the face separating the
control volumes. This construction fits to the definition of an admissible grid in [4].

Discrete approximations uK = {uK }K∈K of a continuous function u are seen as
piecewise constant functions which are constant in each control volume.



502 J. Fuhrmann and C. Guhlke

The discretization scheme described in the sequel will be based on the following
set of degrees of freedom considered in each collocation point xK : electrostatic
potential φK , pressure pK , species activities a1,K . . . aN ,K , inverse activity coeffi-
cients β1,K . . . βN ,K . The overall number of unknowns in the discrete system is then
|K |(2N + 2).

Denote by ∂K the boundary of the control volume K , and by |ξ|, the measure
(volume, surface, length) of a geometrical object ξ. Let σK L = |∂K ∩ ∂L|. LetNK

be the set of control volumes L such that σK L > 0. Let

qK = F
z0
v0

+ F
N∑

i=1

ẑiβi,K ai,K ( K ∈ K ) (11)

and Z̃i = z̃i
F

RT . As in [5], one arrives at the finite volume discretization of the Poisson
equation coupled to momentum balance and the discrete equation for the inverse
activity coefficients:

εrε0
∑

L∈NK

σK L
φK − φL

|xK − xL | = |K |qK ( K ∈ K ) (12a)

∑

L∈NK

σK L
pK − pL

|xK − xL | = −
∑

L∈NK

σK L avg(qK , qL)
φK − φL

|xK − xL | ( K ∈ K )

(12b)

βi,K = Bi (pK , a1,K . . .aN ,K ,β1,K . . . βN ,K ) (i = 1 . . . N , K ∈ K ) (12c)

In thermodynamic equilibrium, one assumes

ai,K = exp
(

Z̃i (ψi − φK )
)

(i = 1 . . . N , K ∈ K ). (12d)

Here, avg(·, ·) is some average expression, e.g. arithmetic average.
To discretize the nonstationary Poisson-Nernst-Planck system, abbreviate the sub-

system (12a)–(12c) of system (12) by

P(φK , pK , a1,K . . . aN ,K ,β1,K . . . βN ,K ) = 0. (13)

Assume a subdivision of the time axis 0 = t0 < t1 < · · · < tn < . . . . For a con-
tinuous function u of space and time, let un

K = {un
K }K∈K denote the space-time

approximation at tn . As in [5], one chooses the unconditionally stable backward
Euler method to discretize the continuity equation. For each timestep n > 0, this
leads to a nonlinear system of equations defining the unknowns at the new time layer
n from those on the old time layer n − 1. The part concerning potential, pressure and
inverse activity coefficients is described by (13). To establish the discrete extended
Poisson-Nernst-Planck system, it is combined with a discrete analogue of the con-
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tinuity equation and a relation defining species fluxes N n
i,K L between neighboring

control volumes K and L replacing the equilibrium expression (12d):

|K |β
n
i,K an

i,K − βn−1
i,K an−1

i,K

tn − tn−1
−

∑

L∈NK

σK L N n
i,K L = 0 (i = 1 . . . N , K ∈ K )

(14a)

N n
i,K L = Di avg(β

n
i,K ,βn

i,L)
(

B
(

Z̃i (φ
n
L − φn

K )
)

an
i,K − B

(
Z̃i (φK − φL)

)
an

i,L

)

(14b)

(i = 1 . . . N ; K , L ∈ K with σK L > 0)

Here, B(ξ) = ξ
exp(ξ)−1 is the Bernoulli function. The expression (14b) generalizes

the Scharfetter-Gummel scheme [11]. The flux expression (14b) is consistent to the
thermodynamic equilibrium, i.e. independent of the choice of the function avg(·, ·),
the solution of the discretized nonlinear Poisson system (12) is a solution of the
discrete stationary Poisson-Nernst-Planck system (14) with zero fluxes [5].

4 Ionic Current Rectification in a Nanopore

In order to illustrate the capabilities of the finite volume method, we present simula-
tion results for the dependency of the ionic current through a cylindrically symmetric
nanopore with charged walls filled with a binary electrolyte of length 30nm, bottom
radius 1nm, top radius 10nm. The data have been inspired by [14] but modified in
order to include the effect of finite ion sizes and solvation (with solvation number
κ = 15). To resolve the boundary layer, a rectangular grid with graded coordinates is
transformed to the desired trapezoidal shape of the pore using a numerical conformal
mapping approach [15]. The resulting discretization grid is depicted in Fig. 1 left.
Dirichlet boundary conditions for the concentrations at top and bottom are set to
fixed values assuring a certain given molarity of the ionic reservoir.

At the top boundary, the electrostatic potential is fixed at 0V. Inhomogeneous
Neumann boundary εε0∇φ · n = σ together with homogeneous Neumann boundary
conditions for the ionic species describe the charged wall with surface charge density
σ. The potential at the bottom boundary is varied between−1 and 1V, and stationary
solutions are obtained resulting the corresponding ionic current plotted in Fig. 2.
For large reservoir concentrations, the overcrowding of the boundary layer under the
assumption of zero ion diameters and absence of solvation leads to an overestimation
of the ionic current compared to the improved model presented in this paper. In-deep
comparisons with other simulation approaches, andmore thorough parameter studies
are subject to forthcoming publications.
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Fig. 1 Results for the
example described in Sect. 4.
Left: discretization grid. The
grid has been refined close to
the charged wall boundary in
order to resolve the
concentration boundary
layers. Right: isolines of the
logarithms of cation and
anion concentrations for a
voltage difference of 1v
between top and bottom.
Positively charged anions are
attracted by the charged wall,
while the negatively charged
cations are repelled

Fig. 2 IV curves for the
presented model compared
to those obtained with the
Gouy-Chapman like model
(“GC”) assuming zero size
ions for different molarities
of the electrolytic solution
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A Nonlinear Correction FV Scheme
for Near-Well Regions

Vasiliy Kramarenko, Kirill Nikitin and Yuri Vassilevski

Abstract We present a finite volume method with improved well modelling for
the subsurface flow simulation. The method is based on the nonlinear monotone
finite volume scheme developed for diffusion, advection-diffusion and multiphase
flow model equations with full anisotropic discontinuous permeability tensors on
conformal polyhedral meshes. The new method uses the nonlinear (e.g. logarithmic)
correction for the flux approximation in the near-well regions to utilize the singularity
of the well-driven flow solution and improve accuracy of the pressure and the flux
calculation. The method is applicable for anisotropic media, polyhedral grids, and
different well cases including slanted, partially perforated or shifted from the grid
cell center. Numerical experiments show the significant reduction of numerical errors
compared to the original monotone nonlinear FV scheme with the conventional
Peaceman well model or with the given analytical well rate.
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1 Introduction

Cell-centered finite volume methods with nonlinear flux discretization on cell faces
have proven to be an effective instrument for multiphase flow modelling and attract
growing attention [5]. A monotone second order method with nonlinear two-point
discretization of the diffusion and convection fluxes that preserves the non-negativity
of the discrete solution was presented in [2]. The method was implemented for
the two- and three-phase black oil models [11] on conformal hexahedral meshes,
polyhedral meshes based on dynamic octrees [14] or dynamic octrees with cut cells.
The scheme was later modified [1, 9] to a nonlinear multi-point scheme which
satisfies the DiscreteMaximum Principle (DMP). Benefits of using the DMP scheme
for two-phase flows were discussed in [10].

The latest enhancement of the nonlinear method aims to incorporate well mod-
elling into the finite volume framework. The well model is the sensitive part of
the black-oil simulator and has the largest impact on all calculated well rates and
breakthrough times. The solution in the near-well region is highly influenced by the
singularity (e.g. logarithmic) of the well. The idea to use the solution singularity in
the FV schemes was suggested in [3]. Later this approach was combined with the
nonlinear FV method for the well-oriented prismatic grids with isotropic homoge-
neous and heterogeneous media [4]. Our new method generalizes these ideas for
anisotropic media, arbitrary polyhedral grids and arbitrary wells adjusted neither
with cells centers nor with edges [8].

The central idea of themethod is to use a nonlinear correction for the reconstructed
solution inside the nonlinear flux discretization scheme in the near-well region. For
the isotropic case the linear-logarithmic reconstruction is used. The resulting method
is exact on both linear and logarithmic solutions by construction and is generalized
for the anisotropic case and for slanted wells. Numerical experiments show the sig-
nificant reduction of the numerical errors compared to the original nonlinear FV
scheme with the conventional Peaceman well model [12] or with the given analyti-
cal well rate.

2 Original FV Method

First we consider the stationary diffusion equation in order to introduce the numerical
scheme and remind the basic ideas of the FV schemes construction.

Let Ω be a three-dimensional polyhedral domain with the Lipschitz boundary
Γ = ΓN ∪ ΓD . The diffusion equation for unknown pressure p with the Dirichlet or
Neumann boundary conditions is written in the mixed form:

q = −K∇ p, div q = g in Ω,

p = gD on ΓD

q · n = 0 on ΓN .

(1)
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Here K(x) is a symmetric positive definite (possibly anisotropic) diffusion
tensor, g(x) is a source term, gD(x) is a given value on the Dirichlet part of the
boundary ΓD .

The cell-centeredFVschemeuses onedegree of freedomper cellT , pT , collocated
at cell barycenter xT . Integrating the mass balance Eq. (1) over T and using the
divergence theorem, we obtain:

∑

f ∈∂T

σT, f q f | f | =
∫

T
g dx, q f = 1

| f |
∫

f
q · n f ds, (2)

where q f | f | is the normal flux across the face, | f | is the area of face f , and σT, f

is either 1 or −1 depending on the mutual orientation of the unit normal vectors n f

and nT (nT denotes the outward normal vector for T ).
Possible approaches for the flux (2) discretization include the nonlinear monotone

two-point scheme [2] and the nonlinearDMPpreserving compactmulti-point scheme
[1, 9]. In the next chapter we present a multi-point scheme designed for the near-well
regions.

3 Near-Well Correction Scheme

Consider an isolated well which generates pressure singularity (see Fig. 1). The cen-
tral idea of the nonlinear correction finite volume (NCFV) method is to select some
region around the well and modify the FV scheme (following [3, 4]) to utilize the
singularity and take into account the nonlinear component of the solution. In contrast
to [4], our method is designed for anisotropic media, arbitrary polyhedral cells and
arbitrary well location.

Fig. 1 Example of singularity in the near-well region: isotropic (left) and anisotropic (right) media
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The original nonlinear FV method uses the piecewise linear reconstruction of
the unknown field for flux calculation. The NCFV method takes into account the
nonlinear component of the solution near the specific objects such as wells or large
fractures.

We consider the pressure field to be the sum of the linear and nonlinear functions
for each cell in a near-well region:

pT = a x + b y + c z + d︸ ︷︷ ︸
plin

+ e F(x, y, z)︸ ︷︷ ︸
pF

, (3)

where F(x, y, z) is a function representing the singularity.
The finite volume discretization requires the mean value of the normal component

of the flux q = −K∇ p to be calculated for each face f of T :

∫

f
q · n f dS = −

∫

f
(K∇ pT ) · n f dS = −

∫

f
(K∇ plin) · n f dS −

∫

f
(K∇ pF ) · n f dS. (4)

Since the method is derived for arbitrary grid cells and well direction, we consider
the diagonal permeability tensor K = diag

(
kx , ky, kz

)
for clarity. Using (3) for the

integral (4) gives:

q f = − 1

| f |
∫

f
q · n f dS = akx S f x + bky S f y + ckz S f z + e

∫

f
(K∇F(x, y, z)) · n f dS

= a�1 + b�2 + c�3 + e�4. (5)

The coefficients �i depend solely on the mesh and problem data and are calculated
explicitly, while the coefficients (a, b, c, e) are recovered from the solution in a set
of neighboring cells.

Let T+ and T− be neighboring cells sharing a face f , and x+, x− denote the centers
of these cells. We take four points xi (xi �= x+) that denote centers of the neighboring
cells or faces of T+ and call four vectors ti = xi − x+ a quadruplet. The points are
chosen as described below.

Considering the same representation (3) for vectors of quadruplet gives us:

⎛

⎜⎜⎝

p1 − p+
p2 − p+
p3 − p+
p4 − p+

⎞

⎟⎟⎠ =

⎛

⎜⎜⎝

x1 − x+ y1 − y+ z1 − z+ F1 − F+
x2 − x+ y2 − y+ z2 − z+ F2 − F+
x3 − x+ y3 − y+ z3 − z+ F3 − F+
x4 − x+ y4 − y+ z4 − z+ F4 − F+

⎞

⎟⎟⎠

⎛

⎜⎜⎝

a
b
c
e

⎞

⎟⎟⎠ , (6)

where pi = p(xi ), p+ = p(x+) and Fi = F(x1, y1, z1).
From the set of admissible quadruplets we choose the one with the largest matrix

(6) determinant. Solving it provides the coefficients a+, b+, c+, e+ for the cell T+:
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a+ =
∑

j

(p j − p+) m1, j , b+ =
∑

j

(p j − p+) m2, j ,

c+ =
∑

j

(p j − p+) m3, j , e+ =
∑

j

(p j − p+) m4, j , (7)

where mi, j are the elements of the inverse matrix from (6). Taking T− instead of T+
and considering −q · n f provides us the second flux approximation.

Applying (7) to Eq. (5) gives us:

q+ = −
∫

f
q · n f dS =

[
�1

∑

j

(p j − p+)m+
1, j + �2

∑

j

(p j − p+)m+
2, j +

�3
∑

j

(p j − p+)m+
3, j + �4

∑

j

(p j − p+)m+
4, j

]
= (8)

[ ∑

j

p j

∑

i

�i m
+
i, j

︸ ︷︷ ︸
k+
j

−p+
∑

j

∑

i

�i m
+
i, j

︸ ︷︷ ︸
k+
j

]
=

(∑

j

k+
j (p j − p+)

)
.

in similar way we get

q− = −
( ∑

j

k+
j (p j − p−)

)
. (9)

The resulting flux approximation is obtained as the weighted sum of q+ and q−
with coefficientsμ+ + μ− = 1. Theweights can be chosen to ensure specific features
of the solution. In our numerical experiments we considered μ+ = μ− = 1/2 which
resulted in the linear multi-point flux discretization:

q f = μ+
( ∑

j

k+
j (p j − p+)

)
+ μ−

( ∑

j ′
k−
j ′ · (p j ′ − p−)

)
. (10)

Note: Different cases of anisotropic media and non-trivial wells including
slanted or partially perforated are handled by choosing an appropriate singu-
larity function F(x, y, z). For the anisotropic case a special F from [13] can be
used, while for more complex cases one can implement techniques presented
in [7]. For the wells not passing through the grid cell center we use two col-
location points for the well cell (the one in the cell center and an additional
point on the well), which provides one additional equation and allows to avoid
using the conventional Peaceman formula for the well flux (see [8] for more
details).
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4 Numerical Experiments

Here we consider three numerical experiments for the near-well nonlinear correction
scheme (NCFV) compared with the original monotone nonlinear FV scheme (NFV)
with conventional Peaceman well model [12] or direct analytical flux to the well cell.
For tests 1 and 3 the permeability tensor is scalar K = I and test 2 deals with the
anisotropic media. More general cases are presented in [8].

Defining the well pressure and flux gives us the analytical solution in the domain.
For our experiments we put the Dirichlet conditions on the domain boundaries and
use either given well pressure or given well flux from the analytical solution.

If the analytical rate for thewell cell is given,we can compare theNFV scheme and
the NCFV scheme without the influence of the well cell model. In this case we com-
pute relative L2-norms for the numerical pressure field errors of the NFV and NCFV
schemes compared to known analytical solution: err(p)NFV,anl and err(p)NCFV,anl ,
respectively.

If the well pressure is given, we use the numerical model for the well cell. Peace-
man formula is applicable only for the cubic grids and is used with the NFV scheme,
while the NCFV scheme is used for all experiments. In this case we compute relative
L2-norm for the pressure error for theNFV scheme+Peaceman (err(p)NFV,pcm ) and
for the NCFV scheme (err(p)NCFV ), and the errors between the numerical well rate
of the NFV and NCFV schemes and the analytical rate (err(q)NFV and err(q)NCFV ,
respectively).

4.1 Test 1: Single Shifted Well, Hexagonal Prismatic Grid

For the first experiment we use one layer of the regular hexagonal prismatic grid.
The well is shifted from the well cell centroid along the vector v = (1, 1, 0) by the
value α · d/2, where d is the cell diagonal length.

Table1 shows the relative L2-norms of pressure error for the NFV scheme with
the analytical well cell rate and for the NCFV scheme.

Table 1 Solution relative errors for the NFV scheme and the near-well correction method for
shifted well on hexagonal prismatic grid

α err(p)NFV,anl err(p)NCFV

0 1.1e-4 8.2e-11

0.1 1.4e-3 2.0e-11

0.3 4.2e-3 1.0e-11

0.5 7.1e-3 1.1e-11



A Nonlinear Correction FV Scheme for Near-Well Regions 513

Fig. 2 Solution for the NCFV scheme for shifted well on hexagonal prismatic grid, α = 0.5

Table 2 Solution error for the NFV and the NCFV, and the flux error for the NCFV scheme. 3D
anisotropic case with the 60◦ slanted well

err(p)NFV,anl err(p)NCFV err2(p)NFV,anl err2(p)NCFV err(q)NCFV

3.8e-6 2.5e-10 1.9e-2 1.2e-6 2.9e-5

Fig. 3 Analytical solution for 3D anisotropic case with the 60◦ slanted well

Any well index based method incorporating the well within a single cell, will not
provide the non-symmetric solution by construction. In contrast, the NCFV scheme
can reproduce a non-symmetric solution (see Fig. 2).

4.2 Test 2: Slanted Well in 3D Anisotropic Media

Now we consider the slanted well in 3D rotated by 60◦ from the vertical. The tensor
is diagonal anisotropic: K = diag{10, 100, 1}. The orthogonal grid has 10 layers
and Dirichlet boundary conditions are given for all boundaries (Fig. 3) .
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Fig. 4 Relative error for the NFV scheme with Peaceman well model (left) and the NCFV scheme
(right) in the log-scale. Cubic grid 134 × 67 × 1

The pressure and flux errors for this case are presented in Table2. Due to the high
anisotropy the solution variation is very small: p ∈ [1.997, 1.999]. To capture the
error compared to this variation, we introduce err2(p)∗, which is the relative error
normalized by ||panl − panl,min||.

4.3 Test 3: Two Vertical Wells, Cubic Grid

The second experiment deals with twowells in the box domain with a cubic grid. The
well rates are q1 = 1, q2 = 4 and the analytical solution suggested in [6] is defined
by fixing the pressure in the middle point between two wells.

Table3 shows the relative errors for the NFV and the NCFV scheme for the
analyticalwell rates, relative errors for pressure andwell rates (the first and the second
well) for the numerical well models: NFV + Peaceman and the NCFV scheme.

Figure4 presents the error fields for two methods in the log-scale. The NFV
scheme reduces to the standard TPFA for this case and the cubic grid is ideal for the
Peaceman method. The largest error of the NFV scheme is concentrated in regions
around the wells that are covered by the near-well regions of the new method. The
NCFV scheme gives considerably smaller errors than the conventional method.

5 Conclusion

We present the near-well nonlinear correction FV scheme applicable for the general
case of anisotropic media, polyhedral grids and arbitrarily oriented wells including
slanted, shifted and partially perforated cases.

Numerical experiments show the significant reduction of the numerical errors
compared to the original monotone nonlinear FV scheme with the conventional
Peaceman well model or with the given analytical well rate.

Acknowledgements This work has been supported in part by RFBR grants 15-35-20991, 17-01-
00886, Russian President Grant MK-2951.2017.1, and ExxonMobil Upstream Research Company.
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A Hybrid High-Order Method
for the Convective Cahn–Hilliard Problem
in Mixed Form

Florent Chave, Daniele A. Di Pietro and Fabien Marche

Abstract We propose a novel Hybrid High-Order method for the Cahn–Hilliard
problem with convection. The proposed method is valid in two and three space
dimensions, and it supports arbitrary approximation orders on general meshes con-
taining polyhedral elements and nonmatching interfaces. An extensive numerical
validation is presented, which shows robustness with respect to the Péclet number.

Keywords Hybrid high-order · Cahn–Hilliard equation · Phase separation ·
Mixed formulation · Polyhedral meshes · Arbitrary order
MSC (2010): 65N08 · 65N30 · 65N12

1 Cahn–Hilliard Equation

Let Ω ⊂ R
d , d ∈ {2, 3}, denote a bounded connected convex polyhedral domain

with Lipschitz boundary ∂Ω and outward normal n, and let tF > 0. The convective
Cahn–Hilliard problem consists in finding the order-parameter c : Ω × (0, tF ] → R

and the chemical potential w : Ω × (0, tF ] → R such that
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dt c − 1

Pe
Δw + ∇ · (uc) = 0 inΩ × (0, tF ] (1a)

w = Φ ′(c) − γ2Δc inΩ × (0, tF ] (1b)

c(0) = c0 inΩ (1c)

∂nc = ∂nw = 0 on ∂Ω × (0, tF ] (1d)

where γ > 0 is the interface parameter (usually taking small values), Pe> 0 is the
Péclet number, u the velocity field such that ∇ · u = 0 in Ω and Φ the free-energy
such thatΦ(c) := 1

4 (1 − c2)2. This formulation is an extension of the Cahn–Hilliard
model originally introduced in [1, 2] and a first step towards coupling with the
Navier–Stokes equations.

In this work we extend the HHOmethod of [3] to incorporate the convective term
in (1a). Therein, a full stability and convergence analysis was carried out for the
non-convective case, leading to optimal estimates in (hk+1 + τ ) (with h denoting
the meshsize and τ the time step) for the the C0(H 1)-error on the order-parameter
and L2(H 1)-error on the chemical potential. The convective term is treated in the
spirit of [4], where a HHO method fully robust with respect to the Péclet number
was presented for a locally degenerate diffusion-advection-reaction problem.

The proposedmethod offers various assets: (i) fairly general meshes are supported
including polyhedral elements and nonmatching interfaces; (ii) arbitrary polynomial
orders, including the case k = 0, can be considered; (iii) when using a first-order
(Newton-like) algorithm to solve the resulting system of nonlinear algebraic equa-
tions, element-based unknowns can be statically condensed at each iteration.

The rest of this paper is organized as follows: in Sect. 2, we recall discrete setting
including notations and assumptions on meshes, define localy discrete operators and
state the discrete formulation of (1). In Sect. 3, we provide an extensive numerical
validation.

2 The Hybrid High-Order Method

In this section we recall some assumptions on the mesh, introduce the notation, and
state the HHO discretization.

2.1 Discrete Setting

We consider sequences of refined meshes that are regular in the sense of [5, Chap. 1].
Each mesh Th in the sequence is a finite collection {T } of nonempty, disjoint, poly-
hedral elements such thatΩ = ⋃

T∈Th
T and h = maxT∈Th hT (with hT the diameter
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Fig. 1 Local DOF space for k = 0, 1, 2. Internal DOFs (in gray) can be statically condensed at
each Newton iteration

of T ). For all T ∈ Th , the boundary of T is decomposed into planar faces collected
in the set FT . For admissible mesh sequences, card(FT ) is bounded uniformly in h.
Interfaces are collected in the set F i

h , boundary faces in Fb
h and we define Fh :=

F i
h ∪ Fb

h . For all T ∈ Th and all F ∈ FT , the diameter of F is denoted by hF and the
unit normal to F pointing out of T is denoted by nT F .

To discretize in time, we consider for sake of simplicity a uniform partition
(tn)0≤n≤N of the time interval [0, tF ] with t0 = 0, t N = tF and tn − tn−1 = τ for
all 1 ≤ n ≤ N . For any sufficiently regular function of time ϕ taking values in a
vector space V , we denote by ϕn ∈ V its value at discrete time tn , and we introduce
the backward differencing operator δt such that, for all 1 ≤ n ≤ N ,

δtϕ
n := ϕn − ϕn−1

τ
∈ V .

2.2 Local Space of Degrees of Freedom

For any integer l ≥ 0 and X a mesh element or face, we denote by P
l(X) the space

spanned by the restrictions to X of d-variate polynomials of order l. Let

Uk
h :=

(

×T∈Th P
k+1(T )

)

×
(

×F∈Fh P
k(F)

)

be the global degrees of freedoms (DOFs) space with single-valued interface
unknowns. We denote by vh = ((vT )T∈Th , (vF )F∈Fh ) a generic element of Uk

h and
by vh the piecewise polynomial function such that vh |T = vT for all T ∈ Th . For any
T ∈ Th , we denote by Uk

T and vT = (vT , (vF )F∈FT ) the restrictions to T of Uk
h and

vh , respectively (Fig. 1) .
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2.3 Local Diffusive Contribution

Consider a mesh element T ∈ Th . We define the local potential reconstruction pk+1
T :

Uk
T → P

k+1(T ) such that, for all vT := (vT , (vF )F∈FT ) ∈ Uk
T and all z ∈ P

k+1
T ,

(∇pk+1
T vT ,∇z)T = −(vT ,Δz)T +

∑

F∈FT

(vF ,∇z · nT F )F ,

with closure condition
∫
T (pk+1

T vT − vT ) = 0. We introduce the local diffusive bilin-
ear form aT on Uk

T ×Uk
T such that, for all (uT , vT ) ∈ Uk

T ×Uk
T

aT (uT , vT ) := (∇pk+1
T uT ,∇pk+1

T vT )T + sT (uT , vT ),

with stabilization bilinear form sT : Uk
T ×Uk

T → R such that

sT (uT , vT ) :=
∑

F∈FT

h−1
F (πk

F (uF − uT ),πk
F (vF − vT ))F ,

where, for all F ∈ Fh , πk
F : L1(F) → P

k(F) denotes the L2-orthogonal projector
onto P

k(F).

2.4 Local Convective Contribution

For any mesh element T ∈ Th , we define the local convective derivative reconstruc-
tion Gk+1

u,T : Uk
T → P

k+1(T ) such that, for all vT := (vT , (vF )F∈FT ) ∈ Uk
T and all

w ∈ P
k+1(T ),

(Gk+1
u,T vT ,w)T = −(vT ,u · ∇w)T +

∑

F∈FT

(vF , (u · nT F )w)F .

The local convective contribution bu,T on Uk
T ×Uk

T is such that, for all (uT , vT ) ∈
Uk

T ×Uk
T

bu,T (uT , vT ) := −(uT ,Gk+1
u,T vT )T + su,T (uT , vT ).

with local upwind stabilization bilinear form su,T : Uk
T ×Uk

T → R such that

su,T (uT , vT ) :=
∑

F∈FT

(
|u · nT F | − u · nT F

2
(uF − uT ), vF − vT )F .

Notice that the actual computation of Gk+1
u,T is not required, as one can simply use its

definition to expand the cell-based term in the bilinear form bu,T .
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2.5 Discrete Problem

Denote by Uk
h,0 := {vh = ((vT )T∈Th , (vF )F∈Fh ) ∈ Uk

h |
∫
Ω
vh = 0} the zero-average

DOFs subspace of Uk
h . We define the global bilinear forms ah and bu,h on Uk

h ×Uk
h

such that, for all (uh, vh) ∈ Uk
h ×Uk

h

ah(uh, vh) :=
∑

T∈Th

aT (uT , vT ), bu,h(uh, vh) :=
∑

T∈Th

bu,T (uT , vT ).

The discrete problem reads: For all 1 ≤ n ≤ N , find (cnh,w
n
h) ∈ Uk

h,0 ×Uk
h such that

(δt c
n
h,ϕh) + 1

Pe
ah(w

n
h,ϕh

) + bu,h(c
n
h,ϕh

) = 0 ∀ϕ
h

∈ Uk
h

(wn
h,ψh) = (Φ ′(cnh),ψh) + γ2ah(c

n
h,ψh

) ∀ψ
h

∈ Uk
h

where c0h ∈ Uk
h,0 solves ah(c

0
h,ϕh

) = −(Δc0,ϕh) for all ϕh
∈ Uk

h .

3 Numerical Test Cases

In this section, we numerically validate the HHO method.

3.1 Disturbance of the Steady Solution

For the first test case, we use a piecewise constant approximation (k = 0), discretize
the domain Ω = (0, 1)2 by a triangular mesh (h = 1.92 · 10−3) with γ = 5 · 10−2,
τ = γ2 and Pe = 1. The initial condition for the order-parameter and the velocity
field are given by

c0(x) := tanh(
2x1 − 1

2
√
2γ2

), u(x) := 20 ·
(
x1(x1 − 1)(2x2 − 1)
−x2(x2 − 1)(2x1 − 1)

)

, ∀x ∈ Ω.

The result is depicted in Fig. 2 and shows that the method is well-suited to capture
the interface dynamics subject to a strong velocity fields.
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Fig. 2 Steady solution perturbed by a circular velocity field (left to right, top to bottom)

3.2 Thin Interface Between Phases

For the second example, we also use a piecewise constant approximation (k = 0)
with a Cartesian discretization of the domain Ω = (0, 1)2, where h = 1.95 · 10−3.
The interface parameter is taken to be very small γ = 5 · 10−3, the time step is
τ = 1 · 10−5 and Pe = 50. The initial condition for the order-parameter is taken to
be a random value between−1 and 1 inside a circular partition of the Cartesian mesh
and −1 outside. The velocity field is given by

u(x) := 1

2
(1 + tanh(80 − 200‖(x1 − 0.5, x2 − 0.5)‖2)) ·

(
2x2 − 1
1 − 2x1

)

, ∀x ∈ Ω.

See Fig. 3 for the numerical result. The method is robust with respect to γ and is also
well-suited to approach the thin high-gradient area of the order-parameter.

3.3 Effect of the Péclet Number

The Péclet number is the ratio of the contributions to mass transport by convection
to those by diffusion: when Pe is greater than one, the effects of convection exceed
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Fig. 3 Evolution of spinodal decomposition with thin interface (left to right, top to bottom)

those of diffusion in determining the overall mass flux. In the last test case, we
compare several time evolutions obtained with different values of the Péclet num-
ber (Pe ∈ {1, 50, 200}), starting from the same initial condition. We use a Voronoi
discretization of the domain Ω = (0, 1)2, where h = 9.09 · 10−3, and use piecewise
linear approximation (k = 1). We choose γ = 1 · 10−2, τ = 1 · 10−4 and tF = 1.
The initial condition is given by a random value between −1 and 1 inside a circular
domain of the Voronoi mesh and −1 outside. The convective term is given by

u(x) :=
(

sin(πx1) cos(πx2)
− cos(πx1) sin(πx2)

)

, ∀x ∈ Ω.

Snapshots of the order parameter at several times are shown on Fig. 4 for each value
of the Péclet number. For each case, themethod takes into account the value of Pe and
appropriately models the evolution of the order parameter by prevailing advection to
diffusion when Pe 
 1.
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Fig. 4 Comparison at the same time between evolution of solutions with different Péclet number
(top to bottom). Left: Pe = 1, middle: Pe = 50, right: Pe = 200. Displayed times are t = 0, 1 ·
10−2, 6 · 10−2, 2 · 10−1, 5 · 10−1, 1
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A Hybrid Finite Volume—Finite Element
Method for Modeling Flows in Fractured
Media

Alexey Chernyshenko, Maxim Olshahskii and Yuri Vassilevski

Abstract This work is devoted to the new hybrid method for solving a coupled sys-
tem of advection–diffusion equations posed in a bulk domain and on an embedded
surface. Systems of this kind arise in many engineering and natural science appli-
cations, but we consider the modeling of contaminant transport in fractured porous
media as an example of an application. Fractures in a porous medium are considered
as sharp interfaces between the surrounding bulk subdomains. The method is based
on a monotone nonlinear finite volume scheme for equations posed in the bulk and
a trace finite element method for equations posed on the surface. The surface is not
fitted by the mesh and can cut through the background mesh in an arbitrary way. The
background mesh is an octree grid with cubic cells. The surface intersects an octree
grid and we get a polyhedral octree mesh with cut-cells. The numerical properties
of the hybrid approach are illustrated in a series of numerical experiments with dif-
ferent embedded geometries. The method demonstrates great flexibility in handling
curvilinear or branching embedded structures.
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1 Introduction

At a recent time, there has been a growing interest in developing methods for the
numerical treatment of systems of coupled bulk–surface PDEs. Different approaches
can be distinguished depending on how the surface is recovered and equations are
treated. If a tetrahedral tessellation of the volume is available that fits the surface,
then it is natural to introduce finite element spaces in the volume and on the induced
triangulation of the surface. Unfitted finite element methods allow the surface to cut
through the background tetrahedral mesh. In the class of finite element methods also
known as cutFEM,Nitsche-XFEMorTraceFEM, standard backgroundfinite element
spaces are employed, while the integration is performed over cut domains and over
the embedded surface [2]. The benefits of the unfitted approach are the efficiency
in handling implicitly defined surfaces, complex geometries, and the flexibility in
dealing with evolving domains. The hybrid method described in this paper belongs
to the general class of unfitted methods.

If the finite element method is used for the bulk problem, then it is natural to con-
sider a finite element method for surface PDE as well. However, other discretizations
such as finite volume or finite difference methods can be preferred for the PDE posed
in the volume.

This paper develops a numerical method based on the sharp-interface represen-
tation, which uses a FV-method to discretize the bulk PDE. Our goal is (i) to allow
the surface to overlap with the background mesh in an arbitrary way, (ii) to avoid
regular triangulating the surface, (iii) to avoid any extension of the surface PDE to
the bulk domain. To achieve these goals, we combine the monotone (i.e. satisfying
the discrete maximum principle) finite volumemethod on general meshes [4, 6] with
the trace finite element method on octree meshes from [5]. In the octree TraceFEM
one considers the bulk finite element space of piecewise trilinear continuous func-
tions and further uses the restrictions (traces) of these functions to the surface. These
traces are further used in a variational formulation of the surface PDE. Effectively,
this results in the integration of the standard polynomial functions over the (recon-
structed) surface. Only degrees of freedom from the cubic cells cut by the surface
are active for the surface problem. Surface parametrization is not required, no sur-
face mesh is built, no PDE extension of the surface is needed. The resulting hybrid
FV–FE method is very robust with respect to the position of surfaces against the
background mesh and is well suited for handling non-smooth surfaces and surfaces
given implicitly.

While the present technique can be applied for tetrahedral or more general poly-
hedral tessellations of the bulk domain, we use octree grid with cubic cells here.
The Cartesian structure and built-in hierarchy of octree grids makes mesh adapta-
tion, reconstruction and data access fast and easy. However, an octree grid provides
only the first order (staircase) approximation of a general geometry. Allowing the
surface to cut through the octree grid in an arbitrary way overcomes this issue, but
challenges us with the problem of building efficient bulk–surface discretizations.
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We demonstrate that the hybrid TraceFEM–non-linear FV method complements the
advantages of using octree grids by delivering the higher order accuracy for both
bulk and surface numerical solutions.

2 Mathematical Model

Consider the bulk domainΩ ⊂ R
3 and a piecewise smooth surface Γ ⊂ Ω . The sur-

face Γ may have several connected components. If Γ has a boundary, for simplicity
we assume that ∂Γ ⊂ ∂Ω , but the model can be extended to immersed surfaces.
Thus, we have the subdivision Ω = ∪i=1,...,NΩ i into simply connected subdomains
Ωi such that Ω i ∩ Ω j ⊂ Γ , i �= j .

In each Ωi , we assume a given Darcy velocity field of the fluid wi (x), x ∈ Ωi .
By wΓ (x), x ∈ ΩΓ , we denote the velocity field tangential to Γ having the physical
meaning of the flow rate through the cross-section of the fracture. Consider an agent
that is soluble in the fluid and transported by the flow in the bulk and along the frac-
tures. The fractures are modeled by the surface Γ . The solute volume concentration
is denoted by u, ui = u|Ωi . The solute surface concentration along Γ is denoted by
v. Change of the concentration happens due to convection by the velocity fields wi

andwΓ , diffusive fluxes in Ωi , diffusive flux on Γ , as well as the fluid exchange and
diffusion flux between the fractures and the porous matrix. These coupled processes
can be modeled by the following system of equations [1], in subdomains,

⎧
⎨

⎩

φi
∂ui
∂t

+ div(wi ui − Di∇ui ) = fi in Ωi ,

ui = v on ∂Ω i ∩ Γ,

(1)

and on the surface,

φΓ

∂v

∂t
+ divΓ (wΓ v − dDΓ ∇Γ v) = FΓ (u) + fΓ on Γ, (2)

where we employ the following notations: ∇Γ , divΓ denote the surface tangential
gradient and divergence operators; FΓ (u) stands for the net flux of the solute per
surface area due to fluid leakage and hydrodynamic dispersion; fi and fΓ are given
source terms in the subdomains and in the fracture; Di denotes the diffusion tensor
in the porous matrix; the surface diffusion tensor is DΓ . Both Di , i = 1, . . . , N ,
and DΓ are symmetric and positive definite; d > 0 is the fracture width coefficient;
φi > 0 and φΓ > 0 are the constant porosity coefficients for the bulk and the fracture.

The total surface flux FΓ (u) represents the contribution of the bulk to the solute
transport in the fracture. The mass balance at Γ leads to the equation

FΓ (u) = [−Dn · ∇u + (n · w)u]Γ , (3)



530 A. Chernyshenko et al.

where n is a unit normal vector at Γ , [w(x)]Γ denotes the jump of w across Γ in the
direction of n.

If Γ is piecewise smooth, we need additional conditions on the edges, assuming
the continuity of concentration, conservation of fluid mass and solute flux. Also we
add Dirichlet’s boundary conditions for the concentration u and v on ∂ΩD and ∂Γ D

and homogeneous Neumann’s boundary conditions on ∂ΩN and ∂Γ N , respectively.
Initial conditions are given by the known concentration u0 and v0 at t = 0.

3 Hybrid Finite Volume–Finite Element Method

To produce a grid with an octree hierarchical structure we assume a Cartesian back-
ground mesh with cubic cells and allow local refinement of the mesh by sequential
division of any cubic cell into 8 cubic subcells. This mesh gives the tessellation Th

of the computational domain Ω , Ω = ∪T∈Th T . The surface Γ ⊂ Ω cuts through
the mesh in an arbitrary way. For the purpose of numerical integration, instead of Γ

we consider Γh , a given polygonal approximation of Γ . We assume that similar to
Γ , the reconstructed surface Γh dividesΩ into N subdomainsΩi,h , and ∂Γ h ⊂ ∂Ω .
We do not imply any restrictions on how Γh intersects the background mesh. The
reconstructed surface Γh is a C0,1 surface that can be partitioned in planar triangular
elements:

Γh =
⋃

K∈Fh

K , (4)

whereFh is the set of all triangular segments K . In practice, we construct Γh using
Multi-material cubical marching squares algorithm [3].

The induced tessellation of Ωi,h can be considered as a subdivision of the volume
into general polyhedra. LetTi,h be the tessellation of Ωi,h into non-intersected poly-
hedra. For the transport and diffusion in the matrix we apply a non-linear FVmethod
devised on general polyhedral meshes in [4], which is monotone and has compact
stencil. The trace of the background mesh on Γh induces a ‘triangulation’ of the
fracture, which is very irregular, and so we do not use it do build a discretization
method. To handle transport and diffusion along the fracture, we first consider finite
element space of piecewise trilinear functions for the volume octree mesh Th . We
further, formally, consider the restrictions (traces) of these background functions on
Γh and use them in a finite element integral form over Γh . Thus the irregular triangu-
lation of Γh is used for numerical integration only, while the trial and test functions
are tailored to the background regular mesh. It appears that the properties of this
trace finite element method are driven by the properties of the background mesh, and
they are independent on how Γh intersects Th . The TraceFEM was devised and first
analysed in [7] and extended for the octree meshes in [5]. A natural way to couple
two approaches is to use the restriction of the background FE solution on Γh as the
boundary data for the FV method and to compute the FV two-side fluxes on Γh to
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provide the source terms for the surface discrete equation. Further we provide details
of the coupling between discrete bulk and surface equations.

The equations in the bulk and on the surface are coupled through the boundary
condition ui = v on ∂Ωi,h ∩ Γh (second equation in (1)) and the net flux FΓh (u) on
Γh , which stands as the source term in the surface Eq. (2). On Γh the solution vh is
defined as a trace of the background finite element piecewise trilinear function. The
averaged value of vh is computed on each surface triangle K ∈ Fh using a standard
quadrature rule. These values assigned to the barycenters of K from Fh serve as
the Dirichlet boundary data for the FV method on Γh . The discrete diffusive and
convective fluxes are assigned to barycenters of all faces onTi,h , i = 1, . . . , N . Since
each triangle K ∈ Fh is a face for two neighbouring cells Ti ∈ Ti,h and Tj ∈ T j,h ,
i �= j , the diffusive and convective fluxes are assigned to K from both sides of Γh .
The discrete net flux FΓh (uh) at the barycenter of K is computed as the jump of the
fluxes over K . In the TraceFEM this value is assigned to all x ∈ K , and numerical
integration is done over all surface elements K ∈ Fh to compute the right-hand side
of the algebraic system.

To satisfy all discretized equations and boundary conditions we iterate between
the bulk FV and surface FE solvers on each time step. We assume an implicit time
stepping method (in experiments we use backward Euler). This results in the follow-
ing system on each time step:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

L u := φ̃u + div(wu − D∇)u = f̂ in Ω \ Γ,

u = v on Γ,

n∂Ω · ∇u = 0 on ∂ΩN , u = uD on ∂ΩD,

LΓ v := φ̃Γ v + divΓ (wΓ v − dDΓ ∇Γ v) = FΓ (u) + f̂Γ on Γ,

n∂Γ · ∇v = 0 on ∂Γ N , v = vD on ∂Γ D,

(5)

the right hand sides f̂ , f̂Γ account for the solution values at the previous time step.
For the sake of brevity we will not describe the iterative process in this paper and

continue with numerical experiments.

4 Numerical Results

This section shows several numerical examples, which demonstrate the accuracy and
capability of the hybrid method. Here we confine only steady problems. For unsteady
problem with given reference solution we observe that the computed solution well
approximates the reference one; the computed front has the correct position and not
too much smeared, we do not observe overshoots or undershoots in vh .
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4.1 An Example with a Smooth Curved Surface

The first experiment deals with the case when Γ is a smooth surface embedded in
a bulk domain Ω . Consider Γ – the unit sphere centered at the origin and Ω =
[−1, 1]3. By Ω1 we denote the interior of Γ , Ω2 denotes the exterior part of Ω .
Let v(x) = (−y

√
1 − z2, x

√
1 − z2, 0)T . The transport velocity field is set to be

wΓ (x) = v(x) for x ∈ Γ , wi (x) = v(x) + 0.1si , s1 = (1, 1, 0)T , s2 = (2, 1, 0)T .

Other parameters in (1), (2) are set to be D1 = D2 = I , DΓ = 10I , I ∈ R
3×3 is the

identity tensor, d = 0.1. In this test we solve for a steady-state solution, so we set
φ1 = φ2 = φΓ = 0.

For the exact solution on the surface we take v(x) = xy arctan (2z) on Γ .
In Ω2 the bulk concentration u2 is defined by the same formula as v, and in Ω1

the bulk concentration is defined by the equality

u1(x) = xy arctan (2z) · exp(1 − |x|2) in Ω1.

The concentration is continuous across Γ , i.e. the second equation in (1) is satisfied.
However, the diffusive flux in (3) is discontinuous across Γ .

We prescribe Dirichlet boundary conditions on ∂Ω . The source terms fi and fΓ
are computed such that the triple {v, u1, u2} solves the stationary Eqs. (1)–(2).

Next we apply non-uniform refinement of the bulk mesh, starting with a uniform
grid and h = 1

4 .On each refinement step the cells intersected by the surface are refined
four times, and the mesh in the bulk is refined one time. The mesh is gradely refined
between the surface and bulk cells, see Fig. 1 (right). Table1 shows the convergence
results for themethod on the sequence of locally refined grids. The computed solution
after one refinement step is demonstrated in Fig. 1. The convergence rates for the
fracture solution varies because the refinement is not uniform, but asymptotically the
second order can be observed.

Fig. 1 Left: Induced surface mesh and the computed solution on the surface. Right: Cutaway of
the bulk mesh after one step of local refinement
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Table 1 Convergence of numerical solutions in the experiment with a smooth curvedΓ and locally
refined bulk meshes as in Fig. 1

#d.o.f. L2-norm rate H1-norm rate L∞-norm rate

3D 120 1.139e-2 1.447e-1 2.817e-2

3576 3.457e-3 1.72 5.602e-2 1.37 2.582e-2 0.13

74176 9.631e-4 1.84 2.111e-2 1.41 7.609e-3 1.76

2D 100 1.043e-2 1.020e-1 1.938e-2

1628 1.506e-3 2.79 5.118e-2 0.99 6.467e-3 1.58

26724 6.134e-4 1.30 2.652e-2 0.95 3.980e-3 0.70

4.2 Steady Analytical Solution for a Triple Fracture Problem

Consider the coupled surface–bulk diffusion problem in the domainΩ = [0, 1]3 with
an embedded piecewise planar Γ . We design Γ to model a branching fracture. In
the basic model, Γ = Γ (0) consists of three planar pieces, Γ (0) = Γ12 ∪ Γ13 ∪ Γ23,
Γi j = Ωi ∩ Ω j i �= j , such that Ω1 = {x ∈ Ω | x < 0.5 and y > x}, Ω2 = {x ∈
Ω | x > 0.5 and y > x − 1}, Ω3 = Ω \ (Ω1 ∪ Ω2).

To model a generic situation when Γ cuts through the background mesh in an
arbitrary way, we consider the tessellations of Ω = [0, 1]3 into three subdomains by
a surface Γ (α). The surface Γ (α) is obtained from Γ (0) by applying the clockwise
rotation by the angle α around the axis x = z = 0.5. We show the results with α =
20o. The resulting tessellation of Ω and surfaces mesh are illustrated in Fig. 2.

Fig. 2 The figure illustrates the bulk domain with uniform mesh and the surface mesh on the
fracture, rotated by 20 degrees
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Table 2 The error in the numerical solution for the steady problem with triple fracture, α = 20

#d.o.f. L2-norm rate L∞-norm rate

3D 965 6.319e-3 3.754e-2

7872 1.805e-3 1.79 1.280e-2 1.55

63592 5.623e-4 1.80 3.411e-3 1.90

2D 321 7.792e-3 2.716e-2

1692 2.084e-3 1.59 5.400e-3 1.94

7944 7.019e-4 1.41 2.001e-3 1.29

To define the solution {v, u} solving the stationary Eq. (1), we introduce

ψ1 =
{
16(y − 1

2 )
4, y > 1

2
0, y ≤ 1

2
, ψ2 = x − y, ψ3 = x + y − 1.

We define the solution of the basic model problem (α = 0)

u(x) =
⎧
⎨

⎩

sin(2π z) · ψ2(x) · φ3(x) x ∈ Ω1,

sin(2π z) · ψ1(x) x ∈ Ω2,

sin(2π z)2x · ψ1(x) x ∈ Ω3,

v = u|Γ (0).

The solution for the problem with rotated fracture is obtained by applying the
same rotation. Other parameters are set to be w = wΓ = 0, φi = φΓ = 0, Di = I ,
DΓ,i = 10I for i = 1..3, and d23 = 0.1, d13 = d12 = 0.1√

2
. An interesting feature of

this problem is that the surface Γ is only piecewise smooth. The bulk grid is not
fitted to the internal edge E = Γ12 ∩ Γ13 ∩ Γ23, and hence the tangential derivatives
of v are discontinuous inside certain cubic cells from T Γ

h . We have the situation,
when a kink in v is not resolved in the finite element spaces. This is well-known to
result in the 1

2 -reduction of convergence order. This suboptimal order for a sequence
of uniform background meshes is demonstrated by the results in Table2.
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ing polyhedral elements and nonmatching interfaces, allows arbitrary approximation
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1 Introduction

We consider in this work the nonlinear poroelasticity model obtained by generalizing
the linear Biot’s consolidation model of [1, 7] to nonlinear stress-strain constitutive
laws. Our original motivation comes from applications in geosciences, where the
support of polyhedral meshes and nonconforming interfaces is crucial.

Let Ω ⊂ R
d , d ∈ {2, 3}, denote a bounded connected polyhedral domain with

Lipschitz boundary ∂Ω and outward normal n. For a given finite time tF > 0, volu-
metric load f , fluid source g, the considered nonlinear poroelasticity problem consists
in finding a vector-valued displacement field u and a scalar-valued pore pressure field
p solution of

− ∇·σ(·,∇su) + ∇p = f inΩ × (0, tF), (1a)

c0∂t p + ∂t∇·u − ∇·(κ(·)∇p) = g inΩ × (0, tF), (1b)

where ∇s denotes the symmetric gradient, c0 ≥ 0 is the constrained specific stor-
age coefficient, and κ : Ω → (0, κ ] is the scalar-valued permeability field. Eqs. (1a)
and (1b) express, respectively, themomentumequilibriumand the fluidmass balance.
For the sake of simplicity, we assume that κ is piecewise constant on a partition PΩ

of Ω into bounded disjoint polyhedra and we consider the following homogeneous
boundary conditions:

u = 0 on ∂Ω × (0, tF), (1c)

(κ(·)∇p) · n = 0 on ∂Ω × (0, tF). (1d)

The treatment ofmore general permeabilityfields andboundary conditions is possible
up to minor modifications. Initial conditions are set prescribing u(·, 0) = u0 and, if
c0 > 0, p(·, 0) = p0. In the incompressible case c0 = 0, we also need the following
compatibility condition on g and zero-average constraint on p:

∫
Ω

g(·, t) = 0 and
∫

Ω

p(·, t) = 0 ∀t ∈ (0, tF). (1e)

We assume that the symmetric stress tensor σ : Ω × R
d×d
sym → R

d×d
sym is a

Caratheodory function such that there exist real numbers σ , σ ∈ (0,+∞) and, for
a.e. x ∈ Ω , and all τ, η ∈ R

d×d
sym , the following conditions hold:

‖σ(x, τ ) − σ(x, 0)‖d×d ≤ σ ‖τ‖d×d , (growth) (2a)

σ(x, τ ) : τ ≥ σ ‖τ‖2d×d , (coercivity) (2b)

(σ(x, τ ) − σ(x, η)) : (τ − η) ≥ 0, (monotonicity) (2c)

where τ : η := ∑d
i, j=1 τi, jηi, j and ‖τ‖2d×d = τ : τ .
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2 Mesh and Notation

Denote by H ⊂ R
+∗ a countable set having 0 as unique accumulation point. We

consider refined mesh sequences (Th)h∈H where each Th is a finite collection of
disjoint open polyhedral elements T with boundary ∂T such thatΩ = ⋃

T∈Th
T and

h = maxT∈Th hT with hT diameter of T . We assume that mesh regularity holds in
the sense of [4, Definition1.38] and that, for all h ∈ H , Th is compatible with the
partition PΩ on which the permeability coefficient κ is piecewise constant, so that
jumps of the permeability coefficient do not occur inside mesh elements.

Mesh faces are hyperplanar subsets of Ω with positive (d−1)-dimensional Haus-
dorff measure and disjoint interiors. Interfaces are collected in the set F i

h , bound-
ary faces in F b

h , and we assume that Fh := F i
h ∪ F b

h is such that
⋃

T∈Th
∂T =⋃

F∈Fh
F . For all T ∈ Th ,FT := {F ∈ Fh | F ⊂ ∂T } denotes the set of faces con-

tained in ∂T and, for all F ∈ FT , nT F is the unit normal to F pointing out of T .
For X ⊂ Ω , we denote by ‖·‖X the norm in L2(X;R), L2(X;Rd), and

L2(X;Rd×d). For l ≥ 0, the space P
l(X;R) is spanned by the restriction to X of

polynomials of total degree l. On regular mesh sequences, we have the following
optimal approximation property for the L2-projector π l

X : L1(X;R) → P
l(X;R):

There exists Cap > 0 such that, for all h ∈ H , all T ∈ Th , all s ∈ {1, . . . , l + 1},
and all v ∈ Hs(T ;R),

|v − π l
T v|Hm (T ;R) ≤ Caph

s−m
T |v|Hs (T ;R) ∀m ∈ {0, . . . , s}. (3)

Other geometric and analytic results on regular meshes can be found in [4, Chap. 1]
and [3]. In what follows, for an integer l ≥ 0, we denote by Pl(Th;R), Pl(Th;Rd),
and Pl(Th;Rd×d), respectively, the space of scalar-, vector-, and tensor-valued bro-
ken polynomials of total degree l on Th . The space of broken vector-valued polyno-
mials of total degree l on the mesh skeleton is denoted by P

l(Fh;Rd).

3 Discretization

In this sectionwe define the discrete counterparts of the elasticity andDarcy operators
and of the hydro-mechanical coupling terms.

3.1 Nonlinear Elasticity Operator

The discretization of the nonlinear elasticity operator is based on the Hybrid High-
Order method of [5]. Let a polynomial degree k ≥ 1 be fixed. The degrees of free-
dom (DOFs) for the displacement are collected in the space Uk

h := P
k(Th;Rd) ×

P
k(Fh;Rd). To account for the Dirichlet condition (1c) we define the subspace
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Uk
h,0 := {

vh := (
(vT )T∈Th , (vF )F∈Fh

) ∈ Uk
h | vF = 0 ∀F ∈ F b

h

}
,

equipped with the discrete strain norm

‖vh‖ε,h :=
⎛
⎝ ∑

T∈Th

‖vh‖2ε,T
⎞
⎠

1/2

, ‖vh‖2ε,T := ‖∇svT ‖2T +
∑
F∈FT

‖vF − vT ‖2F
hF

.

The DOFs corresponding to a function v ∈ H 1
0 (Ω;Rd) are obtained by means of the

reduction map Ikh : H 1
0 (Ω;Rd) → Uk

h,0 such that I
k
hv := (

(π k
T v)T∈Th , (π

k
Fv)F∈Fh

)
.

Using the H 1-stability of the L2-projector and the trace inequality [4, Lemma 1.49],
we infer the existence of Cst > 0 independent of h such that, for all v ∈ H 1

0 (Ω;Rd),

‖Ikhv‖ε,h ≤ Cst‖v‖H 1(Ω;Rd ). (4)

For all T ∈ Th , we denote byUk
T and IkT the restrictions to T ofUk

h and I
k
h , and we

define the local symmetric gradient reconstructionGk
s,T : Uk

T → P
k(T ;Rd×d

sym ) as the
unique solution of the pure traction problem: For a given vT = (

vT , (vF )F∈FT

) ∈
Uk

T , find Gk
s,T vT ∈ P

k(T ;Rd×d
sym ) such that, for all τ ∈ P

k(T ;Rd×d
sym ),

∫
T
Gk

s,T vT : τ = −
∫
T
vT · (∇·τ) +

∑
F∈FT

∫
F
vF · (τnT F ). (5)

The definition of Gk
s,T is justified by the following commuting property that,

combined with (3), shows that Gk
s,T I

k
T has optimal approximation properties in

P
k(T ;Rd×d

sym ).

Lemma 1 For all T ∈ Th and all v ∈ H 1(T ;Rd), Gk
s,T I

k
T v = π k

T (∇sv).

Proof Let T ∈ Th and v ∈ H 1(T ;Rd). For all τ ∈ P
k(T ;Rd×d

sym ), we have

∫
T
Gk

s,T I
k
T v : τ = −

∫
T

π k
T v · (∇·τ) +

∑
F∈FT

∫
F

π k
Fv · (τnT F )

= −
∫
T
v · (∇·τ) +

∑
F∈FT

∫
F
v · (τnT F ) =

∫
T

π k
T (∇sv) : τ.

�

FromGk
s,T we define the local displacement reconstruction operator rk+1

T : Uk
T →

P
k+1(T ;Rd) such that, for all vT ∈ Uk

T and all w ∈ P
k+1(T ;Rd), it holds
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∫
T
(∇srk+1

T vT − Gk
s,T vT ) : ∇sw = 0

∫
T
rk+1
T vT =

∫
T
vT ,

∫
T

∇ssrk+1
T vT =

∑
F∈FT

∫
F

1
2 (nT F ⊗ vF − vF ⊗ nT F ) ,

where ∇ss denotes the skew-symmetric part of the gradient operator.
The discretization of the nonlinear elasticity operator is realized by the function

ah : Uk
h × Uk

h → R defined such that, for all wh, vh ∈ Uk
h ,

ah(wh, vh) :=
∑
T∈Th

⎛
⎝

∫
T

σ(·,Gk
s,TuT ) : Gk

s,T vT +
∑
F∈FT

γ

hF

∫
F

Δk
T FuT · Δk

T FvT

⎞
⎠ ,

(6)
where we penalize in a least-square sense the face-based residual Δk

T F : Uk
T →

P
k(F;Rd) such that, for all T ∈ Th , all vT ∈ Uk

T , and all F ∈ FT ,

Δk
T FvT := π k

F (rk+1
T vT − vF ) − π k

T (rk+1
T vT − vT ).

This definition ensures that Δk
T F vanishes whenever its argument is of the form IkTw

withw ∈ P
k+1(T ;Rd), a crucial property to obtain high-order error estimates (cf. [2,

Theorem 12]). A possible choice for the scaling parameter γ > 0 in (6) is γ = σ .
For all vh ∈ Uk

h,0, it holds (the proof follows from [5, Lemma 4]):

C−1
eq ‖vh‖2ε,h ≤

∑
T∈Th

⎛
⎝‖Gk

s,T vT ‖2T +
∑
F∈FT

γ

hF
‖Δk

T FvT ‖2F
⎞
⎠ ≤ Ceq‖vh‖2ε,h,

where Ceq > 0 is independent of h. By (2b), this implies the coercivity of ah .

3.2 Darcy Operator

The discretization of the Darcy operator is based on the SymmetricWeighted Interior
Penalty method of [6], cf. also [4, Sect. 4.5]. At each time step, the discrete pore
pressure is sought in the broken polynomial space

Pk
h :=

{
P
k(Th;R) if c0 > 0,

P
k
0(Th;R) := {

qh ∈ P
k(Th;R) | ∫

Ω
qh = 0

}
if c0 = 0.
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For all F ∈ F i
h and all qh ∈ P

k(Th;R), we define the jump and average operators
such that, denoting by qT and κT the restrictions of qh and κ to an element T ∈ Th ,

[qh]F := qTF,1 − qTF,2 , {qh}F := κTF,2

κTF,1+κTF,2
qTF,1 + κTF,1

κTF,1+κTF,2
qTF,2 ,

where TF,1, TF,2 ∈ Th are such that F ⊂ TF,1 ∩ TF,2. The bilinear form ch on Pk
h ×

Pk
h is defined such that, for all qh, rh ∈ Pk

h ,

ch(rh, qh) :=
∫

Ω

κ∇hrh · ∇hqh +
∑
F∈F i

h

2ςκTF,1κTF,2

hF (κTF,1+κTF,2 )

∫
F
[rh]F [qh]F

−
∑
F∈F i

h

∫
F

([rh]F {κ∇hqh}F + [qh]F {κ∇hrh}F ) · nTF,1F ,

(7)

where∇h denotes the broken gradient and ς > 0 is a user-defined penalty parameter
chosen large enough to ensure the coercivity of ch (cf. [4, Lemma 4.51]). In the
numerical tests of Sect. 5, we took ς = (N∂ + 0.1)k2, with N∂ equal to themaximum
number of faces between the elements in Th . The fact that the boundary terms only
appear on internal faces in (7) reflects the Neumann boundary condition (1d).

3.3 Hydro-Mechanical Coupling

The hydro-mechanical coupling is realized by means of the bilinear form bh on
Uk

h,0 × P
k(Th;R) such that, for all vh ∈ Uk

h,0 and all qh ∈ P
k(Th;R),

bh(vh, qh) := −
∑
T∈Th

∫
T
Gk

s,T vT : qh |T Id , (8)

where Id ∈ R
d×d
sym is the identity matrix. A simple verification shows that there exists

Cbd > 0 independent of h such that bh(vh, qh) ≤ Cbd‖vh‖ε,h‖qh‖Ω . Additionally,
using definition (5) of Gk

s,T , it can be proved that, for all vh ∈ Uk
h,0, bh(vh, 1) = 0.

The following inf-sup condition expresses the stability of the coupling:

Proposition 1 There is a real β independent of h such that, for all qh ∈ P
k
0(Th;R),

‖qh‖Ω ≤ β sup
vh∈Uk

h,0\{0}

bh(vh, qh)
‖vh‖ε,h

. (9)

Proof Let qh ∈ P
k
0(Th;R). There is vqh ∈ H 1

0 (Ω;Rd) such that ∇·vqh = qh and
‖vqh‖H 1(Ω;Rd ) ≤ Csj‖qh‖Ω , with Csj > 0 independent of h. Owing to (4) we get

‖Ikhvqh‖ε,h ≤ Cst‖vqh‖H 1(Ω;Rd ) ≤ CstCsj‖qh‖Ω.
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Therefore, using the commuting property of Lemma1, denoting by S the supremum
in (9), and using the previous inequality, it is inferred that

‖qh‖2Ω =
∑
T∈Th

∫
T
(∇svqh : qh Id )|T = −bh(Ikhvqh , qh) ≤ S‖Ikhvqh‖ε,h ≤ CstCsjS‖qh‖Ω.

�

If a HHO discretization were used also for the Darcy operator, only cell DOFs
would be controlled by the inf-sup condition.

4 Formulation of the Method

For the time discretization, we consider a uniform mesh of the time interval (0, tF)
of step τ := tF/N with N ∈ N

∗, and introduce the discrete times tn := nτ for all
0 ≤ n ≤ N . For any ϕ ∈ Cl([0, tF]; V ), we set ϕn := ϕ(tn) ∈ V and let, for all 1 ≤
n ≤ N ,

δtϕ
n := ϕn − ϕn−1

τ
∈ V .

For all 1 ≤ n ≤ N , the discrete solution (un
h, p

n
h) ∈ Uk

h,0 × Pk
h at time tn is

such that, for all (vh, qh) ∈ Uk
h,0 × P

k(Th;R),

ah(un
h, vh) + bh(vh, p

n
h) =

∑
T∈Th

∫
T
fn · vT , (10a)

c0

∫
Ω

(δt p
n
h)qh − bh(δtun

h, qh) + ch(p
n
h , qh) =

∫
Ω

gnqh . (10b)

If c0 = 0, we set the initial discrete displacement as u0
h = Ikhu

0. If c0 > 0, the
usual way to enforce the initial condition is to compute a displacement from the
given initial pressure p0. We let p0h := π k

h p
0 and set u0

h ∈ Uk
h,0 as the solution of

ah(u0
h, vh) =

∑
T∈Th

∫
T
f0 · vT − bh(vh, p

0
h) ∀vh ∈ Uk

h,0.
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At each time step n the discrete nonlinear Eq. (10) are solved by the Newton’s
method using as initial guess the solution at step n − 1. At each Newton’s itera-
tion the Jacobian matrix is computed analytically and in the linearized system the
displacement element unknowns can be statically condensed (cf. [2, Sect. 5]).

5 Numerical Results

We consider a regular exact solution in order to assess the convergence of the method
for polynomial degree k = 1. Specifically, we solve problem (1) in the square domain
Ω = (0, 1)2 with tF = 1 and physical parameters c0 = 0 and κ = 1. As nonlinear
constitutive law we take the Hencky–Mises relation given by

σ(∇su) = (2e− dev(∇su) − 1) tr(∇su)Id + (4 − 2e− dev(∇su))∇su,

where tr(τ ) := τ : Id and dev(τ ) = tr(τ 2) − 1
d tr(τ )2 are the trace and deviatoric

operators. It can be checked that the previous stress-strain relation satisfies (2). The
exact displacement u and exact pressure p are given by

u(x, t) = t2
(
sin(πx1) sin(πx2), sin(πx1) sin(πx2)

)
,

p(x, t) = −π−1t (sin(πx1) cos(πx2) + cos(πx1) sin(πx2)).

The volumetric load f , the source term g, and the boundary conditions are inferred
from the exact solutions. The time step τ on the coarsest mesh is 0.2 and it decreases
with the mesh size h according to τ1/τ2 = 2h1/h2. In Fig. 1 we display the con-
vergence results obtained on two mesh families. The method exhibits second order
convergence with respect to the mesh size h for both the energy norm of the dis-
placement and the L2-norm of the pressure at final time N . Further numerical tests,
including higher-order approximation, will be considered in a future publication.

Fig. 1 Convergence tests on a Cartesian mesh family (left) and on a Voronoi mesh family (right)
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New Criteria for Mesh Adaptation in Finite
Volume Simulation of Planar Ionization
Wavefront Propagation

Hanen Amor, Fayssal Benkhaldoun, Tarek Ghoudi, Imad Kissami
and Mohammed Seaid

Abstract Adaptive unstructured finite volume methods for ionization waves are
receiving increased attention mainly because of their ability to provide a flexible
spatial discretization. Hence, some areas can be resolved in great detail while not
over-resolving other areas. Our purpose is to examine the numerical performance
of a new criteria for mesh adaptation which account only for the elliptic equation
for the electric potential. The proposed adaptive finite volume method has impor-
tant advantages in the discretization of the gradient fluxes and diffusion terms using
unstructured grids and satisfies the conservation property. Numerical results are pre-
sented for a propagation of ionization waves in a rectangular domain.
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1 Introduction

Ionization waves occur when non-ionized matter is exposed to a high intensity elec-
tric field and they appear in various forms depending on the electric field and on the
pressure and volume of the medium. Streamers are among the active area of applica-
tions for ionization waves. Among these applications one can mention the treatment
of contaminated media, see for instance [3] and references therein. The governing
equations vary from one application to another but the common link between all
these models is the presence of both convective and diffusive differential operators.
In the present study a transient convection-diffusion equation is considered for the
electron density and a steady diffusion equation is solved for the electric potential.
The model is coupled through the electric field and a set of empirical equations.

Numerical simulation of ionization waves often presents difficulties due to their
nonlinear form, presence of the source terms, coupling between the electron density
and electric field. In addition, the difficulty in these models comes from the presence
of both diffusion and convection terms which need spatial discretization on the same
elements. A finite volume method has been successfully applied to these models in
[1], where a strategy of dynamic mesh adaptation is implemented in order to capture
the very stiff phenomenon of streamer discharge ignition and propagation. In [1] the
adaptation is based on an empirical physical criteria which can be the gradient of the
electron density, the drift velocity or a mix of both. In the present study we use the
same method but choosing a new criteria for mesh adaptation in which a rigorous
mathematical a posteriori error estimate is implemented. Note that all the remaining
part of our former adaptive code algorithm stays the same. Although the system is
fully coupled, the adaptation procedure is based only on the solution of Poisson
problem related to the electric potential in the system. This gradient of the potential
gives the electric field which is used to define the drift velocity in the transport
equation of electron density. Numerical results are presented for a test example of
propagation of an ionization wave in a rectangular domain subject to an electric field
created by a difference in potentials between its walls. Results presented in this paper
demonstrate the performance of the proposed adaptive finite volume method for this
class of ionization wave front propagations.

2 Equations for Ionization Wave

In the current study we are interested in a simple two-dimensional model for negative
streamer investigated in [3] among others. In what follows, we use boldface notation
to denote vectors. Hence, for the electron density ne, the ion density ni , the electric
potential V and the electric field E, we solve the following equations
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∂ne
∂t

+ div (neve − De∇ne) = Se,

∂ni
∂t

= S+
i ,

(1)

−div (ε∇V ) = f =e (ni − ne) ,

E = −∇V,

where ve is the electron drift velocity, De the diffusive coefficient, ε the dielectric
constant, e the electron charge, and Se and S+

i are source terms. The electron drift
velocity ve is a function of the electric field E and depends on the ratio ||E||/N ,
with N the neutral gas density. We refer to [1] for the definition of the rectangular
computational domainΩ , initial andboundary conditions and the formof the physical
parameters. Note that Eq. (1) have to be solved in a time interval [0, 57ns].

3 Adaptive Finite Volume Methods

To discretize system (1) in space, we use a cell-centered finite volume method for
which an upwind method is used for the convective terms and a Diamond scheme
is used for the diffusive terms. In the current study, details on these techniques have
been keptminimal and for a detailed formulation of thesemethodswe refer the reader
to [1]. Thus, a spatial discretization of the equations of electron and ion densities
in system (1) yields the following system of ordinary differential equations (ODE)
related to the unknowns on a given cell Ti (triangle here):

dnei
dt

= − 1

μ(Ti )

m∑

j=1

∮

σi j

(
nei jvei j · ni j ds − Dei j ∇nei j · ni j ds

) + Sei ,

(2)
dnii
dt

= S+
ii
,

where μ(Ti ) is the volume of the triangle Ti , m the number of faces of the cell i , ni j

and Dei j are respectively the outward unit normal vector and the diffusion coefficient
on the face σi j between the cells Ti and Tj , and ds is its differential length. Other
variables denoted by the subscripts i j represent variables on the face σi j . Note that
the convective flux term in (2) is simply approximated by an upwind scheme and to
discretize the Poisson problem for the electric potential in (1) and the diffusion term
in (2) we use a finite volume approximation given by

m∑

j=1

∮

σi j

εi j∇Vi j · ni j ds ≈

m∑

j=1

εi j |σi j |∇|σi j Vi j · ni j = μ(Ti ) fi ,
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Fig. 1 Illustration of control
volumes and diamond cell
used in the space
discretization

where f is the source term in the equation of electric potential in (1). To reconstruct
the flux terms across a face σi j we consider the approach proposed in [1]. First we
consider control volumes in Fig. 1. To simplify, the main cell Ti is now the west cell
W and a given neighbor Tj is an east cell E . We denote by σ the edge separating
the two cells W and E . Then we use a conservative reconstruction such that the flux
FWE between the cells W and E is equal to the flux FEW between the cells E and
W (Fσ = FWE = FEW ). This yields

FWE = −εWE∇WEV · |σ|n, FEW = −εEW∇EW V · |σ|(−n),

where the gradients ∇WEV and ∇EW V are assumed to be constants on the two half-
diamond cells (NWS) and (SEN ) (see Fig. 1), VM is the unknown value of V in the
center M of the face (SN ). Thus, one obtains (note that here nW = nE = nWE ):

∇WEV = 1

2|NWS| ((VN − VS)|σW |nW + (VW − VM)|σ|n)

∇EW V = 1

2|SEN | ((VN − VS)|σE |nE + (VE − VM)|σ|n)

(3)

where VN and VS are the values of V at the vertices N and S, respectively. These
values are computed by the least squares method

VN =
r(N )∑

p=1

αp(N )Vp, VS =
r(S)∑

p=1

αp(S)Vp,

where Vp is the value of V in the cell Tp, r(N ) is the number of cells surrounding
vertex N ,αp(N ) are weights associated with the least squaremethod. Similarly, r(S)

and αp(S) are the number of cells and weights for the vertex S.
To conclude, we impose the value of VM such that FWE = FEW .
Finally, the convective flux is computed by a simple upwind scheme.
Note that the above finite volume discretization is only first-order accurate. A second-
order accuracy can be achieved by considering the MUSCL and limiters techniques,
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see details on these reconstructions in [1]. The time integration of the semi-discrete
system (1) is carried out using a second-order explicit Runge-Kutta scheme. Because
these schemes are explicit the time step has to satisfy the canonical CFL condition to
guarantee the stability of the method. The implementation of this scheme for solving
(1) is straightforward and it is omitted here, we only give a schematic view of the
global algorithm:

Algorithm 1: Algorithm of code ADAPT for Streamer Propagation

1 W = (ne, ni);
2 Read mesh data;
3 Initialize conditions and create constants;
4 for each time iteration do
5 if the physical solution has evolved enough;
6 Compute Error Estimates and Adaptation Criteria;
7 Adapt the mesh: Refine where necessary and coarsen where necessary;
8 Construct matrix of linear system;
9 end if;

10 Compute Right-Hand-Side;
11 Solve linear system using MUMPS;
12 Compute fluxes of convection, diffusion and source term;
13 Update solution: Wn −→ Wn+1;
14 Apply boundary conditions;
15 end
16 Save results ;

4 Error Estimates for Mesh Adaptation

To improve the performance of the finite volume method we incorporate a dynamics
mesh adaptation using error estimates for the Poisson problem on electric potential
in (1), written in a compact form as

− div (ε∇V ) = f, (4)

where f = e (ni − ne). We consider a posteriori error estimators developed by
Vohralik in [4] for the diffusion equation (4) in complex geometries based on a con-
forming flux reconstruction using the approximate solution. Note that here the primal
and dual meshes are the same (Th = Dh) since we are using a cell-centred method.
The sub-triangulation Sh of [4] is obtained by subdividing a given cell W = (SNK )

into 6 sub-triangles using the 3 vertices, the center of the cell W, and the 3 midpoints
of the cell edges (see Fig. 1). Next, we solve the diffusion (4) using the cell-centered
finite volume method based on the reconstruction of a discrete gradient at the mesh
interfaces to compute the diffusive fluxes. Thus we choose th ∈ H(div,Ω), such
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that: ∫

D
∇ · thdx =

∫

D
f (x)dx,

where D is a given cell (triangle of themesh here), th is chosen in the Raviart-Thomas
approximation space of lowest degree per quarter of diamond, and the estimation of
the a posteriori error with the energy norm is defined by [4]

|||V − Vh ||| ≤
⎛

⎝
∑

D∈Dh

(ηR,D + ηDF,D)2

⎞

⎠

1
2

, (5)

where the energy norm is given by

|||V − Vh ||| = ||ε 1
2 ∇(V − Vh)||.

The residual error estimate ηR,D and the flux error estimate ηDF,D in (5) are defined
for each element D ∈ Dh as

ηR,D = ||ε 1
2 ∇Vh + ε− 1

2 th ||D, ηDF,D = mD,ε|| f − ∇ · th ||D,

where mD,ε the volume of the element D, and ∇Vh is defined by (3).
Here we choose the method of direct prescription to get th . Hence, on each one

of the 6 sub-triangles of the cell D, which happens to be quarters of a diamond, we
define

th · nσ = −ε∇Vh · nσ,

For instance on the sub-triangle NWM , the following system is solved:

th · nNW = −0.5ε∇−
NW (V ) · nNW − 0.5ε∇+

NW (V ) · nNW ,

th · nWM = −ε∇WM(V ) · nWM

th · nMN = −ε∇MN (V ) · nMN

where we note for a given side (AB), nAB the outward normal to the side, ∇−
AB(V )

and ∇+
AB(V ), the values of the approximate gradient on left and right quarter of

diamond sharing the side (AB).

5 Numerical Example

To assess the numerical performance of the proposed finite volume method we solve
the test example of discharge propagation in a homogeneous electric field described
in [1]. Hence, we solve Eq. (1) in the rectangular domain [0, 1] × [0, 0.5] subjected
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to a plane anode with V = 25000v on the left and a plane cathode with V = 0v on
the right whereas periodic boundary conditions are imposed on the upper and lower
walls. Initially,

ne(x, y, 0) = ni (x, y, 0) = 1016 × e
− (x − 0.2)2 + (y − 0.25)2

σ2 + 109,

with σ = 0.01. All our simulations are carried on a Pentium IV 2.66GHz having
1GB of RAM running C++ codes. For the mesh adaptation we used our technique
used for combustion simulations in [2].

In Fig. 2 we present the numerical results obtained using an error estimate for
the adaptive meshes, distribution of electron densities ne and the velocity fields ve
at three different times. It is clear that the initial Gaussian pulse for the electron
and the ion densities creates a disturbance in the electric field which is necessary for
formation of the discharge. The proposed error estimate for the finite volumemethod
has clearly resolved this test example and accurately captured the physical features.

To further illustrate these effects we display Fig. 3 with cross-sections The results
on the very fine mesh are assumed as reference solutions and relative errors are
calculated and summarized in Table1. For the considered test example the adap-
tive finite volume method is highly accurate and efficient, compare the errors and
computational times in Table1.

Fig. 2 Adaptive meshes (first row), electron density distributions (second row) and velocity fields
(third row) for propagation of a discharge in the rectangular domain at times t = 35, 47 and 57ns
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Fig. 3 Cross-section at x = 0.25cm of the electron density (left) and velocity (right) at time 52ns

Table 1 Mesh statistics, relative errors and computational times for propagation of a discharge in
the rectangular domain at time t = 52ns

# of cells # of nodes Error in ne Error in u CPU time (in
seconds)

Coarse 43674 22061 0.5881 1.1296 2700

Fine 276992 139057 0.0863 1.0976 24300

Adaptive 35372 17827 0.0024 0.0124 10854

Reference 1107968 555105 — — 214000

6 Conclusion

We have proposed a new mesh adaptation for finite volume solution of ionization
waves in planar electric field. The finite volume method uses an Upwind reconstruc-
tion for the convective terms and a cell-centered method for the diffusion terms.
The criteria for mesh adaptation is based only on an error estimate of the diffusion
equation for the electric potential. Numerical results have been presented for a test
problem of a propagation of ionization waves in a rectangular domain. Comparisons
to simulations on fixed meshes show that the current adaptive finite volumes scheme
offers a potential to produce highly accurate solutions with low computational cost.
Note that the originality of the work presented here is confirmed by the obtention
of precise and reliable results for discharge propagation using dynamic mesh refine-
ment which is based on a rigorous mathematical criterion. This criterion results from
solving elliptic Poisson problem alone and will be supplemented in the future by
a more global criterion, taking into account the a posteriori error for the transport
terms as well as the error introduced by the time integration scheme.
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Erratum to: Finite Volumes for Complex
Applications VIII—Hyperbolic,
Elliptic and Parabolic Problems
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Erratum to:
C. Cancès and P. Omnes (Eds.), Finite Volumes
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