Chapter 19
Transcriptional Profiling of Identified
Circuit Elements in Invertebrates

Marta Morey

Abstract One approach to understand how neural circuits contribute to behavior is
to dissect the function of discrete neuronal components of the network. The tran-
scriptional profile of a neuron is a starting point to infer morphological, bio-
chemical, and physiological properties that determine its functionality. This chapter
aims to provide an overview on the challenges and advances to gain genetic access
to distinct neuronal cell types, and the transcriptional profiling methods used to
query their gene expression. In addition, it also surveys the contribution of tran-
scriptional profiling experiments to our knowledge on aspects of circuit structure
and function, which include dendritic morphology, wiring specificity, synaptoge-
nesis, remodeling, and physiological states and functional properties of neurons.
Based on the limitations of the current transcriptional profiling approaches, this
chapter also addresses the perspectives and new developments that are expected to
push cell type-specific gene expression profiling to new frontiers.

19.1 Introduction

To understand how neural circuits generate behavior, it is necessary to identify the
neuronal cell types within a circuit and determine their connectivity and function.
One way to reveal the molecular basis of neural function is to characterize the gene
expression blueprint that determines the highly specialized phenotype of different
types of neurons. Neuronal phenotypes are determined by molecules that regulate
the morphological, biochemical, and physiological properties of a cell. Thus, the
unique phenotype of different types of neurons is expected to be the result of their
differential gene expression. Hence, comparison of gene expression profiles
between neurons should identify key molecular components that specify their
distinct functions.
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Neuroscientists have long desired to be able to measure cell type-specific gene
expression. However, two main issues have slowed down progress in this direction:
difficulties in genetically manipulating specific neuronal cell types and in obtaining
their gene expression profiles.

A neuronal cell type can be defined as a group of neurons that carry out a distinct
task. Most often the way to identify a neuronal cell type is through its shape, deter-
mined by the dendritic arborization and projection pattern of the axon. This approach
is based on the fundamental premise that a neuron’s shape is a direct reflection of its
connectivity, and hence of its unique function. It is reasonable to imagine that the
distinct spatial position of neurons classified as belonging to the same cell type could
result in further subdivision of that cell type into distinct subpopulations. This could
be due to unidentified subtle morphological changes or physiological differences that
would go undetected. Thus, one could argue that each neuron is unique. While the
scientific community is aware of the drawbacks of morphological classification, at
this point, in most cases, morphology is the easiest feature to score.

In the case of Caenorhabditis elegans and Drosophila, early studies identified
distinct cell types through their morphology. A complete reconstruction of the C.
elegans nervous system was undertaken using EM serial sections (White et al.
1986), and Golgi staining was used in Drosophila to characterize cell types in the
optic lobe (Fischbach and Dittrich 1989). This information served as a mere,
although very informative, catalog until experimental tools were developed that
provided genetic access to specific neuronal cell types.

The nervous system is characterized by containing numerous highly intermixed
cell types with irregular morphology. Many neuronal cell types are found in small
numbers and are frequently difficult to access manually. For these reasons, cell
type-specific gene expression analysis has also been dependent on the development
of techniques that enable isolation of transcripts in a cell type-specific fashion.
Technical advances in high-throughput gene expression analysis platforms have
also been crucial to the success of these approaches.

This chapter aims to review the efforts to gain genetic access to specific neuronal
cell types, an essential step to then apply profiling technologies since these depend
on the expression of transgenes in a cell-specific fashion. In addition, it intends to
provide an overview of the different types of profiling techniques that have been
applied in C. elegans and Drosophila, with emphasis on the neuronal cell types to
which these different techniques have been applied. To conclude, examples are
given of biological questions related to the function of neural circuits that have been
addressed through gene expression profiling.

19.2 Labeling Specific Neuronal Cell Types

Most methods used for cell type-specific profiling rely on the expression of some
sort of transgene that distinguishes the cell type of interest from the rest of the
neurons in the tissue. The nature of the transgene expressed will differ depending on
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the profiling approach taken, and this will be addressed in the corresponding section.
Transgenesis techniques employed in C. elegans and Drosophila are well estab-
lished and beyond the scope of this section, thus they will not be discussed. Here, we
present the genetic approaches to molecularly mark specific neuronal populations.

19.2.1 Genetic Toolkit for Labeling Neurons

The preferred genetic methods to label any cell type of interest, in this case neurons,
can be divided in two main types: regulatory sequence/reporter fusions and binary
systems.

19.2.1.1 Regulatory Sequences/Reporter Fusions

In this strategy, the regulatory sequence of a known gene that is highly expressed in
the neuronal cell type of interest is placed upstream of the coding sequence of a
marker.

Identification of the regulatory sequence of the gene of interest is not necessarily
a simple feat. Complementary approaches such as in situ hybridization and/or
immunohistochemistry, if an antibody against the protein is available, can deter-
mine the correlation between the expression of the regulatory sequences/reporter
fusion transgene and the endogenous expression of the gene.

The 7.4 kb 5' regulatory sequences of the Drosophila choline acetyltransferase
(ChAT) gene, which labels the cholinergic neuronal population, was determined
through the generation of fusions of different lengths of 5’ flanking sequences of
ChAT to the lacZ reporter gene, and comparison to the distribution of endogenous
ChAT protein. Smaller fragments directed the lacZ expression in selected subsets of
cholinergic neurons (Kitamoto et al. 1992). For cell type-specific genes of sensory
neurons, such as opsins and odorant receptors, fusions of regulatory sequences to
reporters have been quite successful (Couto et al. 2005; Fortini and Rubin 1990;
Tahayato et al. 2003), probably due to the smaller size of their cis-regulatory regions.

The compacted nature of the C. elegans genome, and hence the fact that regu-
latory regions might be smaller, has facilitated the widespread use and success of
regulatory sequences/reporter fusion transgenes in the worm. A significant number
of cell type-specific fusions are available, among which there are many examples of
mechano- and chemosensory neurons (Zaslaver et al. 2015).

To use direct fusion transgenes in profiling experiments it is necessary that the
transgene used is expressed at levels compatible to the profiling approach that will be
used. In this front, another reason for the success of regulatory sequences/reporter
fusion transgenes in the worm is the presence of multiple transgene copies when the
transgenesis approach involves extrachromosomal arrays.

The ease of genome editing using CRISPR technology, available both in the fly
and the worm (Li and Ou 2016; Paix et al. 2015; Xu et al. 2015), could facilitate the
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generation of reporter lines where the marker expression is under endogenous
regulation. This could be achieved by substituting one copy of the gene by the
marker of choice or introducing the marker upstream of the translational start of the
gene. This approach would be useful as long as the level of expression of the
marker is sufficient for the profiling approach to follow.

19.2.1.2 Binary Transactivator/Responder Systems

Binary systems consist of a transactivator that binds to a specific DNA sequence to
promote the transcription of a downstream responder. Spatial control of the
expression of the responder is dictated by the choice of regulatory sequences that
control the transactivator expression. The main virtue of this approach is the ability
to control temporal and/or level of expression of the responder. This is achieved,
thanks to the existence of transactivator repressors and compounds that positively
or negatively modulate transactivator or repressor activity. Another advantage of
this system is amplification of responder expression levels.
The main binary systems used in Drosophila are:

1. GAL4-UAS: The yeast GAL4 transcription factor binds to the Upstream
Activating Sequences (UAS) placed upstream of the responder (Brand and
Perrimon 1993; Fischer et al. 1988). Additionally, the GAL4-UAS system is
repressible by the GAL80 protein (Lee and Luo 1999; Ma and Ptashne 1987).
The most widely used strategy to regulate temporal expression of GAL4 is to
use the temperature sensitive GALSO repressor (GAL80™) (McGuire et al.
2001). This mutant version of the protein represses GAL4 transcriptional
activity at 17 °C and releases repression at 29 °C or higher temperatures.

2. LexA-lexAop: This system is based on the LexA bacterial repressor that binds to
specific lexA operator (lexAop) sequences. LexA DNA binding domain
(DBD) has been fused to several activation domains (AD). Fusions to
GAL4 AD render the system sensitive to GALS8O0, conferring temporal control
through the use of GAL80" (Lai and Lee 2006; Sziits and Bienz 2000). Fusions
to viral VP16 and human p65 strong activation domains result in chimeric
proteins that transcribe high levels of responder expression and are insensitive to
GALSO (Lai and Lee 2006; Pfeiffer et al. 2010). The lexA system has been
optimized to obtain better inducible expression and reduce leakiness and toxicity
(Pfeiffer et al. 2010; Yagi et al. 2010).

3. QF-QUAS: This recently developed system relies on components identified from
the fungus Neurospora crasa (Potter et al. 2010). The QF transactivator binds to
QF upstream activating sequences (QFUAS), triggering the transcription of
downstream responders. The activity of the QF system can be temporally
controlled through the presence of the suppressor QS in the genetic background
and addition of quinic acid (QA) to the fly food. Interestingly, repressor activity
can be titrated by varying the concentration of QA fed to the animal, adding an
extra layer of regulation. Recent modifications of this system have generated
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less toxic versions of QF AD that have been proven to function in GAL4-QF
AD and LexA-QF AD chimeras (Riabinina et al. 2015), enriching the tools
available for responder expression regulation.

Binary expression systems are starting to become available in C. elegans but are
not yet widely used. One of these approaches is a binary system employing heat
shock induction (Bacaj and Shaham 2007). This is based on cell type-specific rescue
of mutants defective in the heat shock response. The heat shock response factor
(HSF) is expressed under a cell type-specific promoter in the cell of interest.
The HSF transactivator activity is regulated by heat shock stress, which results in the
formation of transcriptionally active trimers. The presence of an additional transgene
containing HSF binding sites upstream of a marker gene triggers its expression in a
cell type-specific manner. Transient or sustained heat shock pulses allow for tem-
poral control of marker expression. In addition, a repressible Q binary system has
been developed (Wei et al. 2012). Efforts to adapt the GAL4-UAS system for its use
in the worm have entailed the systematic comparison of the transcriptional efficacy
of three major components of this system—the DNA-binding domain, the activation
domain, and UAS copy number. The Sternberg laboratory has found that perfor-
mance of GAL4 is heavily dependent on temperature, acting poorly at 20 °C or
below. Through evolutionary analysis they have identified Saccharomyces kudri-
avzevii GAL4, which functions robustly across the 15-25 °C range. Their optimized
GALA4 system is capable of driving expression in a variety of tissues, including
neurons (Wang et al. 2017). Long desired by the community, the GAL4/UAS system
is expected to become widely used in the near future.

Alternatively, a two-part system for conditional FLP-out of FRT-flanked
sequences in the worm has been developed to control gene expression in a spatially
and/or temporally regulated manner (Davis et al. 2008; Voutev and Hubbard 2008).
In this system, transcription is blocked by the presence of an “off cassette”, com-
posed of a transcriptional terminator flanked by FLP recognition targets (FRT),
between the promoter and the coding sequence of the desired product.
FLP-mediated excision of the cassette brings together the promoter and coding
sequence activating transcription. Temporal control of marker expression can be
regulated through heat shock-mediated expression of FLP. In addition, this system
could be used to spatially restrict expression in a subset of cells that can only be
addressed as the intersection of two available promoters (Davis et al. 2008). In this
context, FLP expression would be under a cell type specific promoter.

19.2.2 Endeavors to Gain Access to Neuronal Cell Types

19.2.2.1 Searching for Regulatory Sequences

A key factor in implementing the above approaches is to identify regulatory regions
that label the cell type of interest. It is relatively easy to find regulatory regions that
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label a large population of neurons based on a molecular characteristic (e.g., neu-
rotransmitter used). A gene expression analysis of such a population may reveal
broad characteristics, but this knowledge will be obtained at the expense of
understanding the diversity of cell types comprising the population. In conse-
quence, concerted efforts have been made to gain access to smaller populations of
neurons.

Over the years, the Drosophila community has made enormous progress in
gaining genetic access to specific cell types. A first approach was based on the
random insertion of transposable elements and their capacity to act as enhancer
traps, enabling identification of genomic enhancers. Initial studies used P elements
containing lacZ (O’Kane and Gehring 1987). The generation of P elements con-
taining sequences coding for GAL4 (Brand and Perrimon 1993) paved the way for
binary systems, and many GAL4 lines have been generated by this means (Brand
and Perrimon 1993; Hayashi et al. 2002). Though not as extensive, similar col-
lections have been made for GALSO (Suster et al. 2004), and more recently for
LexA (Miyazaki and Ito 2010). More recently, transposable element vectors have
been designed that make it possible to swap DNA content through various methods.
Thus, these new collections permit researchers to customize a pre-existing line
according to their needs. MiMIC (minos-mediated integration cassette) lines
(Venken et al. 2011) contain two inverted aftP sites that allow DNA replacement
using RMCE (recombinase-mediated cassette exchange) (Bateman et al. 2006).
MiMIC lines inserted in the first noncoding intron can be replaced with the
transactivator or suppressor of choice. G-MARET (GAL4-based mosaic-inducible
and reporter-exchangeable enhancer frap) (Yagi et al. 2010) and InSITE (integrase
swappable in vivo rargeting element) (Gohl et al. 2011) insertion collections allow
replacement of GAL4 with other transactivators. A recurrent finding with all these
transposable element collections is that the expression patterns obtained often tend
to be broad because the same gene can be expressed in more than one cell type.
Since these lines often include different neural cell types, their usefulness for
profiling is limited.

In an attempt to generate lines with more restricted expression patterns, Rubin
and colleagues at Janelia Research Campus took the following approach. They
selected a group of 925 genes for which available expression data or predicted
function indicated expression in neurons in the adult brain. These genes included
transcription factors, neuropeptides, receptors, and ion channels, among others. The
approach consisted of cloning relatively small fragments of genomic DNA
upstream of these genes to a promoter and the GAL4 coding sequence (Pfeiffer
et al. 2008). These plasmids were integrated at a specific docking site in the genome
using phiC31 integrase, yielding thousands of GAL4 lines (Jenett et al. 2012) and
LexA lines (Bloomington FBrf0222940). These lines were then curated for
expression in the embryonic, adult and larval CNS, providing an excellent resource
for the community (http://flweb.janelia.org/cgi-bin/flew.cgi). The entire collection
of lines covers most Drosophila neurons, and over half of the fragments drive
unique expression in 10-200 cells in the brain (Pfeiffer et al. 2008). Plasmids are
available to clone the identified enhancers for fusion to various transactivators or
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fluorescent proteins. A complementary collection of GAL4 and LexA lines has
been generated by the Dickson and Stark research groups (Kvon et al. 2014), and
their expression pattern in the nervous system has been cataloged (VDRC Vienna
tiles http://brainbase.imp.ac.at/bbweb/#67).

The C. elegans community has undertaken several genome-wide gene expres-
sion projects. Hope and colleagues pioneered these studies using lacZ reporters and
later developed the “promoterome”: a genome-wide resource of C. elegans pro-
moters to generate transgenic animals expressing GFP (Dupuy et al. 2004; Hope
1991; Lynch et al. 1995). Together with other groups, a collection of over 2000
transgenic lines carrying promoter: GFP fusions have been created and their spa-
tiotemporal expression patterns curated (350 TF and almost 1900 genes) (Dupuy
et al. 2007; Hunt-Newbury et al. 2007; Reece-Hoyes et al. 2007). Transgenic C.
elegans strains for studying miRNA expression have also been generated (Isik et al.
2010; Martinez et al. 2008). Expression patterns are compiled in several databases:
the Hope Lab Expression Patten Database: http://bgypc059.leeds.ac.uk/ ~web/; C.
elegans Promoter/Marker Database: http://www.grs.nig.ac.jp/c.elegans/promoter/
index.jsp?lang=english; the Promoterome Database: http://worfdb.dfci.harvard.edu/
promoteromedb/; the BC C. elegans Gene Expression Consortium: http://gfpweb.
aecom.yu.edu; and the Localizome Project: http://localizome.dfci.harvard.edu/
index.php?page=home. Together with lines generated by researchers for their
specific studies, these collections have expanded the catalog of regulatory regions
with characterized expression patterns.

A cautionary note on expression patterns derived from transgenic
enhancer/promoter constructs in C. elegans and Drosophila: besides the difficulty
of defining regulatory regions that recapitulate the endogenous expression pattern
of the gene of choice, factors such as integration site and surrounding chromatin
structure can affect transgene expression. Thus, it is advisable to verify that
expression of the reporter matches the endogenous gene expression. It is worth
noting that the approach taken by the Rubin group was aimed at identifying small
fragments in the putative upstream regulatory sequences of neuronal genes that
would label subsets of neurons. It is possible that some of these fragments label
subsets of neurons where the gene is actually not expressed. This situation could
occur if the identified fragment lacked repressor sequences that under normal
conditions repressed expression of the gene in those cells. Provided that the iden-
tified fragment labels neurons of interest for the researcher, the reporter is a valid
reagent to genetically manipulate those neurons.

In addition, the modENCODE project aims to identify all of the sequence-based
functional elements in the C. elegans and Drosophila melanogaster genomes. The
work of this consortium (Gerstein et al. 2010; modENCODE Consortium et al.
2010; Negre et al. 2011) and other laboratories (Kvon et al. 2012, 2014; Shi et al.
2009) could, in principle, aid researchers in the search of regulatory regions
functioning as enhancers for neurons or specific neuronal populations in their gene
of interest.
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19.2.2.2 Applying Intersectional Strategies

All these efforts have yielded an exceptional collection of transgenic lines and a
catalog of expression patterns in the nervous system in C. elegans, and especially in
Drosophila. However, while some cell type-specific lines exist, many still label
several neuronal populations. To overcome this issue, intersectional strategies have
been developed. These are aimed at defining an expression domain that is cell
type-specific. When reporter expression cannot be restricted to the cell type of
interest using one particular regulatory sequence, the combined use of two or more
unrelated regulatory sequences is employed to define a cell type-specific expression
domain.

In Drosophila, the ample collection of enhancer and binary factor lines available,
together with the fact that binary systems are specific and do not cross talk, and can
be combined either together or with other genetic techniques, renders intersectional
strategies a useful approach to label specific neuronal cell types (del Valle
Rodriguez et al. 2012). Through intersectional strategies, cell type-specific
expression domains can be obtained as a result of addition, intersection, or sub-
traction of the expression domains of the combined binary systems and/or other
elements used. Below, we describe some of the possible combinations used in
intersectional strategies (Fig. 19.1).

When independent lines each label a different subset of cells of the same type,
addition is the simplest strategy to label the entire cell-type population. This can be
achieved by the combination of transactivators of the same or different type, for
instance GAL4 + GAL4 or LexA + GALA4. In the latter case, the given responder
transgenes for the two types of transactivators should be present in the background
(Fig. 19.1A).

Regulatory sequences driving transactivators usually label more than one cell
type; however, different intersectional strategies can restrict expression to the cell
type of interest. When the cell type of interest falls within the expression domain
common to the two regulatory sequences used, split binary systems are a useful
option (Fig. 19.1B). This variation was pioneered by the split-GAL4 system (Luan
et al. 2006), and has recently been developed for LexA (Ting et al. 2011). The
transactivator is separated into two hemi-proteins, each of which is expressed from
a different regulatory sequence. One hemi-protein contains the GAL4 DNA-binding
domain (DBD) or LexA, while the other hemi-protein contains the activation
domain (AD). The use of distinct ADs renders these split systems GAL80-sensitive
or insensitive. A functional transactivator will only reconstitute and activate the
transcription of the responder when expressed together in the same cell. One
drawback of this approach is that it often requires the generation of new hemi-lines.
A considerable improvement offered by the split-LexA system is that it can leverage
the wealth of pre-existing GAL4 lines by placing the expression of one of the
hemi-lines under UAS control (UAS-split-LexA or UAS-split-AD), while the other
hemi-driver can be expressed from a direct fusion (Ting et al. 2011). Alternatively,
based on the fact that binary systems do not cross talk, they can be combined. The
use of binary system-specific responder transgenes encoding for different
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Fig. 19.1 Examples of intersectional strategies used to restrict expression to the cell type-specific
neuronal population of interest in Drosophila. (A) Addition strategy combining both Gal4 and
LexA binary systems and the use of the same reporter for both of them. (B) Intersection strategy
based on the split GAL4 approach (GDBD GAL4 DNA binding domain; AD activation domain;
zip zipper). (B') Intersection strategy based on the combination of the GAL4 and LexA binary
systems and system-specific fluorescent reporters. Cells in the common domain are identified by
the coexpression of Gal4 and LexA reporters. (B") Flip-based example of an intersection strategy
where an FRT flanked ORF is eliminated. (C) Example of subtraction strategy using the GAL4
system and the GALS8O repressor. (C’) Flip-based example of a subtraction strategy where the
FLP-out of an interruption cassette results in the expression of a downstream ORF

fluorescent proteins enables identification of cells in the common domain as the
double-labeled cell type (Fig. 19.1B’).

When the cell type of interest falls within a specific expression subdomain
driven by a regulatory sequence, it is possible to restrict expression by subtraction.
The simplest method is by expression of a transactivator repressor, such as GAL80
when using the GAL4 or LexA GALSO sensitive binary systems (Fig. 19.1C).
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A combination of binary systems and FLP recombinase can be used to define
intersecting domains and in subtraction strategies (Fig. 19.1B”, C’). In these sce-
narios, expression of the transactivator, repressor, or responder is regulated by
recombinase activity removing an intervening FRT stop cassette. Many creative
genetic designs have emerged from the combined use of the FLP recombinase and
binary systems (for a review, see del Valle Rodriguez et al. 2012). The recent
development of new recombinases and recognition sites has increased the numerous
combinatorial options already available to researchers (Hadjieconomou et al. 2011;
Nern et al. 2011).

In C. elegans, the most commonly used method to express transgenes is based
on regulatory sequences/reporter fusions. By combining regulatory sequences
yielding overlapping expression patterns, researchers can engineer worm strains
that label specific subsets of neurons. Addition strategies can be pursued with
transgenes expressing the same reporter under different regulatory sequences
(Fig. 19.2A).

One intersectional strategy that can be also applied using regulatory
sequences/reporter fusion transgenes is multicolor labeling. Triple color combina-
tions (CFP, YFP, DSRed) have been successfully employed to label separate
classes of neurons using cell type-specific regulatory regions (Hutter 2003).
Similarly, one could use this strategy to identify the neuronal type of interest when
distinct regulatory sequences/GFP variant fusions are combined in the same
organism. In this scenario, specific cell types can be detected by their distinct
fluorescent marker combination (Fig. 19.2B). Similarly, the recent addition of the
GAL4/UAS system to the worm toolkit promises to expand the possibilities with
regard to intersectional strategies. For example, doing combinations of the GAL4
and Q systems, or either of these systems with a regulatory sequence/reporter fusion
transgene, where the two regulatory sequences label a common set of neurons.

Another intersectional strategy is based on the split approach. This approach has
been applied to obtain cell type-specific GFP reconstituted expression (Fig. 19.2B").
Identified N-GFP and C-GFP peptides fused to leucine zippers can reconstitute GFP
fluorescence in vivo when expressed in the same cell type (Zhang et al. 2004).
Expression vectors have been constructed that are suitable for cloning regulatory
sequences. Alternatively, the split Q system has been generated and used in worms
to label neurons common to two distinct promoters (Fig. 19.2B") (Wei et al. 2012).

The FLP-out system also offers the possibility of using intersectional strategies
in the worm (Davis et al. 2008). This could be achieved when FLP expression and
the FLP-out cassette are under regulatory sequences that label a set of common
neurons (Fig. 19.2B"").

Finally, the subtraction approach has been achieved by combining QF, QS, and
two distinct fluorescent reporters, for example, mCherry and GFP. By means of this
strategy, neurons can be distinguished based on their single or double reporter
expression pattern (Fig. 19.2C).
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Fig. 19.2 Examples of intersectional strategies used to restrict expression to the cell type-specific
neuronal population of interest in C. elegans. (A) Addition strategy. (B) Intersection strategy based
on multicolor labeling. Cells in the common domain are identified by the coexpression of
fluorescent proteins. (B’) Split GFP intersection strategy. Cells in the common domain are
identified by reconstitution of GFP fluorescence. (B") Split Q system intersection strategy. (B"’)
FLP-based refinement of expression patterns. Excision of an FRT flanked cassette containing a
fluorescent protein and stop sequence results in the expression of a downstream ORF, normally not
expressed, that codes for a different fluorescent protein. (C) Example of subtraction strategy using
the Q system and the QS repressor. This approach is useful to label a subset of neurons in the X
expression domain for which there is no available regulatory sequence that labels them. This can
be achieved if there is a promoter that labels the complementary subset of neurons and is used to
express the QS repressor. The cells of interest for which there is no specific regulatory sequence
are identified as double labeled
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19.3 Methods to Profile Transcriptional Activity

A wide variety of techniques are currently available to profile the transcriptomes of
specific cell types. Recent excellent reviews have discussed the key issues that
influence their choice (McClure and Southall 2015; Otsuki et al. 2014). Yield,
accuracy, technical difficulty, and cost are among the factors to consider. Since each
method has its own strengths and limitations (Table 1), researchers must reach a
decision based on the physical limitations of the biological material (ability to
access the cell type of interest, abundance of the cell type), the biological question
to address, and the type of information that can be obtained from the selected
methodology. In this section, we will present these methods, discuss the nature of
the transgene required to label neurons, and describe their use to profile specific
types of neurons in C. elegans and Drosophila.

Profiling techniques can be divided into two main classes. One set of methods
involves physical cellular/nuclear isolation prior to transcriptional profiling. The
other techniques rely on capturing the transcriptional activity of the cell type of
interest while in its tissue context. In both cases, it is necessary to drive the
expression of different types of transgenes in a cell type-specific fashion.

19.3.1 Profiling Using Physical Cellular/Nuclear Isolation

In these techniques, physical isolation is used to minimize contamination from other
cell types in the tissue sample.

19.3.1.1 Manual Isolation

Conceptually, manual isolation and identification of cells is the most straightfor-
ward technique. This procedure usually consists of dissecting the tissue containing
the cells of interest, dissociating the cells and diluting the suspension to a con-
centration where cells can be individually viewed, and extracting them by aspiration
with a micropipette. In principle, provided that the researcher can differentiate cells
based on shape and/or size, this approach achieves very high purity. In general
though, manual isolation is aided by the expression of fluorescent proteins in the
cells of interest. In particular, when cells cannot be distinguished in any other way,
it is essential that fluorescent protein expression is strong enough to allow for
in vivo sorting under the microscope and that there is no leaky expression outside
the neurons of interest.

This approach has been successfully used in Drosophila to address transcrip-
tional changes in distinct types of larval and adult neurons in the circadian circuit
(Abruzzi et al. 2017; Abruzzi et al. 2015; Kula-Eversole et al. 2010; Nagoshi et al.
2010). This methodology is highly suitable for such studies since collecting cells
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from entrained brains at different circadian times requires rapid isolation protocols.
In addition, given that some of these types of neurons are present in very reduced
numbers, this approach reduces the signal-to-noise ratio and allows detection of
mRNAs that would be masked by mRNA in the rest of the brain. Using this
approach, the Rosbash group has profiled the transcriptomes of small and large
PDF-expressing ventral lateral neurons (s-LNvs and 1-LNvs) known to drive the
morning activity period at different circadian times (Abruzzi et al. 2015;
Kula-Eversole et al. 2010). These cells, 8 s-LNys and 10 1-LN,s per brain, were
labeled with GFP using a Pdf-GAL4 line and isolated by the size of their cell
bodies. 100 cells obtained from around 100 brains provided sufficient material to
perform microarray analysis (Kula-Eversole et al. 2010). The same researchers have
recently developed an RNA amplification protocol that has enabled them to obtain
enough mRNA to generate libraries for RNA deep sequencing (Abruzzi et al. 2015)
and profile additional clock neurons as well as dopaminergic neurons (Abruzzi et al.
2017).

A recent study reports the harvesting of different types mushroom body neurons
(a/b and g Kenyon cells (KC)) and mushroom body extrinsic neurons (V2, DAL,
MBONa3, MBONg5b2a, MBONb2b'2a) using GAL4 cell type-specific lines. In
this case, GFP-labeled cell bodies were manually extracted in vivo, from intact
brains, via patch clamp electrodes on an electrophysiology rig. RNA-seq was
performed with material obtained from pooling approximately 100 cells from a
single fly for each KC sample, and 4-14 neurons from one or two flies for each
mushroom body extrinsic neuron sample (Crocker et al. 2016).

In theory, manual sorting could be performed for identifiable cells for which
there are no cell type-specific lines available by filling them with fluorescent dyes.
This strategy has been used to identify gene expression profiles through microarray
analysis on single cells isolated from living embryos (Bossing et al. 2012).

19.3.1.2 Automated Isolation

Several alternative methods exist for automated isolation:
— Fluorescence-Activated Cell Sorting (FACS)

This flow cytometry isolation technique is based on sorting dissociated cells
according to their fluorescent properties. In the case of C. elegans and Drosophila
profiling, fluorescence is provided by genetic means in the cell type of interest. This
fluorescent label must be sufficiently strong to be detected by the sorter in live cells.

FACS has been extensively used in C. elegans, especially in studies involving
profiling of embryonic neurons since embryonic dissociated tissues can be cultured.
An extensive collection of different types of neurons, including olfactory, ther-
mosensory, and motor neurons, has been profiled with microarray experiments
(Blacque et al. 2005; Cinar et al. 2005; Colosimo et al. 2004; Etchberger et al. 2007,
Fox et al. 2005; Hallem et al. 2011; Von Stetina et al. 2007a; Zhang et al. 2002).
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Recently, the development of culture protocols for larval tissues has facilitated the
use of FACS to isolate larval neurons and perform RNA-seq analysis (Spencer et al.
2014). Starting material is not a limiting factor since large numbers of larvae are
easily generated using standard culture conditions. Indeed, even neuronal cell types
consisting of 2 neurons per worm have been profiled from worm cultures con-
taining approximately 3 million larvae. The NSM serotonergic neurosecretory
neurons (2 neurons/worm, 6 million neurons in 3 million larvae) have been purified
with a yield of 0.85%; in other words, as few as 30,000-50,000 neurons have been
isolated through FACS and used to generate sequencing libraries (Spencer et al.
2014).

In Drosophila, the use of FACS to isolate neuronal cell types has been more
limited. One of the earliest instances was a study by Jasper and colleagues where
they used SAGE to profile a subset of photoreceptor neurons in larval stages (Jasper
et al. 2002). FACS has also been used to profile multidendritic neurons, wild type
and mutant motor neurons (Parrish et al. 2014), and wild type and mutant LNs
pacemaker neurons (Mizrak et al. 2012; Ruben et al. 2012). In the latter case,
microarray analysis was performed with as few as 150-300 cells obtained from 50
brains. Recent publications have reported profiling cell type-specific neurons using
RNA deep sequencing, including seven different neuronal cell types from the fly
visual system, which have been used to create libraries from as few as 8000 sorted
cells (Tan et al. 2015), and ultralow input RNA-seq data from 100 larval multi-
dendritic neurons (Williams et al. 2016).

— Magnetic Activated Cell Sorting (MACS)

MACS is an affinity-based purification strategy. Magnetic particles coupled to
antibodies are used to capture the cell of interest from a suspension of dissociated
tissue. Sorting specificity is based on the wuse of antibodies against
membrane-targeted antigens specific to the cell type of interest. After the incubation
period, beads are recovered with a magnet and cells eluted for further processing.
Given that cell type-specific membrane-targeted antigens are often not known or
antibodies are not available, the use of this method in Drosophila has been facil-
itated by the GAL4-UAS system and the exogenous expression of
UAS-mCD8-fluorescent protein transgenes in the cell of interest.

MACS has been adapted to isolate dendritic arborization (da) neurons from the
larval peripheral nervous system (Hattori et al. 2013; Iyer and Cox 2010; Iyer et al.
2013a). Peripheral neurons are difficult to isolate due to their low numbers and
difficult-to-reach location below the chitinous larval cuticle. This approach has
enabled Iyer and colleagues to isolate 1500-2000 da neurons (classes I-1V), and
300-500 Class IV da neurons, from 30 to 40 larvae (Iyer and Cox 2010). Using an
intersectional approach, Class I da neurons have also been isolated. Since the
Class I driver faintly labeled Class IV neurons, Class I driver expression was
restricted to Class I neurons using the regulatory sequence of the Class IV driver
fused to GALSO (Iyer et al. 2013b). With this reported amount of material, they
performed transcriptional profiling on microarrays.
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MACS has also been used to isolate the dopaminergic neuronal population in the
adult brain (Iyer et al. 2013a).

— Laser microdissection of cells

Laser-based dissection enables isolation of single cells or single-cell clusters
from complex tissue without the need for cell dissociation. Where the cell type of
interest presents a recognizable shape, there is no need to use antibodies or genetic
labels, either. Laser capture microscopy is the most common procedure and
involves positioning a thermoplastic film over the frozen and/or fixed tissue sec-
tions. While cells are visualized under the microscope, a low-power infrared laser is
used to locally melt the membrane around the cells of interest, binding them to the
film. Lifting the membrane separates the cells from the rest of the sample.

This technique has been applied to profile the transcriptomes of Drosophila
larval and pupal mushroom body neurons (Hoopfer et al. 2008), and larval insulin
producing cells (IPCs) (Cao et al. 2014). Both these neuronal populations are
characterized by the fact that their cell bodies form clusters, rendering LCM a useful
isolation approach. Both studies relied on the use of cell type-specific lines and
fluorescent reporters to visualize the cell bodies in the tissue sections. Mushroom
body studies were performed with material pulled from 40 captures at a rate of 100
cells/capture per replicate (i.e., 4000 cells/replicate), and these were used to perform
microarray analysis (Hoopfer et al. 2008). The number of IPCs per brain is just 14,
distributed into two 7-cell clusters. Using both membrane (GFP) and nuclear
(RFP) reporters to label these cells significantly accelerated the process and
increased the reliability of their identification. The spatial resolution provided by
LCM made it possible to use just 23 IPC cells/replicate, and improved amplification
protocols enabled the construction of sequencing libraries for RNA-seq analysis
(Cao et al. 2014).

A protocol for LCM isolation of da neurons has also been established (Iyer and
Cox 2010). In this case, given the difficulty of capturing sparse da cell bodies in
transversal sections of the whole larva, these researchers opted to isolate the cuticle
from internal larval tissues and section the cuticle pellet. This modification enabled
them to increase the number of cells accessible in the sample and to isolate single da
cell bodies.

— Isolation of nuclei

When cells are hard to dissociate, nuclei isolation presents itself as an alterna-
tive. Nuclei may be gently released from tissue homogenates without the need for
hard dissociation, and are relatively unaffected by changes in the cytoplasmic RNA
and protein pool. Most importantly, microarray-based mRNA expression analysis
using nuclear RNA samples yields results comparable to those obtained using total
RNA (Barthelson et al. 2007; Zhang et al. 2008). Another advantage of nuclei
isolation is that it can be used for other high-throughput genomic characterization
protocols besides transcriptional profiling.
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The isolation of nuclei fagged in specific cell rypes INTACT) method involves
the coexpression of a nuclear envelope protein modified to sustain biotinylation,
and a biotin ligase in the cell of interest. Incubation of the nuclear suspension with
streptavidin-coated magnetic beads provides a rigorous method to isolate the nuclei
of interest. Although this approach was developed in Arabidopsis (Deal and
Henikoff 2010), it has been adapted to isolate nuclei from muscle of adult C.
elegans and mesoderm from Drosophila embryos (Steiner et al. 2012). Shortly after
the publication of the above studies, similar conceptual approaches and adaptations
of INTACT were developed to isolate the nuclei of C. elegans and Drosophila
neurons (Haenni et al. 2012; Henry et al. 2012; Ma and Weake 2014).

The difficulty in accessing post-embryonic tissues in C. elegans, mainly due to
its tough cuticle, small size, and extremely complex tissue dissection, prompted the
development of fluorescent activated nuclei sorting (FANS) (Haenni et al. 2012).
Similar to INTACT, this procedure is based on cell type-specific nuclear labeling.
However, it uses fluorescent labeling that does not need to be targeted to the nuclear
envelope per se, since isolation is based on fluorescent sorting and not on antibody
recognition. To gauge the scope of the technique, the method was tested on distinct
cell types, including neurons. Although these studies focused on intestinal gene
expression, it is expected that sequencing of cell type-specific neurons will also be
feasible. This nuclear isolation protocol has been set up for large-scale worm cul-
tures, and thus starting material should not present a problem in the case of small
neural populations.

In Drosophila, various groups have developed procedures to isolate nuclei from
cells in the adult brain and larval central nervous system following the INTACT
rationale. Taking advantage of the GAL4-UAS system, these approaches are based
on the cell type-specific expression of GFP-tagged nuclear envelope proteins and
the use of anti-GFP antibody-coated magnetic beads for their isolation (Henry et al.
2012; Ma and Weake 2014). Nuclei of neuronal populations as small as 100-150
neurons per brain can be isolated from 600 tagged heads as starting material,
without the need to dissect the brain, with high purity and around a 50% yield
(Henry et al. 2012).

Batch isolate tissue-specific chromatin for immunoprecipitation (BiTS-ChIP) is
an alternative nuclei isolation procedure developed in Drosophila (Bonn et al.
2012a, b). It is particularly suitable for ChIP experiments since the tissue is fixed
before nuclei isolation, and the method is based on cell type-specific expression of
an epitope-tagged histone protein, immunostaining against the tag, and fluorescent
sorting of the nuclei. Alternatively, given the advances in extraction and quanti-
tation of RNA from fixed sorted cells, as well as its integrity (Nilsson et al. 2014;
Russell et al. 2013), one can envisage that nuclear RNA could be obtained from
these nuclei, which would expand the use of this procedure beyond ChIP analysis.



486 M. Morey

19.3.2 Profiling Without Cellular/Nuclear Isolation

These techniques are aimed at minimizing possible acute transcriptional changes
due to the stress caused by physical isolation procedures. Techniques developed to
capture the transcriptional activity of the cell of interest are based on tagging the
RNA, proteins interacting with the RNA, or proteins interacting with the DNA in a
cell type-specific fashion. This enables distinction of the transcriptional activity of
the cell type of interest from the rest of the cells in the sample.

19.3.2.1 Tagging RNA

The most prominent technique for tagging RNA is TU tagging. This technique is
based on the properties of the Toxoplasma gondii uracil phosphoribosyltransferase
(UPRT) enzyme, which when provided with 4-thiouracil (4-TU) inserts this analog
in place of uracil in nascent RNA (Cleary et al. 2005). Subsequent biotinylation of
thio-RNA enables affinity purification using streptavidin-coated magnetic beads.

The TU-tagging method was developed in Drosophila and introduced spatial
regulation of RNA tagging through the GAL4-UAS system (Miller et al. 2009).
This was achieved by the cell type-specific expression of UPRT. Thus, even if RNA
is isolated from the whole animal, tagged RNA from the cells expressing UPRT can
be selectively recovered. In addition, this technique allows for temporal control by
timing and duration of 4-TU administration. 4-TU has been provided to embryos by
immersion and fed to larvae and adult flies. Though no reports are available of TU
tagging during pupal stages, 4-TU could be provided to pupae by injection, as is
done in mouse. Exposure to 4-TU for up to 8 h has enabled detection of
4-TU-tagged RNA from whole animal RNA extraction in neural populations as
small as mushroom body neurons in larval and adult brains. For smaller populations
(250 cells), dissection of the brain was necessary (Miller et al. 2009). As few as 50
larvae per sample have been used to perform TU tagging and RNA-seq analysis of
wild-type and mutant larval neuroblasts (Lai et al. 2012). There are reports that TU
feeding can lead to background incorporation into mRNA and is toxic to flies
(Thomas et al. 2012). Oxonic acid can be added to prevent a salvage pathway,
which can use 4-TU without the presence of UTPR (Lai et al. 2012).

19.3.2.2 Tagging Proteins Interacting with RNA

Once again, different techniques exist in this area as well:
— Poly-A Binding Protein tagging

This approach uses the endogenous transcriptional machinery to isolate
poly-adenylated mRNA. The cell type-specific expression of a FLAG-tagged poly
(A) binding protein (PABP) enables isolation of poly-A mRNA from the cell of
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interest. Using FLAG antibodies, the cell type-specific mRNA can be immuno-
precipitated from a total RNA lysate.

This technique was developed in C. elegans to overcome the difficulty of
working with larval and adult worms where cell isolation was problematic. Initially
developed for muscle cells (Roy et al. 2002), it was soon applied to the nervous
system. In a first study of the nervous system, mRNA was isolated from ciliated
sensory neurons, which comprise approximately 50 cells in the worm, confirming
the applicability of this approach to small numbers of cells (Kunitomo et al. 2005).
Subsequently, the procedure was successfully applied for profiling, using
microarrays of different types of motor neurons (Petersen et al. 2011; Von Stetina
et al. 2007a, b) and the two PVD multidendritic nociceptor neurons of C. elegans in
wild type and mutant backgrounds (Chatzigeorgiou et al. 2010; Smith et al. 2010,
2013), and to identify differential gene expression between the gustatory neurons
ASER and ASEL (Takayama et al. 2010).

Poly-A mRNA tagging has also been used in the fly to isolate mRNA from adult
photoreceptors using Drosophila PABP (Yang et al. 2005). However, this study
also reported toxicity effects upon expression of dPABP, depending on the spa-
tiotemporal expression of the GAL4 lines used. This toxicity might be partially
reduced by controlling temporal expression of GAL4. Additionally, toxicity caused
by overexpression of dPABP could be due to deregulation of the translation initi-
ation and mRNA stabilization/degradation roles that this protein might cause when
interacting with other types of proteins.

The study showed that the use of hPABD, whose C-terminal interacting domain
only shares 30% similarity to the fly, was an alternative to dPABP. In an attempt to
use this technique in photoreceptor neurons with a different set of GAL4 lines, we
detected developmental defects caused by dPABP overexpression (Morey and
Zipursky, unpublished). Given the possible appearance of morphological defects
and lethality when expressing dPABP, toxicity should be carefully assessed before
opting for this approach.

— Ribosome tagging

Translating ribosome affinity purification (TRAP) (Heiman et al. 2008) and
RiboTag (Sanz et al. 2009) were developed in mouse and are based on tagging a
ribosomal subunit with a tag antigen. Ribosomes and their attached RNA can then
be isolated through immunoprecipitation with magnetic beads coated with anti-
bodies against the tag antigen. While this approach does not recover noncoding
RNAs, it offers a snapshot of the putative translatome: transcripts being actively
translated. Thus, it provides a more relevant insight into the cellular environment as
a proxy for the cellular proteome.

Integration into the GAL-UAS system has provided the means to isolate mRNA
associated with ribosomes in a cell type-specific fashion in Drosophila. UAS
transgenic lines expressing the mouse or Drosophila RpL10 ribosomal subunit
tagged with EGFP have been generated and successfully used with cell
type-specific GAL4 lines to analyze transcriptomes by RNA-seq. One of these
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studies successfully isolated ribosome-bound RNA from adult neurons, and a small
population of around 200 neurons of the pars intercerebralis of the brain from
whole head extracts using 500-1000 heads (Thomas et al. 2012). Another study
documented the rhythmic translatome of clock neurons (150 cells/brain). Using a
GALS8O-based intersectional strategy to restrict GAL4 expression in clock neurons,
ribosome-bound mRNAs were profiled at six different time points of the circadian
cycle (Huang et al. 2013). In this case, 200 heads (30,000 clock neurons) were lysed
for each affinity purification experiment.

One factor influencing the success of any affinity purification method is the
signal-to-noise ratio. To this end, Zhang et al. (2016) have recently developed
Tandem-TRAP (T-TRAP), which includes a second tag to facilitate an additional
purification step. They generated a UAS line where the N-terminus of Drosophila
RpL10 was modified with two tandemly arranged epitopes, 3X FLAG and GFP,
separated by the tobacco etch virus (TEV) protease site. They expressed TRAP and
T-TRAP transgenes in photoreceptor neurons and purified ribosomal mRNA from
dissected retina—optic lobe complexes. They next assessed enrichment of pho-
toreceptor specific versus optic lobe transcripts comparing TRAP and T-TRAP
samples to reference RNA obtained from the retina—optic lobe complexes. Using
two sequential purification steps resulted in higher cell type-specific enrichment for
T-TRAP (TRAP 1-10 times, T-TRAP 25-500 times). Although this enrichment
came at the cost of a 30% decrease in the mRNA yield compared with TRAP, the
amount of material obtained with T-TRAP was sufficient to perform RNA deep
sequencing. They used 40 retina—optic lobe complexes per sample to perform
T-TRAP, which represents a total of 240,000 photoreceptor neurons (6000
photoreceptors/retina—optic lobe complex). Attempts to isolate cell type-specific
mRNA from populations of 750 cells/retina—optic lobe complexes showed non-
specific mRNA presence. The transgene encoding T-TRAP has recently been
modified to further reduce background noise by increasing expression via the
inclusion of noncoding sequences enhancing translation (Pfeiffer et al. 2012), and
by mitigating the effects of leaky expression of the UAS construct by inserting a
transcriptional stop sequence flanked by FRT recombination sites (unpublished
data). Intersectional strategies targeting FLP expression to the cell type of interest
coupled with cell type-specific GAL4 expression will further increase the potential
of this method.

— RISC tagging

This strategy is based on tagging specific proteins of the RNA-induced silencing
complex (RISC) where the miRNA and its mRNA target interact. Thus, pull down
of RISC permits the identification of associated miRNAs and their targets. Among
the first reports of this approach were studies performed on Drosophila and C.
elegans (Easow et al. 2007; Zhang et al. 2007). Tissue-specific identification of
miRNA has been reported in the worm using intestine and muscle-specific
enhancers driving the expression of tagged RISC proteins (Kudlow et al. 2012).
Cell type-based analysis of miRNA profiles has been successfully performed for
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glutamatergic and GABAergic neurons and subtypes in the mouse brain (He et al.
2012). Thus, in principle, this technique could be used to profile miRNAs and their
targets in C. elegans and Drosophila neurons by targeting expression of the tagged
RISC complex in the neuron of interest.

19.3.2.3 Tagging Proteins Interacting with DNA

Targeted DamID (TaDa) is an adaptation of the original DamID technique (van
Steensel and Henikoff 2000; van Steensel et al. 2001). The DamID system is based
on identifying methylation footprints generated by the DNA adenine methyltrans-
ferase (Dam) enzyme from Escherichia coli. When this enzyme is fused to a protein
that binds DNA, it methylates GATC sites in the vicinity of the binding site. These
methylated sites can be conveniently digested with the methyl-sensitive restriction
enzyme Dpnl, and the fragments amplified by PCR for profiling with microarrays
or deep sequencing. DamID has been used to study chromatin-associated protein
interactions with DNA to understand transcriptional regulation (through transcrip-
tion factors-Dam fusions) and chromatin states and dynamics (for a review, see
Aughey and Southall 2016).

In order to use DamlID in a cell type-specific manner, Southall and colleagues
developed targeted DamID in Drosophila using the GAL4-UAS system (Southall
et al. 2013). To this end, it was necessary to limit the expression levels of the Dam
fusion protein, since its inherent high activity causes cell toxicity. This was
achieved by leveraging ribosome reinitiation constructing a UAS transgene that
carried a fluorescent protein followed by the Dam fusion protein, which is
expressed at very low levels. This approach has been used to profile RNA Pol-II
occupancy, thus giving a readout of transcription (Southall et al. 2013), and was
applied to study neuroepithelial and neuroblast populations in the fly brain using
between 100 and 300 brains depending on the developmental stage analyzed.
Combining use of the GAL4-UAS system with GALS0™ allowed temporal
restriction of Dam expression.

Efforts are being made to maximize the potential of TaDa as a cell type-specific
transcriptional profiling approach, when it uses a fusion of the Dam enzyme to
Pol-II. From a technical standpoint, TaDa has many advantages over other methods
for cell type-specific profiling. It does not require cell isolation, avoiding any
possible transcriptional responses to tissue dissociation protocols, nor is
crosslinking or antisera use necessary, eliminating the noise caused by these pro-
cedures. Furthermore, fixation artifacts are avoided, since TaDa profiles protein
binding in vivo. This protein binding and methylation is achieved with very low
levels of enzyme-fused protein, limiting the impact of protein overexpression. It
also uses DNA as readout, avoiding the technical complications of working with
RNA.

Two main aspects of the initial protocol have been modified and improved. The
publication describing the transcriptional profiling application of TaDa used tiling
arrays as a means of mapping expression. The new protocol includes preparing the
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material for next generation sequencing and can be accomplished in 5 days from
collection of the tissue samples to generation of the sequencing libraries. In addi-
tion, the number of targeted cells required for TaDa is very low. This new protocol
has achieved RNA-seq transcriptional profiling with approximately 10,000 cells in
total from 100 Drosophila heads (100 neurons/head). At >200,000 cells per head,
this represents a 1:2000 ratio of methylated DNA to total DNA (Marshall et al.
2016).

The main limitations of TaDa are: (1) it does not provide direction of tran-
scription, which can be an issue for nearby genes transcribed in opposite directions,
and (2) it does not provide quantitative levels of RNA produced. However, in
addition to embryonic and larval neural stem cells, this method has been success-
fully used to profile larval and adult neurons (Southall et al. 2013; A.
Estancio-Gomez and T.D. Southall, unpublished). Furthermore, the TaDa protocol
has been used to compare the transcriptional states of distinct sets of neurons,
enabling the identification of differentially expressed genes (A. Estacio-Gomez and
T.D. Southall, unpublished). Importantly, other laboratories have used this protocol
successfully. In a recent publication, the laboratory of Dr. Edgar used TaDa to
identify target genes of the Capicua (Cic) transcriptional repressor (Jin et al. 2015).
They generated a UAS-cic-Dam construct that was expressed specifically in
Drosophila intestinal stem cells (ISC) for 24 h using an ISC GAL4 line and
GALS8Ots. Taken together, the preliminary data in neurons, and the easy imple-
mentation of the protocol, suggest that TaDa could become a widely used approach
for cell type-specific transcriptional profiling, in addition to its many other appli-
cations (Aughey and Southall 2016).

19.4 Contributions of Profiling Experiments to Circuit
Structure and Function

Profiling experiments have yielded an insight into molecular underpinnings regu-
lating distinct developmental processes involved in the assembly of functional
circuits. In addition, they have revealed distinct physiological states and properties
of different types of neurons, which explain their unique functionality in the circuit.

19.4.1 Neural Circuit Architecture

19.4.1.1 Dendritic Morphology

Dendritic architecture is a neuronal feature with important functional implications
in circuit assembly, signal processing, and neural function. Profiling approaches
have contributed to the identification of molecular strategies regulating dendrite
branching both in C. elegans and Drosophila.
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Studies on C. elegans have identified a set of transcription factors regulating the
morphology of PVD dendrites. Distinct transcription factors appear to control
discrete steps in PVD dendritic morphogenesis and either promote or limit PVD
branching at specific developmental stages (Smith et al. 2010, 2013).

In the fly, analyses of transcriptional differences between arborizations of two
classes of dendritic neurons with uniquely distinct dendritic morphologies have
been conducted (Hattori et al. 2013; Iyer et al. 2013b). Class I da neurons exhibit
selective innervations of dendritic territories and occupy relatively small receptive
fields, whereas Class IV da neurons exhibit an elaborate space-filling network of
dendrites that completely and nonredundantly tile the larval body wall. Protein
synthesis and proteolysis gene classes appear differentially expressed and directly
correlate with the complexity of the dendritic arbors of the two classes. In addition,
genes associated with oxidation and mitochondria appear enriched in Class 1V,
suggesting underlying differences in their metabolic demands. Similarly, more
transcription factors appeared differentially expressed and showed phenotypes in
Class IV than in Class I (Iyer et al. 2013b). Transcription factors had already been
shown to regulate dendrite morphogenesis (Parrish et al. 2006). Profiling experi-
ments have provided an insight into their cell type-specific diversity, and have
revealed their context-dependent functions. For example, some differentially
expressed transcription factors showed phenotypes in both classes of da neurons,
and in some cases showed opposing effects (Iyer et al. 2013b). Additionally, dis-
tinct transcription factors can regulate the expression of the same target gene in
different cell types, but do so at different levels resulting in distinct dendritic
arborization patterns (Hattori et al. 2013).

19.4.1.2 Wiring Specificity

In order to assemble a functional neural circuit, neurites need to discriminate
between one another and form connections with their specific synaptic partners.
Langley and Sperry proposed that molecular differences between neurons would
account for their specific connectivity. These molecular differences can be readily
identified through cell type-specific profiling experiments.

In C. elegans, the expression profiles of wild type and mutant motor neurons
have been compared to address the specificity of motor circuit synapses. In wild
type animals, VA and VB motor neurons arise as sister cells that adopt distinctive
morphologies and synapse with separate sets of interneurons. In UNC-4 mutants,
morphological differences are preserved; VAs, however, are miswired with inputs
from interneurons normally restricted to their VB sisters. Thus UNC-4, together
with the corepressor UNC-37 (Groucho), explicitly controls synaptic choice and not
axonal growth or process placement, which could indirectly alter wiring specificity.
Comparison of wild type versus UNC-4 mutant VA transcriptional profiles iden-
tified VB genes to be negatively regulated in VA motor neurons (Von Stetina et al.
2007a). Of these, CEH-12, an HB9 family member, functions downstream of
UNC-4 to regulate synaptic choice. This study revealed a developmental switch in
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which motor neuron input is defined by the differential expression of transcription
factors that select alternative presynaptic partners.

A recent approach to investigate wiring specificity in Drosophila has been to
obtain the transcriptional profiles of developmentally related neurons with distinct
connectivity patterns (Tan et al. 2015). This study characterized the cell surface
membrane and secreted molecule complement of neuronal types with distinct
connectivity patterns, and proposed a molecular strategy underlying the selection of
synaptic partners. How many cell surface and secreted molecules a neuron
expresses has been a long-standing question in the field. The relevance of this
question resides in the fact that these types of molecules are the final effectors of
cell—cell interactions, since they mediate contact-dependent recognition (through
attraction/adhesion or repulsion events) and synapse assembly. Lamina neurons
(L1-L5) and photoreceptors R7 and R8 all have a unique morphology, including
layer-specific arborizations and connectivity patterns in the medulla neuropil. Their
expression profiles were obtained at a developmental time point just prior to (R7,
R8) or in the early stages of synapse formation (L1-L5). Using stringent settings,
these neurons express between one-quarter to one-third (247 for R7 and 322 for L3)
of the 976 genes encoding cell surface membrane and secreted molecules (CSMs)
in the fly genome. While these neurons express roughly the same amount of CSMs,
marked differences in the type of CSMs are observed between neurons.
Classification of CSMs into families led to the detection of particular families with
unique paralog combinations expressed in a cell type-specific fashion. One of these
is the Dpr family, comprising 21 members. Detailed immunohistochemistry anal-
ysis of this family and the Dpr interacting protein (DIP) family (9 members)
revealed colocalization of interacting Dpr and DIP members in layers where Dpr
expressing lamina neurons and photoreceptors R7 and R8 establish synapses with
medulla neurons. This suggests that Dpr—DIP interactions could regulate synaptic
connections within a layer. Indeed, this study identified cell type-specific Dpr—DIP
interactions between lamina neurons and the R7 photoreceptor and a subset of their
synaptic partners. Supporting this notion, a recent study (Carrillo et al. 2015) has
shown defects in a subset of R7 photoreceptors that make connections with DM8
neurons. Defects observed in R7 cells, when analyzing either mutations for the Dpr
expressed in them or mutations in the DIP expressed in DmS cells, are consistent
with synaptic defects.

The simplest interpretation is that the matching of Dpr and DIPs between
synaptic partners specifies connections between them. It is possible that these
interactions regulate other aspects of wiring specificity in DMS, such as viability
through trophic support, given that a reduction in the number of DMS cells is
observed when the DIP expressed in these cells is mutated. More detailed genetic
analysis will be required to definitively establish the precise function of Dpr—DIP
ligand receptor interactions in circuit assembly.
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19.4.1.3 Synaptogenesis

Neural circuit assembly requires coordination of recognition events between
synaptic partners and the establishment of synaptic connections. Presynaptic
development is a complex process, the study of which can be hindered by the
complex temporal dynamics of neural development, with different types of neuron
being born and establishing synaptic connections at different time points.

A recent study adopted a profiling approach to analyze the conversion of growth
cones to synaptic terminals (Zhang et al. 2016), taking advantage of the syn-
chronicity of this process in the Drosophila photoreceptor population. An analysis
was conducted of mRNAs bound to ribosomes over time, thus reflecting protein
rather than gene expression during this process. Consistent with the coordination of
recognition events and presynaptic development, substantial changes were observed
in many mRNAs encoding CSM, including those implicated in recognition and
synapse formation. The pattern of expression suggests a massive restructuring of
the neuron cell surface in closely spaced time points, with a downregulation of
CSM preceding the transformation of growth cones to presynaptic terminals (35—
40hrs after puparium formation), and a strong upregulation of CSM correlating with
the first morphological manifestation of presynaptic differentiation (40—-45hrs after
puparium formation). Interestingly, changes in the levels of transcripts of synaptic
molecules were modest. However, a doubling in the length of the 3’ UTRs for these
transcripts was correlated with an increase in the number of binding sites for RNA
binding proteins implicated in the regulation of mRNA localization, stability, and
translation, which were expressed at constant levels. These findings suggest strong
post-transcriptional regulation of presynaptic differentiation.

19.4.1.4 Remodeling

Neural circuits are remodeled by developmental signals and experience. This
plasticity is embodied in structural changes that include dendrite and axon pruning
and synapse relocation. The study of developmentally regulated plasticity through
profiling experiments can uncover molecular components of remodeling programs.

Pruning of neuronal connections is a widely used mechanism in metazoan
nervous systems to achieve a mature connectivity pattern. In Drosophila, early born
mushroom body gamma neurons undergo axon pruning at the onset of metamor-
phosis in a process regulated by ecdysone. Comparison of wild type and ecdysone
receptor mutants identified the upregulation of genes in the UPS (ubiquitin pro-
teasome system), providing a mechanistic link to pruning. Unexpectedly, an
RNA-binding protein promoting translation was identified as a negative regulator or
developmental axon pruning, which suggests that post-transcriptional regulation
might be an important mechanism regulating axon remodeling (Hoopfer et al.
2008).

C. elegans Dorsal D (DD) GABAergic motor neurons undergo stereotypical
synaptic changes during development. Initially formed ventral DD synapses are
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relocated to the dorsal side with no evident changes in DD process morphology.
Ventral D (VD) GABAergic motor neurons, which are functionally and structurally
related to DDs, do not remodel due to the action of UNC-55, the COUP tran-
scription factor homolog, which has been shown to function as a negative regulator
of transcription. UNC-55 mutant VDs relocate synapses to the dorsal side, similar
to DD developmental synapse relocation, and thus UNC-55 target genes would be
enriched in this scenario compared to wild-type VDs. Profiling experiments iden-
tified the Iroquois homeodomain protein IRX-1 as both necessary and sufficient for
synaptic remodeling (Petersen et al. 2011).

19.4.2 Physiological States and Functional Properties
of Neurons

The link between gene expression and behavior is best exemplified in circadian
rhythms, which result in cycling physiological states of neurons in the circuit.
Pacemaker neurons possess molecular clocks that control gene expression. The
circadian function of clock molecules is regulated by negative feedback loops of
transcription and post-transcriptional modifications that modulate their stability and
activity in a thythmical fashion. The core clock then regulates transcription of other
output molecules, which also accumulate rhythmically or have rhythmic activity.
These output molecules regulate electrical activity thythms to more directly gen-
erate overt circadian behavior.

In Drosophila, the circadian circuit is comprised of about 75 clock neurons on
each side of the adult brain. Of these, two key groups of neurons control adult
locomotor activity, which peaks twice a day in anticipation of dawn and dusk
transitions. Genetic screens and microarray analysis from whole fly heads collected
at different circadian times have identified many cycling mRNAs (100-200).
However, given the existence of seven classes of neurons in the circuit, it is possible
that mRNA cycling in only a small number of clock neurons is masked by
non-cycling mRNAs in other neurons and head tissues. Furthermore, mRNAs that
are only expressed in the clock neurons or in a subset of these should only comprise
a tiny fraction of head RNA, and may therefore escape detection in both cycling and
non-cycling analyses of head RNAs. Cell type-specific profiling has provided a
means to address the above issues and has indeed identified genes that are
expressed in subsets of distinct clock neurons and that affect distinct aspects of
rhythms (Abruzzi et al. 2017; Nagoshi et al. 2010). Moreover, potent oscillations of
gene expression have been observed in clock neurons, as well as enrichment of
certain transcripts important for the neural function of clock neurons themselves,
suggesting that some physiological aspects such as firing thythms and/or electrical
excitability may be rhythmically regulated (Flourakis and Allada 2015;
Kula-Eversole et al. 2010; Ruben et al. 2012). Interestingly, altered electrical
activity of clock neurons results in overt transcriptional changes involving a large
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set of circadian genes. This suggests a positive feedback loop between transcription
and electrical activity, which would add robustness and precision to circadian
behaviors (Mizrak et al. 2012).

An analysis of the circadian translatome of clock neurons has revealed that
translation of most rhythmic transcripts coincides with behavioral quiescence, prior
to initiation of locomotor activity, and thus protein synthesis may occur predomi-
nantly at circadian phases associated with reduced metabolic expenditure. In
addition, the synchronized translation of functionally related mRNAs suggests a
clock-orchestrated activation of biological processes (Huang et al. 2013).

Taken together, the knowledge gained from these profiling studies has revealed
distinct mechanisms that regulate the rhythmic physiological state of distinct neu-
ronal populations in the circadian circuit.

Functional specialization is a hallmark of sensory neurons. The C. elegans
nervous system is richly endowed with sensory neurons. This organism navigates
its environment by chemo-, thermo-, and aerotaxis, and thus exhibits behavioral
responses to these types of stimuli. This is accomplished through 24 sensillar
organs and some isolated sensory neurons. Most sensory neurons are characterized
by the presence of ciliated endings. Many of the early studies focused on identi-
fying chemotaxis mutants through genetic screens (Dusenbery 1974; Dusenbery
et al. 1975; Ward 1973); however, this approach does not favor the detection of
genes with redundant function or genes that give subtle phenotypes when mutated.
Profiling complements genetic methods by providing a direct examination of
genetic networks in a cell type-specific fashion (Blacque et al. 2005; Kunitomo
et al. 2005; Zhang et al. 2002). Indeed, while it was through a genetic screen that
the transcription factor DAF-19 was shown to regulate ciliated sensory neuron
formation (Swoboda et al. 2000), gene expression analysis was necessary to obtain
a transcriptome of ciliated neurons (Blacque et al. 2005; Kunitomo et al. 2005) and
identify new ciliary components under the regulation of DAF-19 (Blacque et al.
2005). The genetic networks regulating the differentiation of touch receptor neurons
and the ASE gustatory neuron have also been characterized. Cell type-specific
profiling experiments combined with transcription factor motif discovery have
started to unveil the regulatory logic behind sensory neuron differentiation pro-
grams (Etchberger et al. 2007; Zhang et al. 2002).

In addition, recent profiling studies have identified genes regulating the func-
tional properties of particular types of sensory neurons. Using in vivo calcium
imaging, Hallem and colleagues showed that CO, specifically activates BAG
neurons, and using profiling unveiled that their CO,-sensing function requires a
particular type of cyclic nucleotide-gated ion channel and receptor-type guanylate
cyclase (Hallem et al. 2011). Similarly, Chatzigeorgiou and colleagues have
identified a distinct set of channels involved in responses to thermal and mechanical
stimuli in polymodal nociceptor PVD neurons (Chatzigeorgiou et al. 2010). Thus,
cell type-specific transcriptional analysis has shed light on the genetic programs
regulating differentiation of sensory neurons and the molecular mechanisms that
explain their physiological properties.
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19.5 Perspectives and New Developments

Two of the main goals in the field are to achieve progress on the issue of neuronal
classification and to work toward improving current profiling techniques.

The best functional classification of neurons would be one combining mor-
phological and physiological data. Profiling based on cell types defined by mor-
phology has revealed unknown physiological properties of the studied neurons.
However, it has not given an overview of the physiological differences across
morphologically defined cell types. In addition, cell type population profiling does
not detect differences or variances among cells from a morphologically defined cell
type. Two distinct complementary approaches are emerging as possible ways to
address these issues: single-cell profiling, fluorescent in situ sequencing (FISSEQ)
and Patch-seq.

In recent years, low input RNA-seq methods have been adapted to work in single
cells (Tang et al. 2009). Single-cell RNA-seq (sc-RNA-seq) methods are now
robust and economically practical, and are becoming a powerful tool for
high-throughput, high-resolution transcriptome analysis (Liu and Trapnell 2016).
Data analysis is not easy, since the low input material for scRNA-seq creates high
levels of technical noise (Brennecke et al. 2013; Ding et al. 2015; Griin et al. 2014;
Marinov et al. 2014). In addition, only around 10% of each cell’s transcript com-
plement is represented in the final sequencing libraries (Islam et al. 2014), and this
technique is unable to reliably detect low-abundance transcripts (Deng et al. 2014;
Islam et al. 2014; Saliba et al. 2014). Many of the genes detected are housekeeping
genes such as ribosomal subunits, and thus uninformative; therefore, reads from
multiple cells must be combined to detect biologically meaningful gene expression
differences between groups of single cells (Griin et al. 2014). Nevertheless,
scRNA-seq has revealed intrapopulation heterogeneity in various tissues, including
the brain (see the many references in the following reviews Poulin et al. 2016;
Johnson and Walsh 2017).

Recently developed fluorescent in situ hybridization (FISH) techniques such as
single-molecule FISH (sm-FISH) (Raj et al. 2008), which allows visualization of
bright fluorescent spots that can be counted to determine the copy number of the
gene of interest and its cellular location in individual cells, are typically performed
on one RNA species at a time. Efforts to massively multiplex the sm-FISH imaging
method have culminated in the development of multiplexed error-robust fluores-
cence in situ hybridization (MERFISH) (Chen et al. 2015). This method achieves
large-scale multiplexing by assigning error-robust barcodes to different RNA spe-
cies and then reading out these barcodes through successive rounds of hybridization
and imaging on the same sample, so far up to 1000 genes. This technique can
extend the benefits of sm-FISH toward the transcriptome scale. However, in situ
hybridization techniques rely on a defined set of probes. Church and colleagues
developed an unbiased and transcriptome-wide sampling method for quantitative
visualization of RNA in situ. This technique is called fluorescent in situ sequencing
(FISSEQ) (Lee et al. 2014, 2015), and combines the benefits of in situ hybridization
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with RNA-seq. It is based on the generation of stably cross-linked complementary
DNA (cDNA) amplicons, which are sequenced manually on a confocal microscope
within the biological sample. FISSEQ enriches biologically active genes, enabling
the discrimination of cell type-specific processes with a small number of reads.
However, it is not clear how such enrichment occurs. It has been proposed that
active RNA molecules are more accessible to FISSEQ than ribosomal transcripts
trapped in ribonucleoproteins, spliceosomes, or stress granules. Further elimination
of still remaining transcripts of this nature (i.e., using random priming with rRNA
depletion) will increase the number of cell-specific reads and enable FISSEQ to
generate single-cell gene expression profiling that is biologically meaningful (Lee
et al. 2015). Alternatively, sc-RNAseq is starting to be combined with tissue ref-
erence maps (for examples see the review by Moor and Itzkovitz 2017).

Patch-seq is a method that combines whole cell electrophysiological recordings,
sc-RNA-seq and morphological characterization. This technique has been used to
characterize pyramidal cells and cortical interneurons (Fuzik et al. 2016; Cadwell
et al. 2016). While the efficiency of mRNA capture in Patch-seq is lower than that
of in sc-RNA-seq on dissociated tissues is still sufficient to sample genes with low
expression. This allowed to make inferences on the specificity and heterogeneity of
afferent inputs for different cell types (Fuzik et al. 2016) and the identification of
genes associated to neurological disorders such as autism and schizophrenia in
particular neuronal subtypes (Cadwell et al. 2016). These studies were also able to
render associations between the expression of ion channels and synapse-related
proteins and biophysical parameters of action potentials. Thus, Patch-seq has an
enormous potential in the vertebrate brain to precisely map neuronal subtypes and
predict their network contributions in the brain.

Both sc-RNAseq and FISSEQ could in principle be easily adapted to inverte-
brates. Patch-seq will depend on the development of electrophysiological probes
suitable for the small size of Drosophila and C. elegans neurons. Importantly,
especially in Drosophila, Patch-seq could be done in vivo for behaviors that can be
assessed in tethered flies.

19.6 Concluding Remarks

Gene expression profiling approaches are making important contributions to the
understanding of neural circuit structure and function. Gene expression profiling
experiments can address various biological questions depending on their design.
Initial experiments characterized broad neuronal populations by identifying enri-
ched transcripts versus the whole animal or neural tissue reference sample.
However, as a result of advances in technology and knowledge, researchers are
shifting their focus to discrete neuronal cell types. Thus, they are now addressing
questions such as what genes determine the unique morphology or physiology of
related neuronal cell types, by comparing their gene expression patterns, or what are
the genetic programs and downstream molecular determinants that drive these
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differences when comparing wild type versus genetically manipulated gene
expression in a particular neuronal cell type. These types of profiling experiments
have shown clear potential for discovery and are becoming increasingly popular.

Nevertheless, the qualitative and quantitative information obtained from gene
expression analysis of a particular neuronal cell type will always be dependent on
two factors: (1) the definition of cell type and (2) the specificity of the data obtained
depending on the profiling method used.

Cell types are often arbitrarily defined by the expression of markers or their
morphology. However, it is possible that definition by these criteria can include
heterogeneous neurons, even in a small population. This is exemplified in a recent
study analyzing R7 photoreceptors and their major postsynaptic partner DMS8
neurons. A specific subset of DM8 neurons was identified, and based on genetic
analysis of mutants, suggested to be selectively targeted by a subset of R7 cells
(yR7) (Carrillo et al. 2015). In these scenarios, discerning between different types of
neurons might require complementary knowledge such as the electrophysiological
properties of discrete neurons in the population or detailed connectivity maps.
Obtaining this type of data might not be feasible for certain neuronal cell types
and/or in certain organisms.

All profiling techniques have their advantages and disadvantages. A major
concern in profiling approaches based on cell/nuclei isolation is the potential
transcriptional changes caused by the cellular stress associated with dissociation
procedures. It is assumed that in experiments designed to pinpoint differential
expression between cell types, these transcriptional responses will be equal in both
cell types, and thus will not interfere in the bioinformatic identification of differ-
entially expressed transcripts. However, it is possible that distinct neurons present
different sensitivity to cellular stress. In addition, if the aim is simply to characterize
the gene expression profile of a particular cell type, these techniques will not
differentiate between naturally expressed genes versus gene expression caused by
dissociation stress. The main issue with profiling techniques that do not involve
cell/nuclei isolation is nonspecific contamination by RNA in the total sample.
Considerable efforts are being made to improve protocols and strategies in order to
minimize this type of contamination. However, the smaller the size of neuronal cell
type population under study versus the tissue sample used, the lower the
signal-to-noise ratio. Where there is sufficient knowledge about the cell type being
studied, unspecific contamination can be identified. For example, if the neuro-
transmitter identity is known, the presence of other neurotransmitters can be a sign
of the presence of contaminating transcripts. However, in cases where there is little
knowledge about the cell type being studied, caution is required when interpreting
the data obtained.

Single-cell transcriptional profiling using microarrays and specially RNA-seq is
emerging as a technology that sheds light on cell type identification in the nervous
system. While signal-to-noise ratio can be an issue (Brennecke et al. 2013; Griin
et al. 2014; Wu et al. 2014), improvements to reduce noise and the development of
microfluidic technology to perform parallel sequencing of large numbers of cells
simultaneously will contribute greatly to unveiling neural heterogeneity. In
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addition, the pursuit of knowledge will lead to the development of techniques that
minimize both dissociation stress and nonspecific RNA contamination. This has
already commenced with the development of fluorescence in situ sequencing
(FISSEQ) (Lee et al. 2014, 2015). This technique has achieved RNA sequencing in
cells within their tissue by combining biochemical with fluorescence imaging
processing steps. One can envisage that high-throughput parallel single-cell
FISSEQ would address both neural heterogeneity and the technical issues associ-
ated with profiling techniques. Moreover, Patch-seq is arising as an approach to
classify neurons based on their physiology as well as their morphology and gene
expression pattern. The endless creativity of researchers and multidisciplinary
collaborative efforts will certainly push technology toward such new frontiers.
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