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Abstract. This paper describes the application of a Differential Evolu-
tion based approach for inducing oblique decision trees in a global search
strategy. By using both the number of attributes and the number of class
labels in a dataset, this approach determines the size of the real-valued
vector utilized for encoding the set of hyperplanes used as test conditions
in the internal nodes of an oblique decision tree. Also a scheme of three
steps to map the linear representation of candidate solutions into feasible
oblique decision trees is described. Experimental results obtained show
that this approach induces more accurate classifiers than those produced
by other proposed induction methods.
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1 Introduction

Evolutionary algorithms (EAs) are population-based search methods that have
been successfully applied for providing near-optimal solutions for many com-
putationally complex problems in almost all areas of science and technology.
The effectiveness of EAs is due to two factors: (1) they combine a clever explo-
ration of the search space to identify promising areas, and (2) they perform an
efficient exploitation of these areas aiming to improve the known solution or solu-
tions. EAs are inspired by evolutionary theories that synthesize the Darwinian
evolution through natural selection with the Mendelian genetic inheritance. In
particular, Differential Evolution (DE) algorithm is an EA designed for solv-
ing optimization problems with variables in continuous domains that, instead
of implementing traditional crossover and mutation operators, it applies a lin-
ear combination of several randomly selected candidate solutions to produce a
new solution [28]. DE has been applied for solving optimization problems aris-
ing in several domains of science and engineering including economics, medicine,
biotechnology, manufacturing and production, big data and data mining, etc.,
[25]. In data mining, DE has been utilized for constructing models of classifi-
cation [19], clustering [7], and rule generation [8] with the aim of identifying
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hidden relationships among known instances. DE has been used in conjunc-
tion with neural networks [19], support vector machines [20], bayesian classifiers
[13], instance based classifiers [12] and decision trees [30] for the induction of
classifiers.

In this paper, a differential evolution-based approach named DE-ODT for
inducing oblique decision trees in a global search strategy is described. The rep-
resentation scheme of candidate solutions used by DE-ODT allows to apply DE
operators without any modification, and the procedure for mapping a real-valued
chromosome into a feasible decision tree ensures to carry out an efficient search
in the solution space. DE-ODT is compared with three approaches for induc-
ing oblique decision trees: the Oblique Classifier 1 (OC1) [24], the Perceptron
Decision Tree (PDT) method [23], and the EFTI algorithm [32], and with the
J48 method [34]. Experimental results obtained in this work show that DE-ODT
induces more accurate classifiers than those found by the other methods. In order
to describe the implementation of DE-ODT method, this paper is organized as
follows: Sect.2 describes the elements of differential evolution algorithm. The
use of evolutionary algorithms for inducing oblique decision trees is presented
in Sect. 3, and in Sect. 4 details of DE-ODT method with emphasis in both the
determination of the size of candidate solutions and the induction of feasible
oblique decision trees are given. Sectionb describes experimental results, and
finally, Sect. 6 gives conclusions and future work.

2 Differential Evolution Algorithm

DE is a population-based metaheuristic that evolves a set of candidate solutions
by applying evolutionary operators in order to find near-optimal solutions to
optimization problems. Each candidate solution is encoded using a real-valued
vector x; = (21, Zi2, ,xi7m)T of m variables.

In this paper, the standard DE algorithm [28], named DE/rand/1/bin in
accordance to the nomenclature adopted for referencing DE variants, is used as
a procedure for oblique decision tree induction that implements a global search
strategy. DE/rand/1/bin uses the following evolutionary operators:

1. Mutation: Three randomly selected candidate solutions (x,, x; and x.) are
linearly combined, using Eq. (1), to yield a mutated solution X,q:.

Xmut = Xoq + F (Xb - Xc) (1)

where F' is a scale factor for controlling the differential variation.
2. Crossover: The mutated solution is utilized to perturb another candidate
solution X, using the binomial crossover operator defined as follows:

Tmuti Hr<CrVvVji=k .
Tnew,j = { b J RS {17~ .- 7m} (2)

Teur; Otherwise

where Tpew,js Tmut,j and Zeur; are the values in the j-th position of Xpew,
Xmut and Xeyr, respectively, » € [0,1) and k € {1,...,m} are uniformly
distributed random numbers, and Cr is the crossover rate.
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3. Selection: x,,.,, is selected as member of the new population if it has a better
fitness value than that of x.,,.

DE/rand/1/bin, described in Algorithm 1, starts with a population of ran-
domly generated candidate solutions whose values are uniformly distributed in
the range [Tmin, Tmaz] as follows:

Tij = Tmin + 7 (Tmaz — Tmin) ;1 € {1,...,NP}Aje{1,...,m} (3)

where NP is the population size. New populations of candidate solutions are
iteratively created until a stop condition is reached and then the best solution of
the last population is returned. It can be observed that DE requires few control
parameters (Cr, F', and NP) in comparison to other EAs.

Algorithm 1. Standard DE algorithm introduced in [28].
1: k<0
2: Xp — 0
3: foriin {1,..., NP} do
4 x; < Randomly generated candidate solution using (3)
5 X +— Xp U {Xl}
6: end for
7
8

: while stop condition is not reached do

: k—k+1
9: Xy — 0
10: for cur in {1,..., NP} do
11: {Xa, Xp, X} — Randomly selected candidate solutions of Xx_1
12: Xmut < Mutated candidate solution using (1)
13: Xnew < Perturbed candidate solution of Xcyr using (2)

14 {xnew if fitness(Xnew) is better than fitness(Xcur)
: Xsel <

Xceur  Otherwise
15: X — Xp U {Xsel}
16: end for
17: end while
18: return The best candidate solution in X

3 EAs for Inducing Oblique Decision Trees

A decision tree (DT) is a hierarchical structure composed of a set of nodes
containing both test conditions (internal nodes) and class labels (leaf nodes) that
are joined by arcs representing the possible result values of each test condition.
A DT is a classification model induced through a set of training instances which
is used for predicting the class membership of new unclassified instances. Each
training instance is encoded as a vector v = (vq,va,.. .,vd,c)T of d variables
(attributes or features) and a label ¢ that determines the class membership of
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the instance. The simplicity and the high level of interpretability of a DT along
with its predictive power has made it one of the most widely used classifiers.

The number of attributes used in the test conditions of a DT determines
its type (univariate or multivariate). Since efficient induction methods such as
CART [5] and C4.5 [27] generate univariate DTs (also called axis-parallel DTs)
it is the most known type of DTs. On the other hand, oblique DTs and non-
linear DTs are multivariate DTs in which a linear combination and a nonlinear
composition of attributes in test conditions is utilized, respectively. In partic-
ular, oblique DTs use a set of not axis-parallel hyperplanes for splitting the
instance space in order to predict the class membership of unclassified instances.
A hyperplane is defined as follows:

d
Z Tiv; + X441 >0 (4)

i=1

where v; is the value of attribute i, x; is a real-valued coefficient used in the
hyperplane and x4 represents the independent term. Oblique DT's are generally
smaller and more accurate than univariate DTs but they are generally more
difficult to interpret [6].

EAs have been previously applied for DT induction (DTT) and there exist sev-
eral surveys that describe their implementation [2,11]. Some approaches imple-
ment a recursive partitioning strategy in which an EA is used for finding a
near-optimal test condition for each tree internal node [6], however, the app-
roach most commonly used is to perform a global search in the solution space
with the aim of finding near-optimal DTs [3,17,18,23,31-33]. A genetic algo-
rithm (GA) is an EA that generally employs a linear representation of candidate
solutions and its implementation for DTT is associated to the problem of map-
ping an oblique DT from a linear structure [17]. However, with the application
of special genetic operators, GA can use a tree representation for DTI [3,18].
An special GA that evolves a unique candidate solution is used in EFTT method
[32] for inducing a complete oblique DT. Furthermore, DE has been utilized for
finding the parameter settings of a DTI method [30] and for constructing both
univariate DTs [31] and oblique DTs [23]. Finally, since genetic programming
(GP) represents its candidate solutions as trees, standard GP [22] and GP vari-
ants such as strongly-typed GP [4] and grammar-based GP [1] have been applied
for oblique DTTI.

4 DE-ODT Method for Inducing Oblique DT's

DE-ODT is proposed in this paper as a method for oblique DTT in a global search
strategy that evolves a population of candidate solutions encoded as fixed-length
real-valued vectors. A similar approach known as PDT method is described
in [23] but, although DE-ODT and PDT share the same objective and both
implement a global search strategy for DTI with DE, substantial differences in
the representation scheme used in DE-ODT allows for induction of more accurate
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and compact oblique DTs than PDT and other similar approaches. In the next
paragraphs the main elements of DE-ODT method are described.

4.1 Global Search Strategy to Generate Near-Optimal Oblique DTs

The great majority of algorithms for DTT apply a recursive partitioning strat-
egy that implements some splitting criterion in order to separate the training
instances. Several studies point out that this strategy has three fundamental
problems: overfitting [14], selection bias towards multi-valued attributes [15]
and instability to small changes in the training set [29]. On the other hand,
algorithms that implement a global search strategy can ensure a more efficient
exploration of the solution space although it is known that building optimal DT's
is NP-Hard [16].

DE-ODT implements a global search strategy with the aim of construct-
ing more accurate oblique DTs, and also for overcoming the inherent problems
of the recursive partitioning strategy. Since oblique DTs use hyperplanes with
real-valued coefficients as test conditions, the search for near-optimal oblique
DTs can be considered a continuous optimization problem, and DE has proven
to be a very competitive approach for solving this type of problems. Although
other metaheuristic-based approaches have been previously used for classifica-
tions tasks, DE-ODT is introduced in this work as a simple and straightforward
method in which DE is applied for finding near-optimal solutions, and where
each real-valued chromosome encodes only a feasible oblique DT.

4.2 Linear Representation of Oblique DTs

Two schemes for encoding candidate solutions in EAs can be used: tree or lin-
ear representation. When tree representation is adopted, special crossover and
mutation operators must be implemented in order to ensure the construction
of only feasible candidate solutions [3,18]. An advantage of this representation
is that EAs can evolve DTs with different sizes but it is known that crossover
has a destructive effect on the offsprings [18]. On the other hand, if a linear
representation is utilized then a scheme for mapping the sequence of values into
a DT must be applied [17]. The main advantage of linear representation is that
it is applied for encoding candidate solutions in several EAs such as GA, DE
and evolutionary strategies and they can be implemented for DTI without any
modification. Nevertheless, since these EAs use a fixed-length representation, it
is necessary to define a priori this length and this can limit the performance of
the induced DTs.

In DE-ODT method each candidate solution encodes only the internal nodes
of a complete binary oblique DT stored in breadth-first order in a fixed-length
real-valued vector (Fig. 1). This vector encodes the set of hyperplanes used as test
conditions of the oblique DT. Vector size is determined using both the number
of attributes and the number of class labels.
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Fig. 1. Linear encoding scheme for the internal nodes of a complete binary tree.

4.3 Estimated Number of Tree Internal Nodes

Since each internal node of an oblique DT has a hyperplane as test condition,
the size of real-valued vector used for encoding each candidate solution is fixed
as ne(d+ 1), where n, is the estimated number of internal nodes of a complete
binary DT and d is the number of attributes of the training set. Considering
that: (1) an oblique DTs is more compact than an univariate DTs when they
are induced with the same training set, and (2) the DT size is related to the
structure of the training set, DE-ODT determines the value of n. using both
the number of attributes (d) and the number of class labels (k) in the training
set. If, for one complete binary DT, h is the depth, n; is the number of internal
nodes and n; is the number of leaf nodes, respectively, then d and k can be
used as lower bounds for n; and n; (n; = 2""' —1 > d and n; = 271 > k),
respectively. Using these relations, two estimated depths (h; = [log, (d + 1) +1]
and h; = [log, (k) 4+ 17) are calculated and n. is obtained as follows:

Ne = 2max(hi,h1)—1 1 (5)

4.4 Induction of Feasible Oblique DTs

Since the training set must be utilized for inducing one DT, DE-ODT uses it
for mapping each candidate solution into a feasible oblique DT, including its
leaf nodes. DE applies the training accuracy of a DT as fitness value within the
evolutionary process. The induction of a feasible oblique DT (Fig. 2) in DE-ODT
has three steps:

1. Construction: First, an empty complete binary DT with n. nodes (7 nodes
in example of Fig.2) is created. Then, the coefficient values of a hyperplane
are assigned to each node in this DT by applying the next criterion: Values
on positions {1,...,d 4+ 1} of this vector are used in the hyperplane of the
first node, values on positions {d + 2, ...,2d + 2} are used in the hyperplane
of the second node, and so on.

2. Assignment: One instance set is assigned to a node (the complete training
set for the root node of the tree) and it is labeled as an internal node. For
evaluating each instance in this set using the hyperplane associated to the
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Training set

1 2 3 4 5 6 7 8 9
[c1]cz[ci]cz[ca[c2[c2[ci]c2)

E_

[C1]cA]

4 6 7 9

Fig. 2. Construction and assignment of a feasible oblique DT.

internal node, two instance subsets are created and they are assigned to the
successor nodes of this node. This assignment is repeated for each node of the
DT. If the internal node is located at the end of a branch of the DT (node
4 in Fig. 2, for example), then two leaf nodes are created and are designated
children of the ending node of the branch. The subsets created are assigned
to these leaf nodes. On the other hand, if all instances in the set assigned to
the internal node have the same class label, it is labeled as a leaf node (nodes
3 and 5 in Fig. 2) and its successor nodes are removed, if they exist (nodes 6
and 7 in Fig. 2).

. Pruning: Finally, when the assignment of training instances is completed, a
pruning procedure is applied for removing tree branches in order to improve
the accuracy of the DT induced.

These steps allow to induce feasible oblique DTs with different number of
nodes, although the candidate solutions are encoded using fixed-length real-
valued vectors.

5 Experiments

In order to evaluate the performance of DE-ODT method and for comparison to
other approaches, two experiments were conducted using several datasets with
numerical attributes chosen from UCI repository [21]. DE-ODT is implemented
in Java language using the JMetal library [10]. The parameters used in the

Table 1. Parameters used in experiments with DE-ODT.

Parameter Value Parameter Value
Scale factor 1 Num. of generations 50
Crossover rate 0.9 Population size 20+/d (proposed in [6])

Fitness function DT accuracy Pruning method Reduced error pruning [26]
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experiments are described in Table 1 and the datasets are described in the first
four columns of Tables2 and 3.

In the first experiment, DE-ODT is compared to PDT and J48 methods using
the sampling procedure described in [23]: Each dataset is randomly divided into
two sets, 85% of instances are used for training and the rest are used for testing.
30 independent runs of each dataset are conducted. For each run, an oblique
DT is induced and its test accuracy is calculated. Both average accuracy and
average DT size across these 30 runs are obtained. This experimental scheme
is replicated using three induction methods: DE-ODT, PDT and J48. Table 2
shows the experimental results': Column 5 shows the average accuracy reported
by [23]. Columns 6 and 7 show the average accuracy and the average DT size
produced by DE-ODT method and the results obtained by J48 are shown in
columns 8 and 9. In this table can be observed that accuracies obtained by
DE-ODT method are better than: (1) the accuracies produced by J48 for all
datasets, and (2) the accuracies reported by PDT for 7 of 8 datasets. DE-ODT
produces more compact oblique-DTs than those produced for J48. In the case
of DT size for PDT method, these results were not reported in [23]. Figure 3(a)
shows a comparative plot of the average accuracies obtained.

Table 2. Results obtained for PDT, DE-ODT and J48.

(1) 2 G @& 6 6 @O 6

PDT DE-ODT J48
Dataset Inst. Attr. Classes Acc. Acc. Size  Acc. Size
Breast tissue 106 9 6 39.92 64.44 5.97 33.70 7.6

Vertebral column 310 6 2 84.11 93.04 2.90 79.29 5.0
Ecoli 336 7 8 76.73 87.33 5.83 8047 9.1
Glass 214 9 7 58.08 71.04 7.03 64.42 11.5
Hill valley 1212 100 2 99.45 81.35 3.83 50.49 1.0
Iris 150 4 3 94.35 99.97 3.37 93.77 3.5
Libras movement 360 90 15 31.85 56.34 26.1 55.80 26.2
Sonar 208 60 2 77.29 94.73 4.03 T71.13 54

In the second experiment, DE-ODT is compared to OC1 and EFTI methods
using 5 independents runs of 10-fold stratified cross-validation. EFTI is a novel
approach that reports better results with several datasets than other EA-based
algorithms. Results are shown in Table 3: Columns 5-8 show the average accuracy
and the average DT size reported in [32] for both OC1 and EFTI methods.
Columns 9 and 10 show the average accuracy and the average DT size produced
by DE-ODT method. In Table3 can be observed that the accuracies obtained
for DE-ODT are better than those obtained by both EFTI and OC1 methods

! Highest values for each dataset are in bold.
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in 10 of 13 datasets, although the DT size are slightly larger than the DT size
reported for EFTI method. Figure 3(b) shows a comparative plot of the average
accuracies obtained in this experiment.

Table 3. Results obtained by OC1, EFTI and DE-ODT.

(1) 2 ) 6) (6 (M (® (9) (10)
0OC1 EFTI DE-ODT

Dataset Inst. Attr. Classes Acc. Size Acc. Size Acc.  Size
Breast-w 683 9 2 95.53 3.68 96.59 2.02 99.56 3.48
Diabetes 768 8 2 73.03 6.54 74.94 2.35 81.25 3.70
Glass 214 9 7 62.04 13.12 70.82 7.31 75.05 7.22
Iris 150 4 3 95.60 3.54 94.13 3.00 100.00 3.20
Vehicle 846 18 4 68.16 33.54 68.75 5.44 5551 6.70
Vowel 990 10 11 74.55 51.68 54.90 17.86 55.11 9.96
Heart-statlog 270 13 2 76.30 4.70 81.28 2.12 83.70 3.38
Australian 690 14 2 83.63 6.10 84.51 2.28 77.10 4.08
Balance-scale 625 4 3 71.58 3.08 87.85 2.40 92.70 3.06
Tonosphere 351 34 2 88.26 6.18 86.39 2.49 97.61 6.26
Sonar 208 60 2 70.39 6.76 74.64 2.38 96.54 5.38
Liver-disorders 345 6 2 67.23 5.38 70.36 2.33 81.97 2.92
Page-blocks 5473 10 5 97.05 23.78 93.16 2.04 97.17 5.12

In order to evaluate the performance of DE-ODT a statistical test of the
results obtained was realized. Friedman test is applied for detecting the exis-
tence of significant differences between the performance of two or more methods
and the Nemenyi post-hoc test is utilized for checking these differences. Nemenyi
test uses the average ranks of each classifier and checks for each pair of classifiers

Breasttissue Breastw
@ DE_ODT ® DE_ODT
i Page block: —
100 ® POT Diabetes age.blocks = EFTI
Vertebral.column 90 Sonar | A Ja8 A OcCi
80
Glass i Liver.disorders

Sonar
Libras.movement

Vehicle N lonosphere

~ N
Glass \\ o fris Vowel Balance.scale
Hillvalley Heartstatlog  Australian
(a) First experiment (b) Second experiment

Fig. 3. Average accuracies obtained in experiments.
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whether the difference between their ranks is greater than the critical difference
(CD = ga/k(k + 1)/(6N)) defined in [9], where k is the number of methods,

N is the number of datasets, and ¢, is a critical value associated of the signifi-
cance level . For the first experiment, Friedman statistic for 3 methods using
8 datasets is 9.75 and the p-value obtained is 0.007635 for 2° of freedom (dof)
of chi-square distribution. This p-value indicates the existence of statistical dif-
ferences between these methods and then Nemenyi test post-hoc is conducted.
Figure4(a) shows the CDs obtained for Nemenyi test and it shown as well that
DE-ODT has better performance than PDT and J48. For the second experiment,
Friedman statistic for 3 methods using 13 datasets is 8.0, the p-value is 0.01832
with 2 dof and it also indicates statistical differences between these methods.
Figure4(b) shows the CDs obtained for Nemenyi test and in it can be observed
that DE-ODT has better performance than EFTI and OC1 methods.

CD CD
1 2 3 1 2 3
L ! J \ ! ]
DE_ODT ! 248 DE_oDT J__L oct
POT ——— EFT —m8 ———
(a) First experiment (b) Second experiment

Fig. 4. Comparison of classifiers using Nemenyi post-hoc test.

6 Conclusions

In this paper, a DE-based method implementing a global search strategy for
finding a near-optimal oblique DTs is introduced. This search strategy ensures
a more efficient exploration of solution space in order to reach more compact
and accurate DTs. DE-ODT uses a fixed-length linear representation of oblique
DTs that permits to apply DE operators without any modification. By using the
training set in the mapping scheme implemented in this work, the induction of
feasible oblique DTs is guaranteed. DE-ODT was evaluated using two sampling
procedures with several UCI datasets and statistical tests suggest that DE-ODT
achieves a better performance than other induction methods. In general, since
DE-ODT uses DE for constructing oblique DTs, it induces more accurate oblique
DTs than those produced by other proposed induction methods. Based on our
results, future work will be oriented to evaluate other DE variants for inducing
oblique DT's and to investigate the effect of using several parameter configura-
tions on the DE-ODT performance, also more experiments will be conducted
for analyzing the DE-ODT execution time, as well as to compare the DE-ODT
performance with those obtained by other classification methods such as random
forest and support vector machines.
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