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Preface

It is with great pleasure and excitement that we present the proceedings of the 30th
Canadian Conference on Artificial Intelligence (AI 2017). The conference took place
for the first time in Edmonton, Alberta, during May 1619, 2017. As done in the past,
this forum was collocated with the 43rd Graphics Interface (GI 2017) and the 14th
Computer and Robot Vision (CRV 2017) conferences.

Al 2017 received 62 submissions from Canada and the following countries: Brazil,
China, France, India, Iran, Mexico, Moldova, New Zealand, Nigeria, South Africa,
Taiwan, Turkey, USA, and UK. Each submission was carefully reviewed by three
members of the Program Committee. For the final conference program and for inclu-
sion in these proceedings, 19 regular papers, with allocation of 12 pages each, were
selected. Additionally, 24 short papers, with allocation of six pages each, were
accepted. Finally, six papers accepted and presented at the Graduate Student Sympo-
sium, are also included in these proceedings. These six papers were selected from nine
submissions through a reviewing process conducted by a separate Program Committee.

The conference program was enriched by three keynote presentations, several
tutorials, and an industry session. The keynote speakers were Hugo Larochelle,
Université de Sherbrooke, Adnan Darwiche, University of California Los Angeles, and
Robert Holte, University of Alberta. We would like to thank the Program Committee
members and the external reviewers of the conference and the Graduate Student
Symposium, for their time and effort in providing valuable reviews in a timely manner.
We thank all the authors for submitting their contributions and the authors of accepted
papers for preparing the final version of their papers and presenting their work at the
conference. We thank Daniel Silver, Colin Berlinger, and Shiven Sharma for orga-
nizing the Graduate Student Symposium, and chairing the related Program Committee.

The Canadian Conference on Attificial Intelligence is sponsored by the Canadian
Artificial Intelligence Association (CAIAC). In this regard, we would like to thank the
CAIAC Executive Committee members for their advice and guidance based on their
past experience with the conference organization. We would like to express our sincere
gratitude to Pierre Boulanger and Nilanjan Ray, the AI/GI/CRV general chairs, to
Grzegorz Kondrak, the Al local arrangements chair, and to Fatiha Sadat, the publicity
chair, for their help with the organization of the conference. Finally, we are in debt to
Andrei Voronkov and the rest of the development team of the EasyChair Conference
System. This system made the process of paper submission and evaluation, as well as
the preparation of the proceedings, easy and saved us a significant amount of time.

March 2017 Malek Mouhoub
Philippe Langlais
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On Generalized Bellman Equations
and Temporal-Difference Learning

Huizhen Yu®™), Ashique Rupam Mahmood, and Richard S. Sutton

RLATI Lab, Department of Computing Science,
University of Alberta, Edmonton, Canada
janey.hzyu@gmail.com

Abstract. We consider off-policy temporal-difference (TD) learning in
discounted Markov decision processes, where the goal is to evaluate a
policy in a model-free way by using observations of a state process gen-
erated without executing the policy. To curb the high variance issue in
off-policy TD learning, we propose a new scheme of setting the \ para-
meters of TD, based on generalized Bellman equations. Our scheme is to
set A according to the eligibility trace iterates calculated in TD, thereby
easily keeping these traces in a desired bounded range. Compared to
prior works, this scheme is more direct and flexible, and allows much
larger A values for off-policy TD learning with bounded traces. Using
Markov chain theory, we prove the ergodicity of the joint state-trace
process under nonrestrictive conditions, and we show that associated
with our scheme is a generalized Bellman equation (for the policy to be
evaluated) that depends on both A and the unique invariant probability
measure of the state-trace process. These results not only lead immedi-
ately to a characterization of the convergence behavior of least-squares
based implementation of our scheme, but also prepare the ground for
further analysis of gradient-based implementations.

Keywords: Markov decision process - Policy evaluation - Generalized
bellman equation + Temporal differences - Markov chain - Randomized
stopping time

1 Introduction

We consider off-policy temporal-difference (TD) learning in discounted Markov
decision processes (MDPs), where the goal is to evaluate a policy in a model-
free way by using observations of a state process generated without executing
the policy. Off-policy learning is an important part of the reinforcement learning
methodology [25] and has been studied in the areas of operations research and
machine learning (see e.g., [3,5,6,8-11,17,18,20,29]). Available algorithms, how-
ever, tend to have very high variances due to the use of importance sampling,
an issue that limits their applicability in practice. The purpose of this paper is
to introduce a new TD learning scheme that can help address this problem.

This work was supported by a grant from Alberta Innovates—Technology Futures.

© Springer International Publishing AG 2017
M. Mouhoub and P. Langlais (Eds.): Canadian AI 2017, LNAI 10233, pp. 3-14, 2017.
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4 H. Yu et al.

Our work is motivated by the recently proposed Retrace [15] and ABQ [12]
algorithms, and by the Tree-Backup algorithm [18] that existed earlier. These
algorithms, as explained in [12], all try to use the A-parameters of TD to curb the
high variance issue in off-policy learning. In this paper we propose a new scheme
of setting the A\-parameters of TD, based on generalized Bellman equations. Our
scheme is to set A according to the eligibility trace iterates calculated in TD,
thereby easily keeping those traces in a desired range. Compared to the previous
works, this is a direct way to bound the traces in TD, and it is also more flexible,
allowing much larger A values for off-policy learning.

Regarding generalized Bellman equations, they are a powerful tool. In clas-
sic MDP theory they have been used in some intricate optimality analyses.
Their computational use, however, seems to emerge primarily in the field of rein-
forcement learning (see [24], [1, Chap. 5.3] and [28] for related early and recent
research). Like the earlier works [12,15,18,28,33], our work aims to employ this
tool to make off-policy learning more efficient.

Our analyses of the new TD learning scheme will focus on its theoretical side.
Using Markov chain theory, we prove the ergodicity of the joint state and trace
process under nonrestrictive conditions (see Theorem2.1), and we show that
associated with our scheme is a generalized Bellman equation (for the policy
to be evaluated) that depends on both A and the unique invariant probability
measure of the state-trace process (see Theorem 3.1). These results not only lead
immediately to a characterization of the convergence behavior of least-squares
based implementation of our scheme (see Corrolary2.1 and Remark3.1), but
also prepare the ground for further analysis of gradient-based implementations.

We note that due to space limit, in this paper we can only give the ideas or
outlines of our proofs. The full details will be given in the longer version of this
paper, which will also include numerical examples that we will not cover here.

The rest of the paper is organized as follows. In Sect. 2, after a brief back-
ground introduction, we present our scheme of TD learning with bounded traces,
and we establish the ergodicity of the joint state-trace process. In Sect.3 we
derive the generalized Bellman equation associated with our scheme.

2 Off-Policy TD Learning with Bounded Traces

2.1 Preliminaries

The off-policy learning problem we consider in this paper concerns two Markov
chains on a finite state space S = {1,...,N}. The first chain has transition
matrix P, and the second P°. Whatever physical mechanisms that induce the
two chains shall be denoted by 7w and 7°, and referred to as the target policy
and behavior policy, respectively. The second Markov chain we can observe;
however, it is the system performance for the first Markov chain that we want to
evaluate. Specifically, we consider a one-stage reward function r, : § — R and
an associated discounted total reward criterion with state-dependent discount
factors v(s) € [0,1],s € S. Let I" denote the N x N diagonal matrix with diagonal
entries y(s). We assume that P and P° satisfy the following conditions:
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Condition 2.1 (Conditions on the target and behavior policies).
(i) P is such that the inverse (I — PI")™1 exists, and (ii) P° is such that for all
s,8 €S, P?¢, =0= P,y =0, and moreover, P° is irreducible.

The performance of 7 is defined as the expected discounted total rewards for
each initial state s € S:

vn(s) = ET [r2(S0) + 22021 7(S1) ¥(S2) - v(Sh) - 7 (Sy)] (2.1)

where the notation E} means that the expectation is taken with respect to
(w.r.t.) the Markov chain {S;} starting from Sy = s and induced by 7 (i.e., with
transition matrix P). The function v, is well-defined under Condition2.1(i). It
is called the walue function of w, and by standard MDP theory (see e.g., [19]),
we can write it in matrix/vector notation as

Vr =Tyr + Pl vy, ie, vr={U- PF)*lr,r.

The first equation above is known as the Bellman equation (or dynamic pro-
gramming equation) for a stationary policy.

We compute an approximation of v, of the form v(s) = ¢(s) "0, s € S, where
6 € R™ is a parameter vector and ¢(s) is an n-dimensional feature representation
for each state s (¢(s),# are column vectors and | stands for transpose). Data
available for this computation are:

(i) the Markov chain {S;} with transition matrix P° generated by 7°, and
(ii) rewards Ry = r(St, St41) associated with state transitions, where the func-
tion r relates to r(s) as rr(s) = ET[r(s,S1)] for all s € S.

To find a suitable parameter # for the approximation ¢(s)"6, we use the off-
policy TD learning scheme. Define p(s, s’) = Py /P2, (the importance sampling
ratio);! denote p; = p(St, Six1),v: = ¥(S¢). Given an initial eg € R, for each
t > 1, the eligibility trace vector e; € R™ and the scalar temporal-difference term
0t (v) for any approximate value function v : § — R are calculated according to

et = MVt pr—1 €i—1 + ¢(St),
3¢(v) = pt (Re +Ye410(Se1) — v(Sy))- (2.3)

Here A: € [0,1],t > 1, are important parameters in TD learning, the choice of
which we shall elaborate on shortly.

1 Our problem formulation entails both value function and state-action value function
estimation for a stationary policy in the standard MDP context. In these applica-
tions, it is the state-action space of the MDP that corresponds to the state space &
here; see [29, Examples 2.1, 2.2] for details. The third application is in a simulation
context where P° corresponds to a simulated system and both P°, P are known so
that the ratio p(s, s’) is available. Such simulations are useful, for example, in study-
ing system performance under perturbations, and in speeding up the computation
when assessing the impacts of events that are rare under the dynamics P.
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Using e; and d;, a number of algorithms can be formed to generate a sequence
of parameters 6; for approximate value functions. One such algorithm is LSTD
[2,29], which obtains 6; by solving the linear equation for 6 € ",

30 ek Ok(v) =0, v=0 (2.4)

(if it admits a solution), where @ is a matrix with row vectors ¢(s)7,s € S.
LSTD updates the equation (2.4) iteratively by incorporating one by one the
observation of (S, Siy1, Ri) at each state transition. We will discuss primarily
this algorithm in the paper, as its behavior can be characterized directly using
our subsequent analyses of the joint state-trace process. As mentioned earlier, our
analyses will also provide bases for analyzing other gradient-based TD algorithms
[9,10] using stochastic approximation theory. However, due to its complexity, this
subject is better to be treated separately, not in the present paper.

2.2 Our Choice of A\

We now come to the choices of ), in the trace iterates (2.2). For TD with function
approximation, one often lets A; be a constant or a function of S; [23,25,27]. If
neither the behavior policy nor the A¢’s are further constrained, {e;} can have
unbounded variances and is also unbounded in many natural situations (see
e.g., [29, Sect. 3.1]), and this makes off-policy TD learning challenging.? If we let
the behavior policy to be close enough to the target policy so that P° =~ P, then
variance can be reduced, but it is not a satisfactory solution, for the applicability
of off-policy learning would be seriously limited.

Without restricting the behavior policy, the two recent works [12,15] (as well
as the closely related early work [18]) exploit state-dependent \’s to control
variance. Their choices of A\; are such that A\;p;—1 < 1 for all ¢, so that the trace
iterates e; are made bounded, which can help reduce the variance of the iterates.

Our proposal, motivated by these prior works, is to set A; according to e;_1
directly, so that we can keep e; in a desired range straightforwardly and at the
same time, allow a much larger range of values for the A-parameters. As a simple
example, if we use A; to scale the vector v;ps_1€¢_1 to be within a ball with some
given radius, then we keep e; bounded always.

In the rest of this paper, we shall focus on analyzing the iteration (2.2)
with a particular choice of A\; of the kind just mentioned. We want to be more
general than the preceding simple example. However, we also want to retain
certain Markovian properties that are very useful for convergence analysis. This
leads us to consider \; being a certain function of the previous trace and past
states. More specifically, we will let \; be a function of the previous trace and a
certain memory state that is a summary of the states observed so far, and the
formulation is as follows.

Denote the memory state at time ¢ by y;. For simplicity, we assume that
y; can only take values from a finite set M, and its evolution is Markovian:

2 Asymptotic convergence is still ensured, however, for several algorithms [29-31],
thanks partly to a powerful law of large numbers for stationary processes.
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Y+ = g(yt—1,St) for some given function g. The joint process {(St, y¢)} is then a
simple finite-state Markov chain. Each y; is a function of (Sp, ..., S;) and yo. We
further require, besides the irreducibility of {S;} (cf. Condition 2.1(ii)), that?

Condition 2.2 (Evolution of memory states). Under the behavior policy
w0, the Markov chain {(St,y+)} on S x M has a single recurrent class.

Thus we let y; and \; evolve as

Yr = 9(Ye—1,5), At = My, €-1) (2.5)

where A : M x R™ — [0, 1]. We require the function A to satisfy two conditions.

Condition 2.3 (Conditions for ). For some norm ||-|| on R™, the following

hold for each memory state y € M:

(i) For anye,e’ € R", ||A(y,e)e — A(y,e")e|| < |le—€||.

(ii) For some constant Cy, ||v(s")p(s,s’) - My, e)e| < Cy for all possible state
transitions (s, s') that can lead to the memory state y.

In the above, the second condition is to restrict {e;} in a desired range (as it
makes |le;|| < maxyeam Cy + maxses ||¢(s)||). The first condition is to ensure
that the traces e; jointly with (S, y;) form a Markov chain with nice properties
(as will be seen in the next subsection).

Consider the simple scaling example mentioned earlier. In this case we can
let y¢ = (St—1,5¢), and for each y = (s, s’), define A(y, -) to scale back the vector
v(s")p(s,s') e when it is outside the Euclidean ball with radius Cyy: A(y,€) =1

if v(s")p(s,s")|lellz < Csr; and A(y,€) = MW otherwise.

2.3 Ergodicity Result

The properties of the joint state-trace process {(S:,y:,e:)} are important for
understanding and characterizing the behavior of the proposed TD learning
scheme. We study them in this subsection; most importantly, we shall establish
the ergodicity of the state-trace process. The result will be useful in conver-
gence analysis of several associated TD algorithms, although in this paper we
discuss only the LSTD algorithm. In the next section we will also use the ergod-
icity result when we relate the LSTD equation (2.4) to a generalized Bellman
equation for the target policy, which will then make the meaning of the LSTD
solutions clear.

As a side note, one can introduce nonnegative coefficients i(y) for memory
states y to weight the state features (similarly to the use of “interest” weights
in the ETD algorithm [26]) and update e; according to

er = e Ve pr—1 er—1 +i(y) ¢(St). (2.6)

The results given below apply to this update rule as well.
Let us start with two basic properties of {(S¢, ys,et)} that follow directly
from our choice of the A function:

3 These conditions are nonrestrictive. If the Markov chains have multiple recurrent
classes, each recurrent class can be treated separately using the same arguments.
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(i) By Condition 2.3(i), for each y, A(y,e)e is a continuous function of e, and
thus e; depends continuously on e;_;. This, together with the finiteness of
S x M, ensures that {(S;,ys,e:)} is a weak Feller Markov chain.*

(ii) Then, by a property of weak Feller Markov chains [14, Theorem
12.1.2(ii)], the boundedness of {e;} ensured by Condition 2.3(ii) implies that
{(St, yt, e+)} has at least one invariant probability measure.

The third property, given in the lemma below, concerns the behavior of {e;} for
different initial eg. It is an important implication of Condition2.3(i) (actually
it is our purpose of introducing the condition 2.3(i) in the first place). Due to
space limit, we omit the proof, which is similar to the proof of [29, Lemma 3.2].

Lemma 2.1. Let {e;:} and {é:} be generated by the iteration (2.2) and (2.5),
using the same trajectory of states {Si} and initial yo, but with different initial
eo and éy, respectively. Then under Conditions 2.1(i) and 2.3(i), e; — é; “3 0.

We use the preceding lemma and ergodicity properties of weak Feller Markov
chains [13] to prove the ergodicity theorem given below (for lack of space, we
again omit the proof). Before stating this result, we note that for {(S, y, et)}
starting from the initial condition x = (s, y, ), the occupation probability mea-
sures {5 ¢} are random probability measures on & x M x R” given by

p1z4(D) := L300 1((Sk, yks ex) € D)

for all Borel sets D C & x M x R™, where 1(-) is the indicator function. We write
P, for the probability distribution of {(St, y¢, e+)} with initial condition x.

Theorem 2.1. Under Conditions 2.1-2.3, {(St, yt, e:)} is a weak Feller Markov
chain and has a unique invariant probability measure . For each initial condition
(So0,Y0,€0) = (s,y,e) =: x, the occupation probability measures {p, .} converge
weakly® to ¢, Py-almost surely.

Let [E; denote expectation w.r.t. the stationary state-trace process
{(St, y¢,er)} with initial distribution ¢. Since the traces and hence the entire
process lie in a bounded set under Condition2.3(ii), the weak convergence of
{21} to ¢ implies that the sequence of equations, %Z};}) er 0x(v) = 0, as
given in (2.4) for LSTD, has an asymptotic limit that can be expressed in terms
of the stationary state-trace process as follows.

Corollary 2.1. Let Conditions 2.1-2.3 hold. Then for each initial condition of
(S0, Yo, €0), almost surely, the first equation in (2.4), viewed as a linear equation
in v, tends to® the equation E¢[eqdo(v)] = 0 in the limit as t — oo.

* This means that for any bounded continuous function f on S x M x R" (endowed
with the usual topology), with X;: = (St, ys, er), [E[f(X1) | Xo = x} is a continuous
function of = [14, Prop. 6.1.1].

5 This means J fdps — [ fd¢ ast — oo, for every bounded continuous function f.

5 By this we mean that as linear equations in v, the random coefficients in this sequence
of equations converge to the corresponding coefficients in the limiting equation.
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3 Generalized Bellman Equations

In this section we continue the analysis started in Sect. 2.3. Our goal is to relate
the linear equation E¢[egdy(v)] = 0, the asymptotic limit of the linear equation
(2.4) for LSTD as just shown by Corrolary 2.1, to a generalized Bellman equation
for the target policy m. Then, we can interpret solutions of (2.4) as solutions of
approximate versions of that generalized Bellman equation.

To simplify notation in subsequent derivations, we shall use the following
shorthand notation: For k < m, denote S}* = (Sk, Sk+1,..-Sm), and denote

whereas by convention we treat p;' = A" =" =11if k > m.

3.1 Randomized Stopping Times

Consider the Markov chain {S;} induced by the target policy 7. Let Condi-
tion 2.1(i) hold. Recall that for the value function v, we have

vr(s) = [E;r[Zin + Tﬂ(St)] (by definition), and v.(s) = rz(s)+EZ [y10:(S1)]

for each state s. The second equation is the standard one-step Bellman equation.

To write generalized Bellman equations for 7, we need the notion of random-
ized stopping times for {S;}. They generalize stopping times for {S;} in that
whether to stop at time ¢ depends not only on S but also on certain random
outcomes. A simple example is to toss a coin at each time and stop as soon as the
coin lands on heads, regardless of the history Sf. (The corresponding Bellman
equation is the one associated with TD()) for a constant A.) Of interest here is
the general case where the stopping decision does depend on the entire history.

To define a randomized stopping time formally, first, the probability space of
{S;} is enlarged to take into account whatever randomization scheme that is used
to make the stopping decision. (The enlargement will be problem-dependent, as
the next subsection will demonstrate.) Then, on the enlarged space, a random-
ized stopping time 7 for {S;} is by definition a stopping time relative to some
increasing sequence of sigma-algebras Fy C F; C ---, where the sequence {F;}
is such that (i) for all t > 0, F; D o(S{) (the sigma-algebra generated by Sf), and
(ii) w.r.t. {F}, {S:} remains to be a Markov chain with transition probability
P, i.e., Prob(Si11 = s | F:) = Ps,s. (See [16, Chap. 3.3].)

The advantage of this abstract definition is that it allows us to write Bellman
equations in general forms without worrying about the details of the enlarged
space which are not important at this point. For notational simplicity, we shall
still use E™ to denote expectation for the enlarged probability space and write
P™ for the probability measure on that space, when there is no confusion.

If 7 is a randomized stopping time for {S;}, the strong Markov property
[16, Theorem 3.3] allows us to express v, in terms of v,(S;) and the total
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discounted rewards R” prior to stopping:

un(s) = BT [ 2720 71 7a(S0) + 52, 9 - a7 (1)
=EJ[R” + ] vx(S7)], (3.2)

where R™ = ZZ;Ol Yire(Sy) for 7 € {0,1,2,...}U{+00}.” We can also write the
Bellman equation (3.2) in terms of {S;} only, by taking expectation over 7:

vn(s) = EE [ 520 (67 (S) -2 7a(S0) + (S8 b ve(S0) . (33)
where g/ (S) =PT(r> 1| Sh),  a(SH=P (r=t|5).  (34)

The r.h.s. of (3.2) or (3.3) defines an associated generalized Bellman operator
T :RY — RY that has several equivalent expressions; e.g., for all s € S,

(Tw)(s) = EF[R7 +97 v(S7)] = E7 [S32 (4 (58) -+ ra(S0) + ae(56) -7t oS0 )|

If 7 > 1 a.s., then as in the case of the one-step Bellman operator, the value
function v, is the unique fixed point of T, i.e., the unique solution of v = Tv.%

3.2 Bellman Equation for the Proposed TD Learning Scheme

With the terminology of randomized stopping times, we are now ready to write
down the generalized Bellman equation associated with the TD-learning scheme
proposed in Sect. 2.2. It corresponds to a particular randomized stopping time.
We shall first describe this random time, from which a generalized Bellman
equation follows as seen in the preceding subsection. That this is indeed the
Bellman equation for our TD learning scheme will then be proved.

Consider the Markov chain {S;} under the target policy w. We define a ran-
domized stopping time 7 for {S;}:

o Let y, A, eq,t > 1, evolve according to (2.5) and (2.2).

e Let the initial (Sp,yo,e0) be distributed according to ¢, the unique invariant
probability measure in Theorem 2.1.

e At time ¢ > 1, we stop the system with probability 1 — A; if it has not yet
been stopped. Let 7 be the time when the system stops (7 = oo if the system
never stops).

To make the dependence on the initial distribution ¢ explicit, we write Pg for
the probability measure of this process.

" In the case 7 = 0, R® = 0. In the case 7 = 0o, R = 3° 4 7x(S:), and the second
term 7] vx(S7) in (3.2) is 0 because 77° := [[72; 7 = 0 a.s. under Condition 2.1(i).

8 Tt can be shown in this case that the substochastic matrix involved in the affine
operator T is a linear contraction w.r.t. a weighted sup-norm on ®%, by using Con-
dition 2.1(i) and nonnegative matrix theory (see also [1, Prop. 2.2]).
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Note that by definition A; and A} are functions of the initial (yo,eo) and
states S§. From how the random time 7 is defined, we have for all ¢ > 1,

Pi(r>t]| St yo,e0) = AL =2 hi (yo, €0, SE),
Pg(T =t | ‘9673/0760) - Aﬁ_l(l - At) = ht(yanO7S(t))7

and hence
QN%%:PHT>HS@Z/%“%&%K@@&Hﬁﬁ (3.7)
qw%szﬂfzwSaz/%x%a%mw@ﬂnsa, (3.8)

where ((d(y,e) | s) is the conditional distribution of (yo,ep) given Sy = s,
w.r.t. the initial distribution (. As before, we can write the generalized Bellman
operator T associated with 7 in several equivalent forms. Let E? denote expec-
tation under P7. Based on (3.2) and (3.5)~(3.6), it is easy to derive that” for all
v:S—R,s€S8,

(Tv)(s) = E] [ o M e (Se) + ey AL = A 0(Se) | So = s]. (3.9)

Alternatively, by integrating over (yo,ep) and using (3.7)—(3.8), we can write
(Tv)(s) = B2 [ (4 (S8) -2t (S0 + a(S8) - 71 0(S) ) [ So = ], (3.10)

for all v : S — R,s € S, where in the case t =0, ¢f (1) =1 = P’g(T >0 So)
and qo(-) =0 =PF(r =0 Sp) (since 7 > 0 by construction).

Comparing the two expressions of T', we remark that the expression (3.9)
reflects the role of the A¢’s in determining the stopping time, whereas the expres-
sion (3.10), which has eliminated the auxiliary memory states y;, shows more
clearly the dependence of the stopping time on the entire history S§. It can also
be seen from the initial distribution ¢ that the behavior policy asserts a signifi-
cant role in determining the Bellman operator T for the target policy. This is in
contrast with off-policy TD learning that uses a constant A\, where the behavior
policy affects only how one approximates the Bellman equation underlying TD,
not the Bellman equation itself.

We now proceed to show how the Bellman equation v = Twv given above
relates to the off-policy TD learning scheme in Sect. 2.2. Some notation is needed.
Denote by (s the marginal of ( on S. Note that (s coincides with the invariant
probability measure of the Markov chain {S;} induced by the behavior policy. For
two functions v1, v on S, we write vi L¢g v2 if Y0 g (s(s) vi(s) va(s) = 0. If Lis
a linear subspace of functions on § and v L¢¢ v for all v' € £, we write v L¢g L.
Recall that ¢ is a function that maps each state s to an n-dimensional feature
vector. Denote by L4 the subspace spanned by the n component functions of ¢,

¥ Rewrite (3.2) as vx(s)=EF [S020 1(T > £) 71 1 (Se) + Y52 o L(T = ) 7{ v (S¢)] and
for the tth terms in the r.h.s., take expectation over 7 conditioned on (S§,yo, eo).
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which is the space of approximate value functions for our TD learning scheme.
Recall also that £, denotes expectation w.r.t. the stationary state-trace process
{(St,yt, e+)} under the behavior policy (cf. Theorem 2.1).

Theorem 3.1. Let Conditions 2.1-2.3 hold. Then as a linear equation in v,
Ee [eo 60(1))] = 0 is equivalently Tv — v L¢g Ly, where T is the generalized
Bellman operator for m given in (3.9) or (3.10).

Remark 3.1 (On LSTD). Note that Tv — v L¢g L£4,v € Ly is a projected
version of the generalized Bellman equation Tv — v = 0 (projecting the Lh.s.
onto the approximation subspace L4 w.r.t. the {s-weighted Euclidean norm).
Theorem 3.1 and Corrolary 2.1 together show that this is what LSTD solves in
the limit. If this projected Bellman equation admits a unique solution o, then
the approximation error ¥ — v, can be characterized as in [22,32].

Proof (outline). We divide the proof into three parts. The first part is more
subtle than the other two, which are mostly calculations. Due to space limit, we
can only outline the proof here, leaving out the details of some arguments.

(i) We extend the stationary state-trace process tot = —1, —2, ... and work with
a double-ended stationary process {(St, yt, €+)} —co<t<oo (Such a process exists
by Kolmogorov’s theorem [4, Theorem 12.1.2]). We keep using the notation P
and [, for this double-ended stationary Markov chain. Then, by unfolding the
iteration (2.2) for e; backwards in time, we show that!’

eo = ¢(So) + Zfil )‘gl)fﬂloftpj (S—+) Pe—as., (3.11)

or with \§ = py! = 1 by convention, we can write eg = > oo g A)_,70_p=1 ¢(S—+)
Pc-a.s. The proof of (3.11) uses the stationarity of the process, Condition 2.1(i)
and a theorem on integration [21, Theorem 1.38] among others.

(ii) Using the expression (3.11) of ey, we calculate E¢[eq - pof(S3)] for any
bounded measurable function f on & x S. In particular, we first obtain

E¢leo - pof(Sp)] = 220 Ec [¢(SO) B¢ [Matoh F(SiTY) | So] } (3.12)

by using (3.11) and the stationarity of the state-trace process. Next we relate
the expectations in the summation in (3.12) to expectations w.r.t. the process
with probability measure P7, which we recall is induced by the target policy =

and introduced at the beginning of this subsection. Let ET denote expectation
w.r.t. the marginal of P7 on the space of {(St, yt,et) }i>0. From the change of
measure performed through pf, we have

E¢ P\hfﬂé f(SfH) | SOv:'JOueO] = fEZ [Xﬁf f(SttH) | SO?Z/OveO] , 1>0.(3.13)

Combining this with (3.12) and using the fact that ¢ is the marginal distribution
of (So, Yo, e0) in both processes, we obtain

Ecleo - pof (S3)] = S0 7 [0(S0) - EZ (Nt (SE) 1 80] |- (3.19)

10 Recall the shorthand notation (3.1) introduced at the beginning of Sect. 3.
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(iii) We now use (3.14) to calculate E¢[eq do(v)] for a given function v. Recall
from (2.3) do(v) = po - (r(S§) +71v(S1) —v(Sp)), so we let f(S{T') =r(Sith) +

Ye110(Ss41) — v(S;) in (3.14). Then a direct calculation shows that!!

E¢[eo 0o (v) | So] = &(So) - { = v(S0) + (T)(So) }- (3.15)
Therefore E¢[eqdo(v)] = > ,cs¢s(s)@(s) - (Tv — v)(s), and this shows that
Ec[eo do(v)] = 0 is equivalent to Tv — v L¢g L. O

Concluding Remark. This completes our analysis of the LSTD algorithm for
the proposed TD-learning scheme. To conclude the paper, we note that the pre-
ceding results also prepare the ground for analyzing gradient-based algorithms
similar to [9,10] in a future work. Specifically, like LSTD, these algorithms would
aim to solve the same projected generalized Bellman equation as characterized
by Theorem 3.1 (cf. Remark 3.1). Their average dynamics, which is important
for analyzing their convergence using the mean ODE approach from stochas-
tic approximation theory [7], can be studied based on the ergodicity result of
Theorem 2.1, in essentially the same way as we did in Sect. 2.3 for the LSTD
algorithm.
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Abstract. A person’s image aesthetic is defined as a set of princi-
ples that influences the person to choose favorite images over a list of
options. Different persons have different visual preferences which can
be used to discriminate a person from another. Recently, some research
has been carried in the area of behavioral biometric and image aesthetic.
Researchers prove that it is possible to identify a person from discrimina-
tive visual cues. In this paper, we develop a new and improved method for
person recognition using aesthetic features. The proposed approach uses
14 perceptual and 3 content features collected from the state-of-the-art
researches. To achieve significant improvement in rank 1 recognition rate,
we utilize local perceptual features and Histogram Oriented Gradient
(HOG) feature for the first time. However, the new feature space is 975
dimensional which increases the elapsed time of enrollment and recog-
nition phases. To minimize it, we apply Principle Component Analysis
(PCA) that reduces the dimension of the feature vector by 50% without
affecting the actual recognition performance. The proposed method has
been evaluated on 200 user’s 40,000 images from the benchmark Flickr
database. Experiment shows that the proposed method achieves 84%
and 97% recognition rates in rank 1 and 5, whereas most well-performed
state-of-the-art method shows 73% and 92%, respectively.

1 Introduction

Behavioral biometric is the field of study that allows identification and ver-
ification of an individual based on discriminative activity and behavioral
attributes [10,15]. Person’s styles, preferences, interactions, expressions and atti-
tudes, such as typing pattern, gait, social interaction, mouse dynamic and brows-
ing history are the sources of behavioral traits. In contrast to physiological bio-
metric, it has few advantages [24]. It is easily collectible through the low cost
devices without the physical contact. However, as it is a highly intrinsic aspect
of a person, analyzing and extracting discriminative features of behavioral traits
are much more difficult. Also, it changes over time, so periodic data collection is
needed depending on the type of the behavioral trait. Recently, researchers intro-
duced visual aesthetic as a new behavioral biometric trait [14]. It is a person’s set
of cognitive rules that guides the person to prefer one object over others. Simply,
what a person prefer can be utilized to identify that person. However, it is not a
© Springer International Publishing AG 2017
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unique trait like fingerprint. It changes over time, and can be overlapped among
peoples from same social environment, family, age, group and ethnicity [11].
However, researchers experimentally prove that collection of aesthetic data from
a person contains sufficient discriminative features to identify the person from
others [13]. Also, researchers utilize this biometric trait to predict gender infor-
mation [3,4]. With the rapid advancement of Online Social Media (OSN), aes-
thetic data is becoming available to the researchers for analysis. People share
their likeness, choices and preferences in the form of texts, images, videos and
musics. For example, the OSN Flickr contains user’s favorite set of images with
few soft biometric informations, such as age and gender [9]. In 2014, a group of
researchers conducted experiment on 200 Flickr user’s 40,000 favorite images,
and reconstructed individual’s visual preference model for biometric identifica-
tion and verification [14]. However, it is not feasible or practical as a biometric
authentication and recognition system where high security is needed.

According to literature, forensic security is the potential application area of
aesthetic biometric [13]. Forensic experts investigate a crime scene to collect
physiological and behavioral traits of the suspects and victims. In many cases,
absence of physiological traits pushes them to rely only on the behavioral biomet-
ric traits. Collected hand held devices can be analyzed to estimate demographic
information of the suspect using aesthetic features of the images inside media
directory. Moreover, various OSNs are carrying aesthetic data that can be inves-
tigated to identify list of suspects. To perform this, automated system is needed
to process large image data from OSNs. As biometric identification, visual aes-
thetic has been rarely studied. It was first introduced by P. Lovato, in 2014,
who defined it as “personal aesthetic” trait of people (that distinguishes people
from each other) [14]. So far, a few state-of-the-art researches exist in this area,
as well as no commercially deployed aesthetic biometric system has been found.
The maximum reported recognition rates are 73% and 92% in rank 1 and 5 by
the authors of [18], which is not significant enough compare to other behavioral
biometric systems [24]. Motivated by this fact, we propose an improved person
identification method using discriminative visual aesthetic. It shows 84% and
97% recognition rates in rank 1 and 5, respectively. The main contributions of
the paper are as follows:

— Proposed an improved methodology for aesthetic based person identification
that outperforms other state-of-the-art methods. It is validated based on the
benchmark Flickr database [13].

— Achieved significant improvement by utilizing Histogram Oriented Gradient
(HOG) and local perceptual visual features.

— Enhanced feature vector (length of 975) allowed to increase the one-vs-all
learning time (as enrollment time in Biometric domain) which is mitigated
using Principle Component Analysis (PCA).

2 Literature Review

The preliminary concept of aesthetic biometric was first introduced by the
authors of [13]. They created the benchmark image database consists of 40,000
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favorite images from 200 Flickr users. They extracted a pool of low and high
level image features, and exploited linear regression to learn the most discrimi-
native features. Experiment showed that, if 100 images are used in the enrollment
and recognition phase (from each person), then the system can recognize people
with only 55% accuracy in rank 5. Although the method didn’t able to show
good accuracy, the literature introduced various primary aspects of aesthetic
biometric and the Flickr image database. Later, the same authors improved the
method by incorporating new features [14]. The previous work used 62 dimen-
sional feature vector, whereas the new technique considered 111 feature. They
kept the same linear regression method to build person specific preference mod-
els, and evaluated it on the benchmark database (shows 79% accuracy in rank 5).
At the same time, another group of researchers introduced a different solution
of the problem [17]. They used K-means clustering to divide the whole train-
ing space into 6 clusters. Similar thematic images were considered under same
cluster. Then bagging strategy was designed to improve the stability and accu-
racy of the machine learning algorithm. In general, they combined the idea of
clustering and bagging to create surrogate images (a different representation
of the input). Then LASSO (least absolute shrinkage and selection operator)
regression [21] was applied to build discriminative models. During experiment,
authors considered the method [13] for comparison and normalized area under
the curve (nAUC) as performance metric. The new technique was able to outper-
forms method [13] by 7% in nAUC. So far, the best approach is proposed by the
authors of [18]. Powerful concept of counting grid [16] is applied with support
vector machine (SVM) to improve the performance. It shows 92% recognition
rate in rank 5 which is the highest accuracy reported in the literature. In this
paper, we introduce a new approach for person identification method which is
able to reach the recognition rate of 84% in rank 1 and 97% in rank 5. This sig-
nificant improvement is achieved by incorporating histogram oriented gradient
(HOG) feature and local feature extraction process. We apply LASSO regres-
sion with the enhanced feature vector to learn a person’s preference model in
one-vs-all training. The next two sections describe the proposed method and the
experimental evaluation steps.

3 Proposed Methodology

3.1 Global Image Feature

The existing state-of-the-art methods [13,14,17,18] use 14 perceptual and 3 con-
tent features for modeling a person’s visual aesthetic. These features are hetero-
geneous, contain various aesthetic cues of a person [2,7]. In our proposed method,
we have considered these state-of-the-art features, as they showed promising
result in person identification. Each type of feature has its own dimension.
Figure 1 shows the list of features and their dimensions. Total length of the
perceptual feature vector is 57, and content feature vector is 54. All these fea-
tures are extracted globally from an image. So the total length of the global
feature vector is 111.
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Perceptual Features | Feature Perceptual Features | Feature 1

length length s

Entropy : | 1 Tamura measurements: | 3 §

Aspect ratio : | 1 DOFinH, Sand V channels: | 3 [

Hue circular variance : | 1 Emotion based : | 3 %

Canny edge pixel count : | 1 Rule of third : | 3 Length 57 g

Colorfulness : | 1 Color pixel count : | 12 3

Average intensity of S and V channels : | 2 GLCM texture : | 12 <_°3°

Standard deviation of Sand V channels : | 2 Wavelet texture : | 12 f_g

£

Content Features 5]

Feature extraction Face count and average area : | 2 -g

GIST scene descriptor : | 24 Length 54 =

21 EE Objects count and average area : | 28 Al
Person’s favorite image —

Fig. 1. List of perceptual and content features collected from [13,14,17,18].

3.2 Local Image Feature

The existing methods extract all features globally which lacks the local informa-
tion of an image. On the other hand, we can extract features locally where an
image is divided into number of image patches. Many researchers have argued
that local image features are more robust and informative than global, which
improves the recognition performance of machine learning algorithms [1,5].
Moreover, same image feature in different segments of images may create dis-
crimination of aesthetics among persons. Hence, to improve the performance, we
apply local feature extraction process. We divide an image into 9 equal size sub-
regions, and apply feature extraction for each sub-region. During local process-
ing, only the perceptual features are considered, as they are not affected by the
image partition process. However, content features (such as faces, objects, image
scene category, and shapes) are excluded from the local process as they are vul-
nerable to unaware segmentation. We also exclude the aspect ratio (a perceptual
feature), as because it is same in local regions. Figure 2 shows the construction
of local feature vector from an image.

Partition lines

For each partition,
generate perceptual
feature vector of length 56

"7 9 Partitions
(image patches)

9 x 56 = 504 Dimensional local feature vector

Person’s favorite image |

Fig. 2. Construction of local feature vector from an image.

3.3 Histogram Oriented Gradient (HOG) Feature

As content feature, state-of-art-methods use face [22], objects (14 specific
items) [8] and scene descriptor [23]. In addition to these, we use HOG feature
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which is a powerful shape and appearance descriptor of image contents. HOG
feature was first introduced by Navneet and Bill in 2005 for the purpose of
pedestrian detection [6]. Later, it was widely used by other researchers for var-
ious computer vision tasks, such as object detection [25], text extraction [20]
and face recognition [19]. Motivated by this fact, we use HOG image descriptor
to add more discriminative visual cues among persons. For simplicity, we use
HOG descriptor with cell size of 1. Figure 3 shows the steps of generating HOG
descriptor from an image. It contains 360 bins where each bin is filled up based on
pixel’s gradient information. We can easily generate the gradient images (angle
and magnitude) using 1st order derivative filter in both z and y directions (G,
and Gy). For each pixel location, a bin is selected based on calculated angle
value on that location, and add the magnitude value with the selected bin. The
HOG bins describe the local orientation information of an image and magnitude
of intensity change, which is sufficient to get rough idea of an object shape and
appearance. Lastly the global, local and HOG feature vectors are concatenated
together to make a high dimensional vector of length 975.

x: [-101] G
101)7 tan (=)
vil ] G,
L -
(1% order d Y | Angle image

Person’s derivative filters)
L ‘, 2 2
favorite image g Gy + Gy

Magnitude image

HOG descriptor ‘
(1 deg to 360 deg) Ty bserict biwrit brewis| Histogram from angle and magnitude image

Fig. 3. Steps of generating HOG descriptor from an image.

3.4 Principle Component Analysis for Dimension Reduction

The feature vector used in the proposed model has dimension of 975 per image
which increases the training time of a person’s preference model. In the proposed
method, we apply LASSO regression [21] to learn preference model of a person
in one-vs-all manner. To enroll and recognize 50 persons, the proposed method
takes 5,334 s which is significantly high. To speed up the training process, we
apply Principle Component Analysis (PCA) for dimensionality reduction with-
out having significant deviation from the actual model performance. PCA is a
well known and widely used approach for data dimension reduction [12]. It is
a statistical procedure that transform a set of d-dimensional observations into
linearly uncorrelated variables (or principle components) using orthogonal pro-
jection. As output it gives d principle components where the first component
has highest variance, and the last component has lowest variance. Top k (k < d)
components contain most of the variances of the data. Systemically selecting top
k components, and applying reverse transformation will give the k-dimensional
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data having most of variances in it. In our case d is 975, and k has been assigned
experimentally training time of a person is minimized without having much per-
formance degradation.

3.5 LASSO Regression for Aesthetic Template Generation

To generate aesthetic template of a person, existing methods use LASSO regres-
sion [21] as binary classifier where positive class is the person, and negative class
is all others. It performs automatic variable selection (through weight assign-
ment) and regularization to improve prediction accuracy. This model has simple
interpretation which can be used to find impact of heterogeneous features toward
positive and negative classes [14]. Due simplicity and easy feature analysis, we
also use LASSO regression for learning preference model and generating match-
ing score for recognition. To apply LASSO regression, an image is represented
as linear combination of features:

L=DBF +ByFy+BsF5+......... + ByFy (1)

where B is the person specific LASSO weights { By, B2, Bs ... B4}, F is the image
feature vector {Fi, Fa, F5 ... Fy}, d is the dimension, and L is either positive (+1)
or negative (-1) class label. The following error function has incorporated to find
the person specific B vector using standard least square estimates.

N d
Err(B)=Y (B"F" ~ L)’ +a_|Bil. 2)

n=1

Here, N is the total number of training images, « is regularization parameter,
and T is matrix transpose operator. In the error function the only parameter
is a. From a range of a values, we select optimum a where minimum number of
LASSO weights are zero. Finally, the solution B is the template (or preference
model) for the person. In the recognition phase, matching score of a person
is calculated by averaging all regression scores generated from test images and
person specific weight vector B. The person with highest matching score will be
the identified person.

4 Experiment and Analysis

4.1 Experimental Setup

The only publicly available database exists in this domain is the Flickr database
created by Lovato [13]. It contains 40,000 color images in JPEG file format
belonging to 200 randomly selected Flickr users. Each user’s first 200 images
under the “Favorite” tab have been considered. The process of adding favorite
images is a continuous process over 23 to 441 weeks. This ensures time variance
acquisition of favorite images. The database has 0.05% overlapping of images
among 200 users. Samples from the database are provided in Fig. 4. For reducing
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Fig. 4. Example of favorite images from one anonymous Flickr user [9].

the experimentation time, we randomly select 50 user’s 10,000 images (one fourth
of the database [13]) for PCA component selection, initial evaluation of the
proposed method, as well as comparing 3 existing state-of-the-art methods. At
the end of Sect.4.4, we report the rank 1 and 5 recognition rates for the full
database. The workstation used in the experiment has Windows 8.1 as operating
system, AMD A8-7410 APU 2.2 GHz processor and 8 GB RAM. Since all the
features have heterogeneous range of values, we apply z-score normalization.

4.2 PCA Component Selection

Due to large feature vector (length of 975), the training phase of the proposed
method takes significant amount of time. From the point of view of biometric
system, training of a person’s preference model is the enrollment phase. In the
proposed method, the elapsed time for enrollment and recognition of 50 persons
takes 5,334s. To reduce the training time, we apply PCA for dimensionality
reduction. However, finding appropriate number of principle components is an
important issue. In this experiment, we use iterative approach to select top k
components (higher to lower variance of data). Starts from k=100 and step size
100, we plot the recognition rate of 50 persons in rank 1 (black bars). Figure 5
shows that for £ =500, the recognition rate is equal to the rate of actual feature
vector (without applying PCA). The elapsed time showing in the plot is the
average enrollment and recognition time per person (gray bars). The time for

Without applying PCA
B Recognition rate (%) pp_y_ _g_

Per person enrollment and recognition time (seconds)

I 35.40
11.46
I 37.20
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Fig. 5. Effect of number of PCA components in recognition rate and elapsed time.
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feature extraction is not counted here, as it is significantly higher than the train-
ing and testing time. Experiment shows that at k=500, the dimension of the
feature vector and elapsed time are reduced by 48.71% and 44.82%, respectively,
without affecting the recognition rate.

4.3 Implementation of Existing Methods

In the area of visual aesthetic biometric, four different state-of-the-art methods
were evaluated on the benchmark Flickr database. According to the articles
[13,14,17,18], the authors use 5 to 20 random splitting of training and testing
dataset, and report average experimental results in the literature. However, they
didn’t report the splitting information, used various evaluation metrics, as well
as didn’t compare other approaches using CMC curve. For fare comparison, we
implemented existing methods, and applied same random splitting information,
metrics, and CMC curve in all experiments. Method [18] is not implemented, as
it is very complex and challenging, as well as lacks enough details in the original
article. However, at the end of the experiment, we compare the recognition rate
(in rank 1 and 5) as per the reported results [18].

In all experiments, the number of training and testing images are set to 100.
For 200 users, the accuracies in rank 5 reported (using CMC curve) in the articles
for the methods [13,14] are 55% and 79%, whereas our implementations show
53.4% and 78.1%. According to article [17], use of surrogate image has shown
7% improvement in recognition rate. Our implementation of method [17] with
the extended feature vector from the method [14] shows 5.45% improvement
of recognition rate (83.55%) over [14]. In summary, our implementations show
similar results close to the source implementations.

4.4 Performance Comparison

Instead of using all 200 users from the benchmark database, we evaluate the
proposed method on randomly selected 50 users (justification is provided in
Sect. 4.1). Each user contributed 200 of his (or her) favorite images. We split
this image set into two folds each contains 100 images using random selection
without repetition. One fold is used in learning phase for enrollment purpose,
and other fold is used for recognizing the person at the identification phase. In a
single experiment, we apply the same selection index of images for all 50 persons.
However, different experiments have different splitting. Each experiment needs
to learn 50 person’s preference model (in one-vs-all manner) to create aesthetic
template. Then testing data from a person and all 50 templates are utilized to
generate matching scores of 50 persons. Sorting matching scores in descending
order gives the rank list of 50 persons. In this way, each person generates a rank
list. Finally, these 50 rank lists are processed to generate average recognition
rate of 50 persons from rank 1 to 10. We evaluate and compare the methods
in 10 different experiments. Table1 shows the rank 1 recognition rate for 10
experiments. It is clear that model performances are sensitive to training and
testing splitting as standard deviation for methods [14,17] are 4.43 and 4.50.
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Table 1. Recognition rate (in rank 1) over 10 different experiments (consider 50 users
from the benchmark Flickr database).

Exp. no. | Proposed method: Rank 1 | Method [14]: Rank 1 | Method [17]: Rank 1
recognition rate (%) recognition rate (%) | recognition rate (%)
1 94 74 84
2 94 78 76
3 92 70 80
4 90 70 76
5 90 64 68
6 88 68 80
7 88 72 72
8 90 68 76
9 88 78 74
10 92 72 78
Avg 90.6 71.4 76.4
Std dev |2.32 4.43 4.50
100
g = Proposed T
3
2
Rank 1 2 4 5 6 7 8 9 10

Fig. 6. Cumulative matching characteristic (CMC) curves for the proposed method,
as well as existing methods [14,17] upto rank 10. The curves have been obtained by
averaging 10 different experiments with different training and testing splitting.

However, the proposed method shows significantly higher average recognition
rate (90.60%), and lower standard deviation (2.32%) than other twos. Figure 6
shows the CMC curve up to rank 10 for different methods. We see that the curve
for the proposed method is always above the other two curves. However, all of
them show similar performances after rank 5. We exclude the method [13] from
the comparison as it shows significantly poor performance (41.20%) in rank 1.
In Fig. 7, we use bar charts to compare the methods. The bar chart of aver-
age recognition rate shows that the proposed method can recognize persons
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Enrollment and recognition time Normalized Area Under the Curve
Recognition performance per person (nAUC)
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Fig. 7. Bar charts showing recognition rate, nAUC and elapsed time for the methods
[14,17] and the proposed one.

14.2% more accurately. The reason is that, use of local feature extraction and
shape information add more discrimination of visual aesthetic which helps the
LASSO regression to recognize people more efficiently. On the other hand, none
of the existing methods use local and HOG features. Method [17] shows 5%
improved performance than [14] due to imposing k-means clustering (to gener-
ate surrogate images) that minimizes noises of data through averaging. Also, it
increases model stability and performance using bagging strategy. The bar chart
of nAUC also depicts the superior performance of the proposed method over
existing ones. nAUC is a good way to sense overall system performance in dif-
ferent ranks. We also provided bar chart of average elapsed time for enrollment
and recognition of one person. Both methods [14,17] use feature vector of length
111 whereas the proposed method uses PCA transformed feature vector of length
500. Method [17] shows slightly higher elapsed time than the method [14] because
of applying k-means clustering and bagging process. The proposed method shows
significant consumption of time which is approximately 5 times higher than the
method [17]. However, we can reduce the running time by controlling number of
PCA components (k) in trade of system performance. Refer to Fig. 5, we see that
when k=100, the elapsed time is only 11.46s, but system performance become
85.4% (reduced by 5.2%). However, the accuracy is still 9% and 14% higher than
the methods [14,17].

We also compare the proposed method with the most well performed state-of-
the-art approach [18] for all 200 user’s 40,000 images. According to the literature,
method [18] shows 73% and 92% of recognition rate in rank 1 and 5, whereas
our proposed method gives 84% and 97%. In summary, the proposed method
outperforms all existing state-of-the-art methods.

5 Conclusions

In biometric community, human aesthetic is a new concept. It is defined as a
behavioral biometric trait which is sufficiently unique to differentiate a person
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from. However, reconstructing a person’s discriminative aesthetic preferences
from favorite images is not a trivial task. Due to variability over time and sim-
ilarity within same group, the area become more challenging to the researcher.
However, most recently, researchers show that it possible to identify people in
rank 5 with 92% accuracy using only the visual aesthetic as cue. The reported
accuracy is not significant enough compare to other behavioral biometric trait.
In this paper, we develop an improved method for person identification using
personal aesthetic information. It achieves 84% and 97% recognition rates in
rank 1 and 5 on 200 Flickr user’s 40,000 favorite images. Experiment shows that
the proposed method outperforms all existing state-of-the-art methods in terms
of rank 1 recognition rate. As future work, we will apply more sophisticated
machine learning algorithms, such as Convolutional Neural Network (CNN),
Convolutional Deep Belief Network (CDBN) to improve the performance.
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Abstract. This paper describes the application of a Differential Evolu-
tion based approach for inducing oblique decision trees in a global search
strategy. By using both the number of attributes and the number of class
labels in a dataset, this approach determines the size of the real-valued
vector utilized for encoding the set of hyperplanes used as test conditions
in the internal nodes of an oblique decision tree. Also a scheme of three
steps to map the linear representation of candidate solutions into feasible
oblique decision trees is described. Experimental results obtained show
that this approach induces more accurate classifiers than those produced
by other proposed induction methods.

Keywords: Machine learning - Classification + Evolutionary algorithms

1 Introduction

Evolutionary algorithms (EAs) are population-based search methods that have
been successfully applied for providing near-optimal solutions for many com-
putationally complex problems in almost all areas of science and technology.
The effectiveness of EAs is due to two factors: (1) they combine a clever explo-
ration of the search space to identify promising areas, and (2) they perform an
efficient exploitation of these areas aiming to improve the known solution or solu-
tions. EAs are inspired by evolutionary theories that synthesize the Darwinian
evolution through natural selection with the Mendelian genetic inheritance. In
particular, Differential Evolution (DE) algorithm is an EA designed for solv-
ing optimization problems with variables in continuous domains that, instead
of implementing traditional crossover and mutation operators, it applies a lin-
ear combination of several randomly selected candidate solutions to produce a
new solution [28]. DE has been applied for solving optimization problems aris-
ing in several domains of science and engineering including economics, medicine,
biotechnology, manufacturing and production, big data and data mining, etc.,
[25]. In data mining, DE has been utilized for constructing models of classifi-
cation [19], clustering [7], and rule generation [8] with the aim of identifying
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hidden relationships among known instances. DE has been used in conjunc-
tion with neural networks [19], support vector machines [20], bayesian classifiers
[13], instance based classifiers [12] and decision trees [30] for the induction of
classifiers.

In this paper, a differential evolution-based approach named DE-ODT for
inducing oblique decision trees in a global search strategy is described. The rep-
resentation scheme of candidate solutions used by DE-ODT allows to apply DE
operators without any modification, and the procedure for mapping a real-valued
chromosome into a feasible decision tree ensures to carry out an efficient search
in the solution space. DE-ODT is compared with three approaches for induc-
ing oblique decision trees: the Oblique Classifier 1 (OC1) [24], the Perceptron
Decision Tree (PDT) method [23], and the EFTI algorithm [32], and with the
J48 method [34]. Experimental results obtained in this work show that DE-ODT
induces more accurate classifiers than those found by the other methods. In order
to describe the implementation of DE-ODT method, this paper is organized as
follows: Sect.2 describes the elements of differential evolution algorithm. The
use of evolutionary algorithms for inducing oblique decision trees is presented
in Sect. 3, and in Sect. 4 details of DE-ODT method with emphasis in both the
determination of the size of candidate solutions and the induction of feasible
oblique decision trees are given. Sectionb describes experimental results, and
finally, Sect. 6 gives conclusions and future work.

2 Differential Evolution Algorithm

DE is a population-based metaheuristic that evolves a set of candidate solutions
by applying evolutionary operators in order to find near-optimal solutions to
optimization problems. Each candidate solution is encoded using a real-valued
vector x; = (21, Zi2, ,xi7m)T of m variables.

In this paper, the standard DE algorithm [28], named DE/rand/1/bin in
accordance to the nomenclature adopted for referencing DE variants, is used as
a procedure for oblique decision tree induction that implements a global search
strategy. DE/rand/1/bin uses the following evolutionary operators:

1. Mutation: Three randomly selected candidate solutions (x,, x; and x.) are
linearly combined, using Eq. (1), to yield a mutated solution X,q:.

Xmut = Xoq + F (Xb - Xc) (1)

where F' is a scale factor for controlling the differential variation.
2. Crossover: The mutated solution is utilized to perturb another candidate
solution X, using the binomial crossover operator defined as follows:

Tmuti Hr<CrVvVji=k .
Tnew,j = { b J RS {17~ .- 7m} (2)

Teur; Otherwise

where Tpew,js Tmut,j and Zeur; are the values in the j-th position of Xpew,
Xmut and Xeyr, respectively, » € [0,1) and k € {1,...,m} are uniformly
distributed random numbers, and Cr is the crossover rate.
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3. Selection: x,,.,, is selected as member of the new population if it has a better
fitness value than that of x.,,.

DE/rand/1/bin, described in Algorithm 1, starts with a population of ran-
domly generated candidate solutions whose values are uniformly distributed in
the range [Tmin, Tmaz] as follows:

Tij = Tmin + 7 (Tmaz — Tmin) ;1 € {1,...,NP}Aje{1,...,m} (3)

where NP is the population size. New populations of candidate solutions are
iteratively created until a stop condition is reached and then the best solution of
the last population is returned. It can be observed that DE requires few control
parameters (Cr, F', and NP) in comparison to other EAs.

Algorithm 1. Standard DE algorithm introduced in [28].
1: k<0
2: Xp — 0
3: foriin {1,..., NP} do
4 x; < Randomly generated candidate solution using (3)
5 X +— Xp U {Xl}
6: end for
7
8

: while stop condition is not reached do

: k—k+1
9: Xy — 0
10: for cur in {1,..., NP} do
11: {Xa, Xp, X} — Randomly selected candidate solutions of Xx_1
12: Xmut < Mutated candidate solution using (1)
13: Xnew < Perturbed candidate solution of Xcyr using (2)

14 {xnew if fitness(Xnew) is better than fitness(Xcur)
: Xsel <

Xceur  Otherwise
15: X — Xp U {Xsel}
16: end for
17: end while
18: return The best candidate solution in X

3 EAs for Inducing Oblique Decision Trees

A decision tree (DT) is a hierarchical structure composed of a set of nodes
containing both test conditions (internal nodes) and class labels (leaf nodes) that
are joined by arcs representing the possible result values of each test condition.
A DT is a classification model induced through a set of training instances which
is used for predicting the class membership of new unclassified instances. Each
training instance is encoded as a vector v = (vq,va,.. .,vd,c)T of d variables
(attributes or features) and a label ¢ that determines the class membership of
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the instance. The simplicity and the high level of interpretability of a DT along
with its predictive power has made it one of the most widely used classifiers.

The number of attributes used in the test conditions of a DT determines
its type (univariate or multivariate). Since efficient induction methods such as
CART [5] and C4.5 [27] generate univariate DTs (also called axis-parallel DTs)
it is the most known type of DTs. On the other hand, oblique DTs and non-
linear DTs are multivariate DTs in which a linear combination and a nonlinear
composition of attributes in test conditions is utilized, respectively. In partic-
ular, oblique DTs use a set of not axis-parallel hyperplanes for splitting the
instance space in order to predict the class membership of unclassified instances.
A hyperplane is defined as follows:

d
Z Tiv; + X441 >0 (4)

i=1

where v; is the value of attribute i, x; is a real-valued coefficient used in the
hyperplane and x4 represents the independent term. Oblique DT's are generally
smaller and more accurate than univariate DTs but they are generally more
difficult to interpret [6].

EAs have been previously applied for DT induction (DTT) and there exist sev-
eral surveys that describe their implementation [2,11]. Some approaches imple-
ment a recursive partitioning strategy in which an EA is used for finding a
near-optimal test condition for each tree internal node [6], however, the app-
roach most commonly used is to perform a global search in the solution space
with the aim of finding near-optimal DTs [3,17,18,23,31-33]. A genetic algo-
rithm (GA) is an EA that generally employs a linear representation of candidate
solutions and its implementation for DTT is associated to the problem of map-
ping an oblique DT from a linear structure [17]. However, with the application
of special genetic operators, GA can use a tree representation for DTI [3,18].
An special GA that evolves a unique candidate solution is used in EFTT method
[32] for inducing a complete oblique DT. Furthermore, DE has been utilized for
finding the parameter settings of a DTI method [30] and for constructing both
univariate DTs [31] and oblique DTs [23]. Finally, since genetic programming
(GP) represents its candidate solutions as trees, standard GP [22] and GP vari-
ants such as strongly-typed GP [4] and grammar-based GP [1] have been applied
for oblique DTTI.

4 DE-ODT Method for Inducing Oblique DT's

DE-ODT is proposed in this paper as a method for oblique DTT in a global search
strategy that evolves a population of candidate solutions encoded as fixed-length
real-valued vectors. A similar approach known as PDT method is described
in [23] but, although DE-ODT and PDT share the same objective and both
implement a global search strategy for DTI with DE, substantial differences in
the representation scheme used in DE-ODT allows for induction of more accurate
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and compact oblique DTs than PDT and other similar approaches. In the next
paragraphs the main elements of DE-ODT method are described.

4.1 Global Search Strategy to Generate Near-Optimal Oblique DTs

The great majority of algorithms for DTT apply a recursive partitioning strat-
egy that implements some splitting criterion in order to separate the training
instances. Several studies point out that this strategy has three fundamental
problems: overfitting [14], selection bias towards multi-valued attributes [15]
and instability to small changes in the training set [29]. On the other hand,
algorithms that implement a global search strategy can ensure a more efficient
exploration of the solution space although it is known that building optimal DT's
is NP-Hard [16].

DE-ODT implements a global search strategy with the aim of construct-
ing more accurate oblique DTs, and also for overcoming the inherent problems
of the recursive partitioning strategy. Since oblique DTs use hyperplanes with
real-valued coefficients as test conditions, the search for near-optimal oblique
DTs can be considered a continuous optimization problem, and DE has proven
to be a very competitive approach for solving this type of problems. Although
other metaheuristic-based approaches have been previously used for classifica-
tions tasks, DE-ODT is introduced in this work as a simple and straightforward
method in which DE is applied for finding near-optimal solutions, and where
each real-valued chromosome encodes only a feasible oblique DT.

4.2 Linear Representation of Oblique DTs

Two schemes for encoding candidate solutions in EAs can be used: tree or lin-
ear representation. When tree representation is adopted, special crossover and
mutation operators must be implemented in order to ensure the construction
of only feasible candidate solutions [3,18]. An advantage of this representation
is that EAs can evolve DTs with different sizes but it is known that crossover
has a destructive effect on the offsprings [18]. On the other hand, if a linear
representation is utilized then a scheme for mapping the sequence of values into
a DT must be applied [17]. The main advantage of linear representation is that
it is applied for encoding candidate solutions in several EAs such as GA, DE
and evolutionary strategies and they can be implemented for DTI without any
modification. Nevertheless, since these EAs use a fixed-length representation, it
is necessary to define a priori this length and this can limit the performance of
the induced DTs.

In DE-ODT method each candidate solution encodes only the internal nodes
of a complete binary oblique DT stored in breadth-first order in a fixed-length
real-valued vector (Fig. 1). This vector encodes the set of hyperplanes used as test
conditions of the oblique DT. Vector size is determined using both the number
of attributes and the number of class labels.
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Lrl2]3]a]s5f6]7] (2) (2)

Fig. 1. Linear encoding scheme for the internal nodes of a complete binary tree.

4.3 Estimated Number of Tree Internal Nodes

Since each internal node of an oblique DT has a hyperplane as test condition,
the size of real-valued vector used for encoding each candidate solution is fixed
as ne(d+ 1), where n, is the estimated number of internal nodes of a complete
binary DT and d is the number of attributes of the training set. Considering
that: (1) an oblique DTs is more compact than an univariate DTs when they
are induced with the same training set, and (2) the DT size is related to the
structure of the training set, DE-ODT determines the value of n. using both
the number of attributes (d) and the number of class labels (k) in the training
set. If, for one complete binary DT, h is the depth, n; is the number of internal
nodes and n; is the number of leaf nodes, respectively, then d and k can be
used as lower bounds for n; and n; (n; = 2""' —1 > d and n; = 271 > k),
respectively. Using these relations, two estimated depths (h; = [log, (d + 1) +1]
and h; = [log, (k) 4+ 17) are calculated and n. is obtained as follows:

Ne = 2max(hi,h1)—1 1 (5)

4.4 Induction of Feasible Oblique DTs

Since the training set must be utilized for inducing one DT, DE-ODT uses it
for mapping each candidate solution into a feasible oblique DT, including its
leaf nodes. DE applies the training accuracy of a DT as fitness value within the
evolutionary process. The induction of a feasible oblique DT (Fig. 2) in DE-ODT
has three steps:

1. Construction: First, an empty complete binary DT with n. nodes (7 nodes
in example of Fig.2) is created. Then, the coefficient values of a hyperplane
are assigned to each node in this DT by applying the next criterion: Values
on positions {1,...,d 4+ 1} of this vector are used in the hyperplane of the
first node, values on positions {d + 2, ...,2d + 2} are used in the hyperplane
of the second node, and so on.

2. Assignment: One instance set is assigned to a node (the complete training
set for the root node of the tree) and it is labeled as an internal node. For
evaluating each instance in this set using the hyperplane associated to the
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Training set

1 2 3 4 5 6 7 8 9
[c1]cz[ci]cz[ca[c2[c2[ci]c2)

E_

[C1]cA]

4 6 7 9

Fig. 2. Construction and assignment of a feasible oblique DT.

internal node, two instance subsets are created and they are assigned to the
successor nodes of this node. This assignment is repeated for each node of the
DT. If the internal node is located at the end of a branch of the DT (node
4 in Fig. 2, for example), then two leaf nodes are created and are designated
children of the ending node of the branch. The subsets created are assigned
to these leaf nodes. On the other hand, if all instances in the set assigned to
the internal node have the same class label, it is labeled as a leaf node (nodes
3 and 5 in Fig. 2) and its successor nodes are removed, if they exist (nodes 6
and 7 in Fig. 2).

. Pruning: Finally, when the assignment of training instances is completed, a
pruning procedure is applied for removing tree branches in order to improve
the accuracy of the DT induced.

These steps allow to induce feasible oblique DTs with different number of
nodes, although the candidate solutions are encoded using fixed-length real-
valued vectors.

5 Experiments

In order to evaluate the performance of DE-ODT method and for comparison to
other approaches, two experiments were conducted using several datasets with
numerical attributes chosen from UCI repository [21]. DE-ODT is implemented
in Java language using the JMetal library [10]. The parameters used in the

Table 1. Parameters used in experiments with DE-ODT.

Parameter Value Parameter Value
Scale factor 1 Num. of generations 50
Crossover rate 0.9 Population size 20+/d (proposed in [6])

Fitness function DT accuracy Pruning method Reduced error pruning [26]
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experiments are described in Table 1 and the datasets are described in the first
four columns of Tables2 and 3.

In the first experiment, DE-ODT is compared to PDT and J48 methods using
the sampling procedure described in [23]: Each dataset is randomly divided into
two sets, 85% of instances are used for training and the rest are used for testing.
30 independent runs of each dataset are conducted. For each run, an oblique
DT is induced and its test accuracy is calculated. Both average accuracy and
average DT size across these 30 runs are obtained. This experimental scheme
is replicated using three induction methods: DE-ODT, PDT and J48. Table 2
shows the experimental results': Column 5 shows the average accuracy reported
by [23]. Columns 6 and 7 show the average accuracy and the average DT size
produced by DE-ODT method and the results obtained by J48 are shown in
columns 8 and 9. In this table can be observed that accuracies obtained by
DE-ODT method are better than: (1) the accuracies produced by J48 for all
datasets, and (2) the accuracies reported by PDT for 7 of 8 datasets. DE-ODT
produces more compact oblique-DTs than those produced for J48. In the case
of DT size for PDT method, these results were not reported in [23]. Figure 3(a)
shows a comparative plot of the average accuracies obtained.

Table 2. Results obtained for PDT, DE-ODT and J48.

(1) 2 G @& 6 6 @O 6

PDT DE-ODT J48
Dataset Inst. Attr. Classes Acc. Acc. Size  Acc. Size
Breast tissue 106 9 6 39.92 64.44 5.97 33.70 7.6

Vertebral column 310 6 2 84.11 93.04 2.90 79.29 5.0
Ecoli 336 7 8 76.73 87.33 5.83 8047 9.1
Glass 214 9 7 58.08 71.04 7.03 64.42 11.5
Hill valley 1212 100 2 99.45 81.35 3.83 50.49 1.0
Iris 150 4 3 94.35 99.97 3.37 93.77 3.5
Libras movement 360 90 15 31.85 56.34 26.1 55.80 26.2
Sonar 208 60 2 77.29 94.73 4.03 T71.13 54

In the second experiment, DE-ODT is compared to OC1 and EFTI methods
using 5 independents runs of 10-fold stratified cross-validation. EFTI is a novel
approach that reports better results with several datasets than other EA-based
algorithms. Results are shown in Table 3: Columns 5-8 show the average accuracy
and the average DT size reported in [32] for both OC1 and EFTI methods.
Columns 9 and 10 show the average accuracy and the average DT size produced
by DE-ODT method. In Table3 can be observed that the accuracies obtained
for DE-ODT are better than those obtained by both EFTI and OC1 methods

! Highest values for each dataset are in bold.
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in 10 of 13 datasets, although the DT size are slightly larger than the DT size
reported for EFTI method. Figure 3(b) shows a comparative plot of the average
accuracies obtained in this experiment.

Table 3. Results obtained by OC1, EFTI and DE-ODT.

(1) 2 ) 6) (6 (M (® (9) (10)
0OC1 EFTI DE-ODT

Dataset Inst. Attr. Classes Acc. Size Acc. Size Acc.  Size
Breast-w 683 9 2 95.53 3.68 96.59 2.02 99.56 3.48
Diabetes 768 8 2 73.03 6.54 74.94 2.35 81.25 3.70
Glass 214 9 7 62.04 13.12 70.82 7.31 75.05 7.22
Iris 150 4 3 95.60 3.54 94.13 3.00 100.00 3.20
Vehicle 846 18 4 68.16 33.54 68.75 5.44 5551 6.70
Vowel 990 10 11 74.55 51.68 54.90 17.86 55.11 9.96
Heart-statlog 270 13 2 76.30 4.70 81.28 2.12 83.70 3.38
Australian 690 14 2 83.63 6.10 84.51 2.28 77.10 4.08
Balance-scale 625 4 3 71.58 3.08 87.85 2.40 92.70 3.06
Tonosphere 351 34 2 88.26 6.18 86.39 2.49 97.61 6.26
Sonar 208 60 2 70.39 6.76 74.64 2.38 96.54 5.38
Liver-disorders 345 6 2 67.23 5.38 70.36 2.33 81.97 2.92
Page-blocks 5473 10 5 97.05 23.78 93.16 2.04 97.17 5.12

In order to evaluate the performance of DE-ODT a statistical test of the
results obtained was realized. Friedman test is applied for detecting the exis-
tence of significant differences between the performance of two or more methods
and the Nemenyi post-hoc test is utilized for checking these differences. Nemenyi
test uses the average ranks of each classifier and checks for each pair of classifiers

Breasttissue Breastw
@ DE_ODT ® DE_ODT
i Page block: —
100 ® POT Diabetes age.blocks = EFTI
Vertebral.column 90 Sonar | A Ja8 A OcCi
80
Glass i Liver.disorders

Sonar
Libras.movement

Vehicle N lonosphere

~ N
Glass \\ o fris Vowel Balance.scale
Hillvalley Heartstatlog  Australian
(a) First experiment (b) Second experiment

Fig. 3. Average accuracies obtained in experiments.
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whether the difference between their ranks is greater than the critical difference
(CD = ga/k(k + 1)/(6N)) defined in [9], where k is the number of methods,

N is the number of datasets, and ¢, is a critical value associated of the signifi-
cance level . For the first experiment, Friedman statistic for 3 methods using
8 datasets is 9.75 and the p-value obtained is 0.007635 for 2° of freedom (dof)
of chi-square distribution. This p-value indicates the existence of statistical dif-
ferences between these methods and then Nemenyi test post-hoc is conducted.
Figure4(a) shows the CDs obtained for Nemenyi test and it shown as well that
DE-ODT has better performance than PDT and J48. For the second experiment,
Friedman statistic for 3 methods using 13 datasets is 8.0, the p-value is 0.01832
with 2 dof and it also indicates statistical differences between these methods.
Figure4(b) shows the CDs obtained for Nemenyi test and in it can be observed
that DE-ODT has better performance than EFTI and OC1 methods.

CD CD
1 2 3 1 2 3
L ! J \ ! ]
DE_ODT ! 248 DE_oDT J__L oct
POT ——— EFT —m8 ———
(a) First experiment (b) Second experiment

Fig. 4. Comparison of classifiers using Nemenyi post-hoc test.

6 Conclusions

In this paper, a DE-based method implementing a global search strategy for
finding a near-optimal oblique DTs is introduced. This search strategy ensures
a more efficient exploration of solution space in order to reach more compact
and accurate DTs. DE-ODT uses a fixed-length linear representation of oblique
DTs that permits to apply DE operators without any modification. By using the
training set in the mapping scheme implemented in this work, the induction of
feasible oblique DTs is guaranteed. DE-ODT was evaluated using two sampling
procedures with several UCI datasets and statistical tests suggest that DE-ODT
achieves a better performance than other induction methods. In general, since
DE-ODT uses DE for constructing oblique DTs, it induces more accurate oblique
DTs than those produced by other proposed induction methods. Based on our
results, future work will be oriented to evaluate other DE variants for inducing
oblique DT's and to investigate the effect of using several parameter configura-
tions on the DE-ODT performance, also more experiments will be conducted
for analyzing the DE-ODT execution time, as well as to compare the DE-ODT
performance with those obtained by other classification methods such as random
forest and support vector machines.
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Abstract. This work aims to improve the performance of active learning
techniques for one-class classification (OCC) via dimensionality reduc-
tion (DR) and pre-filtering of the unlabelled input data. In practice,
the input data of OCC problems is high-dimensional and often contains
significant redundancy of negative examples. Thus, DR is typically an
important pre-processing step to address the high-dimensionality chal-
lenge. However, the redundancy has not been previously addressed. In
this work, we propose a framework to exploit the detected DR basis func-
tions of the instance space in order to filter-out most of the redundant
data. Instances are removed or maintained using an adaptive threshold-
ing operator depending on their distance to the identified DR basis func-
tions. This reduction in the dimensionality, redundancy and size of the
instance space results in significant reduction of the computational com-
plexity of active learning for OCC process. For the preserved instances,
their distance to the identified DR basis functions is also used in order
to select more efficiently the initial training batch as well as additional
instances at each iteration of the active training algorithm. This was done
by ensuring that the labelled data always contains nearly uniform rep-
resentation along the different DR basis functions of the instance space.
Experimental results show that applying the DR and pre-filtering steps
results in better performance of the active learning for OCC.

Keywords: Active learning - One-class learning - Dimensionality reduc-
tion - PCA - ICA - Supervised learning + Anomaly detection

1 Introduction

Active learning aims to minimize the costs associated with human experts data
labelling efforts while prioritizing the order in which instances are labelled in
order to achieve well trained supervised classification models. In some binary
classification applications, such as medical diagnosis and gamma-ray anomaly
detection, we are often faced with extreme levels of class imbalance between the
majority (negative) class and the minority (positive) class, in the sense that neg-
ative examples are abundant, or even redundant, while very few or in extreme
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cases no positive examples are available. In such extreme imbalance level, it was
shown that the most effective way to deal with the problem is to first reduce
the highly imbalanced binary classification task into a OCC problem, and then
apply suitable active learning methods designed to deal with such extreme class
imbalance [1,2]. Several general active learning strategies as well as those specifi-
cally designed for OCC have been proposed in the literature and nicely reviewed
in [3]. Most of these approaches differ in one significant aspect, which is how
instances are selected for labelling by a human expert.

In most OCC applications, the input data is high dimensional and often con-
tains significant redundancy of negative examples. These two distinct features of
the input data may be the key sources of the inherent computational complexity
of active learning for OCC applications. Several works have explored applying
DR techniques for addressing the high-dimensionality challenge [5-7]. These DR~
based techniques attempt to reduce the dimensionality of the feature space but
they do not address the redundancy in the negative examples data. As such, an
applied active learning technique may needlessly end up selecting many similar
or equally informative examples for labelling when selecting the best representa-
tive of these examples may be sufficient. In this work, we propose an additional
pre-processing step after applying a DR operation in order to pre-filter available
unlabelled data and reduce the redundancy in the negative examples data. This
results in data thinning and reduction of the number of the instances available
for labelling, hence resulting in reduction of the computational complexity.

This paper is organized as follows: Sect.2 outlines the proposed approach
while Sect. 3 provides the experimental setup and results. Finally, Sect. 4 contains
concluding remarks and proposed future work.

2 The Proposed Approach

The proposed approach basically consists of applying a DR technique, such as
PCA or ICA, in order to detect the significant basis vectors of the instance space.
A data thinning process is then applied on the unlabelled instances in order to
determine whether they should be preserved or removed, depending on their
closeness to the significant basis vectors identified by the DR algorithm.

2.1 Dimensionality Reduction

Various DR methods have been proposed to reduce the dimensionality of mea-
sured data into a smaller set of components [4]. In this work we consider the
widely used PCA and ICA DR techniques [4]. PCA is based on the second-
order statistics and it is adequate if the data is Gaussian, linear, and stationary.
In cases where when the data is not Gaussian, ICA, which exploits inherently
non-Gaussian features of the data and minimizes higher-order statistics such
as kurtosis, can be a more appropriate DR technique. For our data, we cannot
make validated assumptions about the nature of the distribution of the feature
vectors. Thus, we have implemented both PCA and ICA DR algorithms in order
to assess and compare their performances.
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2.2 Data Pre-filtering

Once the significant basis vectors have been identified by the applied DR method,
instances are then maintained or removed depending on their closeness to these
basis functions, as described next.

Data Projection: Suppose that we have n unlabelled input instances I

with associated feature vectors xi, £k = 1,2,...,n. Assume that the applied
DR technique has reduced the dimensionality from n to m with m < n and
let us denote these DR basis functions by p;, j = 1,2,...,m. The closeness
between a feature vector x;, and each of the p; basis vectors is given by:
Yej = I“":{k,jllll, for k=1,2,...,nand j =1,2,...,m, where Xj; is the orthogonal

projection of x;, onto p;. We can then assign instance I) with feature vector xy,
to its closest DR basis function, depending on the values of its corresponding
weights v, 7 =1,2,...,m, as follows: xj, +— p; if v > i for j # [. Next, we
outline how to pre-filter instances based on their weights.

Adaptive Thresholding: We have explored various ways of thinning the unla-
belled instances by thresholding their associated weights, vx; and we have found
that it is best to apply a staircase adaptive thresholding operator on the range
[0,1], as follows: First, the interval [0,1] is uniformly partitioned into N > 2
equal sub-intervals with endpoints: t; = %, fori = 0,1,...,N. The proposed
adaptive threshold is defined by: T'(t) = M ift;_1 <t<t;andi=

1,2,...,N, where: fr(t) = 117_‘1_,M, for 0 <t <1, and @ > 0. The decision
regarding the fate of instance Iy is then to keep it if fr(ye) > T(vyk) and
remove otherwise.

The above adaptive thresholding strategy results in filtering-out many of the
instances that are closely aligned with one of DR basis vector. This is desirable
because typically we expect to have many such typical instances with similar
feature vectors along each DR basis vector, so it is important to thin-out these
instances and reduce the redundancy in the data. On the other, the above adap-
tive thresholding strategy is more conservative in dealing with instances that are
further away from the DR basis vectors. Again, this is desirable because these
instances are quite distinct from the identified DR basis functions and may be
interpreted as data outliers. Thus, it is important to preserve them and confirm,
through domain expert labelling, that these instances do belong to the majority
(negative) class and include them into the training set in order to reduce the
false positive rate of the classification model.

The above adaptive thresholding mechanism allows us to pre-filter the unla-
belled input data and reduce its dimensionality and size by reducing any dupli-
cation and redundancy. Note that, this is done only once and any active learning
scheme with associated selection criterion and classification model can then be
applied on the remaining pre-filtered data.
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3 Experimental Results

In this section, we describe the experimental setup including the input dataset,
the experimental setup and results.

3.1 Dataset

The input dataset was obtained from the Radiation Protection Bureau of Health
Canada. It consists of 19113 samples from a Sodium iodide detector in the city
of Saanich, British Columbia, collected over a period of 7 months. The sampling
period was of 15min. Each sample consists of photon counts over 512 energy
bins, but only the first 250 were used following advice from domain experts. The
photon counts are non-negative integers. Of the 19113 instances, 95 are anomalies
and 19018 are normal, which supports treating this as an OCC problem.

3.2 Experiment

For comparative purposes, we implemented the activate learning technique pro-
posed in [3] and followed the same experimental setup described in that work.
In particular, we considered the OCC-SVM as the classification model of choice.
Also, in order to obtain a more reliable estimate of the classification performance
and reduce the impact of the assignment of instances to the test set, initial train-
ing set, and unlabelled pool, we used a 10-fold cross-validation. This process was
repeated at each iteration, without data pre-filtering and then with data pre-
filtering using PCA and then ICA DR algorithms for comparison purposes.

We also made some modifications to the experimental setup outlined in [3]
by exploiting the weight v; associated with each remaining instance Ij. For the
active learning technique proposed in [3], a randomly selected initial batch of
instances were labelled and used for training the initial model. In our implemen-
tation, we selected the initial batch of instances to contain an almost equal num-
ber of instances associated with each of the DR, basis functions. This was done
by selecting a sufficient number of instances with highest weights ~;; along each
basis DR basis function. Similarly, the weight 7x; of each remaining instance was
also used within the selection criterion of the active learning process to ensure
that the labelled data is always almost evenly balanced along the different iden-
tified DR basis functions. Furthermore, these weights are also used during the
10-fold cross validation to ensure that each group contains an almost equal num-
ber of representative instances along each of DR basis function of the instance
space.

3.3 Results

Figure 1 illustrates the performance of the initial classification model, as esti-
mated from the initial batch of instances, and the final classification model
obtained at the end of the active learning process. For each case, the figure
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illustrates the results without applying the proposed pre-filtering step, as well
as after applying the DR filtering step using PCA and ICA algorithms. The per-
formance of the classification model is assessed in terms of the area under the
ROC curve (AUROC) obtained by varying the threshold at which instances are
determined to belong to one class or the other. Clearly, applying the pre-filtering
step using either DR technique results, on average, in an increase in the AUROC
performance measure of the classification model before and after applying the
active learning process. It should also be noted that higher gains are achieved
when applying the ICA instead of PCA DR algorithm. This may indicate that
the instance data and its features do not fit a Gaussian distribution. As men-
tioned earlier, in such cases, the ICA is a more suitable option for DR than PCA
on this particular dataset.
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Fig. 1. Performance evaluation, as measured by AUROC of the classification model
before and after applying active learning, with and without the DR pre-filtering step.

4 Conclusions

In this work, we implemented an PCA/ICA-based Dimensionality Reduction
(DR) pre-processing step to reduce the dimensionality and filter-out the redun-
dancy in the input unlabelled data and hence reduce the number of instances
available for labelling. The aim was to accomplish this without removing the
most informative instances, which are most valuable in training the classification
model. The proposed approach allows us to select the initial batch of instances
that is typically required by standard active learning techniques. The initial
batch set is selected more systematically in a way that ensures nearly uniform
representations from the different DR basis functions of the instance space. This
ensures that the initial batch training set captures much of the variability in the
instance space and hence the resulting original model should be more accurate.
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The pre-filtering step was also shown to enhance the selection criterion used
during the active learning process. Since each instance of the remaining data is
known to be associated with one of the basis vectors of the instance space, we
can easily keep track of the number of instances already labelled, which belong
to each of the identified DR basis functions. We can then add a mechanism to the
selection process that ensures that the labelled data is evenly balanced along the
different identified DR basis functions. Experimental results show that applying
the proposed pre-filtering step first results in improved overall performance of
the implemented active learning for OCC process, as measured by the area under
the ROC curve. The proposed data pre-filtering approach is classifier indepen-
dent and reduces the amount of input data since many of the instances can be
discarded before active learning is applied. This results in significant reduction of
the computational complexity of the applied active learning process, regardless
of it selection criterion. For future work, we plan to assess and more accurately
quantify these gains, in terms of reduction of data redundancy and computa-
tional complexity and improved classification accuracy. We also plan to apply
different classification models, besides the one-class SVM applied here, and com-
pare their performances.
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Abstract. In this paper, we present a new metric to measure the influence a
user has on an online social network. We define this influence as a 2D coor-
dinate, comprising the user’s local influence on their immediate followers, and
their global influence on the entire network. We present the general idea
underlying our metrics, and demonstrate their usefulness by applying them over
300 Twitter users. Our results show how the metrics can model and predict
different classes of users in 2D space.

Keywords: Social network analysis - Twitter - Microblog - Influence scoring

1 Introduction

Social network analysis (SNA) is the process of investigating social activity through
the use of networks made up of nodes (individuals) and edges (relationships or
interactions) [1]. In this research, we will focus specifically on measuring a user’s
social influence; a concept we can define informally as the degree to which a user’s
activity will propagate through the network and be seen by other users. A user with a
greater social influence is one whose opinions will reach and affect more other users,
and thus is a target for political and marketing campaigns. A key contribution of our
metric is its simplicity. While we have chosen to study Twitter, our measures have
general definitions and can be ported to other social networks with minimal changes.

2 Background

Twitter is a social networking site that allows users to publish 140-character-long
microblog messages, called tweets, to their followers, and to read the tweets of other
users they are following (their followees). A user may mark a followee’s tweet as a
“favorite” or re-publish (retweet) it to their own followers. Limited information about
each user and their recent tweets can be obtained through the Twitter API. We will
focus here on research related to identifying and quantifying influential users.

The authors of [2] focused on identifying influential users in Canadian federal
political party communities. They studied six different metrics: indegree (the number of
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incoming connections), eigenvector centrality (how connected a node’s connections
are), clustering coefficient (how embedded within the network a node is), knowledge
(the number of tweets featuring context-specific terms), and interaction (the number of
mentions of that node). They show that indegree and eigenvector centrality are both
useful metrics of the influence of a node in the network. In [3], the authors proposed
that there are two categories of actions that signal influence: conversation actions
(replies and mentions), and content actions (retweets and attributions). The ratio of
these actions to the total number of tweets a user makes is a measure of that user’s
influence in their social group, but fails to account for the size of that group. The
influence metric proposed in [4] is a product of two components: the ratio of original
tweets to retweets posted by the user, and the count of retweets and mentions of the
user by others. The most influential user will thus be one that creates a lot of original
posts and whose posts are repeated a lot, thus penalizing users with an important impact
on a smaller community. In [5], researchers proposed the IARank ranking system, a
weighted sum of buzz and structural advantage. Buzz is a measure of attention the user
receives on a specific issue. It is the ratio of mentions the user receives to the total
number of tweets the user has made related to an event. Structural advantage is a
measure of the user’s general influence, defined as the ratio of the number of followers
he has to the sum of his followers and followees. They thus measures a user’s influence
as a combination of the attention of a specific subset of his tweets and of his con-
nections in the network.

3 Methodology

In this paper, we follow the lead of [4, 5] and propose an influence metric that is a
combination of two factors. Our factors aim to model the local and global influence of
the user. Our underlying philosophy is that a user can have a strong influence on his or
her immediate surroundings and thus be an important local actor, independently of
whether or not their influence spreads globally throughout the entire network.

The local influence of a user is the impact the user has on his or her immediate
network. We measure this in two parts. First, we consider the attention that the user’s
messages receive from their contacts through retweeting and marking as favourite.
Since these are strongly correlated [6], we have opted to use only retweets, which we
can count through the Twitter API. However, such a measure would be strongly biased
in favour of users who have more followers. To account for this, we normalize by the
number of followers the user has. This is the left-hand side of the multiplication in
Eq. (1). The second part of the local score, the right-hand side of the multiplication in
Eq. (1), considers the rate at which the user writes posts, as a function of the number of
days it took for the user to write their 100 most recent tweets. The local score is the
product of these two values, as shown in Eq. (1). Note that, in the rare cases where the
value of the local score goes above 1, we cap it at 1 for simplicity.

: log(#retweets) 100
Local = 1 1 1 1
ocd mm( "log(#followers x 100) xog #days + (m)
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The global influence is the impact the user has globally on the entire social network.
This metric is also composed of two parts. The first is the proportion of the network
reached by the user, or the ratio of the user’s number of followers to the total number of
users (310 million on Twitter), as shown in the left-hand side of the multiplication in
Eq. (2). The second part is the user’s activity compared to their number of followers.
Our intuition is that a user that posts scarcely but is followed by a large crowd must
attract more attention than one who spams the same number of followers. We compute
this as 1 minus the ratio of the user’s number of tweets to their number of followers,
fixing a minimum score of zero, as shown in the right-hand side of the multiplication of
Eq. (2). The global score is the product of these values.

log(#followers)

Global =
224 = 10g(310, 000, 000

H#tweets )

#followers @)

] X max(O,l—

Of important note is the simplicity of our metric. Attributes like tweets, retweets,
and followers are specific to Twitter, but they could become posts, share, and friends on
Facebook, or pictures, mentions, and followers on Instagram. The metrics are only
computed using information from the user’s profile, and do not require information
from elsewhere in the social network, average user information over time, or private
information. This means our metric only requires one API call to the social network to
get a snapshot of the user’s profile, which makes it very efficient computationally.

4 Experimental Results

In order to study our two metrics, we built a varied corpus of 234 Twitter users, with 54
US politicians (federal, state, and municipal levels; red squares in Fig. 1), 33 Canadian
politicians (federal, provincial, and municipal levels; yellow squares with X), 20
international politicians (national and municipal levels; brown squares with + signs), 34
celebrities (pop stars, actors, entertainers, and athletes; green triangles), 56 CEOs of
various software and traditional companies (blue diamonds), and 37 ordinary users
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Fig. 1. Local and global influence of different categories of users. (Color figure online)
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(purple circles). Figure 1 shows some clear regions by category of users. Ordinary
users are at the bottom of the global influence axis (average 0.02), but their local
influence varies the most of any category, going from almost O for a user with almost
no followers to 1 for users who are very popular. Celebrities with very high number of
followers have the highest global influence score (average 0.72), but are mainly
clustered in a low local influence region (average 0.20) since many of them do not
tweet much. The CEO category is a variation of celebrities, with fewer followers and
fewer tweets, leading to lower scores (average 0.45 and 0.17 respectively).

There are outliers to each of these categories. One ordinary user gets a global score
of 0.20 thanks to a low number of tweets to a high number of followers. The celebrity
who tops both scores (global: 0.90, local: 0.62) is Kim Kardashian, a user who is both a
very active author and who has a large number of followers retweeting her messages,
while comedian Donovan Goliath has a high local influence but an unusually low
global influence (global: 0.07, local: 0.43) thanks to a very low number of tweets but
high recent activity. We can observe some CEOs reaching celebrity-like high global
scores, such as Bill Gates (0.88) and Elon Musk (0.77), while others are very active
authors and score high local influence, like Marc Benioff (0.73). However, there are no
“Kim Kardashian” CEOs with high global and local influence scores.

Users in the political category are much more irregularly distributed and show no
dominant cluster. There is important overlap between the scatter of US, Canadian, and
international politicians. The cluster of national politicians shows a higher average
global score than that of regional politicians, which is slightly higher than that of
municipal politicians. There are nonetheless interesting relationships to observe
between individual politicians. This dataset being from summer 2016, then-US Pres-
ident Barack Obama (global: 0.93, local: 0.33) shows a higher global importance but
lower local importance than either candidates Hillary Clinton (global: 0.80, local: 0.69)
or Donald Trump (global: 0.81, local: 0.70). This is due to him having more than 10
times the number of followers but writing tweets at a lower rate, as would be expected
of a sitting world leader vs. campaigning candidates. On the Canadian side, the sitting
Prime Minister, Justin Trudeau (global: 0.73, local: 0.57) also has a higher global score
than either opposition leader Rona Ambrose (global: 0.42, local: 0.63) or third-party
leader Thomas Mulcair (global: 0.62, local: 0.26), again thanks to a much higher
number of followers. On local scores, Trudeau’s messages get more attention than
those of Ambrose, but he authors less tweets, giving the latter the edge.

It thus appears that our global and local scores correctly capture the distinction
between some categories of users and models some social relationships, but allow
outliers and fails to model the politician class. This seems to indicate that there is a
distinction between our four semantic categories of celebrities, CEOs, politicians, and
random individuals, and the behaviours captured by our formulae. We thus decided to
run an automated clustering algorithm on the data points of Fig. 1. We used the
k-means clustering algorithm of IBM SPSS, and set it to discover four clusters.

The resulting clusters are presented in Fig. 2 (left), with cluster centers marked as
x. Cluster 1 (top-left) seems to be the “celebrity cluster”, and encompasses most of our
34 celebrities, as well as the CEOs of large companies (as defined by LinkedIn) and the
most internationally-influential politicians (such as President Obama). Cluster 2
(lower-left) covers mainly ordinary politicians and CEOs of small and medium
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Fig. 2. k-means generation of 4 clusters (left), and category clusters for politicians, celebrities,
CEOs, and ordinary users (right).

companies. Cluster 3 (top-right) covers politicians that are temporarily famous (in-
cluding then-campaigning Donald Trump and Hilary Clinton). Finally, cluster 4
(bottom-right) shows the lowest global influence score, and is composed mostly of
ordinary users.

To compare, we generated in Fig. 2 (right) the four clusters corresponding to the
four semantic categories of politicians, celebrities, CEOs, and ordinary users. The
results show that the celebrity cluster centre (top-left side) and the ordinary user cluster
centre (bottom-right side) in the right-hand graph line up well with the cluster 1 and
cluster 4 centres in the left-hand graph. However, the business and politician cluster
centres are not near the centres of clusters 2 and 3; these two categories are likewise the
ones divided over multiple clusters by k-means.

A final question is: is it possible to predict a user’s class based on their statistics?
To check, we collected a test set of 50 additional Twitter users: 13 politicians, 11
celebrities, 14 CEOs, and 12 ordinary users; or 20 users from cluster 1, 6 from cluster
2, 10 from cluster 3, and 14 from cluster 4. We ran two tests: a “classification” test to
sort the test users into the semantic category clusters of Fig. 2 right, and a “clustering”
test to sort the test users into the four k-means clusters of Fig. 2 left.

We computed the local and global influence of each test user with Eqgs. (1) and (2).
We then computed the Euclidean distance to each cluster center, and assigned each user
to the nearest one. We computed precision and recall for each cluster, averaged it over
all classes, and compute the F-measure of the classification. The results are presented in
Table 1. They show that the using the clusters gives almost 20% better results than
using the categories. This was expected; the categories are useful human-level con-
structs but are noisy reflections of the influence quantified by our formulae.

Table 1. Experimental results and benchmarks.

Experiment Precision | Recall | F-Measure

Our system — categorization test | 0.62 0.65 |0.64
Our system — clustering test 0.80 0.84 10.82
IARank — categorization test 0.32 043 ]0.37
IARank — clustering test 0.59 0.57 ]0.58
Klout — categorization test 0.28 0.28 10.28
Klout — clustering test 0.54 0.52 ]0.53
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We picked two systems for benchmark comparison. The first is the JARank system
of [5], which has the advantage of providing two-dimensional influence metrics like
ours. The second benchmark is the Klout system [7], which analyses 3600 features of
750 million users of 9 social networks in order to assign them a single-value influence
score. Klout scores are only available for 150 of our 285 users; they are notably
missing for almost all members of our “ordinary users” class. Our benchmark exper-
iment consisted in generating benchmark scores for all our users, using the same 234 to
discover classification cluster centres and to perform k-means clustering, and the same
50 for testing. The results are included in Table 1. As before, the clustering scores are
about 20% higher than the categorization scores. However, our metric performs sig-
nificantly better than the benchmarks in all measures.

5 Conclusion

In this paper, we have presented a new approach to modelling a user’s influence on
social networks. Our model consists of two metrics, namely the local influence the user
has on his or her immediate set of contacts, and the global influence the user has on the
entire social network. We presented both general definitions of these two metrics and
showed how to implement them for a real social network, namely the Twitter network.
Our case study using Twitter showed that our model can create clusters of users in 2D
space corresponding to their social standing, and can further be used to classify
previously-unseen users into the correct classes with an f-measure of 0.82, which is
significantly higher than benchmark algorithms.
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Abstract. There are numerous on-line communities in which people
converse about various topics and issues. It is usually necessary to moni-
tor on-line forums to ensure that conversations and content are appropri-
ate. Disturbing trends are starting to emerge, including cyberbullying,
cyber threats, on-line harassment, hate speech, and abuse — referred to
collectively as ‘toxicity’. Researchers have already started investigating
automatic and semi-automatic monitoring of social networking sites for
aspects of toxicity. We are investigating the relationship between on-line
toxicity and forum health. Specifically, we provide results of the evalua-
tion of the impact of toxicity on community health as a function of its
size, while correcting for community topic.

1 Introduction

With the rising use of the internet and other digital technologies, we are see-
ing some disturbing trends starting to emerge, including cyberbullying, cyber
threats, online harassment, hate speech, and abuse — referred to collectively
as “toxicity”. For instance, McAfee released findings from the company’s 2014
Teens and The Screen study: Exploring Online Privacy, Social Networking and
Cyberbullying. According to this study, 87% of youth in the US have witnessed
cyberbullying. When users experience toxicity, there are psychological costs to
both individuals and society. Additionally, there are revenue costs to businesses
due to lower user engagement. The goal of this paper is to study the relationship
between online toxicity and forum health.

We use Reddit as an example online forum for this study. We define online
toxicity as language involving bullying, racism, hate speech, vulgarity, fraud,
and, threats. In this paper, health is defined as a measure of user engagement
in Reddit communities or subreddits. Engagement can be used to predict both
revenue and user attitude, therefore it is a good metric for this study. Our
hypothesis is that engagement is negatively correlated with toxicity. We also
aim to study how the relationship between toxicity and health is impacted by
the nature of the subreddit. For example, the subreddit topic may determine the
baseline level of toxicity i.e. users in certain subreddits expect some toxicity while
others do not. The nature of a subreddit can also be captured by subreddit size,
and we hypothesize that subreddits of different sizes react differently to toxicity.

© Springer International Publishing AG 2017
M. Mouhoub and P. Langlais (Eds.): Canadian AI 2017, LNAI 10233, pp. 51-56, 2017.
DOI: 10.1007/978-3-319-57351-9_6



52 S. Mohan et al.

2 Background

The primary dataset for this research was Reddit 2009. Reddit is an online com-
munity forum, which is organized into subreddits by topic. Subreddits can cover
topics like science, gaming, music, books, news, movies, fitness, food, and more.
Registered community members can submit content, such as text posts or direct
links. Users can then vote submissions up or down and the submissions with
the most positive votes appear on the front page or at the top of a category.
Also, users may reply to comments. A sequence of comments and replies forms a
thread. As of 2016, Reddit had 542 million monthly visitors (234 million unique
users). The dataset is essentially a json corpus containing information like sub-
reddit name, text of the comments, timestamp, number of ups the thread has
received, number of downs the thread has received, and so on.

To label the data, we partnered with Community Sift, a leading company
in text filtering which has spent over four years building a comprehensive list
of toxic words, phrases, and n-grams using supervised learning. Community Sift
sells this list commercially to many of the largest social media and video games
sites to keep kids safe. They rate words and phrases (called rules) on a sliding
scale of risk level from 1-7, with linguistic and cultural annotation guidelines for
each level. Level 1 and 2 are words that are safe to ignore (like “table”, “sky”).
Level 3 and 4 are words that are spelling mistakes, keyboard smashing (like
“asldkjksjkl”) and words that are questionable but require context (eg. “ugly”).
Level 5 involves controversial words that might be allowed in some context but
not others. Level 6 are words that are typically considered inappropriate and
offensive whereas level 7 are very high-risk content like rape threats and abuse.

3 Forming the Feature Vectors

The goal is to study the relationship between toxicity levels and health of several
subreddits. The toxicity level of each subreddit for the year 2009 is represented
as a 52-dimensional feature vector i.e. each dimension represents the perceived
toxicity in a particular week of 2009. Similarly, the health of each subreddit
is represented as a 52-dimensional vector. We only considered subreddits that
had activity for at least half the number of weeks (i.e. 26) of the whole year.
Approximately 180 subreddits were studied for the whole year.

3.1 Forming the Toxicity Feature Vectors

We considered posts with labels of 6 or 7 as toxic posts, and all other posts
as non-toxic posts. After such classification, we considered the number of toxic
posts in a subreddit per week as well the total number of posts in that subreddit
in that week. We normalized the toxicity level by taking the ratio of these two
quantities to represent the perceived toxicity for that subreddit for that week.
We then computed the moving average of the toxicity score for each week.
The last week’s toxicity score is the average of the toxicity scores of all the weeks



The Impact of Toxic Language on the Health of Reddit Communities 53

in that year. The final feature vector for a subreddit contains the moving average
toxicity score for each week of the year 2009. Moving averages were computed
to focus on the long-term toxicity trends.

3.2 Forming the Subreddit Health Feature Vectors

Health, in this paper, is a measure of engagement. For each week and for each
subreddit, we considered the number of posts and the number of unique authors
of these posts. The number of posts definitely signify health but in some cases
a high number of posts may not represent high user engagement. For example,
when a small number of users are engaged in toxic fights, although the number
of posts shoots up, the community may be actually diminishing.

Both these features were standardized using range scaling. Thus, each week
produces two engagement scores for each subreddit. We needed to compute an
overall score for each week which accounts for both these values, since these are
both important indicators. In order to combine these two scores into a single
score, we simply added them and then mapped them to the [0,1] range by
applying the sigmoid function to the sum. Similar to the toxicity score, a moving
average is computed over the health score throughout the year. Thus the health
score vector represents the moving average for each week for each subreddit.

4 Studying the Health Impact of Subreddit Toxicity

4.1 Relationship Between Subreddit Toxicity and Health

Figure 1 shows the scatter plot of subreddit toxicity and health. Each subreddit is
represented by a different color. There are 52 points representing each subreddit,
one for each week. At lower levels of toxicity, the points are distributed all
over the y-axis i.e. subreddits exhibit the whole range of health. However, as
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Fig. 1. Health score versus toxic posts percentage (Color figure online)
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toxicity increases, the points are more concentrated at lower health values. This
phenomenon seems to suggest that when toxicity is low, other factors determine
the health of a subreddit. As toxicity increases, it becomes a major factor in the
health of a subreddit.

Two categories of subreddits are visible in this chart. The first category is one
in which toxicity level remains fairly constant throughout the year. The other
category is in which toxicity levels change significantly throughout the year. In
the first case, where toxicity levels remain constant, the health score varies in
many cases, again indicating that health is determined by other factors when
toxicity is low and stable. However, when toxicity varies, the negative correlation
is evident i.e. lower health scores correspond to higher values of toxicity.

Figure 2 shows the histogram of correlation coeflicients for all the subreddits.
About 50% of the subreddits exhibit a highly negative correlation of —0.8 and
—0.9. This confirms our hypothesis that there is a strong relationship between
subreddit toxicity and health. The bins representing high positive correlation
coefficients have the lowest frequencies in the histogram i.e. it is rare to have
high toxicity and good health and vice-versa.
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Fig. 2. Overall correlation between toxicity and health score for each subreddit

4.2 TImpact of Subreddit Nature on Health

In this section we study whether subreddit toxicity and health are dependent
upon subreddit characteristics. For example, different subreddits may generate
certain baseline levels of toxicity. As a result, although toxicity levels are high
in these subreddits, the health score is not much impacted. Similarly the size
of a subreddit may affect the relationship. In order to do so, we present a more
summarized view of the scatter plot in Fig. 3. In this scatter plot, each subreddit
is represented by a single point (instead of 52 points). The point represents the
change in toxicity and the change in health for that subreddit for the whole year.
The change is the difference in moving average scores between the last and first
weeks of 2009. The color of the points is used to represent subreddit size i.e.
the average number of posts per week. The change in scores over the whole year
allows correcting for the baseline toxicity of a particular subreddit topic.



The Impact of Toxic Language on the Health of Reddit Communities 55

L 30-

o

>

[ i

£ 20

5 cluster

2 10- Subreddit size between:
°

K= * 0-100

% o- * 100-500

fd a

o “ 500-1000

g : #1000-5000

g -10° 4 5000-10000

< 4 greater than 10000
3 -20-

I

50 0
Toxic growth over the year

Fig. 3. Growth in health score versus growth in toxic posts percentage (Color figure
online)

The scatter plot shows that most subreddits did not experience a significant
change in toxicity over the whole year i.e. most points are distributed around the
z = 0 line. However, among these subreddits, there was varying change in health
score. Some subreddits exhibited growing health while others exhibited declining
health. Interestingly, most of the subreddits with growing health were the larger
subreddits (100 or more posts per week) and while the ones with declining health
were the smaller subreddits (less than 100 posts per week). Also there were more
subreddits with growing health than with declining health. In fact, a majority of
the subreddits had their health grow by 10% or more. This observation indicates
that stable toxicity levels are more often rewarded with community growth.

When toxicity declines, health almost always grows. However, most of the
communities exhibiting toxicity decline are the smaller subreddits. It is probably
unlikely that toxicity will decline in large subreddits. Also this fact may indicate
a diminishing interest in the subreddit which ultimately leads to less toxicity.

When toxicity grows by a small amount (around 10%), health grows in many
cases. However, this holds true only for small subreddits and the growth is small
(less than 10%). Health declines for several subreddits when toxicity increases
by a small amount. Here too, the subreddits are small. Higher levels of toxicity
increase are always exhibited by small subreddits with declining health. It looks
like any increase in toxicity level limits the size of a subreddit and also its growth.
Thus there is more incentive to prevent toxicity levels from shooting up.

5 Related Work

Efforts to study the desirability of automatic monitoring of cyberbullying on
social networking sites concluded that automatic monitoring was favoured, but
specified clear conditions under which such systems should be implemented,
including effective follow-up strategies, protecting the users’ privacy and safe-
guarding their self-reliance [5].
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Machine learning techniques have been used to determine bullying words
and phrases. A machine learning-based system called “Online Patrol Agent”
was developed to detect cyberbullying in unofficial school websites in Japan [3].
In another case, researchers experimented with a corpus of 4500 YouTube com-
ments, applying a range of binary and multiclass classifiers to show that the
detection of textual cyberbullying can be tackled by building individual topic-
sensitive classifiers [2]. Similarly, another project to recognize cyberbullying con-
tent collected data from the website Formspring.me, a question-and-answer for-
matted website that contains a high percentage of bullying content [4]. Another
research hypothesized that incorporation of the users’ information, such as age
and gender, will improve the accuracy of cyberbullying detection [1]. In their
study, they investigated the gender-based approach for cyberbullying detection
in MySpace corpus and showed that author information can be leveraged to
improve the detection in online social networks.

6 Conclusions

We studied toxicity and health for 180 subreddits in the year 2009. We found
that community health and toxicity exhibit high negative correlation. In fact,
more than 50% of the subreddits we studied exhibited a negative correlation of
—0.8 or more. Although subreddits exhibited fluctuations in toxicity and health
throughout 2009, most of them had stable levels of toxicity on average. Sub-
reddits with stable toxicity levels more often witness growth in health, with the
growth percentage being higher for larger communities, regardless of the sub-
reddit topic. Small increases in toxicity may also sometimes lead to growth in
health. But large increases in toxicity always leads to health decline. These facts
combined indicate that it is worthwhile to maintain stable toxicity levels subred-
dits to ensure that they grow in size. However, the actual level that is desirable
in a subreddit may be dependent on the topic.

References

1. Dadvar, M., De Jong, F.: Cyberbullying detection: a step toward a safer internet
yard. In: Proceedings of the 21st International Conference on World Wide Web. pp.
121-126. ACM (2012)

2. Dinakar, K., Reichart, R., Lieberman, H.: Modeling the detection of textual cyber-
bullying. Soc. Mob. Web 11(02) (2011)

3. Kovacevic, A., Nikolic, D.: Automatic detection of cyberbullying to make internet a
safer environment. In: Handbook of Research on Digital Crime, Cyberspace Security,
and Information Assurance, p. 277 (2014)

4. Reynolds, K., Kontostathis, A., Edwards, L.: Using machine learning to detect
cyberbullying. In: 2011 10th International Conference on Machine Learning and
Applications and Workshops (ICMLA), vol. 2, pp. 241-244. IEEE (2011)

5. Van Royen, K., Poels, K., Daelemans, W., Vandebosch, H.: Automatic monitoring of
cyberbullying on social networking sites: from technological feasibility to desirability.
Telemat. Inform. 32(1), 89-97 (2015)



Somatic Copy Number Alteration-Based
Prediction of Molecular Subtypes of Breast
Cancer Using Deep Learning Model

Md. Mohaiminul Islam'>?, Rasif Ajwad1’2’3, Chen Chi'?,
Michael Domaratzki®, Yang Wang?, and Pingzhao Hu!-34ED

! Department of Biochemistry and Medical Genetics,
University of Manitoba, Winnipeg, Canada
{islammmb, ajwadr, chic3}@myumanitoba. ca,
pingzhao. hu@umanitoba. ca
2 Department of Computer Science, University of Manitoba, Winnipeg, Canada
{mdomarat, yang. wang}@umanitoba. ca
3 George and Fay Yee Centre for Healthcare Innovation,
University of Manitoba, Winnipeg, Canada
* Department of Electrical and Computer Engineering,
University of Manitoba, Winnipeg, Canada

Abstract. Statistical analysis of high throughput genomic data, such as gene
expressions, copy number alterations (CNAs) and single nucleotide polymor-
phisms (SNPs), has become very popular in cancer studies in recent decades
because such analysis can be very helpful to predict whether a patient has a
certain cancer or its subtypes. However, due to the high-dimensional nature of
the data sets with hundreds of thousands of variables and very small numbers of
samples, traditional machine learning approaches, such as Support Vector
Machines (SVMs) and Random Forests (RFs), cannot analyze these data effi-
ciently. To overcome this issue, we propose a deep neural network model to
predict molecular subtypes of breast cancer using somatic CNAs. Experiments
show that our deep model works much better than traditional SVM and RF.

Keywords: Bioinformatics - Classification - Genomic data - Deep learning

1 Introduction

Rather than being a single disease, breast cancer is a collection of diseases with
multiple subtypes. Breast cancer can be classified into estrogen-receptor-positive (ER+)
and estrogen-receptor-negative (ER—). A patient has ER+ breast cancer if her cancer
cells have receptors for the hormone estrogen. Classifying patients into hormone
receptor positive or negative is important for physicians because they need to determine
whether the patients need hormonal treatments or chemotherapy. With the advent of
technologies researchers were able to use gene expression profiles to identify four
intrinsic molecular subtypes of breast cancer (i.e., PAMS50 subtypes): Luminal A,
Luminal B, HER-2 enriched and Basal-like [1].

© Springer International Publishing AG 2017
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CNAs represent the somatic changes of copy numbers in a DNA sequence.
According to Beroukhim et al. [2], CNAs are predominant in different type of cancers.
It is expected that this data type can also be used to predict different molecular subtypes
(such as ER status and PAMS50 subtypes) of breast cancer using patient-specific CNA
profiles. Previously, machine learning models were built to predict these subtypes [3].
CNA profile data is a high-throughput data and traditional machine learning methods,
such as SVMs and RFs, can be easily overfitted if such high-throughput data is used
directly as an input into these learners.

Deep convolutional neural network (DCNN) based models do not use any hand
crafted features, rather they use the raw information about training samples and pro-
duce a complex form of generic features to represent the input data. Unlike SVMs and
RFs, these deep models are able to take an input vector of any length. To avoid the
over-fitting problem, deep learning provides a useful technique known as dropout [4].
Deep learning has achieved many state-of-the-art results in different computer vision
fields such as image classification [5]. Currently, deep learning methods are used to
solve different problems in bioinformatics. For example, Denas et al. proposed a
DCNN model for binding site prediction [6].

In this paper, we propose to build a DCNN based model using CNA profile-based
data to predict molecular subtypes of breast cancer: the status of estrogen-receptor
(ER+ and ER—) and the PAMS5O0 subtypes (Luminal A, Luminal B, HER-2 enriched
and Basal-like). The former is a standard supervised binary classification problem
while the latter is a supervised multi-class classification problem.

2 Deep Learning Model for the Prediction of Molecular
Subtypes of Breast Cancer

Specifically, we propose to use a deep convolutional neural network (DCNN) for the
prediction of molecular subtypes of breast cancer (Fig. 1). Our network receives a
single vector (X) as an input to the input layer of the DCNN, which is followed by
convolutional layers. Each neuron of a convolutional layer receives some input and
performs a dot product operation. These convolutional layers are considered a strong
pattern detector of local features.

The two convolutional layers (Fig. 1) are followed by a one-dimensional pooling
layer. The outputs of the convolution layers are considered low-level features. Pooling
over these features creates higher-level features that can help smooth the noisiness in
training data. This pooling layer partitions the outputs from the convolutional layers
into a set of sub-regions and for each of those regions the maximum value is taken as
an output. The pooling layer reduces the size of its input vector to decrease the large
number of parameters to be estimated, which is also useful to avoid potential overfitting
and to make model invariant to input features.

In our experiment, there is a complex non-linear relationship between the response
variable (such as the prediction score assigned to a patient for a specific molecular
subtype of breast cancer) and the predictors (such as the gene-specific CNA profiles).
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Fig. 1. Proposed architecture of DCNN. The number and size of different filters that must be
learned is shown in the figure. Here, 1 x 10 x 1 — 20 means the kernel size is 1 x 10 and this is
a one-dimensional feature while the total number of convolutional feature maps is 20. The stride
size for the convolutional layer is 1 x 1 and for the pooling layer is 1 x 2. The number of outputs
of the first fully connected layer is 250. The size of the output of the last fully connected layer
will be two for binary classification (ER status prediction) and four for multiclass classification
(PAMS50 subtype prediction).

Therefore, we use the Relu (Rectified Linear Units) layer after the pooling layer to
model this non-linear relationship. Relu performs a threshold operation as:

0 ={5.%9 0

Here, ¢ represents the input to a neuron.

To complete the higher-level reasoning of our network we use the fully connected
layer (F'1), as used in a traditional neural network, and the output of this layer can be
calculated as a matrix multiplication tailed via a bias offset. Then, we pass the output of
F1 to another fully connected layer (F2) using a Relu layer and a dropout layer as
medium. This helps our model overcome the potential overfitting problem and provides
generalizability.

The output of F2 is a K-dimensional vector (a) that provides the prediction scores
of test samples assigned to each of the classes. We use a softmax classification layer to
transform the prediction scores into probability scores. This layer implements the
softmax function using the prediction scores (a) and estimated parameters (e.g., w)
from F2 to produce k-th probability scores for test samples assigned to each of the
classes. Therefore, the probabilities that the test samples are assigned to the i-th class
can be calculated as follows:

a’w;

P(b:i|(1) :2:;7“”" (2)
k=1¢" "

Here, a”w represents the inner product of @ and w and K represents the number of
classes. We train our network using the backpropagation approach and we use softmax
loss to allow us explain the prediction results as probabilities.
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3 Experiments

3.1 Dataset

Our copy number alteration data is from the METABRIC (Molecular Taxonomy of
Breast Cancer International Consortium) project [7]. For binary classification, we have
991 samples in the training set (794 samples and 197 samples for ER positive and ER
negative classes respectively) and 984 samples in the test set. For the multiclass
classification we have 935 samples for the training set (for Luminal A, Luminal B,
HER-2 enriched and Basal-like classes we have 464, 268, 87 and 116 samples,
respectively) and 842 samples for the test set. We have three discrete copy number
calls: —1 = copy number loss, O = diploid, 1 = copy number gain in our CNA muta-
tion matrix (patients-by-genes).

3.2 Informative Feature Section for DCNN

In total, we retrieved 18,305 genes. Since different genes have different numbers of
CNAs across all patients, the genes are more informative if they have more somatic
CNAs. We calculated the CNA frequency for each of the 18,305 genes as follows:

Ncna 3)

fCNA = M

Here, fcya means CNA frequency of a gene, Ncya means the number of copy
number gains and losses of a gene and M represents the total number of samples (i.e.,
patients). We selected few cutoffs (0.0101, 0.0492, 0.0685, 0.1102 and 0.1283) based
on the five-number summary statistics (minimum, first quartile, median, third quartile
and maximum) and mean of the CNA frequency.

3.3 Construction of DCNN Model

To implement the DCNN model (Fig. 1) for both the binary and multiclass classification
tasks, we used publicly available C++ based deep learning library called CAFFE [8]. For
each of the tasks, we trained several DCNN models using different CNA frequency
cutoffs: 0.0101, 0.0492, 0.0685, 0.1102 and 0.1283. The number of genes or features
selected by the unsupervised approach at these cutoffs is 18305, 13476, 8857, 5192 and
4377, respectively. We used learning rate 0.001, batch size 64 and dropout ratio 0.5 to
train our network.

3.4 Performance Evaluation Metrics and Baseline Models

We use overall accuracy and Receiver Operating Characteristics (ROC) curve to
evaluate the performance of our DCNN classifiers. We use area under the ROC curve
(AUQC) as the quantitative measure of the ROC curve. To compare the performance of
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our DCNN models, we use two state-of-the-art supervised classification models: SVM
and RF, as our baseline models. We use two R packages known as e1071 and ran-
domForest to build SVM and RF models, respectively. For each sample we have more
than 18,000 genes while we have only ~ 1000 samples. SVM and RF are not able to
use such high-throughput data as input vectors. Using such input will result in these
models being overfitted. So, we performed nonparametric supervised Chi-square (3%)
test to calculate the significance of each of the genes. Then we selected the top (most
significant) hundreds of genes to build our baseline models.

4 Results

Prediction accuracies and AUCs based on our DCNN models using different numbers
of features selected at different CNA frequencies are shown in Figs. 2 and 3.
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Fig. 2. Overall accuracy (%) of the proposed DCNN model at different CNA frequencies
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Fig. 3. AUC of the proposed DCNN model at different CNA frequencies

In general, the somatic CNA-based profiles have much larger power to predict ER
status (binary classification) than PAMS50 subtypes (multiclass classification). The
models have highest prediction performance when all the features are used. Their
performance decreases when the number of features used in the models decreases.

The prediction results of our baseline models are shown in Table 1 (accuracies) and
Table 2 (AUCs) for binary classification (B_SVM, B_RF) and multiclass classification
(M_SVM, M_RF). The numbers in bold color mean that it is the best result among
different numbers of the selected top genes. We use an R function called multiclass.roc
to generate multiple ROC curves to compute the multiclass AUC.

Comparisons of the results (Tables 3 and 4) of our proposed DCNN models with
our baseline models clearly confirms that our DCNN models outperform the results of
SVM and RF. Tables 3 and 4 show the best result among the binary and multiclass
classifiers from Figs. 2, 3, Tables 1 and 2.
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Table 1. Overall accuracy (%)

Classifiers | Top selected genes

100 [250 | 350 | 400 |500
B_SVM |76.5|76.4|76.5|75.8|76.0
B_RF 81.5|82.7|82.7|82.3 | 81.7
M_SVM | 42.7|43.743.8|45.0 43.7
M_RF 44.847.0 1 48.6|49.5|48.6

Table 2. Area under the curve (AUC)

Classifiers | Top selected genes

100 250 |350 400 |500
B_SVM |0.693|0.686 | 0.702 | 0.702 | 0.693
B_RF 0.764 | 0.798 | 0.804 | 0.815 | 0.817
M_SVM |0.780 | 0.703 | 0.702 | 0.708 | 0.707
M_RF 0.729 |1 0.725 (0.723 | 0.715 | 0.725

Table 3. Comparison of the results for binary classification.

Classifier | Accuracy | AUC
DCNN | 84.1 0.904
SVM 76.5 0.702
RF 82.7 0.817

Table 4. Comparison of the results for multiclass classification.

Classifier | Accuracy | AUC
DCNN |58.19 0.790
SVM 45.0 0.780
RF 49.5 0.729

5 Conclusion and Discussions

In this paper, we showed that the proposed DCNN models achieve much better results
than SVMs and RFs for both binary and multiclass classification tasks. We also
demonstrated that the DCNN models can work well for data sets with larger numbers
of features than samples, which often results in overfitting in SVM- or RF-based
models. Although there are great advances using traditional machine learning models in
different bioinformatics applications, recent research including this paper shows that
deep convolutional neural networks have significant advantages over them.

We use DCNN model rather than deep belief network (DBN) because DCNN
models are more invariant to the translation of the data. DCNN can also provide a
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model which is more robust to the unwanted noisiness in the data than DBN. In our
future work, we will incorporate DBN network into our experiments for both binary
and multiclass classification.
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Abstract. Data sharing is critical due to the possibility of privacy
breaches. In contrast, it is very important to design and implement
public-spirited policies to expedite effective services and development
(e.g., public health care). This research proposes a randomization algo-
rithm for data sanitization that satisfies e-differential privacy to publish
privacy preserving data. The proposed algorithm has been implemented,
and tested with two different data sets. The obtained results show that
the proposed algorithm has promising performance compared to other
existing works.

Keywords: Differential privacy - Data anonymization - Privacy
preserving medical data publishing - Re-identification risk

1 Introduction

Removing personal identifiable information from a data set is not enough
to secure privacy of a person. As a result, anonymization algorithms are
needed to overcome these shortcomings. Ideas of interactive, and non-interactive
anonymization techniques are mentioned in [1]. In the literature, differential pri-
vacy (DP) method is widely used in interactive framework [2—4]. In the case of
a non-interactive framework, sanitized data set is published by a data custo-
dian for public use. In this research, the non-interactive framework is adopted as
this approach has a number of advantages [1,5] over its counterpart (interactive
approach).

2 Contributions

The key contributions are enlisted below:

— The proposed algorithm adopted the non-interactive model for data sanitiza-
tion and release, thus data miners have full access of the published data set
for further processing, to promote data sharing in a safe way.

— The published data set will be independent of adversary’s background
knowledge.

— Also the proposed algorithm can handle real life data sets contain categor-
ical, numerical, and set-valued attributes and keeps data usable in case of
classification.

— Reduced and/or neutralized the re-identification risk.

© Springer International Publishing AG 2017
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3 Related Works

There are various algorithms for privacy preserving data mining (PPDM) and
privacy preserving data publishing (PPDP), however, not much is found in lit-
erature that addresses the privacy preservation to achieve the goal of classifica-
tion [5,6]. Some of the recent works on privacy preserving data publishing are
reported below:

In [7], Qin et al., proposed a local differential privacy algorithm called LDP-
Miner to anoymize set-valued data. They claimed that the algorithmic analysis
of their method is practical in terms of efficiency. In [8], Fan and Jin imple-
mented two methods: Hand-picked algorithm (HPA), and Simple random algo-
rithm (SRA) which are variations of [-diversity [9] technique, and use Laplace
mechanism [10] for adding noise to make data secure. Wu et al., [11] proposed a
privacy preserving algorithm by changing quasi-identifiers, and anonymization,
and evaluated the published data using classification accuracy, and F-measure.
In [1], Mohammad et al., proposed a DP based algorithm, and measured clas-
sification accuracy of the sanitized data set. In literature, it is also found that,
several authors modified existing machine learning techniques to adopt privacy
to publish privacy preserving results e.g., classification results [12], histogram
[13] of data sets. Those methods are only useful for publishing result, but not
for publishing secure data set for sharing.

4 Problem Statement

The aim of this research is to develop a framework that satisfies differential
privacy standards [10], and ensures maximum data usability. This proposed work
has followed two phases:

— To find a feasible way to apply generalization, and suppression to sanitize
micro-data to its anonymous form that satisfies e-differential privacy.

— To keep the sanitized data usable, and accurate for the data miners for further
processing for various application e.g., data classification, and to reduce the
possibility of re-identification.

5 Proposed System and Experimental Design

The following sections will discuss implementation of the propose system, and
the experimental setup:

5.1 Privacy Constraint

In literature, it is found that many privacy preserving models suffer with different
attacks to breach privacy. In the proposed system, e-differential privacy will be
used which is capable to protect published data set from different attacks. From
literature [5,10,14], it is found that e-differential privacy is able to protect most
attacks.
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Definition (e-differential privacy): DB1 and DB2 are two data sets, and
they differ only in one element. For both data sets, DB1 and DB2, a certain
query response Rs should be the same as well as satisfy the following probability
distribution Pr:

Pr(An(DB1) = Rs)

Pr(An(DB2) = Rs)
where, An presents an anonymization algorithm. The parameter € > 0 is chosen
by the data publisher. Stronger privacy guarantee could be achieved by choosing
a lower value of e. The values could be 0.01, 0.1, or may be In2 or In3 [15]. If
it is a very small € then, e ~ 1 + e¢. To process numeric and non-numeric data
with differential privacy model, following techniques will be needed.

<ef (1)

5.2 Laplace Mechanism

Dwork et al.,[2] proposed the Laplace mechanism to add noise for numerical val-
ues, and ensure DP. The Laplace mechanism takes a database DB as input and
consists of a function f and the privacy parameter \. The privacy parameter A
specifies how much noise should be added to produce the privacy preserved out-
put. The mechanism first computes the true output f(DB), and then perturbs
the noisy output. A Laplace distribution having a probability density function

pif (5) = gxe”lel/A 2)

generates noise, where, x is a random variable; its variance is 2A? and mean is 0.
The sensitivity of the noise is defined by this formula: f(DB) = f(DB)~+lap()\),
where, lap()\) is sampled from Laplace distribution. The mechanism, f (DB) =
f(DB) + lap(%) ensures e-differential privacy. A recent publish work [16] also
proves that adding Laplace noise secures data from the adversary.

5.3 Anonymization

Data anonymization is a procedure that converts data in a new form to produce
secure data, and prevents information leakage from that data set. Data suppres-
sion, and generalization are common methods to implement data anonymization.

Generalization. To anonymize a data set DB, the process of generalization
takes place by substituting an original value of an attribute with a more general
form of a value. The general value is chosen according to the characteristics of
an attribute. For examples, profession: filmmaker, and singer are generalized
with the artist, and the age 34 is generalized with a range [30—-35). Let DB =
71,79, ...,y De a set of records, where every record r; represent the information
of an individual with attributes A = Aq, As,..., Aq. It is assumed that each
attribute A; has a finite domain, denoted by {2(A;). The domain of DB is defined
as 2(DB) = 2(A41) x 2(A3) x ... x 2(Ay).

Suppression. Suppression replaces an attribute value fully or partially by a
special symbol (e.g., “*” or “Any”), which indicates that the value has been



An Improved Data Sanitization Algorithm for PPMD Publishing 67

suppressed. Suppression is used to prevent disclosure of any value from a data
set. Figure 2 shows the taxonomy tree (TT) of the zip code suppression of two
German cities. First two digits of a code represents a city, for example the number
42 presents the City of Velbert. At the root of the TT, there is ‘any /***** and
a full zip code is placed at the leaf of that TT. Taxonomy tree depth (TTD),
plays a role in the usability of the published data.

5.4 Proposed Algorithm

Figure 1 represents the ADiffP algorithm. In the line-1, the algorithm generalizes
the raw data set to its generalize form to add a layer of privacy to prevent
data breaches. Taxonomy tree helps find the hierarchical relations between the
actual attribute to its general form. The proposed algorithm then (line-2) groups
the generalized data set based on the similarities of the predictor attributes,
and taxonomy tree. In this stage in line-3, the algorithm recalculates the initial
privacy budget based on the size of the group to add Laplace noise to that certain
group. This process repeats until noise added to all groups of the generalized
data set (line-4 to 8). As the proposed algorithm recalculate the privacy budget
depending on the size of the group, we consider this procedure as an adaptive
noise addition. As soon as the algorithm end up the noise addition process it
merges all the sub-groups to form the anonymize differential private sanitize
data set (line-9).

Algorithm 1: ADiffP Algorithm
Inputs : Raw data set: DB [Predictor attributes: Ap,., Class attribute:

Aci,
Privacy budget: ¢, Any/* *Exk
Taxonomy Tree depth (TT d): d
Output: Generalized data set DB with e-differential privacy guarantee I
1 Predictor Attribute Generalization: Ap,— Ap,., based on the [ ]

Taxonomy Tree
2 Split the generalized data set, DB, by traversing the taxonomy tree, and 20* % %k 42 ok %k %k
predictor attributes similarities i.e., DBy = DBy, UDBy, U ... UDB,,
[where, DB,,€DB, and i = 1,2,3, ...,n] v v
3 Setup initial privacy budget: e'= e/(|1;.‘+d) - o
4 START: fori=1ton 210 424
5 Count the frequency, f, of the each generalized group
6 Set the adaptive privacy budget for DB,,: e=¢l/2(|f,| + d) v v
7 Add Laplace noise to the frequency as f.+lap(1/€)
s END for 2104* 4242*
o Merge subgroups with new frequencies as DB=DBy, UDB,,U ... UDB,, v ¥
10 The output is differential privacy preserved anonymized data set, DB
11 Apply classification algorithm to classify anonymized data.
12 Evaluation of classification result 2 1044 42 42 1
Fig. 1. Proposed algorithm Fig. 2. Taxonomy tree of the zip code

of two German Cities (Hamburg mid,
and Velbert)

6 Data Sets

There are two different data sets, the Adult!, and the Doctor’s Bills data sets
(DBDS)? are used to test the proposed algorithm for sanitizing and publishing
secure data. Table 1 represents the details of the data sets.

! https://archive.ics.uci.edu/ml/datasets/Adult.
2 http://madm.dfki.de/downloads-ds-doctor-bills.
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Table 1. Data set descriptions

Data sets Numerical | Categorical | Set-valued Class
attributes | attributes attributes information

Adult 6 8 Not applicable | >50K, <50K

Doctor’s Bills | 3 3 1 >60, <60

Table 2. Classification accuracy of the Doctor’s Bill data set (Left), and the Adult
data set (right)

TTD|e =0.1]e =0.25|e =0.5|e¢ =1|e =2|e =4 TTD|e =0.1]e =0.25|e =0.5|e =1|e =2|e =4
16 |82.76 | 82.25 [ 77.53 [62.93] 70.1 |51.66 16 |83.56 | 81.69 [79.34 |75.79|75.51|75.25
12 [ 81.98 | 83.58 | 77.11 |64.38]55.13]|52.44 12 [82.14 | 81.22 [ 79.86 |76.93] 75.3 |79.21
8 |[82.38 | 80.7 |77.98(63.28[58.81| 55.1 8 |77.91| 80.93 | 80.4 |77.37|78.76(78.25
4 ]82.66| 80.95 | 76.16 |66.82] 64.8 [53.94 4 | 77.28 | 76.6 |79.24 |75.93(75.92|75.44
2 [76.04| 79.57 | 78.62 | 70.1(63.17|58.07 2 |76.09| 75.63 | 76.32|75.5|75.37|75.88

7 Results and Discussion

The sanitized, and published data set is evaluated to measure the usability in
case of data classification, and associated re-identification risk. Table 2 (left and
right), are representing the classification accuracy numerically, and the corre-
sponding graphs are presented at Figs. 3, and 4. There are five sets of experiments
completed at different values of taxonomy tree (TT) depths, d=2, 4, 8, 12, and
16. For every TT depth d, values of € are changed to 0.1, 0.25, 0.5, 1, and 2 to
generate the sanitized data set. Then, the decision tree classifying algorithm C4.5
(J48 in Weka) [17] has been used to classify (10 folds) the sanitized data sets. By
varying the parameters d, and €, each experiment runs for five times to produce
anonymized data, then classify them to measure the accuracy. After five runs, we
average (arithmetic mean) the classification accuracy, and reported in this paper.

There is always a tradeoff between, usability of data, and the imposed privacy
constraint. At the lower values (say 2 or 4) of d the data set is too generalized
(please see the taxonomy tree in the Fig. 2), so, the low classification accuracy is
expected. On the other hand, lower values of privacy budget, € provide stronger
privacy [18] in making the data secure. The proposed algorithm achieved above
83% of classification accuracy at the lowest value of ¢ = 0.1 with the higher
values of d, for example 16, 12, and 8.
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The performance of the proposed algorithm, ADiffP, has compared with
five other anonymization algorithms: DiffGen [1], k-anonymity (k = 5), k-Map
(k = 5), d-Presence (0.5 < § < 1.0), and (e, d)-Differential Privacy (e = 2,d =
le — 6) algorithms [19,20]. The implementations of those mentioned algorithms
are adopted from the [1], and the ARX-Powerful Data Anonymization Tool [20].
In case of Decision Tree classifier, ADiffP algorithm showed better performance
compared to five other algorithms. Figure5 is presenting the comparison of the
accuracy among ADIffP and five others algorithms for the Adult, and the Doc-
tor’s Bill data sets.

B ADIiffP B5-Anonymity #5-Map Md-Presence [ (e,d)-Differential Privacy EIDiffGen

%0
8356 8116 829 5159 oo 8276

Adult Decision Tree (10 folds) Doctor's Bill

Fig. 5. Comparisons among proposed algorithm and five other algorithms

The published data sets are also tested with three different attack models
[19,20] called Prosecutor, Journalist, and Marketer attacker models showing that
the Adult data set has only 0.0001%, and the Doctor’s Bill data set has only
0.002% risk of re-identification. The risk of the re-identification is very low, thus
the published data is safe, and sanitized.

8 Conclusion

This research proposes a new algorithm called ADiffP that utilizes generalization,
suppression techniques, and Laplace noise in an adaptive way for generating and
publishing anonymized data set from a micro data set. Also, AdiffP ensures e-
Differential Privacy guarantee. While working with this algorithm, the Adult
(benchmark) data set, and a new data set called Doctor’s Bills data set, are
used to perform experiments for testing, and evaluating the performance of the
proposed algorithm. Experiments indicate that the proposed ADiffP algorithm
is capable of publishing useful anonymized data set.
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Abstract. Bipartite data is common in data engineering and brings
unique challenges, particularly when it comes to clustering tasks that
impose strong structural assumptions. This work presents an unsuper-
vised method for assessing similarity in bipartite data. The method is
based on regular equivalence in graphs and uses spectral properties of
a bipartite adjacency matrix to estimate similarity in both dimensions.
The method is reflexive in that similarity in one dimension informs simi-
larity in the other. The method also uses local graph transitivities, a con-
tribution governed by its only free parameter. Reflexive regular equiv-
alence can be used to validate assumptions of co-similarity, which are
required but often untested in co-clustering analyses. The method is
robust to noise and asymmetric data, making it particularly suited for
cluster analysis and recommendation in data of unknown structure. (An
extended preprint of this paper is available at arxiv.org/abs/1702.04956.)

In bipartite data, co-similarity is the notion that similarity in one dimension
is matched by similarity in some other dimension. Such data occurs in a many
areas: text mining, gene expression networks, consumer co-purchasing data and
social affiliation. In bipartite analyses, co-clustering is an increasingly prominent
technique in a range of applications [11], but has strong co-similarity assump-
tions. One example of co-similar structure is in text analysis where similar words
appear in similar documents, where there is assumed to be a permutation of the
word-document co-occurrence matrix that exposes co-similarity among words
and documents [4]. The work here describes a way to assess co-similarity using
regular equivalence [8] with a reflexive conception of similarity that accommo-
dates nodes’ (data-points) local structures. This assessment is a kind of pre-
condition for co-clustering: if there is little co-similarity, co-clustering will yield
a poor clustering solution. Assessing co-similarity will produce similarity in one
dimension to expose potential clustering without requiring it across dimensions.
This is particularly useful for asymmetric data when a non-clustered dimen-
sion informs, but does not reciprocate clustering in the other. Whereas as co-
clustering finds clusters across dimensions, our method provides a decoupled
solution in each mode. Reflexive regular equivalence is able to quantify how
much one dimension informs similarity in the other. Additionally, our results
show that by incorporating local structures, it can better overcome noise and
accommodate asymmetry.
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Background. Measuring co-similarity amounts to calculating similarity in two
dimensions. In a graph setting, this can be done with bipartite generalizations
of regular equivalence [1,5], which measure similarity based on the similar-
ity of neighboring nodes. Bipartite regular equivalence makes sense of within-
dimension reqularity and between-dimension structure. As we will see, allowing
the inter-dimensional structure to be “reflexive”, as defined below, greatly helps
assess co-similarity. Specifically, we conceive of bipartite data as a two-mode
network. In simple networks, vertex similarity can be measured using pairwise
metrics like the Jaccard index, the cosine of a pair’s connectivity patterns, their
correlation or simply the overlap of neighbors. Recent efforts have sought to
account for structure beyond nodes’ immediate neighbors. Regular equivalence
proposes that nodes are similar to the extent their neighbors are similar [8], a
method common in social network analysis [7].

Fig. 1. With the same network (left; a) a biclustering solution yields partitions that
group vertices in both modes. On the right (b) is a hypothetical grouping based on sim-
ilarities produced by reflexive regular equivalence; there may not be a mapping between
clusters in each mode and groupings are exposed by similarity, not by partitioning.

In a social setting, co-similarity was formalized by Ronald Breiger in 1974
where similar people were found to participate in similar groups [2]. With
the adjacency structure, A, of people x groups, similarity can be measured as
Speople = AAT and Sgroups = AT A. Such multi-modal conceptions of social struc-
tures are now common in models of social search and recommendation [6,10].
Our method extends regular equivalence and Breiger’s notion of co-similarity.
Crucially, it considers structural equivalence by adding contributions from local
transitivity — two nodes are similar if their neighbors are similar within and across
dimensions. Our goal is not to find partitions that optimally group nodes across
dimensions, but to measure similarity in each mode of the data using informa-
tion from the other. Only by extension, may any clustered structure be revealed
in the data. Figure 1 depicts a bipartite network and hypothetical co-clustering
solution (a) and a potential solution based on reflexive regular equivalence (b).
Though different from our method, co-clustering algorithms have much in com-
mon with reflexive regular equivalence. Co-clustering algorithms yield partitions
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across modes that group self-similar rows with self-similar columns, and assume
co-similarity just as clustering assumes similarity. Reflexive equivalence assess
co-similarity, which may justify a co-clustering strategy. For examples of co-
clustering algorithms that implement related notions of similarity see [3,9,12].

Method. Our reflexive equivalence method is an unsupervised approach to
measuring vertex similarity in a bipartite network. This notion is equivalent to a
pairwise similarity metric that operates on row- and column-vectors of the adja-
cency structure in bimodal data. Bipartite networks are equivalent to what are
normally treated as rows and columns in a matrix. Our method iterates between
each mode incorporating information from the other. There is no restriction to
binary-valued data: edges may be weighted.

Let G be a bipartite graph with two sets of nodes, V and V' and A be the
adjacency matrix in which A;; > 0 represents how strongly ¢ € V is connected
to j € V'. Let S be a square |V| matrix where entry S;; is the similarity between
iand j in V, and S” be a square |V’| matrix where S}; is the similarity between
i and j in V’. Assuming the similarity of ¢ and j in one mode is informed by
similarity between neighbors of ¢ and any neighbor of j in the other mode, then

Sij =Y AndjiSi, (1)
k l
S =23 AwiAijSh, (2)

ko1

This provides a procedure for inferring similar nodes in the adjacency matrix.
Starting from randomly initialized S and S’, Eqs. 1 and 2 can be applied itera-
tively until convergence of ||S||r and ||.S’||¢. This formulation, however, treats all
neighbors equally, regardless of their structural importance to the pair of nodes
in question. Thus, we weight similarity between common neighbors more than
non-common neighbors. Denoting neighbors of ¢ and j by I'; and I'; respectively,
we define this similarity as follows:

Sij=0-a > S Su+ > > Sul+ > > Sw

ke(I;—IynIy) lely kelNC;le(I;—I;NI) kelNl; lel;NIy
/
Sy=0-al 3 D Swt >3 Swlt > 3 Sw
ke(ls—IynIy)lel; keliNC;le(I;—IyNI) kelyNIy lelNTy

This combines structural equivalence, regular equivalence and reflexivity into
a single model. A parameter o balances the contribution of non-common and
common neighbors. Rearranging the terms, the equations can be rewritten as

Sij = (1 — Oé) Z Z AikAle]lcl + Z Z AikAjchilAle]/gl; (3)
k l k l

Si;=(0-a) Z Z ApiAyj S + o Z Z Api Ay A Ay S, (4)
l k l

k
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or in matrix form:

S=(1-a)AS'AT +a(A® AT)- S - (A AT, (5)
S=(1-a)ATSA+a(AT®A)-S- (AT A)T, (6)

where (+) is the conventional inner product defined in tensor algebra. Equations 5
and 6 compute reflexivity between the two dimensions and the effect of local
structure is controlled by «. When a = 0, the method is a bipartite form of
regular equivalence. As « increases, similarity between common neighbors plays
a larger role. A is normalized prior to applying the algorithm, and S and S’ are
normalized after every iteration by their Li-, Lo- or Ls.-vector norm.

Results. We evaluated the method on data with known structure. A set of semi-
random n X m versions of A were generated with diagonal blocks of random sizes:
the resulting similarity matrices should have diagonal blocks proportional to the
row- and column-wise block sizes in A. The test is to run the algorithm on
randomly permuted data, A, after which if we apply the original ordering of A
to S and 9’. The solution is then assessed as

1 P |
oIS = Sl gy

Here, p is simply the mean difference between results on A and /1, and in the
perfect case will be 0. We compare reflexive similarity to three pairwise metrics
operating on the rows and columns of A. The results show that reflexive variants
perform marginally better (Fig. 2b); « had no effect, which is expected given all
node interactions are purely local.
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Fig. 2. (a; left) Similarity of A should produce results similar to those computed for
A. (b; right) Performance (u; lower is better) on A using variants of reflexive similarity
method. Error-bars are £2 s.e. of the mean over ten versions of A.
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Robustness to Noise. Because real-world data is often noisy, we evaluated the
method with noise added to A of the form N(0,0) to produce A. Note that
adding noise breaks the element-wise symmetry of A but the underlying block-
structure remains symmetric. Figure 3 shows results with respect to noise, nor-
malization variant and «. With little noise, the L,,-norm variant outperforms
other methods when o > 0.5. As noise is increased, pairwise metrics perform
worse, as do the reflexive methods with o = 0. This confirms that our method
is well-suited to finding co-similarity structure in both dimensions of noisy data

where the L., variant with o = 1 performs best.
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Fig. 3. Performance (u; lower is better) with respect to noise, o, in A for different
values of a.. Error-bands are 4+2 s.e. of the mean over ten versions of A.

Unbalanced Co-similarity. Because clusters exposed by similarity in S and S’
are not coupled as they are in co-clustering tasks, reflexive similarity is able
to find unbalanced co-similarity structure. With this kind of data, the reflexive
method should produce similarity matrices with different structure. For this task,
another set of semi-random versions of A were generated with random unbal-
anced block structure, which were then randomly permuted to get A. Results
on A were compared to results from A. Figure 4a shows the results on variants
of reflexive regular equivalence and the pairwise metrics. Results show that all
variants of reflexive similarity outperform the pairwise metrics, but that neither
normalization choice nor o make significant difference.

The parameter « is crucial to our method’s ability to overcome noise in
symmetric data. The same task was run on asymmetric data with added noise.
Figure 4b shows performance with different noise levels. The results show that
after adding a small amount of noise, the reflexive variants significantly outper-
form pairwise metrics. In particular, for low levels of noise, the Lo,-norm variant
performs best, but for higher levels (o > 0.2) the L;- and La-norms are better.
In all variants, higher values of « yield better performance. This suggests local
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Performance on A

— Ref. Max — Ref. L2 - Jaccard
— Ref. L1 — - Cosine ++-+ Correlation
oooal T so6w || — | | = 5
Performance on A < B IS
— Ref.Max — Refl2 - Jaccad | = qo0mol || """ TT777
— Ref.ll  -- Cosine - Correlation 0.002f 1 \
_ \
0.005F 0.000
< | TTittooiiooooo 0.004}
0.003f ~ T T T
0.002
0.001 0000 v o P SR
Y80 02 04 06 08 10 0.0 02 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
@ a a [e%

Fig. 4. (a; left) Performance on ten versions of A with unbalanced structure and, (b;
left) with varying amounts of noise.

structure is useful even when co-similarity is asymmetric. Overall, the evalua-
tions show that when the structure of A is known, reflexive similarity is able to
leverage inter-dimensional similarity in noisy and asymmetric data to provide
better results than methods restricted to one dimension.

Discussion. Co-clustering analysis often employs trial-and-error when assess-
ing similarity. There are two problems with this: a priori estimates of the number
of clusters can be hard to make, and clusters may not be coupled across dimen-
sion. Reflexive regular equivalence offers a way to attenuate inter-dimensional
structure and local transitivities in similarity calculations. The results show this
is particularly important in noisy data. The method also offers a way to vali-
date co-similarity assumptions: if the same permutation for S and S’ exposes
block structure in each, then A is co-similar. By varying «, one can enhance or
reduce the contribution of local equivalence, essentially backing off to spectral
similarity. In this way, our method offers a way to measure co-similarity across
dimensions, helping confirm assumptions of co-similarity.

References

1. Borgatti, S.P.: 2-mode concepts in social network analysis. In: Encyclopedia of
Complexity and System Science, vol. 6 (2009)

2. Breiger, R.L.: The duality of persons and groups. Soc. Forces 53, 181-190 (1974)

3. Codocedo, V., Napoli, A.: Lattice-based biclustering using partition pattern struc-
tures. In: ECAI 2014, pp. 213-218 (2014)

4. Dhillon, I.S.: Co-clustering documents and words using bipartite spectral graph
partitioning. In: Proceedings of the SIGKDD 2001, pp. 269-274 (2001)

5. Doreian, P., Batagelj, V., Ferligoj, A.: Generalized blockmodeling of two-mode
network data. Soc. Netw. 26(1), 29-53 (2004)



10.

11.

12.

Reflexive Regular Equivalence for Bipartite Data 7

Gerow, A., Lou, B., Duede, E., Evans, J.: Proposing ties in a dense hypergraph
of academics. Social Informatics. LNCS, vol. 9471, pp. 209-226. Springer, Cham
(2015). doi:10.1007/978-3-319-27433-1_15

Gnatyshak, D., Ignatov, D.I., Semenov, A., Poelmans, J.: Gaining insight in social
networks with biclustering and triclustering. In: Aseeva, N., Babkin, E., Kozyrev, O.
(eds.) BIR 2012. LNBIP, vol. 128, pp. 162-171. Springer, Heidelberg (2012). doi:10.
1007/978-3-642-33281-4_13

Leicht, E.A., Holme, P., Newman, M.E.: Vertex similarity in networks. Phys. Rev.
E 73(2), 026120 (2006)

Pensa, R.G., Ienco, D., Meo, R.: Hierarchical co-clustering: off-line and incremental
approaches. Data Min. Knowl. Disc. 28(1), 31-64 (2014)

Shi, F., Foster, J.G., Evans, J.A.: Weaving the fabric of science: dynamic network
models of science’s unfolding structure. Soc. Netw. 43, 73-85 (2015)

Tanay, A., Sharan, R., Shamir, R.: Biclustering algorithms: a survey. Handb. Com-
put. Mol. Biol. 9(1-20), 122-124 (2005)

Teng, L., Tan, K.: Finding combinatorial histone code by semi-supervised biclus-
tering. BMC Genom. 13(1), 301 (2012)


http://dx.doi.org/10.1007/978-3-319-27433-1_15
http://dx.doi.org/10.1007/978-3-642-33281-4_13
http://dx.doi.org/10.1007/978-3-642-33281-4_13

Investigating Citation Linkage with Machine
Learning

Hospice Houngbo®™) and Robert E. Mercer

Department of Computer Science, The University of Western Ontario,
London, ON, Canada
hhoungbo@uwo.ca, mercer@csd.uwo.ca

Abstract. Scientists face the challenge of having to navigate the deluge
of information contained in the articles published in their domain of
research. Tools such as citation indexes link papers but do not indicate
the passage in the paper that is being cited. In this study, we report
our early attempts to design a framework for finding sentences that are
cited in a given article, a task we have called citation linkage. We first
discuss our building of a corpus annotated by domain experts. Then,
with datasets consisting of all possible citing sentence-candidate sentence
pairs, some deemed not to be cited and others deemed to be by the
annotators with confidence ratings 1 to 5 (lowest to highest), we have
built regression models whose outputs are used to predict the degree
of similarity for any pair of sentences in a target paper. Even though
the Pearson correlation coefficient between the predicted values and the
expected values is low (0.2759 with a linear regression model), we have
shown that the citation linkage goal can be achieved. When we use the
learning models to rank the predicted scores for sentences in a target
article, 18 papers out of 22 have at least one sentence ranked in the top
k positions (k being the number of relevant sentences per paper) and
10 papers (45%) have their Normalized Discounted Cumulative Gain
(NDCG) scores greater than 71% and Precision greater than 44%. The
mean average NDCG is 47% and the Mean Average Precision is 29%
over all the papers.

1 Introduction

An academic research paper is distinguished by it being part of a research mosaic.
In research literature, the writer is obliged to place the research contribution of
the current article in its research context. The method to achieve this place-
ment is to refer explicitly to other research works. References to other works
are then manifested as citations. Citations are thus an important instrument for
connecting the ideas in the research literature.

This importance has led to a variety of tools to assist researchers. For
instance, citation indexes, an idea conceived in 1964 [6], contain a subset of all
of the citations in research articles. More recently, methods have been proposed
to classify the purpose of a citation [7,15]. Potential uses of citations include
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M. Mouhoub and P. Langlais (Eds.): Canadian AI 2017, LNAI 10233, pp. 78-83, 2017.
DOI: 10.1007/978-3-319-57351-9_10



Investigating Citation Linkage with Machine Learning 79

multiple article summarization [13] and the tracking of scientific argumentation
[12] across multiple papers. Citations, when used in science research papers, cite
papers, so some of the more sophisticated uses of citations are not immediately
realizable because of the coarse granularity of the citation itself. Being able to
extract this span of text in the referenced article which is significantly smaller
than a complete paper, a paragraph or a sentence or a set of sentences, say,
would be beneficial for some of the more complex applications mentioned above.

This work aims at investigating how to determine the target sentences that
citation sentences in science research papers refer to in a given cited paper.
We call this operation citation linkage and believe that this is a very practical
problem that can be solved using machine learning and information retrieval
techniques. The contribution of our work in this paper is twofold. We have pro-
vided the Computational Linguistics research community with an initial corpus
of 22 biochemical research articles annotated with citation target sentences by
two graduate students with biochemistry knowledge. We have also investigated
machine learning techniques for text matching applied to the citation linkage
context. We test with two regression models using a feature pool comprising
many similarity measures to predict the degree of similarity between citation sen-
tences and their candidate target sentences. The rest of this paper is organized
as follows. The next section reviews some related works. In Sect. 3, a detailed
methodology of the citation linkage task is presented. In Sect. 4, the results are
described. We conclude the paper by a summary and directions for future work.

2 Related Work

Many state-of-the-art text similarity detection techniques use linear combina-
tions of text similarity measures. For instance, two corpus-based and six know-
ledge-based measures were tested in [11]. A method for measuring the semantic
similarity between sentences or very short texts, based on semantic and word
order information was presented in [10]. [9] used string similarity and semantic
word similarity, and common-word order similarity. The authors of [1] used a
hybrid method that combines corpus-based semantic relatedness measures over
the whole sentence along with the knowledge-based semantic similarity scores
that were obtained for the words that belong to the same syntactic role labels in
both sentences. Furthermore, a promising correlation between manual and auto-
matic similarity results were achieved in [3] by combining similarity between
sentences using N-gram based similarity, and the similarity between concepts in
the two sentences using a concept similarity measure and WordNet. Also, the
similarity detection system called UKP [2] used string similarity, semantic sim-
ilarity, text expansion mechanisms and measures related to structure and style.

3 Methodology

We discuss the following contributions below: the construction of a corpus, the
development of a machine learning model and the ranking of chosen candidate
sentences by the model to see how they compare with the annotation.
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3.1 Building of a Citation Linkage Corpus

The text in which a citation occurs can span one or more sentences in the paper.
In this study, this span is limited to one sentence, and the linkage task is assumed
to be a sentence-level matching operation. An expert reads a citation sentence
taken in isolation and determines the candidate sentences that have been cited
in a reference paper. After candidate sentences are selected, the expert gives a
confidence rating for each candidate sentence, 1 (lowest) to 5 (strongest).

We have chosen the papers to annotate from the open-access BioMed Cen-
tral’s research articles corpus in such a way that they belong to a citation network
that shows the links between cited and citing papers. Annotators’ feedback has
been collected. It indicates that candidate sentences were chosen based on sur-
face level similarity as well as non-explicit factors such as background domain
knowledge and inference from the surrounding text.

We have limited the current research to the biomedical domain (experimental
biochemistry, in particular) and our final corpus is curated with papers from
this domain. We also chose to work only with citing sentences that referred to
experimental methodology since we hypothesized that the language in the cited
sentences would be less linguistically varying. Starting with 26 papers, the final
corpus is comprised of 22 papers. This resulted after an analysis and removal
of four papers that have non-zero similarity scores ranging from 1 to 2. They
seemed to be review papers rather than descriptions of experiments.

The final 22 papers have a total of 4258 sentences and 22 citations. These
citation-sentence pairs were annotated with the following ratings (0 meaning
the annotator indicated that the sentence is not being cited by the citation,
and numbers 1-5 giving the annotators’ confidence that the citation is citing
the sentence). These statistics are given as triples: (rating, number of candidate
sentences with that confidence rating, proportion of total sentences): (0, 4049,
95%), (1, 44, 1.33%), (2, 42, 0.98%), (3, 42, 0.98%), (4, 48, 1.13%), (5, 33, 0.77%).

3.2 Building Learning Models

We test our hypothesis with a multi-linear regression and SVM regression with
the linear kernel by combining the scores of similarity measures between pairs of
sentences. These pairs comprise the citation sentences and individual sentences
from the target paper. The resulting feature vector is assigned the rating value
given by the annotator. We used the implementation of both algorithms provided
by the open-source Java-based machine-learning library Weka 3.7 [8].

3.3 Feature Pool

We use the following three types of similarity measures for features. The first
type are distance and term-based features: the number of non-stop words
in common between two sets, JaroWinkler, edit distance, longest common
sequence of characters, cosine of angle between texts represented as vectors,
ROUGEW, ROUGES, ROUGEN, Jaccard, and QGram. The second set are
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knowledge-based features using WordNet to measure word-to-word similarity:
Lin’s method, Resnik’s method, and a path-based method. The third group is a
corpus-based feature using the TASA corpus LSA-based word-to-word similarity
model [14].

All the features are combined into three sets: distance and term-based fea-
tures only (System 1), distance and term-based and knowledge-based features
(System 2), all features (System 3).

4 Results and Discussion

We use five datasets, one with the six rating categories 0-1-2-3-4-5, and four
others built by combining the ratings in the following patterns: 0-1-2-3-45, 0-12-
3-45, 0-123-45, and 0-12345. Evaluation is performed by computing the Pearson
correlation coefficient between the annotators’ ratings and the scores produced
by the machine learning algorithms, SVM Regression and Linear Regression.

Table 1. Evaluation of the five datasets

Data System 1 System 2 System 3
SVMReg | LinearReg | SVMReg | LinearReg | SVMReg | LinearReg
(r) (r) (r) (r) (r) (r)
0-1-2-3-4-5 | 0.2016 0.27 0.1862 0.2652 0.2183 0.2759

0-1-2-3-45 |0.2136 0.2658 0.1852 0.2614 0.2018 0.2737
0-12-3-45 ]0.1926 0.2667 0.1816 0.2651 0.1613 0.2762
0-123-45 | 0.1521 0.2443 0.1968 0.2426 0.1837 0.2711
0-12345 0.1521 0.2443 0.1968 0.2426 0.1848 0.2442

Table 1 shows that the best results are obtained with Linear Regression when
distance-based, knowledge- based, and corpus-based features are used (System
3). Also, in this column dataset combinations with the patterns 0-1-2-3-4-5, 0-1-
2-3-45, 0-12-3-45, 0-123-45 show similar performances (maximum value of 0.2762
(low correlation)). The citing sentences chosen in this study are sentences dis-
cussing (experimental) Methods. When considering only the candidate sentences
that can be categorized as Method sentences, we are able to improve the best
Pearson correlation coefficient to 0.4217 (medium correlation) for System 3.

Because the linear regression model using System 3 features performed the
best, we chose that model as the ranking algorithm for the linkage operation. In
order to rank the sentences in a target paper, we performed a Leave-One-Out
cross validation by building a learning model with 21 papers. The resulting model
is then used to predict the scores for the citation-sentence pairs in the target
paper. To determine the effectiveness of the result, we compare the ranked scores
with the ratings given to the candidate sentences by the annotators. Two eval-
uation metrics are used: the Normalized Discounted Cumulative Gain (NDCG)
score at top k, and the precision at top k score. The mean average NDCG is
0.46740 and the mean average precision is 0.2949 for the 22 papers.
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Most of the features used to build the learning models rely on word overlap
techniques or some of their variants in the computation of the similarity scores
between citation sentences and their targets. We noticed in our results that fewer
sentences rated 5 and 4 have been rated as a 0 compared to those rated 3, 2
and 1. However, only 51% and 46% of the 5s and 4s are found, suggesting that
there is still room for improvement. Annotator’s comments suggest that higher
rated candidate sentences share common surface level information with citation
sentences. We might expect citation linkage to be more straightforward in many
of such cases. This may also suggest that the 1s, 2s, and 3s may also require
biochemical knowledge and more background information for the linkage to be
effective.

The results that we have obtained compare favourably with previous works
that match citation sentences and related cited papers. In [5], an attempt to
match citation text and cited spans in biomedical literature proved to be a
difficult task with limited performance. In that work, a matching candidate can
be formed by more than one sentence and relevant spans can overlap. Their best
performing system achieved only 0.224 precision. However, the authors reported
promising results with query reduction to noun phrases and UMLS expansion. A
comparison with our results suggests that citation sentence reformulation might
be of great value in most cases. However, the current study can only partially be
compared to [5] as they limit their work to only binary relevance. Also [4], uses
similar techniques for citation-based summarization of biomedical literature and
shows that such a task is difficult compared to regular text retrieval tasks.

5 Conclusions and Future Work

In this study we have shown that the matching operation between citation sen-
tences and cited sentences can be reasonably performed. We have presented the
citation linkage problem as a machine learning task and showed that a number
of higher rated target sentences can be matched using linear regression mod-
els. This study has focused on sentence-to-sentence matching, because most text
applications are primarily concerned with individual sentence units. However a
citation context can span many sentences and consequently, the target text can
comprise more than one sentence.
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Abstract. Online auctioning has attracted serious fraud given the huge amount
of money involved and anonymity of users. In the auction fraud detection
domain, the class imbalance, which means less fraud instances are present in
bidding transactions, negatively impacts the classification performance because
the latter is biased towards the majority class i.e. normal bidding behavior. The
best-designed approach to handle the imbalanced learning problem is data
sampling that was found to improve the classification efficiency. In this study,
we utilize a hybrid method of data over-sampling and under-sampling to be
more effective in addressing the issue of highly imbalanced auction fraud
datasets. We deploy a set of well-known binary classifiers to understand how the
class imbalance affects the classification results. We choose the most relevant
performance metrics to deal with both imbalanced data and fraud bidding data.

Keywords: In-Auction Fraud - Shill bidding - Imbalanced fraud data - Data
sampling - Binary classification - Performance metrics

1 Introduction

The e-auction industry has greatly encouraged the buying and selling of goods and
services. This sector, which involves million of dollars, makes it however very
attractive to fraudsters. The scope of criminal activities ranges from selling illegitimate
products to inflating the price of products to non-payment of delivered products. As per
the Internet Crime Complaint Center, auction fraud is one of the most frequently
reported cybercrimes. It is very difficult to detect fraud happening during the bidding
process that is In-Auction Fraud (IAF), such as shill bidding, bid shielding and bidder
collusion. Shill bidding, which leads to money loss for the winner of an auction, is the
hardest IAF to detect due to its similarity to usual bidding behavior. According to
numerous empirical studies being done over the years in detecting shill bidding in
commercial auctions [Ford2012, Nikitkov2015, Sadaoui2016], this fraud is very
common. Researchers examined shill activities along with the history of users to
develop efficient fraud detection systems [Ford2012, Sadaoui2016]. A successful
detection of IAF requires two important aspects: (1) dealing with the tremendous
amount of information about bidders, sellers and auctions. In auction sites, hundreds of
auctions operate simultaneously; (2) learning from existing fraudulent data character-
istics to classify unseen data. These requirements can be addressed with Machine
Learning Techniques (MLTs). Several supervised MLTs, such as Naive Bayes,
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Decision Trees, Random Forests, Neural Networks and Support Vector Machines, have
been deployed to handle fraud in industries, like credit cards, telecommunication,
banking insurance, e-auctions and power utility. One of the biggest challenges in fraud
classification is the class distribution factor that denotes the ratio of training instances
present in each of the class categories. Whenever the two numbers differ a lot, i.e. one
class (negative) contains more instances than the other class (positive), the training
dataset is said to be highly imbalanced. There are several common areas that suffer
from the issue of class imbalance, including fraud detection, medical diagnosis, net-
work intrusion detection and oil spill detection.

Learning from training data that are highly imbalanced is erroneous since MLTs
often misclassify the minority events as majority ones [Koknar-Tezel2009]. This is a
serious concern in the fraud detection domain because the minority instances i.e.
fraudulent activities are misclassified as normal. In auctions, once actual shill bidders
have been predicted as honest ones, they can never be tracked thereafter. Several
studies have been devised to fight shill-bidding crimes using MLTs but did not address
the class imbalance of their fraud datasets. Various techniques have been introduced to
correctly classify highly imbalanced datasets such as data sampling methods that have
been proven to increase the classification performance [He2009, Koknar-Tezel2009].
In this research, based on commercial auction data, we first apply a hybrid data
sampling method (over-sampling and under-sampling) to handle our highly imbalanced
auction fraud dataset and also to improve the classification efficiency. After labeling the
IAF training data with a robust clustering technique, we deploy three well-known
baseline classifiers, Naive Bayes, Decision Trees and Neural Networks. It is worth
mentioning that labelled shill-bidding datasets are lacking and unavailable. To have a
better idea about the learning performance of each classifier, we employ four metrics
that are the most relevant for both fraud data and imbalanced data. Next, we examine
how the classifier performance changes before and after the sampling process is applied
to the auction fraud dataset. We will determine which classifier achieves the lowest
misclassification rate of suspicious bidders. The consequence of misclassifying
fraudsters as normal is serious.

2 Hybrid Sampling of Imbalanced IAF Data

Imbalanced training data can lead to several problems regarding the output of the
classification model [Ganganwar2012] as explained below: (1) The classifier assumes
that the samples are uniformly distributed, which is false in this case; (2) The classi-
fication model is biased towards the dominant class; (3) Since the classification eval-
uation is accuracy driven, it does not portray the correct picture from the minority class
perspective; (4) The costs of misclassifying instances from all the classes are consid-
ered equal, which again is not acceptable since the misclassification cost should be
more for the class of interest that is the set of fraudulent instances. As an example, if
among 100 samples, 95 are negative and 5 are positive, the classifier predicts all data as
negative. So, the accuracy is 95% since all the 95 negative samples are classified
correctly but the accuracy for the positive class is 0% as none of the samples among
those 5 is correctly classified [Chawla2002]. This is called ‘Accuracy Paradox’, which
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means the model rather than depicting its accuracy is actually reflecting its class
distribution [Brownlee2015]. Two different approaches have been introduced to handle
the imbalanced classification issue:

e Data sampling that is either over-sampling the minority class, or under-sampling the
majority class, or both. This process is also called ‘re-sampling’.

e Cost-sensitive learning that is assigning weights or costs to the classes. For instance,
we can allocate a higher cost to the positive class, which is the most important class
in fraud detection problems.

In any real-world fraud detection scenario, the number of negative instances, which
refers to legitimate records, far outnumbers the number of positive instances, which
refers to illegitimate records. The ratio of negative to positive instances may vary as
much as 100:1 [Provost2001] in the fraud domain. In our particular case of auction
fraud, the number of “normal” instances (honest bidding behavior) exceeds the number
of “suspicious” instances (shill bidding behavior). An instance here denotes the mis-
behavior of a bidder in a certain auction. So to deal with this imbalanced learning
problem, we need to select the best strategy. For our auction fraud classification task,
we choose data sampling over cost-sensitive learning due to the reasons below
[Weiss2007]:

e Sampling methods perform with somewhat similar effectiveness, if not better, than
that of cost-sensitive learning.

e Cost-sensitive learning algorithms are efficient when processing very large training
datasets, and on comparatively moderate size of datasets, like that of ours,
cost-sensitive learning does not work well.

e In cost-sensitive learning, determining the cost depends on the problem domain and
it is considered a challenging task.

Over-sampling and under-sampling techniques have been widely adopted in the liter-
ature. Again, it was seen that neither of them is a clear winner, and which kind of
sampling that yields to better results largely depends on the training dataset on which it
is applied to [Weiss2007]. Additionally, the hybrid strategy of over-sampling and
under-sampling arguably works better than either one [Chawla2002]. Thus instead of
selecting any one method, we employ a hybrid of the most used over-sampling and
under-sampling schemes to balance our IAF training dataset: Synthetic Minority
Over-sampling Technique (SMOTE) and SpreadSubsample. SMOTE over-samples the
original dataset by creating near-duplicates of the minority class and inversely
SpreadSubsample under-samples the dominant class. SMOTE has been proven to
enhance the learning rate of the rare events. When compared to other over-sampling
techniques, it has been found that SMOTE is more useful in creating a generalized
decision region [Akbani2004]. SMOTE relatively achieves better results than other
re-sampling methods and probabilistic estimating techniques. After sampling, some-
times instances for a particular class may get dense at some places in the dataset. If
cross validation is performed in this un-uniformly spread dataset, some of the folds
may be classified wrongly because folds may contain only positive or only negative
examples. So to avoid this, randomization of instances is performed to randomly shuffle
the order of instances as per the seed interval set as parameter.
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3 Shill-Bidding Classification

To obtain a maximum profit, the fraudulent seller and his accomplices inflate the price
of the product by placing aggressive bids through phony accounts. Once the price is
high enough, the colluding users stop competing, and thus making the honest bidder
win the auction. This way the winner actually pays more than the product is worthy.
The goal of this study is to classify shill-bidding data using three well-known baseline
classifiers, Decision Trees, Naive Bayes and Neural Networks, and check how they
behave with and without pre-processing the imbalanced data. We employ four metrics
given their efficiency with respect to handling imbalanced data without getting biased
towards the majority class and also their suitability with respect to fraud detection
domain: (1) Recall focuses on the significant class (fraud) and is not sensitive to data
distribution, (2) F-measure is a good metric due to its non-linear nature and has been
used for fraud detection, (3) MCC is the best singular assessment measure and is less
influenced by imbalanced data, (4) AUC evaluates the overall classifier performance
and is very appropriate for class imbalance. Below we describe the auction fraud
classification procedure.

A. Collection of Raw Auction Data: Here we employ actual auction data that have
been made public in the following site: www.modelingonlineauctions.com/datasets.
We utilize transactional data of 149 auctions of the Pilot PDA product auctioned in
eBay. All the PDA auctions have a long duration (7 days). The longer the auction
duration, the more shill bidders have a chance to imitate normal behaviour. So, our
auction dataset is appropriate for shill-bidding detection.

B. Construction of IAF Training Dataset: We select eight shill patterns as the
classification features because they have been found to be dominant across infected
auctions as seen in numerous studies [Ford2012, Nikitkov2015]. The metrics of these
fraud patterns, which are calculated from the raw auction data, are provided in
[Sadaoui2016]. We obtain an IAF training set of 1488 observations. Each instance
comprises of 10 features: auction ID, bidder ID, values of eight shill patterns.

C. Labeling IAF Training Data: To label the 1488 training data as ‘normal’ or
‘suspicious’, we apply the robust Hierarchical Clustering technique with the centroid
linkage function. The resulting clusters consist of around 95% of non-fraud data and
only 5% of shill-bidding data. Thus we can see that our training dataset is highly
imbalanced with a ratio of 19:1. Thus, it requires sampling before the classification
task.

D. Hybrid Sampling of IAF Dataset: To be more effective in solving the issue of
class imbalance, we combine both SMOTE and SpreadSubsample to re-balance our
fraud training dataset. It has been found that a ratio of 2:1 is preferable to achieve an
efficient distribution between negative and positive instances in a training set
[Chang2011].

E. Classification of IAF Data: Now we launch Naive Bayes, Decision Tree (J48) and
Neural Network (Voted Perceptron) on the re-balanced IAF training data. To build any
optimal fraud classifier, we need to tune efficiently its parameters. This is done through
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K-fold cross-validation. The latter ensures that each instance is randomly predicted at
least once, thus increasing the efficiency of the classifier. With cross validation, we
obtain a non-biased estimation of the model performance, which in turn helps in
increasing the performance of the shill-bidding classifier being built. Here we show
how data sampling affects the classification results. In Table 1, it can be seen that
before sampling is done, the classifiers did not perform well with a very low MCC
value of 59.3% for Naive Bayes, 56.5% for Neural Network and 33.9% for Decision
Tree. Furthermore, it is clear from the Recall values that the ‘completeness’ of the
classifiers in predicting the minority class is not good at all and that is why there is a
large number of False Positives. The Decision Tree appears to be the most affected by
the data imbalance problem whereas Naive Bayes with an AUC of 71% seems to be
less sensible to this problem. The F-measure values also demonstrate that the classifiers
do not work well when the data is not balanced as this quality measure represents the
combined metrics of Precision and Recall, both of which concentrate on predicting the
minority class properly.

Table 1. Classification results before hybrid data sampling

Recall | F-measure | MCC | AUC
Naive Bayes 0.44 10.582 0.59310.711
Neural network | 0.380 | 0.534 0.565 | 0.708
Decision tree | 0.271 | 0.397 0.339 1 0.584

Table 2 reports the classification results once hybrid sampling is applied to our IAF
training dataset. The after-sampling performance of the three classifiers has improved
considerably. The highest improvement can be witnessed for Decision Tree with an
MCC value of 98% whereas Naive Bayes and Neural Network also show great
improvement. The Recall and F-measure values show that now the classifiers are able
to do justice to the positive class with acceptable fraud detection rates. So we can see
that Decision Tree is performing significantly better than others when the data is
re-sampled and its higher Recall rate ensures that the number of suspicious bidders
incorrectly classified is very small. On the other hand, Neural Network is less per-
forming for our IAF training dataset.

Table 2. Classification results after hybrid data sampling

Recall | F-measure | MCC | AUC
Naive Bayes 0.707 |0.817 0.7110.952
Neural network | 0.695 | 0.804 0.687 0.935
Decision tree | 0.996 | 0.991 0.981 | 0.989

4 Conclusion

The class imbalance issue is present in any fraud detection problem where the number
of fraud data is much less than non-fraud data. This issue has a negative effect on the
classification algorithms since they return low performance results, especially for the
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minority class because in most of the times classifiers are biased towards the majority
class. In this study, it was witnessed that the pre-processing phase of sampling highly
imbalanced data has a considerable impact on well-known classifiers. The concluding
points are the following: (1) Naive Bayes is less sensitive to data quality problem than
Neural Network and Decision Tree, and performs better when the fraud data is not
pre-processed; (2) After the fraud training dataset was re-balanced, Decision Tree
works much better than others. In the future, we would like to apply SVM on our IAF
dataset. [Zhang2015] has found that SVM outperforms Naive Bayes and Decision Tree
after a certain level of dual sampling was done on five imbalanced UCI datasets (with
different sizes, dimensionalities and imbalance ratios).
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Abstract. Extracting an effective feature set on the basis of dataset
characteristics can be a useful proposition to address a classification
task. For multi-label datasets, the positive and negative class member-
ships for the instance set vary from label to label. In such a scenario, a
dedicated feature set for each label can serve better than a single fea-
ture set for all labels. In this article, we approach multi-label learning
addressing the same concern and present our work Multi-label learn-
ing through Minimum Spanning Tree based subset selection and feature
extraction (MuMST-FE). For each label, we estimate the positive and
negative class shapes using respective Minimum Spanning Trees (MSTs),
followed by subset selection based on the key lattices of the MSTs. We
select a unique subset of instances for each label which participates in
the feature extraction step. A distance based feature set is extracted for
each label from the reduced instance set to facilitate final classification.
The classifiers modelled from MuMST-FE is found to possess improved
robustness and discerning capabilities which is established by the perfor-
mance of the proposed schema against several state-of-the-art approaches
on ten benchmark datasets.

Keywords: Multi-label classification + Multi-label ranking - Minimum
Spanning Tree - Feature extraction

1 Introduction

Multi-label datasets differ from traditional datasets by virtue of the member-
ship of instances to more than one overlapping labels. In traditional datasets, an
instance possess exactly one label. Traditional classifiers dealing with single-label
data expect the instances to originate from a single and prefixed distribution.
Unlike single-label datasets, multi-label datasets have variedly skewed and differ-
ently oriented class distributions for different labels. Hence, when tried against
multi-label datasets such (traditional) classifiers generally do not provide opti-
mal performance.

Beginning with text categorization, data with multi-label characteristics have
emerged from different genres [7] namely images, music, bioinformatics, tag rec-
ommendation systems, video, henceforth multi-label classification and learning
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have gained momentum. Diverse techniques have been applied in this regard,
and consistent improvement in performance has been achieved, which we will
discuss next.

Multi-label classification approaches can be broadly divided into — Problem
transformation (PT) approach and Algorithm adaptation (AA) approach [7]. In
problem transformation approach, a multi-label learning task is transformed into
one or more classification tasks where output is obtained by considering the
assimilated output from the group of classifiers. Binary relevance, Bg is the
most primitive form of PT approach, where a series of binary classifiers is gen-
erated, one for each label. The other extreme in this direction was given by [1],
who considered the powerset of labels for analysis. RAKEL [6] considered a more
feasible approach by taking random subsets of labels. In another sub-category
of PT methods called pair-wise ranking, a binary classifier was considered for
each pair of labels and final output was given based on the results from the
group of such classifiers. Calibrated Label ranking [2] scheme provides multi-
label output on the basis of pair-wise classification, considering a synthetic label
to distinguish the relevant and irrelevant group of labels. Classifier Chains app-
roach [5] considers a single binary classifier for each label but tries to capture
label correlations by packing the input space of each subsequent classifier with
the output from the preceding labels. In algorithm adaptation approach, existing
algorithms in literature are suitably applied to facilitate multi-label learning.
A number of methods like K-NN [10], Bayesian learning, neural networks [7]
and others are applied to classify and rank multi-label data. [4] used cluster-
ing to find the local patterns of the feature space and classified an instance in
the context of its nearest cluster. In recent years, feature space transformation
through multi-label data was done effectively by LIFT [9]. It uses clustering
to construct a transformed feature-set for each label, which can be easily used
in conjunction with other available techniques to classify multi-label data. We
present our work in the context of generating an intrinsic input subspace for
each label followed by generation of a distance-based transformed feature set as
in LIFT. The transformed feature set is used to classify multi-label data.

2 Approach and Algorithm

A feature extraction scheme can be effective if it can competently capture the
dissimilarities which separates the different classes of an instance set. A multi-
label dataset has a single instance set with contra-distinct partitions for different
labels. To be precise, it has dissimilar positive class and negative class structures
for different labels (considering two-class multi-label datasets). Here, we present
a feature extraction scheme which bank on this characteristic of such datasets
to generate a discriminative feature set for each label by initially selecting a
shape-related discriminative subset of instances per label. In this work, we follow
first-order approach of multi-label learning where we learn a single classifier for
each label. The discriminative feature sets obtained by our schema are used to
learn the classifiers. The following three steps are sequentially performed for each
label to obtain its corresponding distinctive feature set.
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— Shape of the classes: The contra-distinct partitions of the same instance set
for different labels is the motivation of our schema. We obtain the shapes of
both positive as well as negative classes of a label following this step twice,
once for each. Here, we assume that the set of all points in a class (i.e., not
only the given points belonging to the class, but also all those points which
belong to the class but are not given) is a connected set. Note that we are given
finitely many points from a class, even though the original set is uncountable
(considering real space). The minimal connected set that can be obtained from
the given points in the class is the Minimal Spanning Tree of the given points
[3], where the edge weight is taken as the distance between the points. We
are considering Minimal Spanning Tree (MST) to represent the geometry or
shape of the class.

— Key Point Subset/lattice of a shape: Once we have the positive and negative
class geometries of a label, we would like to select the ‘key points or lattice’ of
their respective geometries. In a graph, a node or point can be denoted impor-
tant if its removal along with its connected neighbours results in substantial
distortion to the original geometry. By this rationale, it is evident that the
potential candidates for the Key Point Subset are the higher degree vertices
of the MST [8]. We select the higher degree vertices of the both the positive
class MST and negative class MST individually into the Key Point Subset for
a label (till they cover a predefined fraction of edges). Selection of the points
is done from the actual set of instances. Hence, from a single instance set for
all labels we select a dedicated set of instances for each label.

— Feature extraction: An instance is likely to be closer to the members of the
class it belongs than it is to the members of the other class. A natural exten-
sion of this is followed by extracting a distance-based feature vector for each
instance. The transformed feature vector of an instance for a label is obtained
by calculating its distance from the Key Point Subset members of that label.
If there are k labels, an instances gets k transformations, one for each label.

The transformed feature set for the training instance set with respect to a label
is employed to model its corresponding classifier and this process is repeated
across all labels. While classifying a test instance over a label, its transformed
mapping (extracted feature vector) is obtained by calculating its distance from
the Key Point Subset of that label and it is fed to the respective label classifier
to obtain the class prediction. The action is repeated across all labels to obtain
classification over the entire label set.

MuMST-FE has two stages. First stage is the feature extraction and classifier
modelling step, where we derive the transformed feature set for each label from a
single instance set. In this stage, we employ the set of training instances to select
the Key Point Subset for each label from both positive and negative Minimum
Spanning Trees followed by extraction of a distance based feature set. Next, we
model a set of classifiers, one for each label, modelled upon the distance-based
feature set. In the second stage, classification of a test point is done according
to its new set of mapping for each label and feeding it to the respective label
classifier. Algorithm 1 gives a formal sketch of our approach.
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A

lgorithm 1. MuMST-FE

Input: Training attribute set S, Training label set Y, covG
Output: Classifiers — C1, Ca, ..., C), Key Point Sets — KPSy, KPSa,.., KPSy

1: procedure TRAINING(S, Y, covG)

2: for each label j — 1,k do

3: Segregate Pj, N; according to their membership to label j as in Eqn (1)

4: Form T7‘eepj s TreeN]. by taking MST of P; and N; respectively as in Eqn (2)

5: Sort elements of Pj, Nj into Pj_sorted; Nj_sorted according to the normalized degree val-
ues of the nodes as in Eqn (3)

6: Select KPSjp, KPS;, from Pj;_ sorted; Nj_sortea respectively till the summation of nor-
malized degrees just equals or exceeds covG as in Eqn (4)

7: Obtain K PS; by taking union of KPSjp and KPS, asin Eqn (5)

8: Transformed training feature set with respect to label j, 3;(S) is obtained from KPS
by considering each instance’s distance from the K PS; members as in Eqn (6)

9: Classifier C; is modelled on §;(S) and Y

10: end for

11: end procedure

- Input: Classifier — Cy, ..., Ck, Key Point Sets

— KPSy, .., KPS}, test point p
Output: Predicted labels for p

12: procedure Test(Cy,Ca,...,Cy, KPS1, KPSa,.., KPSy, p)

13: for each label j — 1,k do

14: Bj(p) is obtained

15: C; is fed with §;(p) to get the 44" label prediction for p

16: end for

17: end procedure

3 Empirical Evaluation and Comparisons

Multi-label Evaluation Indices. To get a vivid picture of multi-label com-
petence of the methods, in addition to accuracy based metric, more refined
metrics which consider ranking of labels and cumulative label accuracies are
employed. The first index, namely Hamming Loss, is used to estimate the clas-
sification performance of the learners, while the next four, Average Precision,
Coverage, One Error and Ranking Loss assess the ranking results and Macro-
f1 and Micro-f1 provide us with cumulative performance averaged over all
labels.

Datasets. Two principal categories of real-life, two-class, multi-label datasets
are used: five datasets with numeric attributes and five datasets contain-
ing nominal attributes. Multi-label datasets are described in terms of stan-
dard parameters like domain, number of instances, attribute types, number
of attributes, number of labels as well as two additional multi-label parame-
ters, label cardinality and label density. The description of the ten benchmark
datasets is given in Table 1.

Comparing Methods and Experimental Settings. We have considered
five popular diversified multi-label schemes for empirical comparison with
MuMST-FE, Binary Relevance Bgr, Calibrated Label Ranking, LIFT with
r=0.1, MLKNN with k=10, 11 or 12 and RAKEL following parameter set-
tings k=3 and number of subsets equal to twice the number of labels. MuMST-
FE is implemented in the framework of Bp, that is one classifier for each
label. Euclidean distance and Hamming distances are considered for numeric
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Table 1. Description of datasets

Dataset | Domain | Att. type | (D) | (L) |(F) | (L.Card) | (L.Uniq)
Corel5k |Image | Nominal | 5000 | 374 | 499 | 3.522 3175
Enron Text Nominal | 1702 | 53 | 1001 | 3.378 753
Lang log | Text Nominal | 1460 | 75 | 1004 | 1.180 286
Medical |Biology | Nominal | 978 | 45 | 1449 | 1.245 94
Slashdot | Text Nominal | 3782 | 22 |1079 | 1.181 156
CAL500 | Music | Numeric | 502 | 174 68 | 26.044 502

Image Image | Numeric | 2000 51| 294 | 1.236 20
Music Music | Numeric | 592 6 72 | 1.869 27
Scene Image | Numeric | 2407 6 | 294 | 1.047 15

Yeast Biology | Numeric | 2417 | 14 & 103 | 4.037 198

datasets and for nominal datasets respectively. The only user supplied para-
meter is covG and its value is set to 0.6 for all datasets.

Results and Discussions. Comparisons in terms of seven evaluating metrics
is done for the proposed method, and five other baseline approaches. For each
dataset, 50% of the samples are randomly selected and used as the training
set while the remaining samples are used as the test set. Mean and standard
deviation values on the metric outputs are computed over ten independent
runs and reported in the tables. Table 2 present the performance of the meth-
ods on accuracy based, ranking based and label-based metrics in sequence.
The estimated mean values for ten runs as well the corresponding standard
deviations are given in the mentioned tables. The best performance on each
dataset is indicated in bold face in the column for the corresponding method.
From Table 2 number of best outcomes achieved by each method (comparing
and proposed) is calculated. This summarization manifests competence of the
proposed method which achieves forty-two out of seventy-four best results
with next higher score attained by LIFT, (18 out of 74) and CLR (10 out of
74). RAKEL gives best results on 6 cases, Bg and MLKNN in two and one
cases respectively. The above stated results require some more analysis with
respect to individual performances on each of the seven evaluating metrics to
provide a vivid picture.

MuMST-FE achieves lowest Hamming Loss on nine out of ten datasets, best
value on the remaining dataset is given by LIFT for dataset Enron. On four
datasets, for LLOG, Medical, Slashdot and CAL500 the proposed method
shares best value with LIFT, RAKEL, LIFT and CLR respectively.
MuMST-FE achieves competitive performance on Ranking-based criteria. On
Average Precision it achieves best result on five datasets and siz best outcomes
are attained on each of Coverage and One-Error. On Ranking Loss MuMST-
FE accomplishes best result on seven cases. Rest of the best outcomes are
principally shared by CLR and LIFT with By getting best Coverage value on
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Table 2. Predictive performance of methods in terms of multi-label evaluation

metrics—7 indicates higher is
is indicated in bold-face

better and | indicates lower is better, best outcome

[ Corel5k

Enron

LLOG

Medical

Slash

CAL500

Tmage

Music,

Scene

Yeast

Hamming Loss |

mean_std

mean_std

mean std

mean

std

mean_std

mean_std

mean_std

mean std

mean std

mean_std

0.010 0.001
0.011 0.001
0.010 0.001
0.010 0.001
0.009 0.001
0.013 0.001

0.060 0.002
0.055 0.001
0.047 0.001
0.054 0.003
0.048 0.002
0.075_0.003

0.017 0.002
0.018 0.001
0.015 0.002
0.016 0.002
0.015 0.001
0.018 0.003

0.013
0.038
0.014
0.017
0.012
0.012

0.001 0.050
0.002 0.052
0.001 0.040
0.002 0.046
0.001 0.040
0.001 0.047

0.001
0.001
0.001
0.001
0.001
0.001

0.138 0.003
0.137 0.003
0.138 0.003
0.140 0.003
0.137 0.003
0.198 0.004

0.187 0.007
0.185 0.006
0.166 0.004
0.181 0.004
0.156 0.002
0.172 0.008

0.286 0.002
0.272 0.002
0.194 0.001
0.209 0.002
0.190 0.001
0.299 0.001

0.108 0.004
0.106 0.004
0.083 0.002
0.093 0.002
0.081 0.002
0.141 0.003

0.202 0.005
0.201 0.005
0.198 0.003
0.197 0.004
0.192 0.003
0.201 0.006

Avorage Procision |

mean std

mean std

mean std

mean std

mean std

mean std

mean std

mean std

mean std

mean std

0.115 0.002
0.275 0.003
0.287 0.004
0.239 0.002
0.265 0.003
0.124 0.003

0.427 0.009
0.673 0.008
0.683 0.010
0.609 0.008
0.656 0.008
0.556_0.008

0.184 0.009
0.368 0.007
0.382 0.007
0.290 0.006
0.328 0.012
0.192 0.010

0.785
0.502
0.843
0.777
0.863
0.777

0.007 0.564
0.004 0.672
0.004 0.670
0.007 0.589
0.003 0.667
0.006_0.609

0.004
0.003
0.003
0.004
0.003
0.004

0.493 0.003
0.498 0.004
0.492 0.003
0.484 0.003
0.497 0.004
0.383 0.004

0.713 0.005
0.786 0.004
0.812 0.004
0.774 0.004
0.824 0.003
0.794 0.005

0.741 0.002
0.736 0.001
0.808 0.001
0.789 0.002
0.816 0.001
0.722 0.002

0.782 0.004
0.844 0.003
0.876 0.002
0.853 0.003
0.882 0.002
0.847 0.002

0.568 0.002
0.652 0.001
0.762 0.001
0.758 0.002
0.769 0.002
0.622 0.003

Coverage |

mean_std

mean std

mean_std

mean

std

mean_std

mean_std

mean_std

mean_std

mean_std

mean_std

0.894 0.004
0.316 0.008
0.319 0.007
0.316 0.009
0.289 0.006
0.882 0.002

0.582 0.007
0.223 0.009
0.245 0.008
0.263 0.011
0.251 0.007
0.527 0.007

0.425 0.005
0.154 0.008
0.194 0.006
0.182 0.011
0.165 0.005
0.438 0.004

0.044
0.088
0.058
0.075
0.050
0.081

0.005 0.117
0.006 0.108
0.005 0.111
0.006 0.186
0.004 0.113
0.005 0.196

0.005,
0.003
0.004
0.005
0.004
0.004

0.952 0.008
0.763 0.005
0.762 0.004
0.762 0.005
0.756 0.004
0.967 0.004

0.296 0.002
0.185 0.004
0.181 0.003
0.207 0.004
0.168 0.003
0.212 0.002

0.362 0.001
0.348 0.002
0.291 0.002
0.311 0.003
0.288 0.002
0.389 0.002

0.111 0.001
0.128 0.002
0.070 0.002
0.084 0.002
0.067 0.002
0.118 0.002

0.626 0.002
0.472 0.004
0.456 0.003
0.458 0.006
0.449 0.003
0.526 0.003

One Error |

mean  std

mean  std

mean _std

mean _std

mean _std

mean _std

mean _std

mean _std

mean _std

mean std

Br
CLR
LIFT
MLKNN
MuMST-FE
RAKEL

0.829 0.013
0.708 0.012
0.687 0.011
0.744 0.014
0.706 0.010
0.823 0.012

0.506 0.014
0.265 0.010
0.253 0.010
0.330 0.012
0.240 0.008
0.406 0.014

0.856  0.011
0.718 0.008
0.704 0.013
0.816 0.012
0.765 0.011
0.845 0.014

0.252
0.386
0.191
0.312
0.170
0.254

0.012
0.007
0.012
0.008
0.010
0.009

0.502
0.433
0.425
0.642
0.441

0.462

0.009
0.009
0.013
0.010
0.012
0.010

0.283 0.010
0.124 0.010
0.123 0.011
0.125 0.011
0.118 0.009
0.312 0.012

0.408 0.009
0.329 0.009
0.286 0.008
0.345 0.009
0.270 0.011
0.303 0.015

0.357 0.011
0.276 0.011
0.254 0.010
0.283 0.013
0.251 0.010
0.388 0.008

0.346 0.014
0.252 0.008
0.208 0.009
0.247 0.014
0.198 0.009
0.247 0.009

0.248 0.012
0.228 0.010
0.235 0.011
0.229 0.009
0.218 0.009
0.253 0.013

Ranking Loss

1

mean_std

mean_std

mean_std

mean_std

mean_std

mean_std

mean_std

mean_std

mean_std

mean_std

Br
CLR
LIFT
MLKNN
MuMST-FE
EL

0.624 0.004
0.129 0.003
0.132 0.003
0.138 0.002
0.124 0.003
0.603 0.004

0.248 0.005
0.078 0.004
0.086 0.004
0.100 0.006
0.091 0.005
0.226_0.007

0.244 0.006
0.134 0.007
0.184 0.004
0.175 0.003
0.156 0.007
0.325_0.006

0.040 0.005
0.052 0.004
0.039 0.005
0.042 0.006
0.036 0.003
0.078 0.005

0.158 0.010
0.096 0.005
0.098 0.004
0.172 0.006
0.101 0.004
0.285 0.003

0.412 0.005
0.182 0.003
0.189 0.003
0.184 0.005
0.182 0.004
0.467_0.008

0.293 0.004
0.173 0.00:
0.157 0.0¢
0.192 0.002
0.143 0.003
0.192 0.003

0.232 0.003
0.229 0.004
0.154 0.002
0.175 0.003
0.148 0.002
0.252 0.001

0.168 0.006
0.076 0.004
0.068 0.004
0.086 0.003
0.065 0.003
0.103 0.004

0.309 0.005
0.171 0.002
0.171 0.003
0.168 0.004
0.163 0.003
0.226_0.006

macro 71 T

mean_std

mean_std

mean_std

mean _std

mean_std

mean_std

mean_std

mean_std

mean_std

mean_std

RAKEL

0.216 0.001
0.242 0.001
0.243 0.001
0.205 0.002
0.234 0.001
0.228 0.001

0.167 0.001
0.225 0.002
0.267 0.002
0.226 0.002
0.242 0.002
0.181 0.003

0.201 0.005
0.123 0.005
0.155 0.004
0.104 0.003
0.107 0.003
0.191 0.003

0.303 0.004
0.267 0.003
0.265 0.002
0.184 0.002
0.289 0.003
0.327 0.004

0.366 0.006
0.416 0.003
0.463 0.003
0.421 0.002
0.466 0.002
0.481 0.002

0.143 0.002
0.183 0.001
0.193 0.002
0.195 0.002
0.193 0.002
0.161 0.001

0.561 0.002
0.586 0.002
0.621 0.001
0.553 0.001
0.627 0.001
0.581 0.001

0.571 0.001
0.634 0.001
0.662 0.001
0.623 0.001
0.666 0.001
0.622 0.002

0.623 0.002
0.687 0.002
0.740 0.002
0.611 0.002
0.742 0.001
0.661 0.001

0.415 0.002
0.43 0.001
0.441 0.001
0.438 0.002
0.445 0.002
0.4260.002

micro 1 1
mean std
0.221 0.002
0.240 0.003
0.256 0.003
0.178 0.002
0.242 0.002
0.268 0.004

std
0.611 0.002
0.672 0.002
0.730 0.001
0.704 0.001
0.737 0.002
0.676_0.001

mean std
0.594 0.002
0.640 0.001
0.640 0.001
0.640 0.001
0.642 0.001
0.607_0.001

std
0.001
0.001
0.001
0.001
0.001
0.001

mean std
0.362 0.003
0.318 0.002
0.321 0.001
0.349 0.002
0.326 0.003
0.378 0.002

mean std
0.757 0.002
0.703 0.002
0.727 0.002
0.609 0.003
0.743 0.002
0.777 0.002

std
0.002
0.002
0.003
0.004
0.003
0.003

std
0.005
0.005
0.003
0.004
0.004
0.003

mean std
0.036 0.002
0.062 0.003
0.076 0.002
0.034 0.002
0.064 0.002
0.035 0.003

mean
0.533
0.568
0.564
0.468
0.532
0.525

mean
0.051
0.018
0.062
0.056
0.057
0.055

mean
0.591
0.642
0.669
0.621
0.672
0.627

mean

Br
CLR
LIFT
MLKNN
MuMST-FE
RAKEL

24 0.002
78 0.002

6
.5
6
5

medical dataset. Ranking performance of MuMST-FE substantiates the pres-
ence of MuMST-FE’s aptitude to predict the correct hierarchy of the labels.
In terms of label-based metrics, macro-f1 and micro-f1, MuMST-FE gets high-
est (best) value in four out of ten datasets. Siz and four of the remaining best
outcomes are delivered by RAKEL and LIFT respectively. CLR and Bp gives
one each of the remaining two cases. In terms of label-based metrics, MuMST-
FE exhibits moderate efficacy, RAKEL too manifests considerable competence
by virtue of its ability to capture label correlations.

4 Concluding Remarks and Future Work

A novel multi-label learning method, MuMST-FE, has been presented in this
work. The key contribution of MuMST-FE lies in improving the classification and
ranking results on standard benchmark multi-label datasets. The improvement
is corroborated through empirical evidences.
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In MuMST-FE, subset selection for each label is performed on the basis of
the structures given by the positive and negative classes of the concerned label.
MuMST-FE presents a novel approach in this regard by selecting a shape-related
discriminative subset of instances for each label, which in turn is used to extract
a discriminative feature set for classification and learning. In the present work,
MuMST-FE has been implemented in the framework of correlation-independent
learning using Bgr. Comparative studies indicate that the extracted features of
MuMST-FE prove to be more effective in multi-label context than other label-
correlated approaches like CLR and RAKEL. Extracted feature set of MuMST-
FE also outperforms the label-specific feature set of LIFT in multi-label learn-
ing. MuMST-FE can also be implemented in the framework of higher order
approaches like CLR, CC, RAKEL and others.

MST implementation poses a computational bottle-neck in MuMST-FE and
it aggravates with increasing number of data points. In future, we would like to
address this issue so that we can more accommodate higher dimensional datasets.
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Abstract. ADHD is the most commonly diagnosed psychiatric disorder in
children and, although its diagnosis is done in a subjective way, it can be
characterized by abnormality work of specific brain regions. Datasets obtained
by rs-fMRI cooperate to the large amount of brain information, but they lead to
the curse-of-dimensionality problem. This paper aims to compare dimension-
ality reduction methods belonging to feature selection task using reliable
features for multiple datasets obtained by rs-fMRI in ADHD prediction.
Experiments showed that features evaluated in multiple datasets were able to
improve the correct labeling rate, including the 87% obtained by MRMD that
overcomes the higher accuracy in rs-fMRI ADHD prediction. They also elim-
inated the curse-of-dimensionality problem and identified relevant brain regions
related to this disorder.

Keywords: ADHD prediction - Feature selection - rs-fMRI

1 Introduction

The Attention-Deficit/Hyperactivity Disorder (ADHD) affects 5.3% of the population
under 12 years old, being the most commonly diagnosed psychiatric disorder in chil-
dren [1]. Symptoms like inattention, impulsivity and hyperactivity affect the cognitive
development and difficult the integration of an individual with others, causing social
constraints. Its diagnosis is done in a subjective way by interviews with family or
teachers about the patient behavior, resulting sometimes in inappropriate conducts in
medicines or treatments. On the other hand, ADHD can be characterized by abnor-
mality work of specific brain regions detected in neuroimages [2]. The main problem in
neuroimages analysis is the high dimensional nature which leads to the problem called
curse-of-dimensionality when the number of features is much higher than the number
of observations.

Resting-state functional Magnetic Resonance Image (rs-fMRI) technique measures
interactions between brain regions in low activation frequency and cooperates for this
large amount of brain information usually stored in connectivity matrices. Since many
brain regions do not provide useful information for ADHD diagnostic, dimensionality
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reduction using feature selection methods is essential to identify those regions respon-
sible to the disorder characterization and to mitigate the curse-of-dimensionality problem
[3]. In [4] is listed some regions obtained by structural MRI studies (e.g. frontal, parietal
and occipital lobes, basal ganglia and cerebellum) and obtained by rs-fMRI studies (e.g.
anterior cingulate cortex, frontal and temporal lobes, and again cerebellum). Lim and
colleagues listed in [2] some regions with abnormalities related to ADHD (e.g.
fronto-striatal, temporo-parietal and fronto-cerebellar).

As can be seen in [3, 5], it is unusual to find works involving ADHD and
dimensionality reduction in neuroimages obtained by rs-fMRI technique. Beyond this,
none of them compare methods and the generalization level is low because only a
single dataset is used [6—8]. In [4] PCA and FDA (Fisher Discriminative Analysis)
were combined to build classifiers that reached 85% of correct labeling, the higher
accuracy related to rs-fMRI in ADHD prediction [5].

This paper presents a comparative study of feature selection methods in connec-
tivity matrices obtained by rs-fMRI technique focused on ADHD. In order to select
features with high quality level, an evaluation step guarantees that the subset of features
is reliable for multiple datasets with the same ADHD focus, and to identify the relevant
regions that are represented by these features. The rest of this paper is organized as
follows: Sect. 2 describes the experimental details and the results are revealed in
Sect. 3. Section 4 is dedicated to the conclusions.

2 Experiments

Compare feature selection methods using reliable features for multiple datasets involves
two steps: the main step composed by a unique dataset, and the feature subset evaluation
by the remaining datasets. Were used in this paper four groups of connectivity matrices,
or four datasets, whose samples belong to individuals diagnosed with ADHD and with
typically developing control (Typ), aged between 7 and 21 years old. These datasets are:
KKI (58 Typ and 20 ADHD samples), NeuroIMAGE (22 Typ and 17 ADHD samples),
NYU (91 Typ and 96 ADHD samples) and Peking (93 Typ and 57 ADHD samples).
Each dataset was captured from different places and it dissimilarity samples make them
independents, although the same 17955 features corresponding to the activity level
between two brain regions measured by Pearson correlation. All datasets were published
by ADHD-200 Consortium and are available in the USC Multimodal Connectivity
Database website'.

The experiments were organized as follows: first, each dataset was analyzed
independently as a main dataset with n samples. To reduce the loss of information
motivated by the small sample size and they high dimensionality, the main dataset was
partitioned using leave-one-out cross validation (LOOCV). In each fold, the train
dataset was submitted to a feature selection method. The ranking of features is used as
input to the evaluation step, which will be detailed later and determines the optimal
feature subset. After that, five classifiers (SVM, KNN, Perceptron, C4.5 and Naive

! http://umed humanconnectomeproject.org/.
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Bayes) were trained by reduced train dataset to label the reduced test dataset. At the end
of all LOOCV folds, a quality measure defined by (sensitivity + specificity)/2 was
calculated. This measure is in the range [0,1] and the highest value shows good
distinction between typically developing and ADHD individuals samples.

With respect to the evaluation step, it guaranteed that the optimal feature subset for
each classifier had high correct labeling rates in multiple datasets. This step uses the
ranking of features as input data to the evaluation train and evaluation test datasets,
which were generated by randomized half-split. The feature subset size varies from the
most relevant feature alone to n most relevant, in order to eliminate curse-of-
dimensionality. The same five classifiers labeled the evaluation test dataset and get the
quality measure. This step was executed for the remaining datasets and returns for each
classifier the feature subset with higher quality measure average.

This paper used five selection methods belonging to filter and embedded approa-
ches, which are not expensive computationally and practicable in high dimensionality
data. Most of the methods used here was cited in bioinformatics specialized reviews,
including ones for other psychiatric disorders [3, 9], and was executed in Matlab.
As PCC works with numerical classes, the score function adopted as label classes —1
for typically developing and 1 for ADHD. The SVM cost in RFE was 1.0 and each
iteration removes 20% of the less relevant features until reaches the n features.
The LASSO method used 10-fold cross validation to generate more accurate models,
which the best was that with lower error rate. In MRMD, the distance function used
was the Euclidean one because it got better results in [10]. The weights for Euclidean
distance was 10> and for PCC was 1.

The classifiers belong to different approaches and are available in Weka: 1ibSVM
using linear kernel with 1.0 as cost; KNN considering 5 nearest neighbors; C4.5
considering at least 5 samples per leaf; Voted Perceptron and Naive Bayes. Multiple
classifiers were used to provide better comparisons, once each dataset has the behavior
observed under different classifications approaches.

Another objective of this work is to identify the relevant brain regions represented
in the features selected. All the experiments were performed in an Intel i7 CPU,
1.73 GHz with 6 GB of RAM machine, using Java Eclipse IDE?, Matlab® and Weka*.

3 Results

This section shows the results of applying high quality features for multiple datasets to
predict ADHD connectivity matrices from rs-fMRI. Tables 1, 2 and 3 present the
quality measured and it average for the feature selection methods and for the dataset
composed by the entire set of features.

For KKI dataset (Table 1), the feature selection methods worked well since they
have increased or maintained the average of classification rates. PCC, RFE and

2 https://eclipse.org/.

3 www.mathworks.com/products/matlab/.

4 www.cs.waikato.ac.nz/ml/weka.
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Table 1. Results for KKI dataset

PCC | Wilcoxon | LASSO | RFE | MRMD | Entire dataset
SVM 0.57 |0.57 0.54 0.51]0.53 0.47
KNN 0.6 |0.62 0.55 0.54 1 0.56 0.51
Perceptron | 0.55 | 0.54 0.61 0.5 [0.51 0.49
C4.5 0.65 | 0.68 0.47 0.65 | 0.47 0.63
Naive Bayes | 0.56 | 0.56 0.57 0.51 0.52 0.47
Average 0.58 | 0.59 0.54 0.54 1 0.51 0.51

Table 2. Results for NeuroIMAGE dataset

PCC | Wilcoxon | LASSO | RFE | MRMD | Entire dataset
SVM 0.55 | 0.54 0.59 0.8 0.6 0.6
KNN 0.61 | 0.56 0.56 0.63 | 0.55 0.45
Perceptron | 0.66 | 0.54 0.53 0.65 | 0.62 0.47
C4.5 0.81 | 0.66 0.53 0.69 | 0.87 0.78
Naive Bayes | 0.65 | 0.59 0.51 0.7 0.7 0.58
Average 0.65 | 0.57 0.54 0.69 | 0.66 0.57

Table 3. Results for NYU dataset

PCC | Wilcoxon | LASSO | RFE | MRMD | Entire dataset
SVM 0.48 | 0.48 0.58 0.54 10.47 0.53
KNN 0.53 /0.52 0.58 0.47 | 0.54 0.52
Perceptron | 0.53 | 0.5 0.55 0.5 10.52 0.45
C4.5 0.58 |0.52 0.57 0.52 1 0.57 0.39
Naive Bayes | 0.52 | 0.6 0.6 0.58 | 0.52 0.49
Average 0.52 0.52 0.57 0.5210.52 047

Wilcoxon improved the quality measures for all classifiers when comparing with the
entire dataset. This last obtained the highest average and was considered the best.

In NeuroIMAGE dataset results (Table 2), only LASSO had worse average than the
entire dataset. Although the remaining methods had better averages, MRMD was the
unique to improve all classifiers and the one that obtained the highest value in this
paper (0.87 for C4.5). RFE obtained the best average with 0.69. PCC obtained a high
average despite it did not improve the rate for SVM. Despite the few samples to train, it
was possible increase rates and eliminate the curse-of-dimensionality.

Equal to KKI dataset experiment, none of methods had worse average than the full
NYU dataset, but only LASSO could improve the quality measures for all classifiers
(Table 3). It was clearly the best feature selection method for this dataset since also
returned the best average and the higher value in the current experiment.

Differently from what was observed until here, the feature selection methods did
not work well for Peking dataset and the higher average was obtained by the entire
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dataset. In RFE and MRMD cases, no classifier had an increased rate. For PCC,
Wilcoxon and LASSO, only for KNN classifier were increased the quality measure.

Another objective of this paper is to identify the most relevant brain regions rep-
resented in the features selected by the best methods for each dataset (Wilcoxon for
KKI, MRMD for NeuroIMAGE, LASSO for NYU and PCC for Peking), considering
the top five relevant regions ordered by the number of presences in the features subsets.
Based on the lists presented in introduction, some regions were common for all
methods like the Frontal, Occipital and Parietal lobes. The Cerebellum was another
important relevant region for most of datasets. Some evidences of the importance of
fronto-striatal region, temporo-parietal region and Anterior Cingulate Cortex had
appeared. The unique region not presented in the list is the Insular lobe, relevant for
NeuroIMAGE dataset.

4 Conclusions

This paper compared feature selection methods applying reliable features for multiple
datasets obtained by rs-fMRI for prediction of ADHD samples in four datasets.

The results in Sect. 3 showed that evaluating features using multiple datasets was
crucial to increase the correct labeling rate and was able to eliminate the curse-of-
dimensionality. In three of four datasets, there is at least one feature selection method
able to increase the quality measures for all classifiers when compared to the entire
dataset. These are the cases of Wilcoxon in KKI dataset, MRMD in NeuroIMAGE
dataset and LASSO for NYU dataset. Additionally, the MRMD resulted in 8§7% of
correct labeling in NeuroIMAGE with C4.5 classifier, which is better than the result
obtained by [4], considered the higher accuracy for rs-fMRI ADHD neuroimage. On
the contrary, Peking dataset was the negative case since any method had increased the
classification quality. The reason for it or to find a method that works well can be
addressed as future work. The best feature selection method for the experiments here
executed was PCC for the fact that it is always between the best methods for all
datasets.

Other objective of this paper is to identify the relevant regions represented in the
features that characterize the ADHD disorder. The regions listed in [4] and [2] were
considerable relevant at least once. Some common regions in all methods were the
Frontal, Occipital and Parietal lobes. The Cerebellum region was an important relevant
one for most of datasets as well. The only region absent in these lists was the left
Insular lobe obtained by MRMD in the NeuroIMAGE dataset.

Although the improvements of correct labeling rate using reliable feature for
multiples dataset focused on ADHD, the ideal scene is still not reached to support
specialists in the ADHD diagnosis. For future work, ensemble of feature selection
methods can generate more reliable feature subset, identifying even more the relevance
of brain regions to ADHD and increasing our knowledge about this disorder.
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denagdo de Aperfeicoamento de Pessoal de Nivel Superior) for the financial support of this
research.
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Abstract. The purpose of time-dependent smart data pricing (abbreviated as
TDP) is to relieve network congestion by offering network users different prices
over varied periods. However, traditional TDP has not considered applying
machine learning concepts in determining prices. In this paper, we propose a
new framework for TDP based on machine learning concepts. We propose two
different pricing algorithms, named TDP-TR (TDP based on Transition Rules)
and TDP-KNN (TDP based on K-Nearest Neighbors). TDP-TR determines
prices based on users’ past willingness to pay given different prices, while
TDP-KNN determines prices based on the similarity of users’ past network
usages. The main merit of TDP-TR is low computational cost, while that of
TDP-KNN is low maintenance cost. Experimental results on simulated datasets
show that the proposed algorithms have good performance and profitability.

Keywords: K-nearest neighbor - Machine learning - Network congestion
management *+ Smart data pricing

1 Introduction and Background

Smart data pricing (abbreviated as SDP) [1-3] is to apply variable prices to incentivize
users to adjust their behaviors in Internet access. A good pricing mechanism can relieve
network congestion, thus enhancing network utilization, providing users good quality
of experience, reducing costs on operators, and increasing companies’ revenue. SDP
has attracted a lot of attention from both industrial and academic institutions. Several
pricing mechanisms [4, 5, 8, 9] have been proposed, such as flat-rate pricing, usage-
based pricing, location-dependent pricing, and transaction-based pricing. Although
these pricing mechanisms may work well in some specific applications or domains,
they do not take into account the variation of network traffics over time.

In view of the above observations, the concept of time-dependent smart data
pricing (abbreviated as TDP) was proposed [6, 7]. Its main idea is to dynamically
adjust prices based on the estimation of users’ future network traffic over various
periods. Hence, TDP can incentivize users to shift their network usages to other periods
where the network traffic is less congested. However, traditional TDP solutions assume
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that the degree that users will be incentivized (i.e., willingness to pay) may follow a
mathematical model without considering the users’ actual behaviors in the past. In this
work, we propose the concept of machine learning [10] to improve the effectiveness of
TDP. The main idea of machine learning is to make good use of historical data to make
accurate prediction or estimation on future status.

In this paper, we apply the concept of machine learning to TDP and propose a new
framework for mobile data networks. It consists of four main modules. (1) Network
usage collection: this module collects network usages from users’ mobile phones and
sends it to the server of ISPs. (2) Transition rule extraction: this module extracts
transition rules from users’ historical behavior and uses these extracted rules to estimate
the impact of prices on users’ incentive. (3) Future network usage estimation: this
module integrates extracted rules and machine learning methods to estimate users’
future network usages under a set of prices. (4) Utility maximization: this module
calculates an optimal set of prices to maximize the utility for ISPs and its users as much
as possible. Moreover, we propose two different pricing algorithms, named TDP-TR
(TDP based on Transition Rules) and TDP-KNN (TDP based on K-Nearest Neigh-
bors), respectively. TDP-TR determines the prices based on the users’ past willingness
to pay under the TDP architecture, while TDP-KNN determines that based on the
similar users’ past network usages. The main merit of TDP-TR is low computational
cost, while that of TDP-KNN is low maintenance cost. Experiments on synthetic
datasets show that the proposed algorithms have good performance and profitability.

The rest of this paper is organized as follows. Section 2 introduces the proposed
solutions and algorithms. Section 3 evaluates the performance of experimental results.
The conclusion is described in Sect. 4.

2 Proposed Solutions

2.1 TDP-TR Pricing Algorithm

The TDP-TR algorithm adopts the day-ahead dynamic pricing scheme [7], which is
often used in electricity pricing. In this scheme, a day will be partitioned into N time
slots (T, T, ..., Ty). For example, if N = 24, a day will be partitioned into 24 time
slots. Besides, each time slot is associated with a discount ratio. For the i-th time slot
T;(1 <i < N), its discount is denoted by d;. The system will determine a set of
discounts 0 = (dy,dy, .. .dy) for the next day with the objective of maximizing the total
utility of ISP and its users. Users will be informed of 0 one day in advance. Therefore,
users can plan when to access Internet over the next day. TDP-TR determines 6 based
on the following four main modules: (1) network usage collection, (2) transition rule
extraction, (3) Future network usage estimation, and (4) utility maximization.

2.1.1 Network Usage Collection

To collect related information of users’ network usages, each user’s mobile phone is
installed an App called Collector. This App will collect the following information and
sends it to an ISP-side database called TDP usage database: (1) the user’s Id, (2) the
date, (3) the time slot number, (4) the user’s network usage in the time slot and the
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corresponding discount over various time slots. If the user switches to time-independent
pricing (abbreviated as TIP) mode (e.g., flat-rate pricing [7]), the App will still con-
tinuously collect the above information, but the information of discounts will be ignored
and the collected information will be sent to another database called TIP usage database.

2.1.2 Transition Rule Extraction

The purpose of this module is to calculate users’ willingness for transiting their Internet
access behaviors from a time slot 7; of discount « to another time slot 7 of discount f.
To get such information, whenever a user opens an App S at T;, Collector will pop out a
window to inquire the user whether he/she wants to use S right away. If the user
answers “Yes”, then such behavior will be treated as that the user is unwilling to transit
his/her Internet access behavior. In this case, the system will generate a transition rule
“(T;, d;j) = (T}, d;)” and send it to a transition rule database. If the user answers “No”
and re-opens the App S again at T; and (T — T;) <&, where £ is a time threshold
defined by ISP, then the user’s behavior will be treated as willing to transit his/her
network usages from 7; to T;. In this case, the system will send a transition rule (T, d;)
= (T}, d;) to the transition rule database. From the transition rule database, we can
calculate users’ transition probabilities to model the impact of prices on users’ will-
ingness for transition. Let r be any transition rule “(7}, ) = (T}, p)” collected from a
user, the transition probability for r is defined as Pr(r) = Z/M, where M is the number
of rules whose antecedents are (T}, «) and Z is the number of rules whose antecedents
and consequents are (7}, ) and (T}, f5), respectively.

2.1.3 Future Network Usage Estimation

Given a set of non-negative discounts @ = (d;,da, .. .,dy), this module will estimate
each user’s network usages over various time slots (7, 75, . . ., Ty) for the next day. Let
o(u, J, D) denote user u’s network usage of the J-th time slot on the D-th day and Q denote
the total number of days on which u ever accessed Internet in the TIP model. We define
the TIP usage pattern foruseru as (p,1,pu2, - - -, Pun)> Wherep,; (1 < J < N)is defined

as P,y = Zg: . % In other words, p,,; is user u’s average network usage at the J-th

time slot in the TIP model. Then, we estimate user u’s expected network usages in the
TDP model. While adopting TDP, user u’s expected network usage transiting from time
slot T; to time slot T (J # k and 1 < J < k < N) is defined as
outflow(u,J,w) = S-N | Py x Pr((T;,d;) = (T}, d;)). By subtracting the outflow from
Puy» the remaining usage for 7 is defined as rm(u, J, ©) = p,; — outflow(u, J, ). The
expected network usage transiting from T;to T; (i #Jand 1 < i < J < N)is defined
as inflow(u,J, 1) = S8 | Py x Pr((T;,d;) = (T}, d;)). User u’s expected network
usage for T;in the TDP model is defined as E,,; = rm(u, J, ©) + inflow(u, J, 7). Therefore,
user u’s estimated network usages for the next day is E, = (E,1,E.n, - - -, Eun)-

2.1.4 Utility Maximization

Let U denotes the total number of users. Then, in the TDP model, the sum of the expected
network usage of all users for 7, (1 < J < N)isdefined as E; = 23:1 E,;. In the TIP
model, the sum of the average network usage of all users for 7; (1 < J < N)is defined

as Py = fo:l P,;. By comparing E;and P, (1 < J < N), the expected gain or loss of
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the ISP’s revenue is expGL(n) = Y, (E; — (d; x E;) — P;) x 7, where v is the unit
profit per megabyte usage (i.e., $/MB). If expGL(r) is higher than a capacity threshold
C defined by the ISP, then the network congestion problem may occur, which may cause
additional costs on the ISP and reduce some users’ willingness to pay. We use a penalty
function penalty(J, m) to represent such loss. On the contrary, if expGL(J, m)/y is not
higher than C, then with a higher discount d, T; may attract more users to use the network
services, which may increase the additional revenues for the ISP. We use a bonus function
denoted by bonus(J, m) to represent such gain. The penalty and bonus functions can be
defined by based on the ISP’s requirements. Let n* be the set of all combinations of
N discounts. This module will apply some optimization algorithms (e.g., genetic algo-
rithm) to find an optimal set of discounts € to maximize the objective utility function.

0= max{expGL(Tc) + ZIJ\;I [penalty(J, m) + bonus(J, n)||Vr € n*}

2.2 TDP-KNN Pricing Algorithm

In this subsection, we propose another pricing algorithm called TDP-KNN (TDP based
on K-Nearest Neighbors). It is similar to TDP-TR, but applies a classical machine
learning algorithm, k-nearest neighbor, to estimate user u’s network usages for the next
day (.e., E, = (Eu,Eup, ..., Ew)). So we will only focus on how the TDP-KNN
calculate E,,.

Given a non-negative discounts @ = (d,da,...,dy), the algorithm will estimate
each user u’s network usages E, = (E,1,E.p,...,Ew) over various time slots
(T, T, ..., Ty) for the next day. In the off-line stage of the algorithm, it can adopt the
Euclidean distance [10] or other similarity metrics to calculate the similarity between
each pair of users in terms of their TDP network usages. The result is stored in a
similarity matrix. The on-line stage of the algorithm works as follows. Let K and L be
the input parameters for the algorithm. Each E,; (I < i < N) in E,, is first initialized
to zero. To estimate the value of E,,; the algorithm proceeds as follows. It first initializes
a variable varN to 0 and stores u’s K most similar users in NB(u), called u’s neighbors.
By retrieving the similarity matrix, u’s neighbors can be easily obtained.

For each y € NB(u), the algorithm sets VarL as 0 and visits y’s historical TDP data.
Suppose that y has X records and these records are sorted by their generation time.
Let y[j] be the j-th record in Y. A smaller j represents that the generation time of the
record is closer to the present. For each visited data y[j] (I < j < X), the algorithm
checks whether its time slot and discount are equal to i and d;, respectively. If the
condition is true, E,; will be accumulated by the usage of y[j]. Besides, varL will be
increased by 1. After the accumulation, the algorithm checks whether varL is equal to
L. If varL is equal to L, the algorithm stops visiting the rest of the historical TDP data of
y and processes the next neighbor of u. If all the neighbors in NB(u) have been
processed, e; will be divided by K. After that, we can obtain user u’s future estimated
usage for the time slot 7; w.r.t. m. If i = N + I, the algorithm outputs the estimation
result (E,1, Ey», - . ., E,v) and completes the process. Otherwise, i is increased by 1 and
the algorithm repeats the above process until i = N + 1.
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3 Experimental Results

Experiments were performed on a computer with an Intel Core i5-3210 M
CPU@2.50 GHz, 8 GB of memory, running on Windows 10 OS. All the compared
algorithms are implemented in Java. We implemented a data generator to simulate TIP,
TDP and transition rule databases. The parameters for generating data are described as
follows. The unit profit of network usage per megabyte is 10. The total numbers of
users in TIP (or TDP) database is 20. The total numbers of days and time slots in a day
are 5 and 30, respectively. The maximum and minimum network usages are 100 and 0,
respectively. Parameters C, K, and L are set to 80, 5, 5, respectively. As shown in
Fig. 1(a) and (c), TDP-TR generally runs much faster than TDP-KNN. This is because
TDP-KNN estimates future network usages of users by searching historical TDP data
of users’ neighbors, which may cause TDP-KNN to suffer from higher computational
costs, while TDP-TR estimates that mainly relying on transition probabilities of rules,
which only involves simple operations on additions and multiplications without
time-consuming search operations. In Fig. 1(b) and (d), the profits gained by the two
algorithms are different. This is reasonable because TDP-TR and TDP-KNN use dif-
ferent approaches to estimate future network usages of users. In Fig. 1, the execution
time of TDP-TR are generally better than that of TDP-KNN. However, TDP-KNN does
not need to maintain a transition rule database for the system, which can significantly
decrease the costs on updating the transfer rule database and calculation of transition
probabilities. Therefore, TDP-KNN is much easier to be maintained.
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Fig. 1. The performance of TDP-TR and TDP-KNN under varied parameter settings.
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4 Conclusion

This paper proposes a new framework for time-dependent smart data pricing based on
machine learning concepts. It consists of four core modules: (1) network usage col-
lection, (2) transition rule extraction, (3) future network usage estimation, and
(4) utility maximization. Moreover, we propose two efficient algorithms, TDP-TR and
TDP-KNN. Experimental results on simulated data show that the proposed algorithms
have good performance under different parameter settings.
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Abstract. A case study of finding the best algorithm for predicting the
time of the next refueling event from an incomplete, crowd-sourced data
set is presented. We considered ten algorithms including nine experts plus
one ensemble (learner) method that performs machine learning using the
other nine experts. An experiment on one dimensional crowd-sourced
data showed that prediction with the ensemble method is more accurate
than prediction with any of the individual experts.

1 Introduction

The goal of this research is to determine the effectiveness of existing and novel
methods for the task of predicting the next time when users will refuel their cars,
based on their self-recorded refueling information. The information given by users
is not necessarily correct or complete, which complicates the prediction task.
Therefore, a method is required to extract and filter the relevant information
first and then perform a prediction with high accuracy. To achieve this, a sample
data set is selected and then nine prediction methods (experts) are applied to
it. The learner receives the results of their predictions and produces the tenth
prediction based on Weighted Majority Algorithm (WMA). The ten predictions
are evaluated on the sample data to assess the effectiveness of the methods.

The main contribution of this work is a model for predicting temporal events
from crowd-sourced data. Previous work on temporal event prediction has used
complete data sets. Yang et al. [1] showed how to use an extension of the associ-
ation rule classification method to predict the time when a web page access will
occur. Huang et al. [2] applied continuous time Markov chains and Kolmogorov’s
backward equations to predict when an online user will leave a current page and
which page the user will request next. Both of these approaches were applied to
web log data from a NASA server. Other work on predicting air cargo demand
applied the Potluck problem approach along with WMA to non-temporal events
[3]. All of the mentioned approaches were applied to complete data sets.

2 Input Data and Preprocessing

Data Set: The data set for the case study contains user-supplied records of fuel
purchases for a period of more than six years from January 2010 to August 2016.

© Springer International Publishing AG 2017
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| car_id B ;;lirch_dt I "prevjac'h_dt I bjufch T aad:dt - 7prev_§dd_dt - D_add_d} D_hours' 7curr7_kmwprrev_kr; ”D_Vkv;
22222 2013-09-19 2013-09-09 10 2013-09-1915:37:16  2013-09-09 22:47:55 10 233 122,849 122,580 269
122222 2013-09-28 2013-09-19 9 2013-09-2812:52:21  2013-09-19 15:37:16 9 213 122,962 122,849 113
| 22222 2013-09-29 2013-09-28 1 2013-09-2919:21:54  2013-09-28 12:52:21 1 31 123,238 122,962 276
| 22222 2013-10-04 2013-09-29 5 2013-10-0417:25:36  2013-09-29 19:21:54 5 118 123,457 123,238 219
22222 2013-10-11 2013-10-04 7 2013-10-1118:51:21  2013-10-04 17:25:36 7 169 123,686 123,457 229

Fig. 1. The first five rows of the data set with the synthetic delta variables

We define several synthetic variables to represent relevant differences (deltas)
of the times and odometers values reported by users. The difference between
the dates of successive purchases is calculated and recorded as D_purch. The
difference between the dates of successive reports of purchases (in days, ignoring
partial days) is D_add_dt, the difference between the times of successive reports
(in hours) is D_hours, and the difference in odometer readings is D_km. Figure 1
shows the first five rows of data after the deltas for each car were calculated.

Filtering Records: The smallest unit in purch_dt (date of purchase) is day.
Because hour as a unit of prediction could possibly give us better results than
day, we wanted to have hour instead of day. However, in this data set, hour
exists only in the add_dt (time of report) attribute. Therefore, we matched the
date values of these two attributes and removed entries with inconsistent dates.
For the remaining entries, we used add_dt to determine values for D_hours as an
independent variable in predictions.

Since the data consists of self-reported values, filtering is applied to improve
data quality. Any prediction method should be provided with a minimum number
of data points (entries) with which to work. The minimum required number of
entries for each car is set to m+ 1 (to give m deltas). As well, cars with unlikely
deltas for times and odometer readings are filtered out. The average delta time is
restricted to between 0 and 100 days and the average delta distance is restricted
to between 100 km and 500 km.

Removing Outliers from Records: The median absolute deviation from the
median (MAD) is used to find and remove outliers [4]. Given a data set x =
{z1,...,2,}, MAD is calculated:

MAD = median(|z; — median(x)|) (1)

For this purpose, the median and standard deviation of delta times are calculated
for each car. An entry is identified as an outlier if the absolute deviation of its
delta time from the median is more than two times greater than MAD. The
outliers are then removed from the record for the car.

3 Methods of Prediction

We consider ten methods to predict the time of the next refueling event. The
methods can be categorized in four major classes: statistical, empirical, data
mining, and machine learning. Nine of these methods, which are called experts,
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predict the next value separately and the tenth method, which is an ensemble
learning algorithm, makes a final prediction based on a weighted average of the
predictions from the nine methods.

We require a minimum of m delta values as input to the nine experts. To
avoid any Cold-Start anomalies, we only start performing predictions after the
first m+1 values have accumulated and thus the first m deltas can be calculated.
For example, suppose m is 20. The nine experts wait to get the first 20 delta
times. They then each predict the next value (21st delta time). The learning
algorithm (tenth method) puts the nine predicted values together and estimates
one prediction for the 21st delta time. In the next step, the experts receive the
actual 21st data point and the 22nd data point is predicted based on all entries
so far. This process is iterated until the last data point is reached.

The first four experts use statistical calculations and the fifth one uses a
simple empirical rule to make a prediction from all entries so far.

M1 - Mean: This method predicts the mean value of all entries so far.
M2 - Median: This method predicts the median value of all entries so far.

M3 - Linear Regression: Linear regression analysis requires at least two vari-
ables to estimate a regression line. However, since our data set has only one
variable (delta time), we use the previous delta time as the independent variable
(x) and the immediate next delta time as the dependent variable (y) [5].

M4 - Autoregressive Integrated Moving Average (ARIMA): In time
series analysis, the ARIMA method can provide different models to predict future
points in a series, depending on the data characteristics. It represents Autore-
gressive (AR), Moving Average (MA), or combination of both models with or
without differencing (the operations to produce stationary time series) [6].

M5 - Repeat the Last Value: Since the training set is constructed and
updated chronologically, the last value of the training set is the most recent
one. This empirical method returns the last value of the training set as the
predicted value.

Partitional clustering with the k-means algorithm [7] is employed in this
research to divide the delta times into clusters. The following four approaches
first cluster the data using the k-means algorithm and then apply a specialized
method to predict the next value based on the resulting clusters.

M6 - Most Frequent Cluster: After running the k-means algorithm on data,
this method counts the number of members in each cluster. The cluster with
the most members, which is called the most frequent cluster, is identified and
its center is picked for the prediction. If two or more clusters are tied for the
most members, the average of their cluster centers is used for prediction. Figure 2
depicts an example of a prediction with the most frequent cluster method.

MY7 - Last Entry Cluster: After constructing clusters with the k-means algo-
rithm, the Last Entry method considers only the last entry. It maps this entry
to its cluster and then selects the center of this cluster as the next predicted
value. Figure 3 illustrates this method with an example.
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MS8 - Two Last Entries-More Common Cluster: This method uses a com-
bination of the Most Frequent Cluster method and the Last Entry method. It
maps the two last entries to their corresponding clusters and then selects the
cluster with more members, which is called the more common cluster. The cen-
ter of the more common cluster is selected for prediction. Figure 4 demonstrates
an example of a prediction with the Two Last Entries-More Common Cluster
method.

M9 - Two Last Entries-Closer Cluster: This method, like the previous
method, maps the two last entries to their corresponding clusters. Then, it cal-
culates the distances of the last two entries to their corresponding cluster centers.
The cluster that has the smaller distance, which is called the closer cluster, is
selected. Finally, the method selects the center of the closer cluster for prediction.
Figure 5 depicts the Two Last Entries-Closer Cluster method.

The learning algorithm (tenth method) combines the predicted values from
the nine methods and estimates one prediction for the next value.

M10 - Weighted Majority Algorithm—Continuous Version [8]: The con-
tinuous version of Weighted Majority Algorithm [8,9] for combining the result of
N componenet algorithms (experts) is applied. In the beginning, all N experts
(in this research, N = 9) are initialized with equal weights (1). Then, every time
any expert makes a mistake in the prediction, it loses some weight. A new weight
for every expert i € [1...N] can be obtained based on the following formula:

witt = wt.exp &Y (2)
where £ —y!| is the error of the prediction for expert i. An optimal upper bound

7 is calculated as n = 1/8InN/T, where T is the number of predictions [10].
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4 Empirical Evaluation

We applied the ten methods to crowd-sourced data to predict the next refueling
times. We describe the experimental methodology and the results.

Experiment Environment and Implementation: We used the R statistical
package, version 3.3.0 to implement the ten methods mentioned in Sect. 3. For
the experiment, we randomly selected 1000 out of 6,057 cars in the cleaned data
set. Data normalization between 0 and 1 is required, since the weighted majority
algorithm (method M10), requires data in the range [0,1]. After prediction, the
result is re-scaled to the original data range. The following steps are repeated by
our software for every car to make predictions:

1. The data for a car are obtained and sorted chronologically.

2. The weights of all N =9 component methods (experts) are set to 1.

3. The training set is constructed for the current car by taking the first m delta
times. In the experiment, m is 10.

4. The ten methods are applied to predict the next delta time.

5. The predicted delta time is compared with the actual delta time to calculate
the error of the prediction, and the new weights for the experts.

6. If the last data of the car has not been reached, the actual delta time is added
to the training set and the next prediction round starts.

Experiment Results: The predictions from all methods for one sample car
are presented in Table 1. All experts and the learning algorithm use normalized
values between 0 and 1. The actual value and its normalized value are labeled
“Act_val” and “Nrm_val,” respectively. The prediction from the learning algo-
rithm M10 is shown as “Act_M10.” The actual value “Act_val,” the prediction
“Act_M10,” and the error of the prediction “Error_M10” are in hours.

Table 1 can be explained by an example. The second column describes infor-
mation for the car with id 3550. The actual value of the delta time is 160 h. The
predicted value is 301.35h after inverting the result of the learning algorithm
(0.521823) and the error is 141.35h. The user with car_id “3550” was predicted
to purchase gas 301.35h after the last purchase but the user actually purchased
gas after 160 h. In the other words, the learning algorithm predicted 141.35h
(almost 6 days) earlier than the actual time.

Table 2 summarizes the results of an experiment based on 21,383 predictions,
which is all the predictions made for the 1000 users. As seen in Table2 for
Weighted Majority Algorithm (M10), the number of the predictions with an
error of at most 24 h is 7,905 (37% of 21,383 predictions). Similarly, for an error
of at most 72h, the number of predictions is 16,087 (75.2%) and for +148h (one
week), it is 92.8%. By further analysis of the data (not shown), we determined
that the mean absolute error for the 21,383 predictions is 55.5 h (less than 3 days).

5 Conclusion

This paper presented a case study attempting to predict the next refueling time
from crowd-sourced data. We applied preprocessing to obtain the time differ-
ences (deltas) between refueling events and we also cleaned the data using the
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Table 1. The results
of the predictions for
a sample car
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Table 2. Accuracy of the methods for the experiment
based on 21,383 predictions

Method | Delta time
car_id 3550 +24h +72h +148h
Act_val 160 M1 7716 (0.361) [15953 (0.746) |19806 (0.926)
Nrm_val [0.26151 M2 7772 (0.363) |15847 (0.741) [19703 (0.921)
M1 0.488766 M3 7812 (0.365) |16045 (0.750) |19881 (0.930)
M2 0.522099 M4 7852 (0.367) [15939 (0.745) |19769 (0.925)
M3 0.479282 M5 7100 (0.332) [14691 (0.687) |18969 (0.887)
M4 0.488766 M6 7411 (0.345) |15412 (0.721) [19496 (0.912)
M5 0.762431 M7 7497 (0.351) |15485 (0.724) [19565 (0.915)
M6 0.488766 M8 7530 (0.352) [15523 (0.726) |19565 (0.915)
M7 0.488766 M9 7525 (0.352) |15485 (0.724) [19531 (0.913)
M8 0.488766 M10 7905 (0.370) 16087 (0.752)|19840 (0.928)
M9 0.488766
M10 0.521823
Act_M10 [301.35
Error_M10{141.35

MAD method. Nine experts and a learning algorithm (the Weighted Major-
ity Algorithm) were used to predict the next refueling time. The results of the
experiment showed that the learning method outperformed any of the individual
experts except for on the least important period of at most 148 h.
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Abstract. In a multi-objective combinatorial optimization (MOCO)
problem, multiple objectives must be optimized simultaneously. In past
years, several constraint-based algorithms have been proposed for finding
Pareto-optimal solutions to MOCO problems that rely on repeated calls
to a constraint solver. Understanding the properties of these algorithms
and analyzing their performance is an important problem. Previous work
has focused on empirical evaluations on benchmark instances. Such eval-
uations, while important, have their limitations. Our paper adopts a dif-
ferent, purely theoretical approach, which is based on characterizing the
search space into subspaces and analyzing the worst-case performance
of a MOCO algorithm in terms of the expected number of calls to the
underlying constraint solver. We apply the approach to two important
constraint-based MOCO algorithms. Our analysis reveals a deep con-
nection between the search mechanism of a constraint solver and the
exploration of the search space of a MOCO problem.

1 Introduction

In a multi-objective combinatorial optimization (MOCQO) problem, multiple
objectives must be optimized simultaneously. MOCO problems arise in many
areas where there are tradeoffs, such as engineering, finance, and logistics. For
example, in the design of systems, one often has to choose between different
candidate designs that balance multiple objectives, such as low cost, high per-
formance, and high reliability. Since these objectives are often conflicting, there
is usually no single optimal solution that excels in all objectives. Therefore,
decision makers would like to know various, ideally all, Pareto-optimal solutions
that trade off the multiple objectives, such that they can choose a posteriori the
solution that best meets their needs.

Over the last four decades, constraint programming has emerged as a fun-
damental technology for solving hard combinatorial problems, as it provides
rich languages to express combinatorial structures and to specify search proce-
dures at a high level of abstraction [16]. Building on the strengths of this work,
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constraint-based algorithms and improvements to those algorithms have been
proposed for finding Pareto-optimal solutions to MOCO problems [8,11-13,15].
These MOCO algorithms rely on modeling using constraint programming and
on solving by repeated calls to a constraint solver to find feasible solutions.

Understanding the properties of these constraint-based MOCO algorithms
and analyzing their performance is an important problem. This is true both to
understand their strengths and weaknesses, and also for the design of improved
algorithms. Previous work has focused on empirical evaluations on benchmark
instances. Such evaluations, while important, have their limitations, as any con-
clusions may not necessarily generalize to all instances. Our paper adopts a dif-
ferent, purely theoretical approach, which is based on characterizing the search
space into subspaces and analyzing the worst-case performance of a MOCO algo-
rithm in terms of an upper bound on the expected number of calls to the under-
lying solver to find each Pareto-optimal solution to a given MOCO instance.
Our worst-case analysis holds for every MOCO instance and, in contrast to an
average-case analysis, our bounds do not rely on any assumptions about the
distribution of the input instances.

To determine the expected number of calls to a constraint solver, we build
a general probability model that takes into account two uncertain factors: (a)
how are all solutions distributed in the search space of a given MOCO instance,
and (b) how likely is an arbitrary solution to be returned by the constraint
solver. To address the first factor, we introduce a good ordering property that
labels all solutions in the search space and identifies an important total-order
relation on all solutions. To address the second factor, we introduce a bounded
bias assumption where it is (weakly) assumed that for every solution s in the
search space, the probability that a call to the constraint solver returns s is
bounded from below and non-zero.

Our analysis framework reveals a deep connection between the search mecha-
nism of the constraint solver and the exploration of the search space of a MOCO
instance. In brief, if the probability that the solver returns a solution is bounded
from below by ¢/n, where n is the number of all solutions in the search space,
for some constant ¢, a constraint-based MOCO algorithm A satisfying the good
ordering property finds each Pareto-optimal solution in O(logn) expected calls

to the solver. If ¢ is a function of n and c is in w(loi % )—intuitively, ¢ grows

asymptotically faster than 10%—,4 finds each Pareto-optimal solution in o(n)

expected calls to the solver, which is strictly better than the naive worst-case
bound O(n). Our study thus has implications for the best choice and design of
the underlying constraint solver for a constraint-based MOCO solver.

We apply our framework to two important constraint-based MOCO
algorithms: (i) Le Pape et al.’s [12] influential and widely-used algorithm for bi-
objective optimization problems (see also [20] for an earlier proposal restricted
to a particular scheduling problem), and (ii) Rayside et al.’s [15] guided improve-
ment algorithm (GIA), which has shown good performance empirically on several

! From here after, we use solution unqualified to refer to a feasible solution and Pareto-
optimal solution to refer to an optimal solution to a MOCO instance.



A Worst-Case Analysis of Constraint-Based Algorithms 119

benchmark instances and has been incorporated into a widely-used system to
support MOCO: the Z3 constraint solver, developed at Microsoft Research [2].
Both algorithms are designed to find one or more exact Pareto-optimal solutions.
We prove that both algorithms satisfy the good ordering property and thus fit
our analysis framework and theoretical results.

2 Notation and Preliminaries

In the context of constraint programming, a MOCO problem is a quadruple P =
(X,D,C,F), where X = {x1,...,x1} is a set of variables, D = {D1,...,Dp} is
a set of finite domains of variables in X, C is a set of constraints on variables in
X,and F = {f1,..., fm} is a set of m objective functions to minimize simultane-
ously.? A solution s to a MOCO problem P is a total assignment of all variables
in X to values in the corresponding domains, such that all constraints in C' are
satisfied. For a combinatorial optimization problem [14], all solutions constitute
a finite search space S, and we denote |S| by n. Each objective function f;(S)
assigns a discrete value to each solution s € S, and is bounded by the minimal
and maximal values regarding the corresponding objective.

There are two classes of approaches to solving MOCO problems [7]: a priori,
where weights or rankings are specified for the objectives prior to solving, and a
posteriori, where a representative set of Pareto-optimal solutions are presented
to a decision maker. Our interest is in a posteriori methods and, in particular,
constraint-based MOCO algorithms for finding sets of Pareto-optimal solutions.

Given two solutions s and s’ to a MOCO problem P, we say that s dominates
s, denoted by s < &, if and only if s is not worse than s’ regarding all objectives
and s is better than s’ regarding at least one objective:

Vie{l,...,m}: fi(s) < fi(s") and
Jje{1,...,m}: fi(s) < f;(s) (1)

A solution to P is Pareto-optimal, which we denote by 3, if and only if no other
solution s in & dominates 5 : Fse€S:s<a. All the Pareto-optimal solutions
constitute the Pareto front S, and we denote |S| by p.

3 Exact Constraint-Based MOCO Algorithms

A common approach to solving single-objective constraint optimization problems
is to find an optimal solution by solving a sequence of constraint satisfaction
problems [1,19]. The idea is to, at each iteration, post an additional constraint
that excludes solutions that are worse than the most recently found solution.
This approach has been generalized in various ways to obtain constraint-based
algorithms for solving multi-objective problems. In this section, we examine in
detail the two algorithms that we subsequently analyze.

2 Without loss of generality, we consider minimization problems.
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Algorithm 1. Le Pape et al. (1994) Algorithm
input : BOCO instance P with objectives f1 and f2
output: Pareto front S

1 S0

2 SupCs « true

3 s « solver(P)

4 while s # null do /* while a SAT call */
5 while s # null do /* minimizing fi1 */
6 s s

7 I’I’LfC — f1 (S) > fl(sl)

8 s « solver(P A = InfC A SupCs)

9 SupClel( )S 1(s")
10 while s’ 75 null do /* minimizing fo */
11 s s
12 InfC — f2(S) > fa(s)
13 s« solver(P A SupC; A —InfC')

/* s becomes Pareto-optimal x/

14 S —Su{s}
15 SupCs — f2(S) < fa(s)
16 s « solver(P A SupCy)

17 return S

The first algorithm we consider was proposed by Le Pape et al. [12], denoted
by LePape from here after, which is a classical algorithm for bi-objective com-
binatorial optimization (BOCO) problems (see Algorithm 1). The idea is to find
the optimal value for one of the objective functions, constrain its value, and
restart the search to find the optimal value for the second objective function.
The subroutine solver(P) (Line 3) indicates a call to a constraint solver for a
solution to a MOCO problem P. A call is SAT if the solver returns a solution
successfully, and UNSAT otherwise. The inner loop in Lines 5-8 finds the opti-
mal value for the objective function fi: every time a solution s is returned, the
algorithm incrementally searches for a better solution than s regarding f; by
excluding all solutions scoped by the constraint InfC = f1(S) > fi(s), which
indicates all s € S, subject to f1(s’) > fi(s). Then, the algorithm constrains
the optimal value regarding f; (Line 9) and finds the optimal value for the other
objective function fo (Lines 10-13). A Pareto-optimal solution is found when
there is no solution better than the currently-found solution regarding fo (Line
14). Next, the algorithm constrains the optimal value regarding fo (Line 15),
implicitly retracts the constraint regarding fi, and keeps searching for other
Pareto-optimal solutions (the outer loop in Lines 4-16).

The second algorithm we consider was proposed by Rayside et al. [15], called
guided improvement algorithm (GIA), which is designed for MOCO problems
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(see Algorithm 2). On some benchmarks GIA has been shown empirically to out-
perform other constraint-based algorithms [8,13] in terms of the actual running
time of solving a given problem instance [15]. To formalize GIA, we introduce
the following notation. According to the definition of Pareto dominance, a solu-
tion s to a MOCO problem P partitions the original search space S into three
subspaces: inferior, superior, and incomparable. Correspondingly, we define
three types of constraints scoping these subspaces. The inferior constraint
of a solution s defines the inferior subspace leading to all solutions that are
dominated by s:

inf(s) ={s' € S:s<s'}. (2)

The superior constraint of solution s defines the superior subspace leading to
all solutions dominating s:

sup(s) ={s' € S: s < s}. (3)

The incomparable constraint of solution s defines the incomparable subspace
leading to all solutions that do not dominate s and are not dominated by s
either:

incp(s) = S\ (inf(s) Usup(s) U {s}). (4)

GIA, at each iteration, uses the superior constraint of a newly-found solu-
tion, defined in Eq. (3), to augment constraints for the next search. GIA always
searches for the next solution only in the superior subspaces that lead to better
solutions, regarding all objectives, than the ones already found. This results in
inexpensive operations during the search as GIA only needs to keep track of the
one solution that is currently the best. A Pareto-optimal solution is found when
there is no solution in its superior subspace. Afterwards, GIA searches for other
Pareto-optimal solutions in the incomparable subspace of the Pareto-optimal
solution already found, defined in Eq. (4).

Algorithm 2 lists the pseudo-code of GIA. The inner loop (Lines 5-8) is the
procedure of searching for one Pareto-optimal solution: every time a solution
s is returned by a SAT call in the superior subspace of the previous solution,
the current constraints are incrementally augmented by the superior constraint
(denoted by SupC) of solution s. The outer loop (Lines 4-11) serves finding all
Pareto-optimal solutions: every time an UNSAT call in the superior subspace
of solution s’ is returned, solution s’ becomes a Pareto-optimal one and the con-
straints are incrementally augmented by the incomparable constraint (denoted
by IncpC) of solution s'.

Theoretically, in the best case, LePape finds one Pareto-optimal solution
using one SAT call and two UNSAT calls to a constraint solver, while GIA
needs one SAT call and one UNSAT call to reach a Pareto-optimal solution.
However, a naive analysis suggests that in the worst case, both algorithms may
take O(n) calls to find even one Pareto-optimal solution.
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Algorithm 2. Guided Improvement Algorithm (GIA)

input : MOCO instance P with objectives fi,..., fm
output: Pareto front S
S0
IncpC «— true
s « solver(P)
while s # null do /* while a SAT call */
while s # null do /* while a SAT call */
s —s
SupC — getSupC(P,s)
s « solver(P A IncpC A SupC')

® N O Otk W N

/* s’ becomes Pareto-optimal */
9 S —Su{s}

10 InepC «— IncpC A getInepC(P, s')

11 s « solver(P A IncpC)

12 return S

4 A Framework for Worst-Case Analysis

In this section, we propose an analysis framework for systematically investi-
gating the worst-case performance of a constraint-based MOCO algorithm for
finding each Pareto-optimal solution in terms of the expected number of calls
to a constraint solver. In general, the performance of a constraint-based MOCO
algorithm for finding a Pareto-optimal solution in a search space S of a given
MOCO problem P is determined by the following two uncertain factors:

Factor 1: How are the solutions distributed in S?
Factor 2: How likely is any particular solution in S to be returned by the solver?

Given an underlying constraint solver, a constraint-based MOCO algorithm
that finds one or more Pareto-optimal solutions, denoted by A, searches for a
Pareto-optimal solution following a process that we call improvement search:

Step 1 (constraint solving): A asks the solver to return an arbitrary solu-
tion;

Step 2 (decision making): If no solution exists (an UNSAT call), the process
terminates as all Pareto-optimal solutions have been found; if a solution s is
returned (a SAT call), go to Step 3;

Step 3 (constraint improvement): A delimits the next search space by aug-
menting the constraints using the currently-found solution s; go to Step 1.

Given a MOCO problem P, the search space S with n solutions to P is fixed.
In all cases, an UNSAT call is returned at the end of the improvement search. If
n = 0 (i.e., P has no solution), then no SAT call happens in S. If n = 1, only one
SAT call is required to reach the only solution in S, which is Pareto-optimal as
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well. If n > 1, a SAT call is required to return an arbitrary solution s in S, and
subsequently the algorithm A defines the next search space using the constraints
of solution s.

Let @ C S be any subspace of S, which we call a query space. Let target(s) be
the target subspace defined by the algorithm A for the next search after finding
solution s. Note that a target subspace, target(s) C S, is a query space. Also, a
query space can represent the original search space S. For any query space @,
let T'(Q) be the expected number of SAT calls that .4 makes until it reaches any
Pareto-optimal solution in @, and Pr[solver(Q) = s] the probability of returning
solution s in @ by the solver. We define the following general probability model
of T(Q) when the first query space of algorithm A is Q:

Definition 1 (General probability model). If Q = 0 has no solution, then
T(Q)=0. If Q # 0 contains at least one solution, then:

T(Q) =Y _ Pr[solver(Q) = s] - T'(target(s)) + 1. (5)
SEQ

Consider Factor 1: the target subspace target(s) is determined by the specific
algorithm A. Moreover, given a certain solution s € @, the number of solutions
contained in target(s) is uncertain. To address the uncertainty, we define the
good ordering property of the algorithm A as follows:

Definition 2 (Good ordering property). Given any query space Q C S,
let |Q| = n. The algorithm A has the good ordering property, if we can label all
solutions s1, Sa, -+, Sn, such that

s; € target(s;) — i <j (6)
Remark 1. By Eq. (6), target(s;) C {s1,s2, - ,si—1}, and thus |target(s;)| < i.

For any integer k > 0, let T'(k) be the maximum of T'(Q) for any query space
Q that contains at most k solutions:

T(k) = Qgg{%ﬁng(Q)- (7)

Remark 2. By Eq.(7), T(k) > T'(k — 1) for every integer k > 1.

Consider Factor 2: the probability of returning any particular solution in
a given query space by the underlying solver is uncertain. The probability is
determined by the search mechanism designed in the solver, which varies for
different solvers, depending, for example, on the amount of randomization used
in the variable and value ordering heuristics adopted by the solvers [9,17]. As an
approximation of realistic constraint solvers, we make the following assumption
regarding the probability. We merely suppose that the probability of returning
any solution by the solver has a bounded bias:
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Definition 3 (Bounded bias assumption). Given a search space S including
n solutions to a given MOCO problem P, there exists a mon-zero parameter
cn <1 such that for every Q C S and every solution s € @,

Pr[solver(Q) = s] > —.

Remark 3. When the parameter ¢, = 1, the solver returns any solution in @
uniformly at random.

Theorem 1. Let A be a constraint-based MOCO algorithm with the good order-
ing property and let ¢, be a parameter for which the bounded bias assumption
holds for the underlying constraint solver used by A. Given a search space S
including n solutions to a given MOCO problem P, the expected number of SAT
calls that A requires to find a Pareto-optimal solution is at most (2logn)/cy,.

Proof. Given S including n solutions to problem P, we want to show that T'(S) <
cl logn. To do so, it suffices to show that for any k < n, T'(k) < % log k.

" Let Q" = argmaxgcg:q<xT(Q). Then by Eq.(7), T(Q*) = T(k). By the
good ordering property and Remark 1, let |Q*| = ¢ < k and label all the solutions

in @Q* by s1,...,s.. Let F denote the event where solver(Q*) returns one of the
solutions in {s1,...,s[,/21}. By the bounded bias assumption,
2 k c k c c
Pr(E] = ; Prisolver(Q*) = s;] > 5 ?" > 3 % = ?”

When event E occurs, by Remark1, the solver returns a solution s such
that [target(s)] < [k/2] — 1 < |k/2] solutions; furthermore, by Remark2,
T (target(s)) < maxgcs.jo|<ik/2) T(Q) = T(|k/2]). Likewise, when event F
does not occur, the solver returns a solution s such that |target(s)| < k—1<k
solutions and T (target(s)) < T'(k). Therefore, we have that

T(Q*) <PrlE|-T(|k/2])+ (1 —Pr[E]) - T(k)+1

Cn
< T(R) + 5 (T(LR/2)) = T(R)) + 1. (8)
Since T(Q*) = T(k), the above inequality implies that

T(k) < T(k/2)) + =

Cn

Hence, T'(k) < 2°8% and thus T(S) < T(n) < 2l&n,

Corollary 1. In Theorem 1, if parameter ¢, is a constant, the algorithm A finds
each Pareto-optimal solution in O(logn) expected SAT calls; if ¢, is a function
of n and ¢, = w(logn/n), A finds each Pareto-optimal solution in o(n) expected
SAT calls.
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According to Definition 3 and Corollary 1, if parameter ¢, is a positive con-
stant ¢ < 1, then the probability of returning any solution s in the search space
S of all n solutions is not less than £, i.e., Pr[solver(S) = s] > £; in such a case,
T'(n) reaches an ideal logarithmic bound O(logn). Note that if ¢ = 1, then the
solver returns any solution uniformly at random, i.e., Pr[solver(S) = s] = % If
logn

n

parameter ¢, is a function bounded in w( ), then for any positive constant c,

there exists a positive constant ng such that 0 < Ck’% < ¢y for all n > ng, and
the probability of returning any solution Pr[solver(S) = s] > Clﬁ#; in such a
case, T'(n) < 27" is bounded in o(n). Intuitively, if ¢,, grows asymptotically faster
than loin, then T'(n) is bounded in o(n), which is strictly (i.e., asymptotically)

better than the naive worst-case bound O(n).

5 Application of the Framework

To apply the proposed analysis framework to a certain MOCO algorithm, one has
to check if the algorithm meets the good ordering property and if the underlying
constraint solver used by the algorithm satisfies the bounded bias assumption.
The bounded bias assumption embodies and relaxes an active research point of
generating uniformly-distributed solutions (Remark 3) [6,10], and it only needs a
lower bound on the probability of returning any solution. Moreover, our analy-
sis proves that not only uniformly random generators but also bounded bias
generators are ideal. However, it is non-trivial to design a constraint solver that
works efficiently and simultaneously guarantees either rigorous the uniformity or
bounded bias assumptions. A state-of-the-art scalable generator supports near-
uniformity [4] or almost-uniformity [3,5], which also guarantees the bounded
bias assumption, but only for Boolean satisfiability (SAT) problems. For general
constraint-satisfaction problems (CSPs), a uniformly random generator has been
proposed but suffers from exponential complexity [6]. In practice, we believe that
an efficient generator that approximately guarantees the bounded bias assump-
tion might be sufficient, e.g., by designing randomization heuristics based on
variable and value ordering, which would be explored in future. In this section,
we apply the proposed framework to two constraint-based optimization algo-
rithms. We suppose that the underlying solver used in the algorithms satisfies
the bounded bias assumption, and we prove that the good ordering property
holds for the algorithms.

5.1 LePape

According to Algorithm 1, LePape essentially performs two improvement search
processes to find one Pareto-optimal solution: the first process (Lines 5-8) min-
imizes one of the objective functions f1, and the second one (Lines 10-13) mini-
mizes the objective function f5. In each process, the search retains the constraints
of the optimal value for one of the objective functions and incrementally finds a
better solution in the target subspace of the currently-found one regarding the
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other objective function. For example, in the first process, target(s) retains the
constraint SupCy for fa and scopes all solutions constrained by f1(S) < f(s) (i.e.,
—InfC in Line 8); while in the second process, target(s) retains the constraint
SupCi for f; (Line 9) and scopes all solutions constrained by f2(S) < f(s) (i.e.,
—InfC in Line 13). According to the characteristics of the target subspaces in
two processes, we have the following claim:

Claim. The good ordering property holds for LePape.

Proof. The good ordering property holds when the condition (6) is satisfied. To
label all n solutions in the entire search space, we perform a “bucket sorting”:
firstly, suppose that there are n; distinct values for one of objective functions
f1, we partition all solutions into n, buckets, each of which contains all solutions
with the same value for fi, and we sort buckets in the ascending order of the
values for fi; secondly, we sort all solutions inside each bucket in the ascending
order of the values for the other objective function fs; finally, we label all solu-
tions from index 1 to n firstly following the bucket order and secondly following
the solution order inside each bucket, with breaking ties arbitrarily. For exam-
ple, after the above bucket sorting, the first bucket of solutions are labeled as
51,7+, 8|p,| (b1 is the size of the first bucket) that have the minimum value for
f1 and are ordered ascendingly by their values regarding fs.

Following the above labeling tactic, given a solution s; with the bucket index
b, in the first search process that minimizes fi, any solution s; € target(s;)
must belong to a bucket with a smaller index than b; while in the second search
process that minimizes f», any solution s; € target(s;) must be a solution that
has a smaller index than j in the same bucket as s;. Thus, in both improvement
search processes of LePape, we have ¢ < j.

By Claim 5.1 and the bounded bias assumption, Theorem 1 and Corollary 1
hold for LePape. Moreover, LePape has two improvement search processes, and
it requires at least one SAT call and two UNSAT calls to identify one Pareto-
optimal solution. Hence, LePape finds all p Pareto-optimal solutions using at
most (4plogn)/c, SAT calls and at most 2p UNSAT calls. In addition, the
Pareto-optimal solutions founded by LePape follows a certain order, i.e., the
ascending order of values regarding either of two objectives.

5.2 GIA

According to Algorithm 2, GIA performs the improvement search process once
to reach some Pareto-optimal solution (Lines 5-8), and we have:

Claim. The good ordering property holds for GIA.

Proof. For GIA, the target subspace target(s) of the currently-found solution s
is the superior subspace sup(s). If we label all n solutions in the entire search
space, such that

sup(s1)] < |sup(s2)[ < --- < [sup(sn)| 9)
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then for every i = 1,...,n, we have
|sup(s;)| < i. (10)

To prove Eq. (10), by contradiction, suppose that all solutions have been indexed
following the rule defined in Eq. (9) and that there is a solution s; for which
|sup(s;)| > ¢. Then, there must exist some index j > ¢, such that s; € sup(s;).
But then sup(s;) C sup(s;) \ {s;} and so |sup(s;)| < |sup(s;)| — 1, in contra-
diction to Eq. (9). According to Eq. (10), any solution s; € sup(s;) must have a
smaller index than j, i.e., i < j.

By Claim 5.2 and the bounded bias assumption, Theorem 1 and Corollary 1
hold for GIA. Moreover, GIA requires at least one SAT call and at least one
UNSAT calls to identify one Pareto-optimal solution. Hence, GIA finds all p
Pareto-optimal solutions using at most (2plogn)/c, SAT calls and at most p
UNSAT calls. In addition, the Pareto-optimal solutions founded by GIA does
not follow a certain order, which is different from LePape.

6 Conclusion

We presented the first theoretical analysis of the worst-case performance of two
constraint-based MOCQO algorithms. The algorithms rely on modeling using con-
straint programming and on solving the MOCO problem by repeated calls to
an underlying constraint solver. We characterized the original search space into
subspaces during the search and developed a general probability model of T'(n),
the expected number of (SAT) calls to the underlying constraint solver that
the algorithms require to find each Pareto-optimal solution to a given MOCO
problem. We identified a total-order relation on all solutions by introducing a
good ordering property. Under only a (weak) bounded bias assumption—the
probability that a call to the underlying solver returns any particular solution is
bounded from below and non-zero, we proved that 7'(n) is bounded in O(logn)
or o(n), determined by a parameter ¢, that depends on how the underlying
solver behaves for the MOCO problem.

Our analysis reveals the connection between the search mechanism of a con-
straint solver and the exploration of the search space of a MOCO problem. Our
study has implications for the best choice and design of the underlying constraint
solver for a constraint-based MOCO solver. In brief, the underlying constraint
solver used in a constraint-based MOCO solver should randomize the genera-
tion of feasible solutions, ideally meeting the uniformly random or bounded bias
assumption, such that the MOCO solver is able to find each Pareto-optimal
solution in a bound strictly better than the naive worst-case O(n).

Some extensions to our current analysis framework would be considered
in future. We plan to perform a worst-case analysis of other constraint-based
MOCO algorithms. Furthermore, we plan to investigate a smoothed analysis
[18] of constraint-based MOCO algorithms.
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Abstract. Structure optimization is one of the two key components
of score-and-search based Bayesian network learning. Extending previ-
ous work on ordering-based search (OBS), we present new local search
methods for structure optimization which scale to upwards of a thou-
sand variables. We analyze different aspects of local search with respect
to OBS that guided us in the construction of our methods. Our improve-
ments include an efficient traversal method for a larger neighbourhood
and the usage of more complex metaheuristics (iterated local search and
memetic algorithm). We compared our methods against others using test
instances generated from real data, and they consistently outperformed
the state of the art by a significant margin.

1 Introduction

A Bayesian network is a probabilistic graphical model which encodes a set of
random variables and their probabilistic relationships through a directed acyclic
graph. Bayesian networks have been successfully applied to perform tasks such as
classification, knowledge discovery, and prediction in fields including medicine,
engineering, and business [15]. Bayesian network structure learning involves find-
ing the acyclic graph that best fits a discrete data set over the random variables.

Bayesian networks can be learned through the method of score-and-search. In
score-and-search a scoring function indicates how well a network fits the discrete
data and search is used to find a network which achieves the best possible score by
choosing a set of parents for each variable. Unfortunately, finding such a network
is N"P-hard, even if each node in the network has at most two parents [11]. Exact
solvers for this problem have been developed using a variety of techniques (e.g.,
[2,3,7,20]). These methods achieve good performance on smaller instances of the
problem but fail to scale in terms of memory usage and runtime on instances
with more than 100 variables unless the indegree is severely restricted.

Local search has been shown to be successful in finding high quality solutions
to hard combinatorial problems with relatively simple algorithms [9]. It has
already been applied to learning Bayesian networks using techniques such as
greedy search [5], tabu search [19], and ant colony optimization [8], over search
spaces such as the space of network structures [5], the space of equivalent network
structures [4], and the space of variable orderings [12,19]. We improve upon the
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approach of ordering-based search (OBS) by Teyssier and Koller [19], which
makes use of the topological orderings of variables as a search space. Teyssier
and Koller [19] show that OBS performs significantly better than local search
over network structures on this problem.

In this paper, we make the following contributions. We identify the Bayesian
network structure learning problem as being similar to the Linear Ordering
Problem (LOP) and adapt the local search techniques applied to LOP in [17]
to improve OBS. First, as previously done in [1], we experiment with using a
neighbourhood which is larger than the one originally used in OBS to find high
quality local optima. We then include optimizations to make the use of this
neighborhood more feasible for instances with a high number of variables. We
combine our local search method with iterated local search (ILS) and memetic
algorithm (MA) to produce two new methods. Experimental results show that
the new methods are able to find networks that score significantly better than
other state of the art anytime solvers on instances with hundreds of variables.

2 Background

A Bayesian network is composed of a directed acyclic graph (DAG) G with
random variables {Xi,...,X,} as vertices. The score-and-search method of
Bayesian network learning makes use of a scoring function sc(G | I) which takes
aset I ={I,...,I,} of complete instantiations I; of the variables (the data)
and assigns a real valued score to the network G. For the purposes of this paper,
a lower score will indicate a higher quality network. Also, the data parameter I
will be made implicit, so that we write sc¢(G) instead of sc(G | I).

The score-and-search method consists of two stages. The first stage, called
parent set identification, consists of computing the scores of sets of parents for
each variable. A scoring function is decomposable if the score s¢(G) of the network
can be written as the sum of its local scores Y .-, s¢;(Pa(X;)), where Pa(X;) is
the set of parents of X; in G. Commonly used scoring functions, including BIC
and BDeu which we use in our experiments, are decomposable [2]. In practice, the
indegree for each variable is often bounded by some small integer k to increase the
speed of inference [11]. As is usual in score-and-search approaches, we assume
precomputed caches are available using techniques for efficiently scoring and
pruning parent sets [16,19], resulting in a cache C; of ¢; candidate parent sets
for each variable X; along with their associated scores. More formally, for each
i, we have C; C{U : U C{Xy,..., X, } \ {Xi},|U| <k}, from which sc¢;(U) for
U € C; can be queried in constant time.

Our work focuses on the second component of score-and-search, called struc-
ture optimization. This involves searching for a network structure which achieves
the minimum possible score by selecting a parent set for each variable X; from
C; such that the graph is acyclic. Following previous work, we apply local search
over the space of orderings of variables [19], as the space of variable orderings
is significantly smaller than the space of all possible DAGs. We call a Bayesian
network G consistent with an ordering O of its variables if O is a topological
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Algorithm 1. Hill climbing for ordering-based structure optimization.

Result: A local minimum in the neighbourhood defined by neighbours
O «— randomOrdering();
curScore «— sc(0);
while neighbours(O) contains an ordering which improves curScore do
O « selectImprovingNeighbour(O);
L curScore «— sc(0);

o A W N

return O

ordering of G. For a given ordering, using a bitset representation we can find the
optimal parent sets for all of the variables in O(Cn) operations, where C is the
total number of candidate parent sets. Thus, the problem of finding the optimal
network can be transformed into finding the ordering with the lowest score.

3 Search Neighbourhood

We start by building upon the hill climbing method that is used in OBS (see
Algorithm 1). This method consists of first randomly generating an ordering O
and computing its score. Then, until no ordering in the neighbourhood of O has
a higher score than O, O is set to one of its neighbours with an improving score.
O will then be a local minimum in the neighbourhood. We call each iteration to
an improving neighbour a hill climbing step.

The choice of neighbourhood significantly impacts the performance of hill
climbing, as it essentially defines the search landscape. In OBS, the swap-adjacent
neighbourhood is used. Formally, for an ordering O = (X1,...,X,), O’ is a
neighbour of O if and only if O’ = (X3,...,X;11,X;,...,X,) for some 1 <
i < n — 1. The size of the neighbourhood is therefore n — 1. In hill climbing,
other than in the first step, the optimal parents sets of O are already computed
from the previous step. Subsequently, the optimal parent sets only need to be
updated for X; and X;11 as the swap in the ordering does not affect the potential
parents of other variables. Therefore, the cost of checking the score of a neighbour
defined by the swap-adjacent neighbourhood is O((c; +¢;41)n). The total cost of
computing the score of all neighbours of O (a traversal of the neighbourhood) is
then O(Cn). From [16], a further optimization can be made by checking for an
updated parent set for X;; only if X; was one of its parents before the swap.
Additionally, when updating X;’s parent set after the swap, only the candidate
parent sets that contain X;; needs to be considered for an improvement.

A pitfall of the swap-adjacent neighbourhood is a high density of weak local
minima. Swapping adjacent variables X; and X;1; does not have a large impact
on their parent sets, as X; 1 only loses the ability to have X; as a parent and X;
only gains the ability to have X; 1 as a parent. Given that the parent set size is
restricted to k, which is significantly smaller than n in practice, it is unlikely that
an adjacent swap will lead to an improvement in the score. In the terminology of
local search, using this neighbourhood results in a search landscape with large
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O X17X27X37X47X57X6) —swap
X1, X3, Xo, X4, X5, X6 = (Insert X5 in O to index 3

=(
( X (
(X1, X3, X4, X2, X5, X6 (Insert X2 in O to index 4
( X, (
( (

—swap

—swap

X1, X3, X4, X5, X2, X6 Insert X5 in O to index 5
X1, X3, X4, X5, X6, Xo = (Insert X2 in O to index 6

stap

= L I =

)
)
)
) —swap

Fig. 1. Example of performing the four forward inserts of X, for O using four swap-
adjacent moves. The final insert left for X2 (to index 1) can be achieved with a similar
swap-adjacent move in O with X;. Adapted from [17].

plateaus. OBS attempts to alleviate this problem by using a tabu list which
allows the traversal of the search over non-improving solutions.

Keeping this in mind, we consider the insert neighbourhood, which contains
orderings that can be obtained from one another by selecting a variable and
inserting it at another index. Formally, O = (X1,..., X;1, X;, Xiq1, ..., Xj-1,
X;,Xj41,...,Xy) is neighbouring O’ in the insert neighbourhood if and only
if O/ = (Xl, cee ,Xifl, Xi+1’ ce 7Xj717Xj’Xi7Xj+1’ ce 7Xn); for some 7 and ]
We say O is O with the variable X; inserted into position 7. The use of the
insertion neighbourhood as an improvement to OBS is explored in [1], but there
it is used with limited success.

After inserting variable X; to index j, the possible parents for all variables
from X; to X; (inclusive) in the original ordering have been updated, and the
optimal parent set for each one of these must be checked. In the case that for
i < j, this takes O((3>_7_, ¢;)n) operations. The case for j < i is the same but
with the indices swapped. Naively computing the scores of all (n—1)? neighbours
independently therefore has cost O(Cn?), which is significantly greater than the
O(Cn) cost required for traversing the swap-adjacent neighbourhood.

Fortunately, as shown in [6] and applied to OBS in [1], the insert neighbour-
hood can be traversed with a series of O(n?) swap-adjacent moves. Specifically,
given a variable X;, the n — 1 neighbours of O formed by inserting X; into one
of the n —1 other indices can be constructed with a series of n — 1 swap-adjacent
moves (see Fig. 1). Since a score update for a swap-adjacent move can be done in
O((¢; + ¢i41)n) operations, the cost to compute the scores of the ordering for all
n — 1 indices that X; can be inserted into is O(Cn). There are n choices for X,
so the cost of traversing the entire neighbourhood is O(Cn?). Along with being
an order of magnitude faster than the naive traversal, the previously mentioned
optimizations for scoring swap-adjacent moves can be applied in this method.

Even in small cases, local minima in the swap-adjacent neighbourhood can be
overcome by using an insert move (see Fig. 2). The swap-adjacent neighbourhood
of an ordering is a subset of the insert neighbourhood of that ordering. Thus,
the lowest scoring neighbour in the insert neighbourhood is guaranteed to score
at least as low as any neighbour from the swap-adjacent neighbourhood.

Three different possibilities for neighbour selection were tested for the insert
neighbourhood: best improvement, first improvement, and hybrid.
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Candidate parent sets Swap-adjacent
with scores: (X4, X5, X3) Neighbourhood
Xy i {Xy, X} 4 {12 Score: 12+5+3=20 (Local minimum)
X, 1 {X}, 5 3,10
Xa i Xh3 0.4 Svap Xz X
-
1 (X1, X3, X3)
1 Score: 12+4+5=21
1
Insert X to index 3v, _ (worse) J
Swap X;, X
(X, X, Xo) P
Score: 10+4 +4=18 ( (X, Xp, Xa) h
(better) Score: 10+ 12 +3=25
L (worse) )

Fig. 2. Example local minimum for the swap-adjacent neighbourhood. A local mini-
mum occurs at the ordering O = (X1, X2, X3). The two swap-adjacent neighbours of
O are indicated with solid arrows; both have worsening scores. An insert move neigh-
bour, indicated with a dashed arrow, gives an improved score. Hence O is not a local
minimum in the insert neighbourhood.

— Best improvement: The neighbour with the highest score is chosen. Finding
the score of every neighbour takes O(Cn?) operations.

— First improvement: The insert moves are evaluated in random order and the
first neighbour with an improving score is selected. Finding the score of each
random neighbour costs O(Cn) operations each, so that in the worst case,
where every neighbour must be scored, O(Cn?) operations are used.

— Hybrid: This selection scheme falls between best and first improvement and is
adapted from [17]. A variable X is randomly chosen from the ordering. The
index j to insert X which gives the highest score is then found using n — 1
adjacent swaps to score each index. If this insertion gives an improvement in
score, then it is chosen. If no insertions for X give an improvement, another
variable is randomly chosen and the process repeats. In the worst case of a
local minimum, all n variables are tested for improving insert moves, using a
total of O(Cn?) operations.

The three selection methods are experimentally compared in Sect.6. Our
results show hybrid selection to be the most appropriate. We call the hill climbing
method obtained from Algorithm 1 by using the insert neighbourhood and hybrid
neighbour selection method Insert Neighbourhood OBS (INOBS). INOBS is a
key component of our metaheuristic methods in the following sections.

4 TIterated Local Search

Iterated local search (ILS) has historically been a simple and intuitive extension
of basic hill climbing which performs competitively with other metaheuristic
methods [9]. The improvement ILS brings over hill climbing with random restarts
is the ability to continue searching for improvements nearby a good solution
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Algorithm 2. An outline of an ILS algorithm.

1 O « initialState();

2 O « localSearch(O);

3 while terminationCondition(O, history) is not met do
4 O' «— perturb(O);

5 O’ « localSearch(0O");

6 O « acceptenceCriterion(0,0');

(local minima) instead of erasing progress by simply restarting. First, a random
ordering is chosen as an initial candidate solution and a subsidiary local minimum
is found through local search. Then, three basic steps are iterated over until a
restart condition is met: first, the current solution is perturbed through some
perturbation operator. Then, local search is applied to the perturbed solution to
obtain a new local minimum. Whether or not the new local minimum will replace
the old one before the next iteration is decided upon according to an improvement
criterion. The iterations stop when a specified termination condition is met. This
generic ILS algorithm is outlined in Algorithm 2.

Using INOBS as the local search component for the ILS procedure, we con-
struct Iterated INOBS (IINOBS). For the perturbation operator of IINOBS,
ps - n pairs of variables were swapped by their index in the ordering, where p,
is called the perturbation factor. Swaps are chosen because they are not easily
undone by insertions, so it is unlikely that the proceeding local search will reverse
the perturbation [17]. As for the improvement criterion, the solution is accepted
when the new local minima achieves a score s’ such that s'(1 — ¢) < s, where s
is the score of the original local minima and £ > 0. The parameter ¢ allows some
leeway for the new local minima to have a worse score than the current one. To
avoid stagnation, IINOBS is restarted from a new initial ordering according to
both a soft and hard restart schedule. A soft restart occurs if the objective value
has not been improved in over r, moves to new local optima. A hard restart
occurs when r; moves to new local optima have occurred, regardless of how the
search has been improving.

5 Memetic Algorithm

Memetic INOBS (MINOBS) is a memetic search method for the problem which
uses INOBS as a local search procedure. Memetic search allows a local search
algorithm to be combined with the intensification and diversification traits of
population based search techniques. The method can be compared to a standard
genetic algorithm except using the space of local minima rather than the space of
all possible orderings [13]. An outline of the memetic algorithm we fit MINOBS
into is in Algorithm 3.

Memetic search roughly resembles maintaining multiple runs of ILS in paral-
lel. Performing crossover and mutation is analogous to perturbation. Pruning the
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Algorithm 3. An outline of the memetic algorithm that INOBS is fit into
to construct MINOBS. Adopted from [17].

population — {};

for i — 1,...,N (N is the population size) do

O «— localSearch(randomInitialState());
population — population U {O};

offspring — {};
fori—1,...,¢c, do
L choose O1, Oz from population;

1

2

3

4

5 while termination condition is not met do

6

7

8

9 offspring < offspring U localSearch(crossover(O1, O2))};

10 for i —1,...,m, do

11 choose O1, Oz from population;

12 L offspring < offspring U localSearch(mutate(O1, 02, mp))};

13 population «— prune(population U offspring, N);

14 if the average score in the population does not change by da in the last d;
generations then

15 population «— selectBest(population, d, );

16 fori—1,...,N —d, do

17 O «— localSearch(randomInitialState());

18 L population — population U {O};

population is analogous to automatically stopping the less promising of the par-
allel runs. Therefore, we expect MINOBS to perform at least as well as IINOBS
given a sufficient amount of time.

The algorithm begins with an initial population of random local optima are
generated through INOBS. Until the termination condition is met, the popula-
tion undergoes a number of generations. Each generation consists of a crossover
and a mutation stage. During the crossover stage, members of the population
are randomly drawn in pairs and combined according to some crossover oper-
ator to produce a new ordering. INOBS is then applied to the new orderings.
In the mutation stage, random members of the population are chosen from the
population and perturbed according to the swap-based perturbation operation
presented in the IINOBS. The new permutations are then subjected to local
search using INOBS. Afterwards, both the orderings produced in the crossover
and mutations stages are added to the population. Finally, members of the pop-
ulation are pruned to maintain the original size of the population according to
some pruning scheme. In our case, pruning involved filtering out orderings with
duplicate scores and then afterwards removing orderings with the lowest scores
until the population was back to its original size.

MINOBS also has the possibility of performing a diversification step if the
average score of the population does not change by over da for d; genera-
tions. The diversification step consists of removing all but the top d,, members
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of the population and refilling the rest of the population with new random
local minima. The diversification step’s purpose is to stop the population
from stagnating and acts similarly to a random restart. We experimented

with three different crossover operators. Let O1 = (X 1), .., Xy (n)) and
Oz = (Xry1)s -+ - Xﬂg(n)) be the two orderings to cross to produce the offspring
O = (Xz1),- -+ Xr(n)), where 71, M, and 7 are permutations of indices from
1 to n.

— Cycle crossover (CX): A random index i is selected along with a random
parent O, without loss of generality. For the resulting ordering O, we set ()
as m1(¢). Then for the other parent Oz, the index j such that 71 (j) = m2(4) is
found, and we set (i) to w1 (j). Index 7 is then set to j and the process repeats
until ¢ cycles back to the original index. The process then restarts with i as
an index unused by 7 until 7 is completed. The resulting permutation 7 has
the property that 7(i) = 71 (i) or 7(i) = m2(i) for every index ¢ [14].

— Rank crossover (RX): The offspring is based on sorting the mean index of each
variable over both parent orderings. When a ties occur (two or more elements
share the same mean index over both parents), the order of the elements is
determined according to a random distribution [17].

— Order-based crossover (OB): From Oy, n/2 variables are randomly chosen and
copied in the same position into offspring O. The variables not copied from
O, fill the unused positions in O according to their order in Oy [18].

6 Experimental Results

We report on experiments to (i) evaluate the three neighbourhood selection
schemes, (ii) select the parameters for our two proposed metaheuristic methods,
IINOBS and MINOBS, and (iii) compare our INOBS, IINOBS and MINOBS
methods against the state of the art for Bayesian network structure learning.

Most of the instances used in our experiments were provided by the Bayesian
Network Learning and Inference Package (BLIP)!. These instances used the BIC
scoring method and have a maximum indegree of k& = 6. Other instances were
produced from datasets from J. Cussens and B. Malone and scored using code
provided by B. Malone. The method of scoring for an instance in this set (BIC
or BDeu) is indicated in the instance name.

Ezxperiment 1. In the first set of experiments, we compared the three neighbour-
hood selection schemes—best improvement, first improvement, and hybrid—
incorporated into the basic hill climbing algorithm (Algorithm 1), which ter-
minates once a local minima is reached (see Tablel). Overall, best and first
improvement generated higher quality local minima than hybrid selection. Note
that it is possible for first improvement to be better than best improvement as
they follow a different trajectory through the search space from the first move.
Best improvement for insertion-based OBS is the best method tested in [1] where

! http://blip.idsia.ch/.
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Table 1. Average runtime (sec.) and score for each neighbourhood selection method
for various benchmarks (100 runs), where n is the number of variables in the instance
and C' is the total number of candidate parent sets.

Instance n C Best First Hybrid
Time |Score Time |Score Time |Score

segment_BIC| 20 1053| 0.01, 15176.3| 0.01| 15175.9| 0.000 15176.8
autos_BIC 26 2391 0.02 1585.5| 0.03 1586.4| 0.01 1587.1
soybean_BIC | 36 5926 0.08 3155.9| 0.08 3156.5| 0.02 31584
wdbc_BIC 31| 14613| 0.19 6623.0/ 0.16 6624.6| 0.04 6627.0
steel_BDeu 28| 113118| 2.09| 18690.0, 1.76, 18674.8| 0.59| 18685.9
baudio.ts 100| 371117| 23.76| 194711.9| 12.63| 193795.5| 3.03| 194922.0
jester.ts 100| 531961 | 36.56| 88098.9| 19.86| 87271.6| 4.48| 87871.1
tretail.ts 134| 435976| 36.54| 106864.0| 16.59| 106294.6| 3.03| 106879.2
munin-5000 |1041|1648338|847.081041284.5/961.39|1041219.6|17.97| 1040638.6

it is called HCbO. The authors note that the performance of their algorithm is
hindered by the need to evaluate the scores of all (n — 1) neighbours, even
with the optimizations mentioned in Sect. 3. They attempted to lower the neigh-
bourhood size by restricting the insert radius and using variable neighbourhood
search, but the modifications were not effective in improving performance.

While overall hybrid selection performed marginally worse in terms of score, it
took significantly less time to reach a local minima on the larger instances, scaling
to about fifty times faster on the largest instance. One further optimization for
best improvement with insert moves is explored in [1] but was not implemented in
our experiments. However, this optimization only improves the speed by at most
a factor of two, which is still not enough to make best improvement comparable to
hybrid. Following the note that best improvement selection is too time consuming
in [1] and our own focus on scaling to larger instances, we designated hybrid as
our neighbourhood selection method of choice for our metaheuristic methods to
make a direct improvement over HCbO.

Ezxperiment 2. In the second set of experiments, we tuned the parameters for
our two proposed metaheuristic methods, IINOBS and MINOBS. Parameter
tuning was performed with ParamILS, a local search based tuning method for
metaheuristics [10]. Tuning was performed using three instances from the BLIP
benchmarks (baudio.ts, jester.ts, tretail.ts). Unfortunately, larger instances could
not be used effectively for tuning due to time constraints. The objective mini-
mized by ParamILS was the mean percent difference from the best scores gener-
ated by INOBS with random restarts. The parameters tuned and their optimal
value found by ParamlILS are listed in Tables 2 and 3. (Near-optimal parameters
were also experimented with and similar results were obtained.)

Experiment 3. In the final set of experiments, we compared our two proposed
metaheuristic methods, IINOBS and MINOBS, as well as INOBS with random
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Table 2. Parameters tuned for IINOBS.

Parameter | Description Value

Ps Perturbation factor: ps - n random swaps will be used to | 0.03
perturb the ordering

€ Leeway allowed when choosing a local minima to move to | 0.00005

Ts Number of non-improving steps until a restart 22

Th Number of perturbations until a restart 100

Table 3. Parameters tuned for MINOBS.

Parameter | Description Value

N Number of members in the population 20

crossover | Type of crossover to perform OB

Cn Number of crossovers to perform 20

mp Mutation power factor: m, - n random swaps will be used to 0.01
perturb the ordering

M, The number of mutations to perform 6

di Number of scores to look back for triggering a diversification step | 32

da Max. change in ave. score needed to trigger a diversification step | 0.001

dn Number of members to keep after a diversification step 4

restarts, to the state of the art (see Table4). For the state of the art, we compare
against (i) our implementation of OBS [19]; (ii) GOBNILP (v1.6.2) [7], an exact
solver used here as an anytime solver that was run with its default parameters;
and (iii) acyclic selection OBS (ASOBS [16], a recently proposed local search
solver that has been shown to out-perform all competitors on larger instances.
OBS, INOBS, INOBS with restarts, IINOBS, and MINOBS were implemented in
C++ using the same code and optimizations for swap-adjacent moves?. ASOBS
is written in Java and is therefore expected to run more slowly compared to
our methods. However, our experiment runtime is long enough for ASOBS to
stagnate enough so that even if the implementation of the method was several
times faster, it is unlikely that the results would change significantly.
Experiments for all methods other than ASOBS were run on a single core
of an AMD Opteron 275 @ 2.2 GHz. Each test was allotted a maximum 30 GB
of memory and run for 12h. The generation of the instances from data can
take days, so this time limit is reasonable. Due to limited software availability,
tests for ASOBS were run courtesy of M. Scanagatta with the same time and
memory limits and on a single core of an AMD Operton 2350 @ 2 GHz. These two
processors have similar single core performance. We used test instances from the
BLIP benchmarks. Of the 20 data sets used to generate the BLIP instances, three

2 The software is available at: https://github.com/kkourin/mobs.
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Table 4. Median score of best networks found, for various benchmarks, where n is the
number of variables and C is the total number of candidate parent sets. The column
labelled INOBS represents the scores of INOBS with random restarts. OM indicates
the solver runs out of memory before any solution is output. Bold indicates the score
was the best found amongst all tested methods. An asterisk indicates that the score is
known to be optimal.

Instance n C GOBNILP |OBS ASOBS INOBS IINOBS MINOBS
nltcs.test 16| 48303/5836.6%* 5903.4/5836.6* |5836.6* 5836.6* |5836.6%
msnbc.test 17| 16594/151624.7*| 153291.6/151624.7*|151624.7*|151624.7*|151624.7*
kdd.test 64| 152873|57271.3 57556.2|57522.6 57218.0 57209.6* |57209.6*
plants.test 69| 520148/19337.8 16485.0/16681.4 14649.6 14539.7 |14539.7
bnetflix.test 100/1103968 OM 13033.3/12545.1 12282.4 12279.8 [12279.8
accidents.test 111/1425966 OM 3454.4/12119.9 855.9 828.3 828.3
pumsb_star.test| 163/1034955|/11552.5 5626.9/3641.7 3068.5 3062.8 3062.8
dna.test 180/2019003|/OM 21783.0/19335.1 18455.1 18297.0 18287.8
kosarek.test 190/1192386/ OM 29283.4/26718.5 24816.5 24731.8 |24745.9
msweb.test 294(1597487/OM 28496.3/26061.6 25781.7 25743.5 25741.6
book.test 500/2794588 OM 36133.0/33104.4 30614.2 30355.2 30345.0
tmovie.test 500(2778556| OM 8547.6/6312.4 5008.5 4765.5 4763.8
cwebkb.test 839(3409747|OM 34837.9/21948.7 17984.7 17564.7 17556.4
crb2.test 889(3357042|OM 28187.2/16060.2 13374.3 13063.0 13013.9
c20ng.test 910(3046445/ OM 109950.7/79093.8 69832.9 69139.5 69024.0
bbc.test 1058/3915071|OM 44663.6/30261.3 25263.5 24498.2 24403.9
ad.test 1556(6791926| OM 10845.0(8745.2 7814.5 7610.4 7646.0
diabetes-5000 413| 754563/OM 2043150.9/1925441.6 |1913319.6 |1912286.3/1912670.9
pigs-5000 441/1984359|OM 1010120.7/905538.2 |802293.5 |782105.9 |775953.3
link-5000 724/3203086|OM 85516.2/43072.1 37067.2 36758.9 36715.3

were excluded because they were used in tuning, leaving 17 for testing. Three
additional large instances were chosen that were generated with data from real
networks (diabetes-5000, link-5000, pigs-5000). Excluding ASOBS, three tests
with different random seeds were tested for each instance-method pair, and the
median was recorded. ASOBS was only run once due to time constraints.
GOBNILP, OBS, and ASOBS performed significantly worse than our pro-
posed metaheuristic methods, IINOBS and MINOBS. A closer look at the experi-
mental data revealed that the best solutions found by OBS and ASOBS on all but
three of the smaller instances over an entire 12 h run scored worse than the solu-
tions found by INOBS with random restarts in a single hill climb. MINOBS found
equivalent or better structures than IINOBS for 17/20 instances, though seven
were tied. The time and score data showed that MINOBS tended to start slow
but overtime managed to outperform IINOBS on most instances. This behaviour
is expected if memetic search is seen as running ILS in parallel, as speculated
earlier. One of the cases where MINOBS found worse solutions than IINOBS
was ad.test, one of the biggest instances we tested with. On this instance, nei-
ther method seemed close to stagnating at the 12h timeout, so we reran the
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experiment with a time limit of 72h. MINOBS eventually overtook IINOBS
after about 24 h. In general, IINOBS seems to be the better method if time is
limited, but it begins stagnating earlier than MINOBS.

7 Conclusions

We present INOBS, IINOBS, and MINOBS: three new ordering-based local
search methods for Bayesian network structure optimization which scale to hun-
dreds of variables and have no restrictions on indegree. We compare these meth-
ods to the state of the art on a wide range of instances generated from real
datasets. The results indicated that these new methods are able to outperform
the few score-and-search learning methods that can operate on instances with
hundreds of variables. MINOBS appeared to find the best scoring network struc-
tures, with IINOBS closely following.
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Abstract. The increasing number of electronic appliances in the houses
and the huge human dependency on fossil fuel, bring the necessity of an
efficient use of the available power sources. The Smart Home systems
allow monitoring and controlling residential appliances. The proposed
system works in residential energetic management using multi-objective
techniques to recommend more economic appliances usage profiles than
the actual usage profile of the user. However, these recommended profiles
have to be similar to the user normal usage profile before the recommen-
dation, allowing to make a reasonable recommendation. For the tested
appliances, the NSGA-II technique has shown the best solutions. From
the best results it was possible to get similar profiles to the normal use
with until 90% of energy saving.

Keywords: Multi-objective optimization - Smart Home - Energy save

1 Introduction

The human dependency on fossil fuel brings necessity of an efficient and sus-
tainable usage of the available power sources. The Smart Home appliances have
received more capacity of gathering information about the residential appliances
and how to manage them. This technology has allowed the development of sev-
eral Computational Intelligence based techniques for efficient energy usage and
comfort management at residential environment.

Thus, aiming to reduce the power waste, it is interesting that the management
system becomes able to reduce the power usage of the appliances without affect
the inhabitants’ comfort.
© Springer International Publishing AG 2017

M. Mouhoub and P. Langlais (Eds.): Canadian AI 2017, LNAI 10233, pp. 142-147, 2017.
DOI: 10.1007/978-3-319-57351-9_18



SmartHome Energy Saving Using a Multi-objective Approach 143

The system proposed by this work has two main parts. The first consists
of finding the user normal usage profiles. After that, at the second part, the
recommendation is made by a multi-objective search algorithm.

This work is structured as follows. In the second chapter will be shown and
briefly discussed the related works. Following, in the third chapter, the proposed
technique will be described. The fourth chapter presents the results obtained
as well its discussion. Finally, the conclusions and future works are in the fifth
chapter.

2 Related Works

Several Residential Appliances Management Systems (RAMS) can be found in
the literature to automatically manage the domestic appliances.

In [3], it is proposed a RAMS based on appliances coordination. Their exper-
iments were performed by simulating the loads of four appliances. They consid-
ered the period at which they were on stand by, that represented around 10% of
the total consumed energy for each one, and then turned off the more critical at
energy price peak periods.

In the RAMS described by [4], there is a thermal environmental manage-
ment, which uses multi-objective optimization to search for an acceptable bal-
ance between the user preferences and save energy. Their tests were performed
through virtual simulation of a residence in Sidney. Their model took in consid-
eration the position, altitude, windows, wall weight and the size of the residence.

The importance of Smart Home with Computational Intelligence techniques
is that they are able to automatically manage and reduce the power consumption
of a residence, in an efficient and non-expensive way.

The system proposed by this work intends to learn the user usage profile of
the appliances and then recommend usage patterns that makes more economical
use of energy and becomes similar with the current usage profile.

3 Multi-objective Optimization

3.1 Non-dominated Sorting Genetic Algorithm II

In optimization problems, a largely utilized group of techniques is the Genetic
Algorithm. Those techniques model possible solutions for determining problem
as chromosomes, which have a fitness value. This measure says how good the
solution is relates to others. The algorithm is initialized with an initial population
of solution candidates and over the generations, it will be performed operators
to select and combine the solutions to generate new better individuals.

The Non-dominated Sorting Genetic Algorithm IT (NSGA-II) [6] is a multi-
objective version of genetic algorithms. This approach is largely utilized because
of its fast convergence, besides to emphasize the non-dominated solutions, i.e.,
the solutions which are not better than others in both objectives simultaneously,
it uses mechanisms like the Crowding distance, which is a solution spreading
technique. This mechanism evaluates the density of non-dominated solutions
and thus preserve the solution diversity, running through local maxima.
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3.2 Discrete Multi-objective Optimization

The Particle Swarm Optimization (PSO) is a heuristic search approach inspired
by the movement of bird flocks searching for a food source. The multi-objective
version of PSO, called Multi-Objective Particle Swarm Optimization (MOPSO)
used in this work is based on the Pareto Dominance Concept to collect the non-
dominated solution among the objectives. This version is described by Coello
Coello [5]. They represented the MOPSO algorithm like a single objective Par-
ticle Swarm Optimization (PSO), but with a new turbulence operator and an
external archive, where are saved the non-dominated solutions.

Besides, in order to implement a discrete version of MOPSO, called here
(DMOPSO), it were used the velocity and position calculations as in [2].

At the end of the execution, it is obtained, from the Pareto Front, a group of
non-dominated solutions that will serve as balanced options of solutions to the
proposed problem.

4 Proposed Technique

The hole system operation is summarized by the Fig.1 and is described as
follows.

- Weekl Economic usage
D Appliances Y Multi-Objective Profiles
ata S tion Usage Recommendation Suggestions
Base epara combination €8

Fig. 1. Operation flow to recommend a lower energy usage profile.

Appliance Separation: In the first stage, the appliance data is separated and
their data are split into weeks.

Weekly Usage Combination: Here, for each home appliance, the raw data
obtained before is combined into weeks of usage. This conversion is done by
counting how many times during the 7 week days, that appliance was turned on
at each second of a whole day. Resulting in a vector containing 86400 integer
values (each second for a period of 24 h) that can fluctuate from [0,7], represent-
ing how many days on that week the appliance was turned on in that specific
second.

Besides, it was selected one of those weeks for each appliance. This week
is supposed to represent all the others as the normal usage profile for each
equipment. This was accomplished by finding the one that had the smallest sum
of Euclidean Distance from all the others.

Multi-objective Recommendation: Thus, the selected week is given as input
to the multi-objective algorithm and will serve as the normal usage for both
objectives. The solution candidates were randomly generated weeks of usage.
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It was identified two concurrent fitness functions, power consumption and the
proximity with the current profile (used as a measure of comfort). The power
consumption has been calculated by the sum of the usage time (in seconds) of
each solution candidate, and as the second objective, the proximity to the normal
usage profile was given by the Euclidean distance from the solution candidate
to the current profile of usage.

The solutions candidate could only have their internal distribution with inte-
gers between [0,7] and their total dimension was 86400 (represents the quantity
of seconds in a day).

To improve the velocity of convergence, the sampling rate L was reduced
and tested with different values. This different sizes are due to the intervals of
sampling: 30s, 60s, 5min and 10 min. Resulting in individuals/particles with L
of: 144, 288, 1440 and 2880 dimensions respectively. In order to calculate the
objective function the solutions were re-sampled to 86400 dimensions.

The appliance consumption data used by this work were obtained from
the UK Domestic Appliance-Level Electricity (UK-DALE) [1] repository. From
this repository, it were selected 50 weeks from 6 appliances: 25-lighting_circuit,
3-solar_thermal_lamp, 6-dishwasher, 7-tv, 9-htpc and the 13-microwave.

5 Results and Discussion
In order to find the best results for each technique, firstly it was found the best

parameters for one of the appliances. Those parameters are described in the
Table 1.

Table 1. NSGA-II and DMOPSO best parameters found.

NSGA-II DMOPSO
Name Value | Name Value

Number of individuals | 100 | Number of particles | 100

Iteration number 150 | Number of iterations | 150
Crossover probability |90% |cl and c2 2
Mutation probability |10% | Inertia weight 0.8

Individual dimension | 144 Particles dimension | 144
Mutation probability | 40%

Division factor 5,5

The hyper-volumes of the two tested techniques Pareto-Front are represented
by the Fig. 2. The solutions given by the genetic algorithm were split into three
levels of economy, like showed in the Fig. 3, and to show the capacity of the tech-
nique it was selected an average solution from each group which are represented
in Table 2.
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Fig. 2. Hypervolume of the NSGA-IT and DMOPSO for the 5 appliances analysed.

Table 2. Results for the five appliances tested

1D | Appliance Reduction | Reduction | Reduction
comfortable | moderated |economic
3 | solar_thermal_lamp | 42% 54% 65%
6 | dishwasher 42% 54% 66%
7 | tw 43% 54% 64%
9 | htpe 38% 50% 61%
13 | microwave 41% 53% 64%
s Solution Group (Pareto Front)
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Fig. 3. Pareto Front with the zone separations.

For both techniques, the best hypervolumes, were found by the smallest

dimensional individuals (bigger interval sampling) probably because of the facil-
ity of work with smaller solutions candidates. The NSGA-II had the best results,
this is probably because of its better capacity of exploring the search space and
scape from local minimum. The Table 2 shows the mean percentages for NSGA-IT

of the extremes and average solutions for the techniques.
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6 Conclusions and Future Works

To reduce the energy consumption without affecting much the user comfort, the
normal week usage obtained was used to find possible solutions that were similar
to it. The approach returned solutions for less energy save and, therefore, more
comfortable, as well as more energy economic and thus, more invasive to the user
comfort. Also, it is not interesting to the technique to be applied to appliances
as a fridge, that cannot be turned off or TV that has a smaller representation
in the house electricity consumption.

As future work, it will be used Machine Learning to more accurately, detect
the user usage profiles avoiding the missing variations of use from one week to
another.
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the CIn/FCA Project for the support of this research.
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Abstract. Current map matching algorithms do not perform well for simplified
road networks. In this paper, we propose a sequence-based bidirectional merge
algorithm called SBBM for map matching on the simplified road network.
SBBM splits a GPS trajectory into a set of sequences first, and then merges the
sequences from the one with the highest confidence. During the merging pro-
cedure, the algorithm would address the problems of outliers. Last, an experi-
ment is conducted based on GeoLife dataset in Beijing, China, and the result
shows that the proposed algorithm in this paper performs better than Passby
algorithm and incremental algorithm.

Keywords: Map matching - Simplified road network - Sequence-based

1 Introduction

With the rapid popularity of GPS devices, the massive GPS trajectories of vehicles are
collected and available for various applications. The spatial position of GPS trajectory
is usually imprecise due to the measurement error and the sampling error of GPS
receivers. Map matching is the operation to match GPS trajectories to the road segment
by geometric, topological and statistical analysis, which is critical for further geospatial
operations.

Simplified road networks are often used in many applications because of its small
storage size, low I/O and communication overhead and fast processing time. In a
simplified road network, road segments only consist of junctions and do not have any
other information such as speed limitation, turn restriction at junctions. However,
simplified road network may hamper the effectiveness of geometric features (such as
azimuth), and even leads to location deviation of road segments after simplification.
Figure 1 illustrates the problem by using a real case on the simplified road network. In
the figure, a GPS trajectory passes through a ramp in the road network. Figure 1(a)
shows the scene in the original road network where the GPS points 1-7 can be located
on the ramp correctly. However, in Fig. 1(b), as the ramp is simplified, the GPS points
1-7 will be incorrectly mapped to Road 1 based on the geometric feature. Very few

© Springer International Publishing AG 2017
M. Mouhoub and P. Langlais (Eds.): Canadian Al 2017, LNAI 10233, pp. 148-154, 2017.
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()

Fig. 1. An example of a GPS trajectory in (a) original road network (b) simplified road network

map matching algorithms have been proposed for the simplified road network. Passby
algorithm [1] is proposed for simplified road network, however, it may result in wrong
map matching result when the intersections passed by are incorrectly identified.

In this paper, we propose a sequence-based bidirectional merge (SBBM) algorithm
to match GPS trajectory onto a simplified road network. The consecutive points could
constitute a basic sequence. The sequence with highest confidence will be matched
first, and then to merge its adjacent sequences in the bi-direction based on criteria
which could remove outliers effectively. The contributions of the paper are summarized
as follows:

e This paper proposes a sequence-based bidirectional merge (SBBM) algorithm to
match GPS trajectory onto simplified road network. SBBM operates on sequence
rather than a single GPS point, which could make the process of map matching
efficient. Besides, SBBM starts from the sequence with the highest confidence to
merge adjacent sequences, which could address the problem of outliers.

e This paper conducts experiments on the real dataset GeoLife, and the experimental
result shows that the proposed SBBM algorithm outperforms the two existing map
matching algorithms, Passby algorithm and incremental algorithm.

This paper is organized as follows: Sect. 2 introduces the related works of map
matching algorithm; Sect. 3 gives some definitions and problem statement, and makes
a detailed discussion about the proposed SBBM algorithm; Sect. 4 gives a case study
based on the GPS trajectory dataset of GeoLife project in Beijing city, China. Section 5
makes conclusions and discusses future works of this research.

2 Related Works

In the last several decades, a lot of map matching algorithms have been proposed.
Quddus et al. made a literature review [2] of the map matching algorithms, and pointed
out that the determination of a vehicle location on a particular road depends to a large
extent on both the quality of the spatial road map and the used map matching algorithm.
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Greenfeld proposed a topological based incremental map matching algorithm.
Firstly, it searched candidate road segments for the target GPS point by a topological
analysis. Then, it utilized a similarity measure to locate the GPS points to the road
segment with a weighting system of balancing proximity, intersection and direction [3].
Brakatsoulas er al. adopted the weighting system of Greenfeld’s work, and proposed a
look-ahead policy to make a local matching decision by exploring a sequence of road
segments rather than a single road segment [4]. However, the map matching method
based on geometric and topological analysis of individual GPS points may identify the
road segment incorrectly in the simplified road network.

Lou et al. came up with the ST-Matching algorithm by integrating the geometry
and speed information for GPS trajectory with low sampling rate. This algorithm
calculates the spatial analysis function based on the geometric information and the
temporal analysis function based on speed information [5]. It is a well-known algo-
rithm. However, it does not apply to simplified road network because it requires extra
road network information such as speed limits of road segments.

The Passby algorithm proposed in [1] detects the GPS points located at the inter-
sections of road segments, and matching the consecutive GPS points within the
intersections to the road segment. However, it may result in wrong map matching result
when the intersections passed by are incorrectly identified.

3 Sequence-Based Bidirectional Merge Method

Definition 1 Simplified Road Network. The simplified road network is a graph
G = (V,E), where V is a set of vertices representing the endpoints of road segments,
and E is a set of road segments. A simplified road network only has the geometric and
topological information without any other attributes.

Definition 2 GPS Trajectory. A GPS trajectory T is a sequence of GPS points
{p1,p2, ---,pu}, and each GPS reading is a tuple of <x,y,t>, where x,y,t are
latitude, longitude and time, respectively, and p; -t < p; 1 - 1.

Problem Statement. Given a GPS trajectory T and a simplified road network G =
(V,E), determine the path which matches the trajectory in the road network.

The sequence-based bidirectional merge method is composed of two steps. They
are sequence generation and bidirectional merge. In the following, we will discuss them
in details.

First, it makes a fast map matching of each GPS point in a trajectory only based on
spatial proximity between GPS points and road segments. Then, GPS points are
aggregated to sequences which are matched to the same road segment. Next, the
bidirectional merge is conducted starting from the sequence with the highest confi-
dence. During the merge procedure, skipping segments traversed are searched out
and outliers are detected and eliminated. In the following, we will discuss them in
details.
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3.1 Sequence Generation

In this step, each GPS point in a trajectory is matched to a road segment based on the
spatial proximity. Given a trajectory T = {p1,p2, - ..,Pn}, €ach point p; will be mat-
ched to its nearest road segment according to its distance to the segment. To facilitate
search the closest segments to the point, a spatial index is built for the road network
with R tree. After the fast map matching, each GPS point p; is located at a matching
point a; on the road segment s;, and it is recorded as p; - a = a;, and p; - s = s;.

If a road segment s has more consecutive points matched on, the consecutive points
{ps Pix1, - » Pisk} are called a sequence, recorded as Seq = {p;, pis1, ... » Pizi}, and the
confidence of this sequence is the number of the points within it, denoted as Seq.conf.
The corresponding road segment s of the sequence is recorded as Seq.seg = {s}.

The rules to merge sequences are as follows: given two sequences Seq; = {p;, pi+1,

-y Pj}s Seq,.seg = {s,} and Seq, = {Pj+1, Pj+2 - Pi}, Seqr.seg = {s»}:

o If s; =150, then Sequew ={pi - . Pp Dis, - » Di}s Seqew-seg = {s1},
Seqnen-conf = Seq,.conf + Seq,.conf.
e If 5 # s, and sy, s, are adjacent, Seqyey, = {Pi ... » Pjy Pjxtr - » Pk)s S€Gnew

seg = {51, 82}, Seqpew-conf = Seqy.conf + Seq,.conf.
e Ifs; # 55 and sy, s, are not adjacent, there are segments s, s, between s, and s,

then SeQnewz {pir e pj’ pj+1: ey pk}’ SeQnew'seg: {sl, Sp, FUTEIN sq’ s2}7
Seqnen-conf = Seq.conf + Seq,.conf.

3.2 Bidirectional Merge

After segmenting a trajectory into several sequences, it will merge adjacent sequences
step by step to find a reasonable path. During the bidirectional merge procedure, the
algorithm would search the traversed skipping segments between sequences and detect
sequence of outlier to find the reasonable path which matches the trajectory in the road
network.

Segment-skipping problem [2] is that a point p; is matched to the segment s, but the
next point p; 1 is matched neither on the segment s nor any segment adjacent to s, so
there exist some segments which are skipped. This algorithm assumes that the shortest
path between the two sequences is the one composed by the skipped segments.

Due to the measurement error of GPS receiver or the inaccuracy of simplified road
network, some sequences may be matched to the incorrect road segments, and taken as
outliers. Figure 2 gives an example about problem of outlier.

In Fig. 2, Sequence; = {p¢,p7} are matched to the segment s, and it should be
taken as an outlier. When Sequence, = {p1,p2,p3,ps,ps} merges Sequence;, the
skipped segments s3 will be found. If it is not possible to travel the distance of the
skipped path ps-a — s3 — pg-a within the time interval Ar=pg-t—ps-t,
Sequence; will be considered as outlier and eliminated. In this paper, the speed v of the
travel ps — pg is estimated by the five point samples before the travel, namely the
average speed between p; - a and ps - a in Fig. 2.
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Fig. 2. An example of outlier

Distance(ps -a — s3 — pe-a) >V * (pg -t — ps - 1),V = Min(w * v, vmax)

Where w is the scale parameter of the speed, vmax is the maximum speed of the moving
object. After Sequence, is removed, Sequence, will continue to merge the next adjacent
sequences.

4 Experiments

In this section, we first describe the experimental settings, including the experiment
dataset and some parameters setting in the experiment. Then, we introduce the eval-
uation approaches. Finally, we report the matching accuracy of the SBBM algorithm on
simplified road network, and compare it with both Passby algorithm [1] and incre-
mental algorithm in [3].

In this experiment, we use the road network of the downtown area of Beijing. The
simplified road network contains 18,813 vertices and 22,043 road segments. Besides,
50 trajectories (sampling rate is 1 Hz) with different length and spatial coverage are
selected from GeoLife dataset [6], and they are labeled with the true paths manually for
evaluation. Our implementation was written in C# on Microsoft Visual Studio 2010
platform, and experimental results were taken on a computer with Intel Core i7
4710HQ CPU 2.5 GHz and 16 GB RAM. In this experiment, The scale parameter of
the speed is set as 5, and the maximum speed is set as 35m/s. For the incremental
algorithm, the parameters are set as y; = 10, a = 0.17, n; = 1.4, and p, = 10, n, =4,
adopted in [3].

In this experiment, two metrics Precision by Number (PN) and Recall by Number
(RN) are used to evaluate the effectiveness of map matching algorithm for simplified
road networks, and they are defined as follows.

__ #correctlymatchedroadsegments

PN =
#allroadsegmentsofthetrajectory

RN — #correctlymatchedroadsegments

#matchedroadsegments

Figure 3 shows the quality of the three algorithms on the experiment dataset. In
Fig. 3, it can be seen clearly that our proposed SBBM algorithm outperforms both
Passby algorithm and incremental algorithm with respective to PN and RN, which
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Fig. 3. The results of experiment: (a) precision by number (b) recall by number

means that SBBM algorithm succeeds in not only finding the correct travelled path, but
also eliminating outliers which are matched incorrectly. The PN and RN of Passby
algorithm is 0.950 and 0.791, which means that Passby algorithm has a good perfor-
mance in finding the correct path, but it cannot eliminate outliers and short roundabout
very effectively. The PN and RN of incremental algorithm is 0.852 and 0.751, which
means that incremental algorithm does not work well for map matching in the sim-
plified road network.

5 Conclusions and Future Works

In this paper, we propose a map matching algorithm called sequence-based bidirec-
tional merge algorithm SBBM to match GPS trajectory to simplified road network. The
experimental results show that the proposed algorithm outperforms Passby and
incremental algorithm with high sampling rate GPS trajectories in the simplified road
network. In future, we will conduct more experiments to test the performance of the
proposed algorithm on low sampling rate GPS dataset.

References

1. Liu, K., Li, Y., He, F., Xu, J., Ding, Z.: Effective map-matching on the most simplified road
network. In: Proceedings of the 20th International Conference on Advances in Geographic
Information Systems, pp. 609-612. ACM (2012)

2. Quddus, M.A., Ochieng, W.Y., Noland, R.B.: Current map-matching algorithms for transport
applications: state-of-the art and future research directions. Transp. Res. Part C: Emerg.
Technol. 15(5), 312-328 (2007)

3. Greenfeld, J.S.: Matching GPS observations to locations on a digital map. In: Proceedings of
Transportation Research Board 81st Annual Meeting (2002)



154 G. Cui et al.

4. Brakatsoulas, S., Pfoser, D., Salas, R., Wenk, C.: On map-matching vehicle tracking data. In:
Proceedings of the 31st International Conference on Very Large Databases, pp. 853-864.
VLDB Endowment (2005)

5. Lou, Y., Zhang, C., Zheng, Y., Xie, X., Wang, W., Huang, Y.: Map-matching for
low-sampling-rate GPS Trajectories. In: Proceedings of the 17th ACM SIGSPATIAL
International Conference on Advances in Geographic Information Systems, pp. 352-361.
ACM (2009)

6. Zheng, Y., Zhang, L., Xie, X., Ma, W.Y.: Mining interesting locations and travel sequences
from GPS trajectories. In: Proceedings of the 18th International Conference on World Wide
Web, pp. 791-800. ACM (2009)



On the Role of Possibility in Action Execution
and Knowledge in the Situation Calculus

Vahid Vaezian®) and James P. Delgrande

School of Computing Science, Simon Fraser University,
Burnaby, BC V5A 1S6, Canada
{vvaezian, jim}@cs.sfu.ca

Abstract. In the Situation Calculus the term do(a, s) denotes the suc-
cessor situation to s, resulting from performing (i.e. executing) the action
a. In other words, it is assumed that actions always succeed. If action a is
not possible in situation s, then the action still succeeds but the resulting
situation is not physically realizable. We will argue that consequences of
this definition of do(a,s) puts some limitations on applicability of the
Situation Calculus. In this paper, we view do(a,s) slightly differently
which results in a more general form for successor state axioms. The
new framework not only has all the benefits of the current version of the
Situation Calculus but also offers several advantages. We suggest that
it is more intuitive than the traditional account. As well, it leads to a
more general solution to the projection problem. Last, it leads to a more
general formalization of knowledge in the Situation Calculus.

1 Introduction

The Situation Calculus ([2,4]) is a formalism designed for reasoning about action.
In the axiomatization, do(a, s) denotes the result of executing action a in situ-
ation s, even if executing a is not possible in s. In other words, it is assumed
that actions always succeed. If action a is not possible in situation s, then a still
succeeds but the resulting situation is not physically realizable. Let’s call this
the success assumption. To take care of the case where a is not possible, the
tree of situations is “pruned” by a separate executability condition, which limits
things to only those situations which the actions “actually” succeed.

Although a great deal has been achieved with the current version of the
Situation Calculus (from now on we call it the traditional framework), we argue
that the success assumption leads to some limitations. In this paper, we define
do(a, s) differently by relaxing the success assumption and explore the impacts of
this change in the theory of the Situation Calculus. In the new definition actions
have no effect if their preconditions are not met. This leads to a more general
form of the successor state axioms which follows from reconsidering the frame
problem when unexecutable actions (i.e. those actions whose preconditions are
not met) are involved.

In Sect. 2 we review the main concepts of the Situation Calculus. In Sect. 3 we
make explicit the success assumption and discuss its consequences. In Sect. 4 we
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discuss the new definition of do(a, s), present a more general form for successor
state axioms and discuss the benefits of the proposed framework. In the last
section we conclude and present directions for future work.

2 Background

The language of the Situation Calculus is a many-sorted first order language.
There are three sorts: action for actions, situation for situations, and object
for everything else. A distinguished constant Sy represents the initial situation,
and a distinguished function symbol do represents the execution of an action.
A situation is a finite sequence of actions starting from the initial situation.
A binary predicate symbol C defines an ordering relation on situations. A fluent
is a fact whose truth value may vary from situation to situation; formally a
fluent is a predicate that takes a situation as the final argument. An action then
takes a situation to another situation in which the action has been executed.
A situation calculus action theory includes an action precondition axiom for each
action symbol, a successor state axiom for each fluent symbol, as well as unique
name axioms and the foundational axioms of the Situation Calculus. Action
precondition axioms are represented by the binary predicate Poss. Successor
state axiom for a (relational) fluent F' has the form

F(z,do(a,s)) = vf(x,a,5) V[(F(z,5) A yp (2, a,5))] (1)

where v} (z,a,s) and 75 (z, a, s) represent the conditions under which action a
affects the value of fluent F' positively or negatively.

3 The Traditional Definition of do(a, s)

In the Situation Calculus, the term do(a,s) denotes “the successor situation
to s, resulting from performing the action a”[4]. In this definition, actions always
succeed. In other words, in the situation denoted by do(a, s) all the (conditional)
effects of action a hold, even if it is not possible to perform action a in s. If
performing a is not possible in situation s then do(a, s) and subsequent situations
are what Reiter calls “ghost” situations. In these cases the actions still succeed, in
that the action effects hold in the resulting situation, but the resulting situation
is not physically realizable. The focus is then put on the executable situations
(i.e. those action histories in which it is actually possible to perform the actions
one after the other). For example in planning in the Situation Calculus, where
we have a goal statement G and want to find a plan that satisfies G, we prove
Azioms E (3s).executable(s) AG(s) which only deals with executable situations.
As another example, in Golog, primitive and test actions are defined as
Primitive actions: Do(a, s, s’) = Poss(a[s], s) A s’ = do(a[s], s).

Test actions: Do(¢?,s,s’) = Pls] N s =s.

Note that executability is included in the definition of primitive actions, and
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test actions are always possible. More complex actions then are defined on top
of these two kinds of actions, and they inherit executability as well.

This definition of do(a, s), through Reiter’s solution to frame problem [4],
results in the successor state axiom (1) which in it truth or falsity of a fluent
after an action is independent of whether the action is executable or not. For
example if we have holding(x,do(a,s)) = a = pickup(z) V holding(z,s) then
holding(x, do(pickup(x), s)) is always true for all  and s no matter executing
the action pickup(zx) is possible in s or not.

In the sequel we discuss some consequences of the success assumption.

1. Projection Problem. Consider the example where an agent intends to
execute a pickup action of some object followed by a move action to the next
room, but the pickup is not possible, say as a result of the object being glued to
the floor. In the traditional framework, following the pickup-and-move sequence,
in the resulting situation the agent is holding the object and is in the next
room. This is clearly impossible and the (separate) executability condition rules
out such a (ghost) situation. As a result we cannot formalize these scenarios in
the traditional framework. Clearly a more desirable outcome of this pickup-and-
move sequence is that the agent is in the next room and the object’s location is
unchanged. This will be the result in our proposed framework.

2. Representing Knowledge. Formalizing knowledge is an important aspect
of reasoning about change; there have been several variants of formalization
of knowledge in the Situation Calculus ([1,4,5]). The most recent of these has
been used as the standard representation in the literature; but as we will see
all these variants have some issues and can be used only in a restricted way.
These approaches differ on how they formalize the accessibility relation. We now
summarize how knowledge is formalized in Situation Calculus based on [5].

The accessibility relation is represented by a relational fluent K. K(s',s)
denotes “situation s’ is accessible from situation s”. Knowledge is then defined
naturally using the K fluent: (Knows(¢, s) =l (Vs").K(s',s) D ¢[s]) where ¢
is a situation suppressed expression and ¢[s] denotes the formula obtained from
¢ by restoring situation variable s into all fluent names mentioned in ¢.

The successor state axiom for the fluent K is

K(s",do(a,s)) = (3s').s" = do(a,s') NK(s', s) (2)
A Poss(a,s’) A SR(a, s) = SR(a, s")

where SR is sensing result function, and formalizes the result of a sense action.
However there is a problem in formalizing knowledge in the traditional frame-
work, as illustrated in the following example in the blocks world domain.

Example 1. Consider a robot which can pickup objects. There are two blocks
A and B. Block A is known to be on the table, but the agent does not know
whether B is on A or on the table. Nonetheless in the Scherl-Levesque approach
[5], after a pickup(A) action the agent believes that it is holding A, even though
picking up A is not possible in one of the initial situations.
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Formally, we have two initial situations Sy and S;. There are three fluents:

holding(x, s): The robot is holding object z, in situation s.
clear(z, s): There is no block on top of x, in situation s.
on(x,y, s):  is on (touching) y, in situation s.

We have only one action (pick up(z)). Its action precondition axiom is:
Poss(pickup(x), s) = clear(x, s) A (Vy)—holding(y, s)
Successor state axioms:

holding(x,do(a, s)) = a = pickup(x) V holding(x, s)
clear(x,do(a, s)) = [(Jy).on(y, x, s) A a = pickup(y)] V clear(x, s)
on(z,y,do(a,s)) = on(x,y, s) A a # pickup(x)

So: (Vx)=holding(x, Soy), on(B, A, So), on(A, Table, Sp), clear(B, Sp).
Sy: (Vz)—holding(x,S1), on(A,Table,Sy), on(B,Table,S1), clear(A,St),
clear(B, S1).

The initial accessibility relations: K(So, So), K(S1, So), K (51, 51), K(So, S1)-

Note that pickup(A) is a physical action, so the accessibility relations are
preserved. Also note that it is possible to pick up A in S; while it is not possible
in Sy. Therefore we expect that in a “correct” formalization the accessibility
relations and possible worlds after pickup(A) be as shown in Fig. 1.

A
A

dO(pickup(A),%) | do(pickup(A), &)

Fig. 1. Desired accessibility relations and possible worlds after action pickup(A)

But in the traditional framework, after a pickup(A) action the formulas
holding(A, do(pickup(A),Sy)) and holding(A, do(pickup(A),S1)) hold; so no
matter how the accessibility relation gets updated (i.e. no matter which for-
mulation of K fluent we opt) the agent will believe that it is holding A after
pickup(A).

In addition to this general problem the Scherl-Levesque approach has also a
problem with updating the accessibility relation. Note that using (2) the only
accessibility relations we get are K (do(pickup(A),St),do(pickup(A),S1)) and
K (do(pickup(A), S1), do(pickup(A), So)) (because of ~Poss(pickup(A), So)).
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Among other proposed successor state axioms for the K fluent, [1] has similar
problems. The one suggested in [4] which using the standard terminology is

K(s",do(a,s)) = (3s').s" = do(a,s') N K(s',s) ASR(a,s) = SR(a,s")  (3)

returns the desired accessibility relations after pickup(A), but the general prob-
lem discussed above remains (the agent believes it is holding A after pickup(A)).

The main reason behind the general problem discussed above is that in the
traditional framework ghost situations cannot represent possible worlds. Note
that in the traditional framework, when action a is not possible in situation s,
do(a, s) is a ghost situation and can only represent an imaginary world where
action a was successfully executed (although it was not possible) in the world
represent by situation s. In our proposed framework we will not have ghost
situations and the problem with formalizing knowledge will be fixed.

Note that assuming there is no unexecutable action possible in the model is
often too restrictive. The reason is that when dealing with knowledge we have
multiple initial situations. Assuming that all actions are executable in every
situation starting from any of the initial situations is a very strong assumption.

4 An Alternative Definition of do(a, s)

Let do(a, s) denote “the successor situation to s, resulting from attempting the
action a”. An attempt to do an action is different from performing (i.e. executing)
an action in the sense that it is not assumed that it succeeds. If an action is
executable then it has its expected effects, otherwise nothing happens (i.e. a
null action is executed). This is reasonable because for example if pickup(z) is
unexecutable (say, because x is glued to the floor), after (attempting) this action,
it is reasonable to assume that nothing happens.

In [3], Reiter presented a solution to the frame problem building on the
previous works of Davis, Haas and Schubert. He then developed a form for
successor state axioms using this solution. If we follow a similar pattern in the
new framework we will obtain the following form for successor state axioms':

F(z,do(a, s)) = (Poss(a,s) ANy (z, a, s)) (4)
V [F(z,s) A (=g (®,a,s) V =Poss(a, s))]
It is important to note that this successor state axiom gives Reiter’s successor
state axiom (1) as a special case when we have Poss(a,s) = T.

We now describe some advantages of the new framework and show that the
new framework does not suffer from the aforementioned limitations.

Projection Problem. In the new framework we can solve the more general form
of the problem where the sequence of actions does not have to be executable.
Reconsidering the example discussed before, using the new form of successor

! The discussion and proof will be given in the full paper.
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state axiom, after the sequence of pickup-and-move actions, the agent is in room
2 not holding any object, and the object is still in room 1, as desired.?

Representing Knowledge. The ability of our framework to formalize the
result of unexecutable actions (by means of the new form of successor state
axiom) enables it to regard situations as “states” of the world. In other words,
when action a is possible in situation s, the situation do(a, s) represents the world
resulting from executing action a in the world represented by situation s, and
when action a is not possible, the situation do(a, s) represents the world result-
ing from the failed attempt to execute action a (which as we assumed has the
same properties as s). This advantage will be useful for formalizing knowledge.
Reconsider Example 1. The new successor state axioms are
holding(x,do(a, s)) = |
[

clear(z,do(a, s))

a = pickup(x) A Poss(a, s)| V holding(x, s)
(Fy).on(y, x, s) A a = pickup(y)APoss(a, s)] V clear(x, s)

on(x,y,do(a, s)) = on(z,y,s) A (a # pickup(x) V =Poss(a, s))

First note that the new axiomatization entails —holding(A, do(pickup(A),Sy).
Determining the value of other fluents, we see that in our framework the possible
worlds after action pickup(A) are as shown in Fig. 1 (the desired results).

For accessibility relation we use (3). Note that the difference is that for
fluents other than K we are using the new form of successor state axiom. In our
framework possibility of actions has been considered in successor state axioms of
fluents (excluding the K fluent). These fluents characterize the possible worlds.
Therefore there is no need to mention Poss in the fluent K which characterizes
the accessibility relation between possible worlds. Using this formulation of K
and the new form of successor state axiom for other fluents, we will get the
expected results after actions pickup(A).>

5 Conclusion

We have provided a more nuanced and expressive version of the Situation Cal-
culus by presenting a more general form for successor state axioms which stems
from a different definition of do(a, s).

We described some advantages of the new framework. In the traditional
framework we can solve projection problem but only for executable situations.
We can regard situations as possible worlds but only when the situation is exe-
cutable. We showed that the current formalization of knowledge works only for
executable situations. In our framework we don’t have these limitations and
it allows us to utilize the power of the Situation Calculus in a broader area.
Studying other impacts of the new framework is subject of the future research.

2 A formal account of the problem will be given in the full paper.
3 The complete description will be given in the full paper.
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Abstract. Utility companies can organize e-auctions to procure electricity from
other suppliers during peak load periods. For this purpose, we develop an
efficient Combinatorial Reverse Auction (CRA) to purchase power from diverse
sources, residents and plants. Our auction is different from what has been
implemented in the electricity markets. In our CRA, which is subject to trading
constraints, an item denotes a time slot that has two conflicting attributes, energy
volume and its price. To ensure the security of energy, we design our auction
with two bidding rounds: the first one is for variable-energy suppliers and the
second one for other sources, like controllable load and renewable energy.
Determining the winner of CRAs is a computational hard problem. We view this
problem as an optimization of resource allocation that we solve with
multi-objective genetic algorithms to find the best solution. The latter represents
the best combination of suppliers that lowers the price and increases the energy.

Keywords: Combinatorial reverse auctions - Electricity auctions * Winner
Determination - Genetic algorithms - Multi-Objective Optimization

1 Introduction

To meet the additional load, utilities may organize online auctions to procure electricity
from diverse sources, such as variable energy (solar and wind), active controllable load
(battery storage, electric vehicles and heat storage) and controllable renewable energy
(hydroelectricity, biomass and geothermal heat). It has been shown that auctions in the
electricity sector promote economic growth, foster competition among energy suppli-
ers, and attract new generation sources [4]. For instance, the number of countries that
adopted renewable-energy auctions for long-term contracts increased from 9% in 2009
to 44% by the beginning of 2013 [3]. In this study, we introduce advanced Combi-
natorial Reverse Auction (CRA) for both Consumer-to-Business and Business-to-
Business settings. With the help of auctions, grid companies would be able to obtain
the needed energy at a good price thanks to the supplier competition. Our auction is
different from what has been proposed in the electricity markets. Limited studies have
been carried out for combinatorial electricity markets despite the fact that they match
the demand and supply very efficiently and maximize buyer’s revenue [5]. Our par-
ticular CRA possesses the following features: (1) Reverse i.e. the utility purchases
electricity from multiple suppliers (residents and power plants); (2) Multiple items,
each one representing a time slot of fifteen minutes. In this way, residents and power
facilities have equal opportunities in the auction; (3) Two negotiable attributes: energy
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volume and price. These attributes are in conflict because the auction objective is to
lower the price and at the same time increase the energy volume; (4) Trading con-
straints of buyer and suppliers regarding the energy demand and set price; (5) Two
bidding rounds: suppliers of variable energy compete first. Controllable load and other
renewable energy participate in the second round for any remaining demand;
(6) Sealed-bidding since suppliers are independent and compete privately. Sealed
auctions are simple, foster competition and avoid bidder collusion [2, 4]. Our new
market will benefit utilities and their ratepayers both environmentally and economically
and will motivate the expansion of renewable energy.

The above auction mechanism leads to a complex Winner Determination
(WD) problem. Searching for the winners in traditional CRAs is already difficult to
solve due to the computational complexity issue [6]. Previous studies adopted exact
algorithms to look for the optimal solution but endured an exponential time cost [1],
which is not practical in real-life auctions. Additionally, considering conflicting attri-
butes makes it even more difficult. To address these issues, researchers introduced
evolutionary algorithms, such as Genetic Algorithms (GAs), which produce high-
quality solutions with an excellent time-efficiency [8]. Our ambition is to elaborate a
GA-based Multi-Objective Optimization (MOO) method to find the best trade-off
solution i.e. the best combination of suppliers that lowers the price, increases the
energy and satisfies all the trading constraints. This solution consists of a set of winning
suppliers, their prices, energy volumes and schedules. In this paper, we conduct a case
study to illustrate the working of the proposed WD method.

2 Auctioning Electricity from Diverse Sources

Our electricity procurement auction is conducted with five major phases described
below.

A. Auction Demand: Few hours ahead the anticipated under-supply period, the buyer
issues a call of purchase by specifying his requirements as follows: (1) Delivery
period, which is split into slots of fifteen minutes (called items); (2) The energy
required for the demand period, defined with the minimum amount (to avoid a
blackout) and a maximum amount (to avoid excess); (3) Each item is described
with three constraints: minimum and maximum energy and maximum allowable
price.

B. Supplier Constraints: Potential suppliers (those already connected to smart
meters) are then invited to the auction, and all the buyer requirements are disclosed
to them. Interested suppliers register to the auction to provide electricity according
to the auction demand. Each bidder submits two constraints: (1) the minimum price
for each item and (2) the operational constraint i.e. how long the supplier will be
able to stay active during the delivery period (after turning ON from the OFF status).

C. Bidding with Two Rounds: Our auction is sealed-bid i.e. does not reveal any
information about the competitor bids in order to protect their privacy. Participants
compete on two attributes: energy volume and price. To reduce the uncertainty due
to wind and solar power, we design our auction with two bidding rounds. The first
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round is for the suppliers of variable energy. Only these sellers can submit partial
bids because they might not be able to generate electricity all the time. When they
bid for an item, we assume that they are able to allocate electricity according to the
weather prediction. It is worth mentioning that predicting wind for the short term is
more accurate than for the long term. The second round is for other energy sources.
Indeed if the solution from the first round is partial, then controllable renewable
energy and active controllable load can bid for the remaining items: (1) items that
do not have any submitted bids, and/or (2) items that do not have a winner from the
first round.

D. Winner Determination: Our WD algorithm searches efficiently for the best solution
that satisfies the buyer requirements and supplier constraints and offers. The solution
represents the best combination of suppliers that lowers the price and increases the
energy. We have several winners for the auction and one winner for each item. To
produce the best trade-off solution, in [7-9], efficient WD algorithms were introduced
to solve reverse auctions with multiple items, multiple units and multiple objectives.
In [8, 9] WD methods were designed with GAs. We customize the GA algorithm
defined in [8] specifically for our electricity market as presented next.

Inputs: Requirements of buyer; Constraints and offers of suppliers
Output: Best set of suppliers

1. Bid Validation: Demand, i < SupplyBidy; < Demand,q,; (1)
Priceminsi < PriceBidg; < Pricepmayi 2)

where
o Demand,,;,; is the minimum demand of buyer for item i and Demand ,,;
the maximum demand.
o Priceyins; is the minimum price of seller s for item i and Price,,q,; the max-
imum price of buyer for item i.
o SupplyBidy; is the supply of seller s for item i and PriceBidy; the price of
that item.
2. Initial Solution Generation: randomly generated based on uniform distribution
3. Winning Solution Generation:

4.1 Improve the solutions with three GA operators (selection, crossover and muta-
tion).

4.2 Apply diversity (crowding distance) to not end-up with similar solutions.

4.3 Use the elitism with an external population to keep the best solutions.

4.4 Among the two sets of solutions (GA-based and elite), select the best ones as
the participant solutions for the next generation.

4.5 After repeating steps 4.1 to 4.4 for a certain number of times, return one single
near-to-optimal solution (sometimes optimal).

4.6 If any item remains, the auction goes to the next round (steps 1 to 4).
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Our system checks the feasibility of any produced solution with two equations:
ASellerBid,; == 1 (3)
ActiveDurationg > CertainTime — Starting Time, (4)

where

SellerBid,; = 1 if seller s has placed a bid for item i; O otherwise.
ActiveDurationy is the active duration of seller s.

CertainTime is a certain time slot in the delivery period.
StartingTime; is the time when seller s turned ON from OFF status.

E. Trade Settlement: The winners allocate the required electricity w. r. t. the trading
schedule. The utility pays each winning supplier via an online payment service. To
conduct a successful delivery of energy, we consider the following assumptions:
(1) all suppliers are OFF at the beginning of the demand period, and (2) switching
(every fifteen minutes) among different suppliers is not an issue for the power grid.

3 A Case Study

Here we illustrate the proposed CRA with a small electricity market (8 items and 5
sellers). We assume the buyer needs to procure a minimum of 700 KW and a maximum
of 850 KW, and schedules the delivery from 11 am to 1 pm. He also specifies the
constraints for each item (see Table 1). Since we are dealing with two conflicting
attributes (demand and price), the buyer needs to rank the attributes to be able to find a
trade-off solution.

We have two wind and one solar facilities participating in the first round. Table 2
shows their minimum prices and how long they can stay active. For example, S1 might
supply energy for Item1 at the minimum price of $18 and after getting ON, S1 stays

Table 1. Buyer requirements

Item Minimum Maximum Maximum Attribute ranking

demand (KW) demand (KW) price ($)
Item1 (11:00-11:15) | 100 110 20 Demand > Price
Item2 (11:15-11:30) | 120 130 25 Demand > Price
Item3 (11:30-11:45) | 80 90 15 Demand > Price
Item4 (11:45-12:00) | 100 120 20 Price > Demand
Item5 (12:00-12:15) | 50 75 13 Demand > Price
Item6 (12:15-12:30) | 100 125 22 Demand > Price
Item7 (12:30-12:45) | 75 100 18 Price > Demand
Item8 (12:45-13:00) | 75 100 17 Price > Demand
Total demand 700 850
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Table 2. Wind and solar constraints

Supplier | Minimum price ($) for items | ON (hours)
S1 (wind) | {18, 23, 14, -, -, -, -, -} 2
S2 (solar) | {-, -, -, -, 10, 20, -, -} 1
S3 (wind) | {17, 24, 13, 19, 12,20, 17, -} | 1

active for 2 h. The symbol ‘-> means that during that time interval, there is no energy
generation from the seller. Next, sellers submit their bids consisting of supply and price
for the items of their choice (see Table 3). For instance, S1 bided only for three items;
for Item1, he can supply 105 KW for $20. We can see there are no bids for Item8.

Table 3. Valid bids of wind and solar

Item | Supplier | S1 (wind) | S2 (solar) | S3 (wind)
Item1 {105, 20} | - {110, 18}
Item2 {125, 24} | - {122, 25}
Item3 {85, 14} |- {85, 13}
Item4 - - {110, 20}
Item5 - {72, 10} | {50, 12}
Item6 - {110, 21} | {120, 22}
Item7 - - {95, 18}
Item8 - - -

Our WD algorithm solves the combinatorial problem above. Table 4 shows the
breakdown of one of the candidate solutions. However, this solution is invalid since it
does not satisfy the feasibility condition in Eq. (3): S3 has been selected for Item3 and
again for Item7, which means that source must be active for 75 min but the active
duration of S3 is only 1 h. This solution also does not respect the feasibility condition
in Eq. (4) because S1 has been chosen for Item 4 but did not bid for it. So the WD
algorithm tries other sellers for Item4 and Item7 if any satisfies both conditions of
feasibility. At the end of the first round, it returns the best solution shown in Table 4,
which is still not complete. Indeed there is no feasible solution found for Item7.

Table 4. Candidate and winning solutions for first round

Item | Item1 ‘ Item?2 ‘ Item3 ‘ Item4 ‘ Item5 | Item6 ‘ Item7 ‘ Item8

Candidate solution (infeasible)

Seller | S1 S1 S3 S1 S2 S2 S3 X
wind | wind |wind |wind |solar |solar | wind

Winning solution (partial)
Seller | S1 S1 S3 S3 S2 S3 X X
wind | wind |wind | wind |solar | wind
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Table 5. Constraints and valid bids of hydro and battery
Supplier Minimum price ($) for Item7 & Item8 | ON (hours) | Valid bid
S4 (hydro) | {15, 18} 2 {98, 16}, {95, 18}
S5 (battery) | {17, 18} 2 {99, 17}, {100, 18}

For the next round, hydroelectricity and battery storage compete for the remaining
two items. Table 5 exposes their constraints and valid bids. Supplier S5 and S4 are the
winners of Item7 and Item8 respectively. In conclusion the bid-taker will receive:
(1) 617 KW from variable energy; 545 from Wind and 72 from Solar; (2) 98 KW from
Hydro and 100KW from Battery. The total energy supply of 815 KW satisfies the min
and max amounts stated by the utility.

4 Conclusion

Electricity consumption is increasing rapidly due to the growth of population, economy
and infrastructure. To avoid any energy outage, with the help of online auctions,
utilities can procure electricity from diverse power sources. We have designed a
combinatorial reverse electricity auction with two bidding rounds. We first give pref-
erence to variable energy since they are free, and then to controllable load and other
renewable energy. We have solved our combinatorial procurement problem with
multi-objective genetic algorithms to find the best trade-off solution. The proposed
electricity auction will promote the expansion of renewable energy as well as
home-based generation with new technologies accessible to residents (like solar panels
and plug-in electrical vehicles).
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Abstract. With the explosion of connected devices to automate tasks,
manually governing interactions among such devices—and associated
services—has become an impossible task. This is because devices have
their own obligations and prohibitions in context, and humans are not
equipped to maintain a bird’s-eye-view of the environment. Motivated
by this observation, in this paper, we present an ontology-based policy
framework which can efficiently detect policy conflicts and automatically
resolve such using an Al planner.

Keywords: IoT - Semantic web * Policy - Conflict resolution * Planning

1 Introduction

Internet connected and interconnected devices—collectively referred to as Inter-
net of Things (IoT)—are fast becoming a reliable and cost effective means
to automate daily activities for people and organizations. This interconnection
among devices—and services—not only yields to the need for representing such
interactions, but also to the problem of efficiently managing them.

In traditional systems, policies are typically used to govern these interactions.
However, most of these systems are static in nature when compared with IoT-
enabled systems. In IoT, resources supporting capabilities could become avail-
able w.r.t. time, location, context, and so forth. Thus, much efficient tooling
is required to handle the governance. There are a multitude of frameworks—
some with rich policy representations [10], others targeting pervasive environ-
ments [5,7]. However, with respect to IoT, these frameworks are either compu-
tationally intensive or are not expressive enough to be effective.

Inspired by this observation, we present a semantically-aware policy frame-
work based on OWL-QL [2] to effectively represent interactions in IoT as poli-
cies and an efficient mechanism to automatically detect and resolve conflicts. In
the context of IoT, we predominantly observe two types of policies—obligations
which mandates actions, and prohibitions which restrict actions [6]. Conflicts
among such policies occur when prohibitions and obligations get applied to the
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same action of a device or a service at the same time. In order to provide a uni-
form solution to this problem, we propose and implement a mechanism which
minimizes the policy violations by automatically reformulating the conflict res-
olution as an Al planning problem.

2 Policy Representation and Reasoning

We use OWL-QL [2], a language based on DL-Lite [1] family, to represent and
reason about policies. DL-Lite has low reasoning overhead with expressivity
similar to UML class diagrams. A DL-lite knowledge base IC consists of a TBox
7T and an ABox A, and the reasoning is performed by means of query rewriting.
Due to the page limitations, we refer the reader to [1] for a detailed description
on syntax and semantics of DL-Lite.

In order to motivate and to provide a consistent example throughout the
document, we base our scenario in a smart home environment. Table 1 shows
snippets of the TBox and the ABox of our smart home.

Table 1. Example TBox and ABox for an OWL-QL ontology.

TBox ABox

MobilePhone C PortableDevice Awake C —Sleeping | Baby(John)
SomeoneAtDoor C Event Baby C Person Adult(Bob)
PortableDevice C Device Adult C Person Doorbell(dbell)
SoundNotification C Sound M Notification | Speaker T Device Flat(flt)
TextNotification T Notification Doorbell C Device inFlat(Bob, flt)

TV C JhasSpeaker M IhasDisplay IplaySound T Device | Sleeping(John)
MakeSound T Action M IplaySound Notify C Action SomeoneAtDoor(el)
Notify WithSound = MakeSound M Notify | Awake T State producedBy(el, dbell)
JhasSpeaker C IplaySound Sleeping C State hasResident(fit, John)
MediaPlayer C IplaySound inFlat(dbell, fit)

Motivated by the work of Sensoy et al. [10], we formalize a policy as a six-
tuple (a, N, x : p, a : p, e, ¢) where (1) « is the activation condition of the
policy; (2) N is either obligation (O) or prohibition (P); (3) x is the policy
addressee and p represents its roles; (4) a : ¢ is the description of the regulated
action; a is the variable of the action instance and ¢ describes a; (5) e is the
expiration condition; and (6) ¢ is the policy’s violation cost.

In a policy, p, a, ¢, and e are expressed using a conjunction of query atoms.
A query atom is in the form of either C'(x) or P(x,y), where C is a concept, P is
either a object or datatype property from the QL ontology, x is either a variable
or individual, and y a variable, an individual, or a data value. For instance,
using variables b and f, the conjunction of atoms Baby(?b) A Sleeping(?h) A
inFlat(?h,?f) describes a setting where there is a sleeping baby in a flat.
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Table 2. Example prohibition and obligation policies

Prohibition Obligation

X :p | ?d: Device(?d) ?d : Doorbell(?d)

N P O

o Baby(?b) A Sleeping(?b)A SomeoneAtDoor(?e) A producedBy(?e, 7d)A
inFlat(?b,7f) A inFlat(?d,?f) belongsToFlat(?d,?f) A hasResident(?f, 7p)

a: ¢ | ?a: MakeSound(?a) ?a : NotifyWithSound(?a) A hasTarget(?a, 7p)

e Awake(?b) noti fied For(?p?e)

c 10.0 4.0

When multiple policies act upon a device, conflicts could occur. In our con-
text, three conditions have to hold for two policies to be in conflict: (a) policies
should be applied to the same addressee; (b) one policy must oblige an action,
while the other prohibits it; and (¢) policies should be active at the same time
in a consistent state according to the underlying ontology. Our example policies
represented in Table 2 satisfy these conditions, thus they are in conflict.

3 Resolving Conflicts via Planning

In order to resolve conflicts, we have utilized planning techniques. We represent
our policies in PDDL2.1 [3]. PDDL is considered to be the standard language for
modeling planning problems which commonly consist of a domain and a problem
files. The domain defines the actions and predicates while the problem defines
the initial and the goal states. Below we illustrate how planning can be useful
in resolving conflicts and then we outline a way to pose this conflict resolution
problem as a planning problem.

3.1 Illustrative Scenario

Let us envision a situation in which an obligation to notify someone within the
house is created, however, there is a prohibition on making sound. This forces the
doorbell to pick between one of the two policies to violate. However, if there was
another way to fulfill both of them without violating one another, the conflict
and ensuing violation could be avoided. Given that we are dealing with complex
domains with multiple devices and services, notification action could be achieved
in multiple possible ways—e.g., instead of making a sound, a visual message could
be used. In more complicated scenarios, the planner would make a decision based
on violation costs; a planer can then use costs of actions and violations to create
a globally optimum plan that minimizes or avoids conflicts.

3.2 PDDL Domain

We exploit the TBox which contains the concepts and their relationships to
construct the planning domain. Concepts and properties are represented using
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PDDL predicates. Though we are unable to perform an automatic translation of
action descriptions to PDDL domain, it is possible to do so via an infrastructure
by exposing device capabilities as services. A discussion on how to do so is beyond
the scope of this paper.

Type feature of PDDL is suitable to encode simple class hierarchies, yet it
is not sufficient to express multiple inheritance and subclass expressions with
object or data properties. Thus, we represent types with PDDL predicates and
encode the rules for inferences using derived predicates and disjunctions. For
instance, to infer that someone is a parent we can use: (:derived (Parent ?7p)
(or (hasChild ?p Punbound-1) (Mother 7p) (Father 7p)))

The planning problem contains a total cost function that keeps track of the
accumulated cost associated with executing the found plan. In addition to the
total cost, a new cost function is introduced for each different active prohibition
policy. These prohibition cost functions are associated with the effects of the
actions that they regulate to increase the total cost, when the policy is violated.
For instance, we can encode the sound prohibition in PDDL as follows:

(:action NotifyWithSound :parameters (?person 7event 7device 7soundAction)
:precondition (and (MakeSound ?soundAction) (canPerform 7device ?soundAction))
:effect (and (gotNotifiedFor 7person ?event) (increase (total-cost) (plCost 7device))))

3.3 PDDL Problem

The instances in ABox, which contains knowledge about individual objects are
mapped to the initial state and to the goal of the planning instance. For example,
the atom (canPerform dbell PlaySoundDbell) indicates that dbell can produce
a sound to notify when needed. Moreover, total and violation cost functions are
initialized in the initial state. e.g. (= (total-cost) 0) (= (plCost dbell) 10)
We note that whenever there is a change in the world, it is reflected on
the initial state. For example, when the baby wakes up, the value of function
(= (plCost dbell) 10) is updated to O in the initial state. Recall that the goal
of the planning problem is to fulfill the obligations while minimizing the total
cost. However, if the final plan cost exceeds the violation cost of obligations, the
planner chooses to violate the obligations instead of executing the plan.

4 Automated Translation from OWL-QL to PDDL

In order to resolve policy conflicts found through planning, we first need to
represent policies in the planning domain. Below we describe how policies were
translated into PDDL automatically while preserving their semantics.

The translation process starts with encoding all concepts and properties from
the ontology as predicates and their inference rules as derived predicates in the
PDDL domain. This allows us to represent the information in the knowledge base
(KB) in the planning problem. The inference rules are generated using Quetzal
[8], which is a framework to query graph data efficiently.
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Next, all individuals in the KB are defined as objects in the PDDL problem.
Similarly, class and property axioms of these individuals are selected from the
KB and written into the initial state using PDDL predicates. We note that each
entry in the KB is either a concept or a property assertion. The total cost is
initially set to zero and prohibition cost functions for each policy-addressee pair
are set to the corresponding violation costs. Cost functions for unaffected objects
are initialized to zero. Finally, the goal state is produced by using the expiration
conditions of the active obligation’s instances with disjunctions. Lets assume
there is another resident, Alice, at home. Now, it could be sufficient to notify
either Bob or Alice. The goal state is defined as (:goal (or(gotNotifiedFor bob
someoneAtFrontDoor) (gotNotifiedFor alice someoneAtFrontDoor)))

All active prohibition policies along with their bindings are encoded in the
planning problem to prevent unintentional violation of other active policies while
avoiding the actual conflict. In our implementation, we used a central server to
processes the policies of all the connected devices for convenience. We note that
for each prohibition instance, a cost function predicate is created using its name,
and added to the effects of actions that the policy prohibits. For example, if pl
is the name of the policy, then (increase (total-cost) (pl ?x)) statement is added
into the effects of noti fyWithSound action. Finally, each function is initialized
in the problem file.

Encoding an obligation policy becomes relatively simple when the desired
goal state is already defined in the expiry conditions—i.e., the variables in the
condition get bounded when the activation query is executed over the knowledge
base. For example, in the case of Bob and Alice, activation condition would
return two rows with different bindings; {?d = dbell,?p = Bob,?f = flt,7e =
someoneAtDoor} and {?7d = dbell, ?7p = Alice,?f = flt,?e = someoneAtDoor}.

5 Evaluation

In order to evaluate our approach, we augmented our IoT framework [4] with the
LAMA [9] planner; we then tested our implementation w.r.t. our running sce-
nario of home automation. We compared our approach in the following settings:
always prohibition, always obligation, and higher violation cost. We generated
60 problem files in total—i.e., 15 problem files for 4 different number of devices
(2, 3, 5, 20). Our intuition here was that each newly added device favors the
planning method even if they did not add a new capability.

Below we show and discuss the outcomes of our experiments—due to the
page limitations, we only present results when the device numbers were 2 and
20. The abbreviations in the result tables are as follows: Scny7 = number of times
the obligation is fulfilled, S 4y ¢ = average violation cost to fulfill the obligation,
Sarax =max violation cost, and F stands for Failed.

Table 3 depicts the results obtained. As shown by the results, when 2 devices
were used, the planner violated a policy to fulfill the obligation at least once;
adding more devices (e.g., when the number of device were 20) reduced policy
violations to zero. Thus, it supports our intuition—i.e., adding more devices with
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Table 3. Obtained results for problems with 2 and 20 devices.

Method ‘SCnt‘FCnt ‘sAvg ‘SI\/[az ‘Shlin‘FAvg‘FA{am ‘FM'in Scnt ‘FC’nt‘sAug‘SI\laz ‘SMin ‘FA'ug ‘FMaz‘FJ\lin
Number of devices: 2 Number of devices: 20

Prohi. 0 15 0 0 0 4 8 1 0 15 0 0 0 7 10 3
Obli. 15 0 6 10 1 0 0 0 15 0 6 10 2 0 0 0
Cost 4 11 3 6 1 4 8 1 9 6 4 8 2 6 10 3
Planning|15 0 0 3 0 0 0 0 15 0 0 0 0 0 0 0

different capabilities to the system spans the solution space for our planning
problem. However, adding more devices do not necessarily affect the results
of other strategies as they are not aiming to resolve conflicts from a system’s
perspective.

6 Conclusions

In conclusion, in this paper, we discussed how a planner could be used in a
lightweight policy framework to automate policy conflict resolution. The policy
framework is based on OWL-QL as it targets IoT applications, which generate
large volumes of instance data, and efficient query answering w.r.t. policy repre-
sentation and reasoning. We reformulated policy conflict resolution as a planning
problem by encoding policies in PDDL by means of cost functions and goals. We
then utilized a planner to avoid or mitigate conflicts found in plethora of policies.
We then presented our initial results which scales well especially when the device
numbers increase which is promising. We currently are investigating means to
use user history to learn violation costs associated with policies.
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Abstract. Common-sense knowledge of physical properties of objects
such as size and weight is required in a vast variety of Al applica-
tions. Yet, available common-sense knowledge-bases cannot answer sim-
ple questions regarding these properties such as “is a microwave oven
bigger than a spoon?” or “is a feather heavier than a king size mat-
tress?”. To bridge this gap, we harvest semi-structured data associated
with physical properties of objects from the web. We then use an unsu-
pervised taxonomy merging scheme to map a set of extracted objects to
WordNet hierarchy. We also train a classifier to extend WordNet tax-
onomy to address both fine-grained and missing concepts. Finally, we
use an ensemble of Gaussian mixture models to learn the distribution
parameters of these properties. We also propose a Monte Carlo inference
mechanism to answer comparative questions. Results suggest that the
proposed approach can answer 94.6% of such questions, correctly.

1 Introduction

Common-sense knowledge is a collection of non-expert and agreed-upon facts
about the world shared among the majority of people past early childhood based
on their experiences [5]. It includes a vast spectrum of facts ranging from prop-
erties of objects to emotions. Learning and inferring such knowledge is essen-
tial in many AI applications (e.g., social robotics, visual question answering,
conversational agents). An important category of common-sense knowledge is
physical properties objects such as size and weight. This knowledge is essential
in computer graphics and robotics. In robotics, weight and size information are
required to perform tasks such as object grasping whereas in computer graphics,
they are required to render plausible relative sizes and realistic dynamics [9]. Yet,
this knowledge is missing from available common-sense knowledge-bases such as
ConceptNet [13] and Cyc [12], and hence they cannot answer simple questions
regarding these properties such as “is a microwave oven bigger than a spoon?” or
“is a feather heavier than a king size mattress?”. Considering the huge number
of object categories, and their intra- and inter- variations, it is not practical to
populate a knowledge-base with hand-crafted facts about physical properties.
A promising approach towards bridging this gap is using web data [7,8].
However, considering that: (1) web data is distributed among heterogeneous
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Fig. 1. Schematic of the proposed approach to learn physical properties of objects.
Semantic merging uses WordNet semantic distance to merge heterogeneous taxonomies
into WordNet taxonomy, augmentation is used to insert object categories that are
missing from WordNet using a Logistic Regression (LR) Classifier, and GMMs is used
to model underlying distributions of physical properties.

resources, and (2) object categories are hierarchical, it is not a trivial task to
integrate this data into a reference taxonomy. To address this, we harvest semi-
structured data associated with physical properties from the web and use an
unsupervised taxonomy merging scheme to map the extracted objects to Word-
Net hierarchy (i.e., semantic merging). We then train a classifier to extend Word-
Net taxonomy to address both fine-grained and missing concepts (i.e., augmen-
tation). Finally, we use Gaussian Mixture Models (GMM) to model the underly-
ing distributions of these properties. We also introduce a Monte Carlo inference
mechanism to answer questions regarding physical properties. The schematic of
the proposed approach is shown in Fig. 1.

The paper is organized as follows. Section 2 presents an overview on related
works. Section 3 describes harvesting and pre-processing web data whereas
Sect.4 presents the proposed approach for semantic taxonomy merging. In
Sect. 5, Gaussian mixture models are discussed. Section6 presents the experi-
mental results and discussion. Section 7 concludes the paper.

2 Related Works

Cyc [12] is an integrated knowledge-base and inference engine with one million
hand-crafted assertions and axioms of common-sense knowledge formulated in
CycL language. ConceptNet [13] is an automatically generated common-sense
knowledge-base containing spatial, physical, social, temporal, and psychological
aspects of common-sense knowledge that consists of 1.6 million assertions repre-
sented as a semantic network. WordNet [6] is a lexicon with 101,863 nouns that
provides the common-sense knowledge as a lexical taxonomy using hypernyms
and hyponyms (i.e., X is a kind of Y) and holonyms and meronyms (i.e., X
is a part of Y') relations within in a Directed Acyclic Graph (DAG) structure.
Nevertheless, none of these knowledge-bases provide information regarding sizes
or weights of objects.
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This work is influenced by [18] which trains univariate normal distributions
to estimate bounding box diagonals of 3D model categories (i.e., uniform scal-
ing factor). It uses prior absolute sizes of indoor objects and relative sizes of
corresponding objects within 3D scenes to learn the distribution parameters.
Taxonomy matching is carried out by computing the cosine similarity between
representative words of a model and candidate synsets using Term Frequency-
Inverse Document Frequency (TF-IDF) measure.

In [1], relative sizes of objects are estimated by maximizing joint likelihood of
textual and visual observations. A graph representation with nodes correspond-
ing to univariate log-normal distributions of object sizes and arcs corresponding
to relative sizes between objects that frequently co-occur is utilized. Textual
information is extracted using search query templates and visual information
is extracted by detecting objects and estimating depth adjusted ratio of the
bounding box areas of those objects.

ShapeNet [3,19] is an ongoing project to create an annotated repository of
3D models. It currently contains 3,000,000 models out of which 220,000 mod-
els are classified using WordNet taxonomy. The goal is to annotate models by
language-related, geometric, functional, and physical annotations. Annotating
is performed algorithmically and then verified using crowd-sourcing. Absolute
sizes are estimated using [18] and weights are estimated by multiplying object
volumes by their material densities.

Due to noisy nature of web data, variations in measurements, unit conver-
sions, and correlation between physical properties, we utilize GMMs to jointly
learn size and weight information of objects collected from the web, and size
ratios of 3D models. We also develop a Monte Carlo inference mechanism to
answer comparative questions regarding the extracted properties.

3 Harvesting the Web Data

We are interested in absolute sizes and weights of various object categories.
To collect such data, we used websites of Walmart, Costco, IKEA, and Best-
Buy retail stores. These websites contain hierarchical object categories, object
instances, their sizes, weights, and other attributes. To systematically extract
this data, we customized a crawler and a Document Object Model (DOM) parser
based on DOM template of each website. We crawled over 200 K pages and
extracted 108,105 items.

Considering noisy nature of the web, we pre-processed extracted items using
some regular expressions. These regular expressions are used to extract numerical
values of attributes, standardize units, and normalize dimensions. Dimensions
are re-arranged to length x width x height format and units are converted to
the SI base units. Furthermore, duplicate items and items with missing physical
properties are filtered out. Final dataset contains 69,433 objects classified into
over 500 categories. We also collected a dataset of dimension ratios of 220,000
classified 3D models from ShapeNet. We use this dataset to post-process trained
models on the web dataset.
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4 Semantic Taxonomy Merging

Structure of the collected web data consists of heterogeneous taxonomical hier-
archies and granulation levels. For example, taxonomical hierarchies of “washing
machine” in harvested data and WordNet are as follows. Note that hierarchy of
BestBuy is more fine-grained than WordNet and Walmart.

— WordNet: [entity] —[physical entity] — ... — [home appliance] —
[white goods] — [washer, automatic washer, washing machine]

— Walmart: [Appliances] — [Home Appliances] — [Washing Machines]

— BestBuy:

(1) [Appliances] — [Washers, Dryers & Laundry Accessories] — [Washers]
— [Front Load Washers]

(2) [Appliances] — [Washers, Dryers & Laundry Accessories] — [Washers|
— [Top Load Washers]

Hence, one should define a scheme to integrate hierarchies into a reference
taxonomy. This process known as taxonomy merging is the process of integrat-
ing two or more taxonomies on a same subject by eliminating duplicate terms
and enhancing the taxonomy using terms from all taxonomies. To address this,
we should determine: (1) a reference taxonomy; (2) a mechanism to enrich local
taxonomies with representative terms; (3) a semantic similarity measure between
taxonomies; and (4) a mechanism to extend the reference taxonomy. We exploit
WordNet’s is-a taxonomy (i.e., hypernym and hyponym relations) as the refer-
ence taxonomy. The latter three requirements are addressed as follows.

4.1 Enriching the Local Taxonomies

Instances of an object category contain relevant information about that category.
For example, hierarchical category of “air purifier” in BestBuy (i.e., ... — [Air
Conditioning & Heating] — [Air Purifiers]) contains 50 instances such as: “Hon-
eywell AirGenius Oscillating Air Cleaner and Odor Reducer”, “Gern Guardian
Air Cleaning System with HEPA Filter”, and “Germ Guardian Pluggable Air
Sanitizer” . Extracting representative n-grams such as “air cleaning system”, “air
sanitizer” | “odor reducer” , and “air cleaner” and combining them with category
headers (e.g., “air purifiers”) can significantly enhance taxonomy merging.

We first pre-process instances to reduce noise by normalizing text, lemma-
tizing plural nouns, and eliminating stop words. We then extract Unigrams,
1-skip-bigrams, and 2-skip-trigrams from the pre-processed instances and cate-
gory headers. Synonym concepts of the extracted skip-grams are also retrieved
from ConceptNet [13] and added to skip-grams. We then select the top K = 10
discriminative skip-grams denoted by Wo. We only consider those candidates
that are children of “physical object” synset in WordNet. We used three feature
selection methods including mutual information (MI), y%—test, and normalized
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TF-IDF to select representative skip-grams. These measures are defined as fol-

lows.
MIGT)= >, >, plet)xlog (M> N

ce{c.C}e{r T}

Ty = >, Y (N(C’%((:E(C’t)b (2)

ce{c,C}re{r T} t)

. o tf(C,T) |C|

Ntfadf (C;T) = (7—&—(1 ’y>tfmaz(c)> x log (1+NT> (3)

C' denotes the category and T denotes the skip-gram. p(C,T), N(C,T) (i.e.,

tf(C,T)), and E(C,T) denote the probability, observed frequency, and expected

frequency of T occurring in category C, respectively. t fi,q.(C) is the maximum

frequency of a skip-gram occurring in category C, |C| is the total number of

categories, NT is the total number of categories that T" appears in, and 7 is a
smoothing term set to 0.4 as advised by [14].

4.2 Semantic Similarity

Given a query q, WordNet retrieves a triplet H;(q) =< s;,¢;,h; >, =1...M
where s;, g;, and h; denote a synset, a gloss, and a hypernym hierarchy, respec-
tively, and M denotes polysemy degree of the query q. We feed extracted skip-
grams of a category, ¢ € ¥, to WordNet and extract H;(q) for each skip-gram.
This produces set Tc = {Hi(q1),...,Hum(gn)},q; € Po. We then filter out
synsets that have “abstract entity” in their hypernym hierarchy from 7. Assum-
ing N skip-grams with average polysemy degree of M for a category, there are
N x M candidates to consider. The goal is to find a h; in WordNet that has
maximum semantic similarity with Y. We extract unigrams, 1-skip-bigrams,
and 2-skip-trigrams of H;(g;) and denote it by ¥g. Given these assumptions,
an unsupervised method is required to select a candidate that maximizes the
likelihood of selecting a correct category as follows.

¥ = arg max (Sim(¥r, ¥c)) (4)
hi]‘

¥ denotes the selected hypernym and Sim(¥g,¥c) measures semantic sim-
ilarity between Wi and We. We define this measure as the normalized pairwise
semantic similarity between representative skip-grams of these two sets as fol-

lows.
o> sim(ty, te)

t,EWR t eV
5
[Zr| x [Yol (5)

Sim(WR, Wc) =

sim(ty,t.) is the semantic similarity between two skip-grams. To decide this
similarity measure, we examine seven lexicon-based and two continuous vec-
tor space semantic similarity measures. Lexicon similarity measures include six
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WordNet-based and one ConceptNet-based similarities [4,10] whereas contin-
uous vector space semantic similarity is computed using word embeddings [2]
which can capture fine-grained semantic and syntactic regularities using vec-
tor arithmetic and reflect similarities and dissimilarities between the words [17].
We consider two pre-trained and available word embedding models including
Word2Vec [15] and GloVe [17] models. For given concepts C; and Cs, these
measures are computed as follows.

1. Path similarity is based on the number of edges in the shortest path connect-
ing senses in a hypernym relation (i.e. dis(Cq, C3)).

5iMparn (C1, C2) = —log(dis(C1, C2)) (6)

2. Leacock-Chodorow similarity normalizes the path similarity by taxonomy
depth (dep).

(7)

3. Wu-Palmer similarity is based on the depth of two senses (dep(C)) in a
taxonomy and the depth of Least Common Subsumer (LCS).

simye(Cy,Ca) = —log (dls(chc?))

2 X dep

. _ 2xdep(LCS(Cy,Cy))
8iMapup(C1, Ca) = dep(C1) + dep(Cy) ®)

4. Resnik similarity is based on Information Content (IC) defined as IC(C) =
—logP(C) where P(C) is the probability of encountering an instance in a
corpus.

sim,'es(Cl, 02) = —lOgP(LCS(Cl, 02)) (9)

5. Lin similarity integrates Information Content (IC) with similarity theorem.

. o 2 X lOgP(LOS(Cl,OQ)
simin(C1, C2) = logP(Cy) + logP(Cs) (10)

6. Jiang-Conrath similarity defines the distance between two concepts and then
inverses it to compute the similarity.

simj.(C1,Cq) = (2 x P(LCS(C1,C2)) — (logP(Ch) + logP(Cg))Y1 (11)

7. ConceptNet similarity is based on a semantic concept similarity provided by
ConceptNet [13].

8. Continuous Vector Space Semantic Similarity is based on the cosine similarity
of word embeddings.

V(C1).V(Cs)
V(C)| % |V (Cy)]

simcos(C’l,Cg) = (12)
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4.3 Extending the Taxonomy

There are two cases that cannot be addressed by unsupervised merging including
missing categories and fine-grained categories. Missing categories are categories
that are considered as undefined concepts in WordNet hierarchy (e.g., Xbox
game console). Unsupervised merging always finds a WordNet concept to match
a given category. Hence, in case of a missing category, it missclassifies it to
its closest concept. To address this issue, we need a model to predict whether
a given category is defined in WordNet or not. If this model predicts that a
category is defined in WordNet, we let the unsupervised merging to assign it to
a WordNet concept. Otherwise, we insert the local hierarchy of that category to
WordNet. We train a logistic regression classifier as our predictive model. Input
to this model is the highest achieved semantic similarity between a category and
WordNet concepts. This model is defined as follows.

1
P(.T) = 1 + exp (_wo — w1 X Mazx (Szm(!pvapc)))

(13)

Fine-grained categories are missing categories that their hypernym concept is
defined in WordNet (e.g., WordNet contains a category for “washing machine”
but not for “front load washers”). Fine-grained categories tend to have inter-
variations with their siblings. Unsupervised merging classifies these categories to
their parent category, which in turn introduces noise to the model. To address
them, we use a heuristic as follows. We collect categories that: (1) are harvested
from a same resource; (2) are mapped into a same concept in WordNet; (3) have
same immediate ancestor in their local hierarchy; and (4) have different leafs in
their local hierarchy. We then extend a corresponding WordNet category with
more fine-grained child categories by appending the leaves of local hierarchies to
WordNet.

5 Gaussian Models

We train Gaussian Mixture Models (GMM) to model the underlying distribu-
tions of physical properties of collected objects and then use the trained models
to perform probabilistic inference and sampling. A GMM is defined as a weighted
sum of M multivariate Gaussian distributions as follows.

M
P(x) = Zka(mlui,oi) (14)

i=1

M denotes the number of clusters (i.e., number of Gaussian distributions).
wi,i = 1,..., M are mixture weights (i.e., Yw; = 1). x = [z1...2,]7 is a
continuous random variable of physical properties (i.e., width, length, height,
and weight) of instances of a category. P(x|u, o) denotes a multivariate Gaussian
distribution defined as follows.

Pl ®) = gz (- - ) )
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1 and X denote the mean vector and covariance matrix, respectively. A
GMM is parameterized by its mean vectors, covariance matrices, and mixture
weights. The number of models (M) is a hyper-parameter which we set to 5
using grid search in the range of [2,5] and Bayesian Information Criteria (BIC).
The parameters are estimated using iterative Expectation-Maximization (EM)
algorithm [16]. We train a GMM per category in our constructed taxonomy and
a GMM per category in ShapeNet [3]. GMMs trained on ShapeNet learn the
distributions of dimension ratios (i.e., length/width, width/height, etc.). These
models are then exploited to reduce the sampling noise of the GMMs trained on
the web data using ranking selection. Given an object category, we first sample
its corresponding GMM trained on the web data for k times and then feed the
samples to its corresponding GMM trained on ShapeNet [3] and compute the
probability of each sample. The most probable sample is then selected as the
result.

6 Experimental Results

To model physical properties, we considered three assumptions: (1) underlying
distributions are either Gaussian or multimodal; (2) a mixture of distributions
fits the data better; and (3) physical properties are not independent. Due to
noisy nature of web data, we visualized data histograms (i.e., with 50 bins) rather
than using systematic goodness-of-fit tests such as Kolmogorov-Smirnov test to
investigate the underlying distributions. As an example, the data histogram for
“men’s bag” category is depicted in Fig.2. As shown, distributions are either
Gaussian or multimodal. We observed a similar behavior for other categories as
well. Hence, visualizations validate the first assumption.

The noisy nature of web data also implies that simple Gaussian distributions
cannot fit the data well (i.e., refer to Fig.2) and hence it is required to use a
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Fig. 2. Sample distributions of dimensions of “men’s bag” category extracted from 523
instances. All dimensions follow either Gaussian or multimodal distributions.
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mixture of such models. The third assumption can be validated both analyti-
cally (i.e., density is defined as p = m/v) and empirically (e.g., Pearson correla-
tion coefficient and the p-value for volume-weight pair are 0.6392 and 4.58E-08,
respectively).

To investigate the performance of enriching the taxonomies, we sampled 200
categories and defined 10 gold standard skip-grams for each category. We then
applied the feature selection methods on this dataset. MI achieved mean accuracy
of 88.1% with standard deviation (SD) of 2.53; x?—test achieved a mean accuracy
of 87.9% with SD of 4.32; and TF-IDF achieved mean accuracy of 89.2% with
SD of 2.89. These results suggest that normalized TF-IDF slightly outperforms
other methods. Error analysis showed that unigrams are frequent source of error
(e.g., for “air purifiers” category all methods select “air” as a candidate). Hence,
it is necessary to prioritize the candidates with respect to their lengths.

We then semi-automatically assigned the sampled 200 categories with Word-
Net hypernym hierarchies and manually validated them, and then used them
to compare the similarity measures. Results are shown in Table1. In terms of
accuracy, precision, and Fi-score, Jiang-Conrath WordNet-based similarity out-
performs other measures whereas in terms of recall ConceptNet-based similarity
outperforms other measures. Furthermore, to evaluate the performance of the
proposed model in extending the taxonomy, we trained the logistic regression
model on 200 categories (50 missing from WordNet) and tested it on 50 cat-
egories (25 missing from WordNet). The model achieved accuracy of 94% and
F1-score of 0.9214.

Table 1. Performance of semantic similarity measures on unsupervised taxonomy
merging task. Jiang-Conrath similarity outperforms other methods in terms of accuracy
and Fi-score. similarity

Similarity Accuracy | Precision | Recall | Fy-score
Path 78.00% |0.7925 0.7812 1 0.7868
Leacock-Chodorow | 79.50% | 0.7786 0.7624 |0.7704
Wu-Palmer 88.00% | 0.9054 0.8856 | 0.8954
Resnik 92.00% |0.9185 0.8928 | 0.9055
Lin 93.00% | 0.8964 0.9010 |0.8987
Jiang-Conrath 94.50% |0.9486 |0.9158 |0.9319
ConceptNet 92.50% 0.9187 0.9358 | 0.9271
Word2Vec 85.00% | 0.8624 0.8245 |0.8430
GloVe 85.50% | 0.8858 0.8425 | 0.8636

To investigate the statistical significance of results, pairwise one-tailed t-test
is performed between ConceptNet, Resnik, Lin, and Jiang-Conrath similarity
measures (p < 0.05). Results are summarized in Table 2. As shown, ¢-tests reject
the null hypothesis and hence the results are statistically significant.
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Table 2. Results of pairwise one-tailed ¢-test between ConceptNet, Resnik, Lin, and
Jiang-Conrath similarity measures

Test pair p-value | Test pair p-value
ConceptNet @ Resnik 0.0000 | ConceptNet €@ Lin 0.0011
ConceptNet @ Jiang-Conrath | 0.0003 | Resnik @ Lin 0.0241
Resnik @ Jiang-Conrath 0.0000 | Lin @ Jiang-Conrath | 0.0037

To evaluate the overall performance of the proposed approach, we performed
two scenarios: (1) automatic scaling of 3D models, and (2) answering compara-
tive questions. The first scenario is a subjective scenario in which trained models
are exploited to automatically scale a set of 3D models. We generated 10 scenes
with 12 scaled objects in each and asked four users to score the naturalness of

Fig. 3. Upper row demonstrates a collection of 3D models in their default sizes; Same
models are shown in lower row after being automatically scaled using trained GMMs.
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relative sizes based on Likert scale (i.e., 1 representing not natural and 5 repre-
senting very natural). In 87.5% of cases, users ranked the scenes as very natural
and in 12.5% of cases they ranked them as natural. Figure 3 shows a set of 3D
models in their default sizes and same models after being automatically scaled
using the proposed approach.

We also evaluated simple inference capabilities of the trained models. For this
purpose, we defined a set of comparative questions using grammar G defined as
follows.

G:{S—is X Cthan Y?

C — smaller|bigger|lighter|heavier}

To infer the answers, we utilize Monte Carlo simulation [11]. We sample
GMMs corresponding to categories of X and Y, and compare the sample pairs
with respect to C. We repeat this process for N = 10,000 times and count the
number of pairs (K) that satisfy C'(X,Y"). The answers are generated as follows.

1. X is C than Y with confidence of K/N, if K > N/2
2. X is not C than Y with confidence of 1 — K/N| if K < N/2
3. X is similar to Y with confidence of 2 x K/N, if K ~ N/2

We manually constructed a dataset of 500 comparative triplets such as
(guitar,bigger,spoon) and (refrigerator,heavier,teapot), and asked the system to
accept or reject these assertions. The system correctly accepted 94.6% of them.
Rejections were in cases that both GMMs corresponding to categories of X and
Y were trained on less than 100 instances. It is noteworthy that the average
training time per category is 57ms and the average sampling time for 10,000
samples is 5ms on an Intel Core i7 processor. This suggests that the proposed
method is both real-time and efficiently scalable.

7 Conclusion

we proposed an integrated approach towards learning common-sense knowl-
edge of physical properties of objects using web data. We used a combination
of semantic taxonomy merging and ensemble of GMM models to enhance the
learned distributions. We also proposed a Monte Carlo simulation as an inference
mechanism to infer simple relations between physi