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Abstract. The article deals with the development of methods of solving
operational production planning problems. Authors formulated the operational
production planning problem statement, determined constraints and the objec-
tive function. The scheme of solutions encoding and modified genetic operators
are developed to consider the problem character. Authors proposed the hybrid
algorithm model based on integration of genetic search methods and fuzzy
control approach. Experimental research of developed algorithms characteristics
allows us to determine their time complexity. Obtained results show the effec-
tiveness of suggested approach.
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1 Introduction

In accordance with Manufacturing Enterprise Solutions Association Interna-
tional (MESA) definition, operational (elaborate) planning is considered as the process
of production schedule drawing up and estimation based on priorities, attributes,
characteristics and methods related to a specific character of products and production
technology.

Thus, operational planning is reduced to scheduling theory problems [1-4], which
requires:

e to appoint an executor for each job;
e to put in order jobs of each executor, i.e. to find their optimal performance sequence
to achieve the assigned goal.

In the scheduling theory ordering problems are considered with the requirement
that all issues of what and how should be done are resolved. It is suggested that jobs
nature do not depend on their performance sequence. Therewith, following assump-
tions are to use:

1. All assigned jobs are to be performed and to be defined fully. Decomposition of the
jobs set into performed and non-performed classes is not included into the ordering
problem.

2. Devices allocated to perform jobs are defined uniquely.
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3. A set of elementary operations related to each job performance and a set of con-
straints on the order of their performance are assigned. The manner in which these
operations are carried out is defined. It is assumed, that there is at least one device
able to perform each operation.

2 Problem Statement

In terms of mechanical engineering the operational production planning problem
combines different classes of scheduling theory problems. There is a set of machines
(production line) {M}, |M| = m, each line is characterized by definite list of parameters
imposing additional constraints on jobs allocation. The timetable of production lines
unavailability determines periods of service or repair works.

sbj; denotes the beginning of service i on line j;

sej; denotes the finishing of service i on line j;

RQ denotes total amount of equipment;

WT denotes the matrix of reconfiguration periods required for switching from job
i to job j. Each element of the matrix wt; > 0.

The finite set of jobs is denoted by (N}, |N| = n, where each job i includes an
operation. The job is an elementary problem required to be performed, which is
characterized by following parameters:

number of machine m; allocated to perform job i, 1 < m; < m;

duration of job performance;

individual schedule date d; of job i;

the criterion of need to use the equipment rq; € {0, 1};

the incidence matrix of jobs and production lines R, the matrix element r;; represents
the selection priority of the line j to perform the job i,

r,j20
r,'j: o 5
rj =00

where r;; equals o, if the job i is not performed on the line j.
The problem requires finding such decomposition of the jobs set N into m disjoint
subsets, which provides following conditions:

1. Distribution of jobs across lines corresponds to the incidence matrix
R,Ym e M,i € N,, = ri, > 0;
2. The lines to perform the jobs is selected with the use of the least priority value

E Tim — min

ieN
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3. There is such schedule (ordering) a,,: N,, — {0, 1, ..., D} for each subset N,, in
terms of planning D, that:
(a) the sequences of jobs performance on the one line are not to recur,

vni+l € Nm\ni = Um(ni+l) 7é gm(ni)

(b) the timetable of the line m availability is not to be broken,

. O-m(ni) ¢ [Sbml;seml}
vnl € Nm = { O—m(ni) +ti ¢ [Sbml;seml]

(c) the number of simultaneously loaded lines is not to be exceeded,

M|
Vie{0,1,.....D} [{n € N Y 0 (n) /i < Mipax, Minax <
m=1

(d) conditions of lines reconfiguration are to be fulfilled,

Vni 1 € Ny \ni, 0 (i) <om(niv1) = on(nip1) — on(n) —t; >wt

— U mnig

(e) constraints on simultaneous usage of equipment are:

Vie {0,1,....,D} : {Vn; €N :
lom(n;); om(n;) +14] CiNrgi=1} <RQ’

The common criterion for schedule organization is minimization of the objective
function F — min, where F is considered as the penalty function representing the total
jobs deviation from individual schedule dates:

N
F= Z lo(n;) + 1) — di| — min.

i

3 The Algorithm Description

In solving practical problems with the use of genetic algorithms following preliminary
tasks are to be accomplished:

(1) to select the way of solutions representation;
(2) to develop genetic operators;

(3) to determine rules of solutions survival;

(4) to generate the initial population.

In terms of the stated problem let us to apply the encoding scheme, when each
chromosome consists of required solution entirely. One agent (individual) includes
encoded information about the whole plan for the planning period. The downside of the
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scheme is that chromosomes are very long. However, the objective function of each
individual represents the common optimization criterion, and each generation includes
a certain set of solutions, which provides faster convergence together with genetic
operators with the use of diverse genetic material. Thus, the chromosome structure is
represented as a set of production jobs for the planning period i.e. the whole operational
plan. The chromosome contains a number of genes: N, = Nr,,.. A,, where Nr,,.. is the
maximum number of production jobs for the planning period; A, is a number of
variable attributes of production jobs. The value of Nr,,,, = M is determined by
common number of production jobs formed on the basis of the main production
schedule rows.

Thus, the obtained chromosome involves M groups of genes, each group deter-
mines corresponding production job completely, that is the first job corresponds to the
first group, the second job corresponds to the second one, etc.

The gene value determines the value of corresponding attribute:

e The gene value of ‘duration of job performance’ attribute is a number of hours
during which the selected line is loaded by the job.

e The gene value of ‘production line number’ attribute is a sequence number of
nonzero element in corresponding row of products and production lines incidence
matrix R.

e The gene value of ‘production job order’ is a number of an hour, when the pro-
duction job begins.

It should be mentioned that the identifier of the product is not encoded individually,
they are determined strictly, i.e. each job is related to a certain product clearly. In such
encoding way relevant information is contained not only in gene values, but in their
position in chromosome, too. This minimizes the chromosome length, providing
reduction of the search space. As a result, the convergence time (number of generations
to be processed for the purpose of convergence), and the time required for a generation
processing decrease, too. Let us note some specific characteristics of such individuals’
representation scheme:

e zero value of job performance duration or job beginning date is interpreted as the
absence of production job — so in evolution process the genetic algorithm is able to
convergence to optimal number of tasks under condition of M > M,,,;

e values M are artificial constraints imposed on the search space in such solutions
representation.

Authors suggest to encode the chromosome in binary form (Fig. 1).
The chromosome length is calculated as follows:

L,=Uy+ L, +Lg,) N,
where L, is a number of bits required to encode any moment of job beginning
during planning period with selected accuracy (in terms of the stated problem with
the accuracy of an hour);

e [, is a number of bits required to encode the alternative line for the product of the
production job m. The value of this gene determines sequence number of nonzero
element in corresponding row of incidence matrix R;
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Fig. 1. The chromosome encoding scheme

e L, 1s a number of bits required to encode the duration of the job m (in terms of the
stated problem the value is multiple of an hour).

Such encoding scheme is sufficiently flexible since it allows us to vary product jobs
beginning dates, line numbers and performance durations.
In terms of the stated problem authors suggest to use following genetic operators:

e the selection operator of roulette wheel;

e the reproduction operator. In the process of reproduction which is implemented
after selection, chromosomes are copied with the probability proportional to their
objective function;

e the crossover operator.

Commonly, the specific characteristic of the stated problem includes penalty func-
tions used in individual’s objective function calculation. Besides, it is suggested to
modify logic of basic genetic search operators. The modification idea contains the usage
of rules applied by subject expert while drawing up the schedule. The essence of these
rules is in directed adjustment of production tasks certain parameters to resolve conflicts
arising due to violation of constraints conditioned by the problem specific character.
Modification assumes changing basic mutation and crossover operators. In particular,
there is the specific rule of the allele selection in chromosomes crossover implementation.
To visualize modified logic authors show the simplified example considering five jobs
and three alternative production lines. Two selected chromosomes represent different
solutions that are alternatives of allocation and sequence of jobs performance by pro-
duction lines. Each rectangle is marked with the index of corresponding job. Rectangles
are located horizontally along lines denoting a certain production line. Thus, we obtain
the variation of the Gantt diagram commonly used for schedule visualization (Fig. 2).

Jobs are selected for each production line, one from each individual. Genes
inherited by a child are determined randomly for each pair (Fig. 3). Herewith, the
solution should be tested for duplication. Figure 4 shows the example of jobs allocation
during the crossover process.

The result of the crossover operator implementation is shown on Fig. 4. We
obtained new solutions, at that excluded incorrect solutions or solutions breaking
constraints of jobs sequence on lines.



Hybrid Fuzzy Algorithm 449

Parent 1 Parent 2
El KN KN EN EN
Line 1 g Line 1 g
] El Ea

Line 2 g Line 2 >
EEEEEKE EX

A 4

Line 3 Line 3

Fig. 2. Alternatives of production planning drawn up with the use of modified crossover
operator

Parent1 Parent2 Child 1 Child 2

Fig. 3. Jobs reallocation resulting from the use of modified crossover operator
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Fig. 4. Results of jobs reallocation with the use of the modified crossover

Thus, in basic crossover operator logic we added the predetermination factor
allowing us to exclude potential solutions, i.e. children that do not meet constraints.

e the mutation operator. In terms of the stated problem let us use a multipoint
mutation operator. In each chromosome we select Npy, pairs of different genes
exchanging their values. The value of Ny, is calculated as Noy = oopl,
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where ooy € (0; 0,5) is a parameter determining the proportion of gene pairs
involved in mutation of the total chromosome length.

The obtained value of Ny, is rounded to the nearest larger integer. The value of
aop should be selected from the interval [0,01; 0,03].

e the migration operator is used to exclude premature convergence of the algorithm
i.e. local optimum. Let us assume two parallel evolving populations:

PR' = {pr!,...prl,.. -ap"zlv,,,} and PR* = {pr?,...,pr?, .. -al”'zzv,,,}- At a certain
stage N, individuals from the first population move to the second population. The
same number of the second population moves to the first one. Thus, population size
remains the same. The selection of individuals from both populations is realized on the
basis of ‘either best or worst’ principle. In this case, we select N, individuals with the
best objective function value from the first population and from the second one —
individuals with the worst objective function value. Number of individuals involved in
the migration is sized by Ny, which value can be calculated as follows: Ny = oy Ny
where oy, € (0; 1) is a parameter determining the proportion of agents (individuals)
involved in migration of total population size. The obtained value of N,, is rounded to
the nearest larger integer. The value of o, should be selected from [0,1; 0,3].

The objective function calculation contains following steps:

e to calculate the criterion F;
to calculate corrections considering constraints;
to calculate the objective function on the basis of values of the criterion F and
corrections.

The criterion F is determined by the function of jobs number that breaks directive
requirements during the whole planning period. One of the main factors of effective
optimization search is the objective function sensibility. Even little adjustment of the
criterion F is to result to the maximum change in relation to other individuals objective
function values. The objective function sensibility to solutions varieties is directly
connected to the effectiveness while estimating the importance of optimization con-
straints. Artificial constraints imposed on feasible region apart from encoding scheme
strongly restrict the GA search possibilities, due to the creation of artificial local
optimums on borders of feasible region formed by reimposed constraints.

The essence of GA corrections connected to penalties imposing assumes the
reduction of individual objective function value if the solution represented by this
individual overruns feasible region. It should be mentioned that constraints determining
feasible region are related to a certain production job or to the whole schedule. They
can be subdivided into two groups: jobs penalties or whole schedule penalties. Con-
straints related to schedule penalties are:

e constraints of technical equipment usage;
constraints of lines number working a day;
non-strict constraints of the least priority lines usage.

Penalties for breaking these constraints are calculated clearly in a form of criterion
value correction. To calculate the correction let us use following coefficients:
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e The coefficient of technical equipment overuse:

T
bs(t) — bsyim + |bs(t) — Dsjim|
Ost = ; 5 DSiim,

where bs(f) is a number of used equipment in a moment t; bs;;, is a total number of
equipment RQ; T is a planning horizon.

e The coefficient of excess of working lines a day:

T
bq(t) — bqiim + |bg(t) — bayi
S L URLEALG q1m|/bqhm

where bq(t) is a number of used equipment in a moment t; bqy;,,, is a limiting number of
lines working simultaneously m,,.,; T is a planning horizon.

e The coefficient considering the usage of the least priority lines usage:

Lm0
M, —;M(t)a

where M, (¢) is a number of production jobs in a day ¢ assigned to production line with
the priority value other than the least priority of alternative lines of corresponding job
in accordance with the incidence matrix R. M(#) is a total number of production jobs in
a day ¢ with nonzero duration.

Corrections are calculated as follows:

Tk
Ast = Foy

I
Abq =F Olbg

AM :F*(l — OCM’_)

Thus, the value @ = F — A, — Apq — Ay, is represented as the objective function

value used for the GA operators work.
The next GA step is the stop criterion checking. Stop criterion can be represented as:

obtaining assigned number of generations;
obtaining assigned algorithm execution time;

e remaining relative adjustment of population OF average value during a assigned
number of generations.

Also, the common stop criterion is obtaining solution meeting the constraints in the
optimization problem statement. The last criterion from the three criteria mentioned
above represents the convergence factor in a most relevant way.

This criterion can be represented as follows:
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M -100% < Ag,

Pij-0)
where @;; is the objective function value of individual i on the iteration j; @;;_s) is the
objective function value of individual i on the iteration (j —J); J is a number of
iterations to calculate relative objective function change; 44 is a threshold value in
relation to the objective function change.

Values of 6 and 44 are calculated empirically on the basis of research of obtained
solutions quality with a certain values, and acceptable algorithm execution time. Initial
values can be selected from intervals: § € [10;50]; Ag € [0.3%;3%].

Under the stop condition the obtained solution is captured. Otherwise, genetic
operators mentioned above are to be realized.

4 Integration of the Genetic Algorithm and the Adaptive
Search

In recent years integrated and hybrid models involving genetic algorithms are of a great
interest. We can distinguish approaches of ‘external’ hybridization, for instance,
building hybrids of genetic algorithms and evolutionary strategy and neural network
meta models [5-7] and ‘internal’ hybridization, when in the context of evolutionary
design algorithms are integrated on the basis of evolutionary models, for instance,
Darwin model and Lamarck model [8-10].

In this paper authors suggest an ‘external’ hybridization variant, when hybrid fuzzy
genetic algorithm combines approaches of fuzzy logic and genetic search in terms of
united optimization process. The algorithm scheme is shown on Fig. 5. The main idea of
hybridization involves the mathematical tool of fuzzy logic theory used for encoding,
calculation of genetic algorithm optimal parameters, genetic operators probability val-
ues, fitness function and stop criterion selection. The suggested algorithm can be applied
in terms of parallel computing performed on corresponding resources. Modern pro-
cessors have multicore architecture, which allows us to carry out parallel and distributed
computing [11, 12]. In terms of hybrid algorithm logic solutions might be obtained and
exchanged simultaneously during one hybrid algorithm iteration.

To improve the quality of genetic search results authors propose to solve the
problem of including expert information in evolution process by building fuzzy logic
controller which adjusts evolution process parameters values.

Following parameters are used as input [13]:

_fave(t) _fbesl(t) .

61([) = €2(l) _ fave(t) _fbest(t) .

ﬁzve(l) _fwurst(t) _ﬁJesr(l) ’
_fbesr(t> _fbest(t - 1) X _fave(t) _fave(t - 1)
o I A7)

Where ¢ is a time step, fi.s(?) is the best objective function value on iteration ¢,
Jresi(t — 1) - 1s the best objective function value on iteration (2 — 1), f,,0,s(?) 1S the worst



Initial data input

Initial population
generation

Objective functions
calculation

Hybrid Fuzzy Algorithm

Conditions are
not fulfilled

»| Save the solution in the
best solutions base

Exit condition

Conditions are
fulfilled

Run Fuzzy Logic
Controller (FLC
Yes

Run the FLC for
selected solution

Obtain the
solution

algorithm (MGA)
for the golution

nitialize the
exchange

Solutions exchange

Adjust the MGA
population

Fig. 5. Hybrid algorithm scheme

¥
Final decision
v output
Run the
multicriteria
genetic End

453

objective function value on iteration ¢, f,,.(?) is the average objective function value on
iteration ¢, f,,,.(t — 1) is the average objective function value on iteration (¢ — 1) [14].
Obtained output parameters represent probabilities of crossover, mutation and

migration operator.

5 Experimental Research

Let us consider the objective function value as an optimization criterion on the basis of
a certain number of algorithm iterations analysis.
The purpose of experiments is to determine the character of problem dimension
behavior (values of jobs number N and lines number M), and time spent on solutions
search. The convergence is considered as obtaining such objective function D value,
that during following ¢ iterations the change AD is less than 4% of previous value.

|Di—s — D

i—0

* 100% < 4
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where D;_; is the objective function value on the iteration (i — d); D; is the objective
function value on the iteration i; 6 is a number of iterations to calculate relative
objective function change; i is the current iterations; 4 is the threshold value of relative
objective function change.

To carry out the experimental research authors took following values of conver-
gence criterion parameters: 6 = 10; A = 1%.

The research was carried out on the basis of twelve points selected by experts. Each
experiment point of production schedule is determined by initial data vector, which
coordinates includes: total amount of jobs N, total amount of lines, number of paired

M M

linesLD= 3. > ld;
Ji1=1jp=(M—j;—1)

The initial data is shown on the Table 1.

.j»» Planning horizon D in hours, number of equipment RQ.

Table 1. Input data for algorithm convergence estimation

N |M/LD|D
5| 32| 72
10| 372| 96
200 62| 96
50| 12/4 | 120
70| 16/6 | 120

100 | 24/8 | 120

150 26/8 | 144

200 30/10 | 168

250 34/10 | 192

300 40/12 | 240

400 | 50/16 | 240

500 54/18 | 240

e,
(@)

\OOO\]O\UILUJNHg

— | —
=}

00 00 1 O\ O\ WL AWM =

—_
[\

For each experiment point authors took common input data:

e Jobs duration are selected randomly from the assigned interval #; € [t Lnaxls
e A service interval is assigned for the paired line.

As shown on graphics, the convergence time increases linearly at more problem
dimension. The adaptive search converge faster that the modified genetic algorithm.
Obtained results prove the common assumption that approximate algorithm is relevant
for quasioptimal solution search. The behavior character represents almost linear cal-
culation time dependence on the problem dimension, which allows us to assume
polynomial time complexity of developed algorithms.
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