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Preface to the Second Edition

The Earth is a cold planet. The majority of the Earth’s biosphere is exposed to

temperatures below 5 �C throughout the year. Cold ecosystems are very diverse and

range from high mountains to deep oceans. Even the most extreme cold and frozen

environments harbour enormously diverse and metabolically active microbial

populations. The key feature of microorganisms living in these habitats is the

successful surmounting of the negative effects of low temperatures. Cold adapta-

tion includes a complex range of structural and functional adaptations at the level of

all cellular constituents. Cold-adapted microorganisms play a key ecological role in

their natural habitats, and their mechanisms and strategies to cope with the cold

render them particularly useful for biotechnological applications.

Why a second edition of the book “Psychrophiles: from Biodiversity to Bio-

technology”? The first edition of this book was published in 2008. Since then, there

was a continuously increasing interest in the microbiology of the Earth’s
cryobiosphere. This can be attributed to several factors, such as the awareness of

the consequences of the global climate change on the response of microorganisms

in cold ecosystems, the development of the emerging fields of omics approaches

enabling the study of the versatility and functional roles of life in the cold bio-

sphere, the interest in the existence of extraterrestrial life and the need for environ-

mentally friendly and sustainable perspectives in biotechnology.

The second edition of the book presents, at the leading edge of knowledge, the

newest insights into the psychrophilic lifestyle. Both fundamental and applied

aspects are considered. All chapters were written by leading scientists and author-

ities in the respective field. Some of the chapters are updated contributions to the

first edition of the book, while several newly introduced chapters outline topics of

interest emerging in the last decade. The book is organized into four thematic Parts:

Part I, “Boundary Conditions for Microbial Life in the Cold”, addresses the

conditions that influence the low-temperature limit of microbial life. Climatic

factors and biological constraints in the cold are discussed in Chaps. 1 and 2.

Part II, “Microbial Diversity and Activity in Cold Ecosystems”, presents the

current knowledge of microbial communities in the atmosphere and in glacial

environments, deep oceans and permafrost. The diversity and activity of bacteria,
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archaea and eukaryotes as well as of viruses in these habitats are described in

Chaps. 3–9.

Part III, “Molecular and Physiological Adaptations to Cold Habitats”, is focused

on the characteristics and roles of the key features of microbial cold adaptation,

such as cold-active enzymes, cryoprotectants, exopolysaccharides and cell mem-

brane components, and reports the latest developments in genomics, metagenomics,

proteomics, transcriptomics and metatranscriptomics of psychrophiles. These

topics are outlined in Chaps. 10–18.

Part IV, “Biotechnological Perspectives”, considers the significance of

psychrophiles in various biotechnological applications. The role of psychrophiles

as a source of novel cold-active enzymes, antimicrobials and other biopolymers, as

expression systems for recombinant protein production, in biomedical applications

and in the bioremediation of contaminated soil andwater is outlined in Chaps. 19–29.

I wish to express my gratitude to all authors for their excellent contributions. I

also thank the Springer team, especially Hanna Hensler-Fritton, Isabel Ullmann and

Dr. Andrea Schlitzberger, for their valuable and continuous support during the

preparation of this book.

Innsbruck, Austria Rosa Margesin

March 2017
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Preface to the First Edition

Most scientists in the middle of the twentieth century would probably not have

believed that life was possible at extreme values of environmental factors, such as

pH values close to 0 (e.g. sulphurous environments) or to 14 (e.g. soda lakes),

salinities of 6 M NaCl (e.g. Dead Sea), hydrostatic pressures approaching 0.1 MPa

(deep sea) and temperatures exceeding 100 �C (thermal vents or hot springs) or as

low as �20 �C (e.g. polar regions). Of the current studies on extremophiles,

approximately 30,000 articles by the year 2007, almost two-thirds have been

performed on organisms adapted to outstanding temperatures, but much more

attention has been paid to thermophiles than to psychrophiles. However, over the

past 10 years, scientific publications on cold-adapted microorganisms have

increased by a factor of ten.

If one considers the extent of cold habitats, psychrophiles, i.e. cold-loving

organisms, should largely lead in this comparison with thermophiles because a

great proportion of the Earth’s biosphere never reaches temperatures above 5 �C.
Nearly three-quarters of the Earth is covered by oceans whose deep water masses,

irrespective of latitude, are constantly between 2 and 4 �C. The large continent of
Antarctica also provides a permanently cold terrestrial environment as well as an

aquatic niche in the surrounding ice that melts during the summer. Other examples

of cold habitats in polar and alpine regions are permafrost soils, high alpine soils,

cold deserts, cold caves, marine sediments, snow, glacier and sea ice. Cold ecosys-

tems host a wide diversity of psychrophiles, including bacteria, archaea, yeasts,

filamentous fungi and algae. These microorganisms have evolved a number of

strategies to thrive successfully in cold habitats where they play key roles in

nutrient cycling, such as nitrogen fixation, nitrification and denitrification, photo-

synthesis, sulphur oxidation and reduction, methanogenesis and transformation of

organic compounds.

This book is focused on psychrophiles and describes, at the edge of knowledge,

representative groups of cold-adapted microorganisms as well as the habitats in

which they live and their strategies to cope with the cold. It is subdivided into four

main sections:

vii



1. Boundary conditions for microbial life at low temperatures

2. Biodiversity

3. Molecular adaptations

4. Biotechnological aspects

thus covering almost all the fields of knowledge in “cold” microbiological research.

It is certainly not by chance that this book is published during the International

Polar Year 2007–2008, which is the fourth polar year following those in 1882–

1883, 1932–1933 and 1957–1958 and involving over 200 projects, with thousands

of scientists from over 60 nations examining a wide range of physical, biological

and social research topics. Therefore, this book perfectly matches the current

demands and trends and provides an additional source of information to all those

scientists who are interested in “cold” microbiology.

Last but certainly not least, the editors of this book want to thank all the authors,

who are the leading scientists in the respective field, for having accepted to write a

chapter of this book, even though all these persons are also very busy and highly

solicited scientists. We also thank Springer—Life Sciences, especially Dr. Dieter

Czeschlik and Dr. Jutta Lindenborn, for their continuous support and trust in our

capacity to successfully achieve the editing of this book.

Innsbruck, Austria Rosa Margesin

Innsbruck, Austria Franz Schinner

Liege, Belgium Jean-Claude Marx

Liege, Belgium Charles Gerday

July 2007

viii Preface to the First Edition



Contents

Part I Boundary Conditions for Microbial Life in the Cold

1 The Climate of Snow and Ice as Boundary Condition

for Microbial Life . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Michael Kuhn and Andrew G. Fountain

2 Determining the Limits of Microbial Life at Subzero

Temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Corien Bakermans

Part II Microbial Diversity and Activity in Cold Ecosystems

3 Aeromicrobiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Lewis Cuthbertson and David A. Pearce

4 Microbial Life in Supraglacial Environments . . . . . . . . . . . . . . . . . 57

Arwyn Edwards and Karen A. Cameron

5 Microbiology of Subglacial Environments . . . . . . . . . . . . . . . . . . . 83

Amanda M. Achberger, Alexander B. Michaud, Trista J. Vick-Majors,

Brent C. Christner, Mark L. Skidmore, John C. Priscu,

and Martyn Tranter

6 Viruses in Glacial Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Sara M.E. Rassner

7 Microbial Life in the Deep Sea: Psychropiezophiles . . . . . . . . . . . . 133

Yuichi Nogi

8 Microbial Life in Permafrost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Ianina Altshuler, Jacqueline Goordial, and Lyle G. Whyte

9 Cyanobacteria in Polar and Alpine Ecosystems . . . . . . . . . . . . . . . 181

Anne D. Jungblut and Warwick F. Vincent

ix



Part III Molecular and Physiological Adaptations to Cold Habitats

10 Enzyme Catalysis in Psychrophiles . . . . . . . . . . . . . . . . . . . . . . . . . 209

Tony Collins and Charles Gerday

11 Cryoprotectants and Ice-Binding Proteins . . . . . . . . . . . . . . . . . . . 237

Hidehisa Kawahara

12 The Role of Exopolysaccharides in Microbial Adaptation

to Cold Habitats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Jody W. Deming and Jodi N. Young

13 Molecular Structure of Lipopolysaccharides of Cold-Adapted

Bacteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285

Maria Michela Corsaro, Angela Casillo, Ermenegilda Parrilli,

and Maria Luisa Tutino

14 Polar Microalgae: Functional Genomics, Physiology,

and the Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Amanda Hopes, David N. Thomas, and Thomas Mock

15 Genomics of Psychrophilic Bacteria and Archaea . . . . . . . . . . . . . . 345

John P. Bowman

16 Metagenomic Analysis of Low-Temperature Environments . . . . . . 389

Habibu Aliyu, Pieter De Maayer, Sara Sj€oling, and Donald A. Cowan

17 Proteomic Insights of Psychrophiles . . . . . . . . . . . . . . . . . . . . . . . . 423

Jun Kawamoto, Tatsuo Kurihara, and Nobuyoshi Esaki

18 From Transcriptomes to Metatranscriptomes: Cold Adaptation

and Active Metabolisms of Psychrophiles from Cold Environments . . . 437

Isabelle Raymond-Bouchard and Lyle G. Whyte

Part IV Biotechnological Perspectives

19 Biotechnological Aspects of Cold-Active Enzymes . . . . . . . . . . . . . 461

Mário Barroca, Gustavo Santos, Charles Gerday, and Tony Collins

20 Biotechnological Improvements of Cold-Adapted Enzymes:

Commercialization via an Integrated Approach . . . . . . . . . . . . . . . 477

Khawar Sohail Siddiqui, Ahsan Mushir Shemsi, Gea Guerriero,

Tahria Najnin, Taha, and Haluk Ertan

21 Heterologous Protein Expression in Pseudoalteromonas haloplanktis
TAC125 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 513

Ermenegilda Parrilli and Maria Luisa Tutino

22 Psychrophiles as a Source of Novel Antimicrobials . . . . . . . . . . . . . 527

Erik Borchert, Stephen A. Jackson, Fergal O’Gara,
and Alan D.W. Dobson

x Contents



23 Permafrost Bacteria in Biotechnology: Biomedical Applications . . . 541

Anatoli Brouchkov, Vladimir Melnikov, Ludmila Kalenova,

Oksana Fursova, Gennady Pogorelko, Vasiliy Potapov,

Nadezhda Fursova, Sergei Ignatov, Evgeny Brenner,

Vladislav Bezrukov, and Khachik Muradian

24 Cold-Adapted Basidiomycetous Yeasts as a Source of Biochemicals . . . 555

Giorgia Tasselli, Sara Filippucci, Ciro Sannino, Benedetta Turchetti,

and Pietro Buzzini

25 Perspectives of Low-Temperature Biomass Production of Polar

Microalgae and Biotechnology Expansion into High Latitudes . . . . 585
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Part I

Boundary Conditions for Microbial Life
in the Cold



Chapter 1

The Climate of Snow and Ice as Boundary

Condition for Microbial Life

Michael Kuhn and Andrew G. Fountain

Abstract The microclimate and structure of snow and ice are a boundary condition

as well as a matrix for a large spectrum of microbial life under alpine and polar

conditions. Biological activity critically depends on the supply of energy, water and

nutrients, with solar radiation as the prime source of energy, varying with latitude

and altitude. The energy balance at the snow or ice surface provides the boundary

condition for the fluxes of energy and water to the snow and ice, with important

latitudinal differences from the temperate to the polar regions. The extreme situ-

ations of sunlit rocks surrounded by snow and the environment of Antarctic cryo-

conite holes, where ice, water, solar radiation and nutrients interact in particular

ways, closes this review on ice and its effect on microbial life.
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1.1 The Source of Energy: Solar Radiation

At the Earth’s surface, the biosphere, the atmosphere, the hydrosphere and the

lithosphere interact most extensively. In mountains and polar regions, the cryo-

sphere adds more facets to this multiple interaction. Biogeochemical cycles at the

Earth’s surface are driven by the vertical exchange of energy and water locally and

by the horizontal motion of air, trace gases and water in the global circulation. The

energy absorbed from the incident solar radiation is used to heat the ground,

snow or water, which in turn heats the overlying air by turbulent convection; to

evaporate water, melt or sublimate ice and in part is re-emitted as infrared radiation.

Solar radiation, the prime energy source for climatic and biotic processes, has a

strong daily and seasonal variation in mid and high latitudes. This is best illustrated

by its reference value, the theoretical amount of energy that would be received if

there were no atmosphere. Daily sums of this radiation are displayed in Fig. 1.1 in

response to geographical latitude and time of the year. While the tropics have the

highest annual sums, the polar regions reach the highest daily totals in their respec-

tive summers, with Antarctica receiving more than the Arctic because the Earth is

closest to the Sun in the Austral summer.

The presence of gases, aerosols and clouds in the atmosphere reduces

solar intensity through absorption, scattering and reflection and varies spatially

and with altitude. Global irradiance, the sum of direct and diffuse solar radiation,

Fig. 1.1 Daily sums of extraterrestrial solar irradiance, the reference amount of energy that would

be received without atmosphere. Values are given in MJ m�2 day�1 computed for a solar constant

of 1368 W m�2. Figure courtesy of C. Fr€ohlich
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was compiled from records at Austrian stations in Fig. 1.2, as function of cloudiness

and altitude. Results show an increase of global irradiance of the order of 1% per

100 m altitude at mean cloudiness and a decrease by 50% when comparing cloud-

less and cloud covered sky at an altitude of 3000 m.

The maximum daily average of 400 W m�2 at 3000 m (Fig. 1.2) is associated

with an instantaneous maximum of ca. 1000 W m�2 at noon. The equivalent values

in the Dry Valleys of Antarctica, close to sea level, are nearly 300 W m�2 daily

average and 400 W m�2 at noon (Hoffman et al. 2008). This daily average amounts

to 83% of the extraterrestrial irradiance in alpine conditions, a fraction similar to

that found in the central Antarctic during summer solstice. It is obvious from

Figs. 1.1 and 1.2 that this fraction decreases at lower solar elevations.

A large part of this incident solar radiation is reflected back to the atmosphere

where clouds, aerosols and air molecules reflect it back to the snow surface, thus

increasing the global solar radiation. Higher surface reflectance (albedo) thereby
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Fig. 1.2 Daily averages of

global irradiance at eastern

alpine stations, according to

altitude and cloudiness,

based on data by Dirmhirn

(1964)
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increases the diffuse part of incoming solar radiation. This is obvious in a compar-

ison of radiation fluxes received at the Sonnblick Observatory in the Austrian Alps

at 3110 m elevation and the valley station of Innsbruck at 580 m a.s.l. (Fig. 1.3).

Whenever the landscape surrounding this mountain station is snow covered, these

multiple reflections significantly increase the diffuse component of the global solar

radiation compared with the valley station.

The spatial and temporal variability of both snow cover and clouds thereby

affect the seasonal and short term variability to the direct and diffuse solar radiation

and their sum, the global radiation that is not apparent in the smoothed values of

Fig. 1.2.

The broad band albedo of dry alpine or polar snow exceeds 80%, reaching 90%

in the visible and UV parts of the spectrum and dropping to less than 20% in the

near-infrared; in the thermal infrared, snow is nearly a perfect absorber/emitter of

radiation with an emissivity close to 0.98 (Warren 1982). The angle of incident

solar radiation also affects albedo. At low solar angles, typical of polar regions,

forward scattering in the snow increases albedo to >90%. The albedo of snow and

ice also changes with snow grain size, decreasing with increasing grain size; it also

decreases with increasing liquid water content. Clean alpine snow, initially with an

albedo exceeding 80%, displays albedo values between 60 and 70% by the end of

Fig. 1.3 Fluxes of solar radiation reaching the surface at Sonnblick Observatory at 3150 m

elevation and the valley station of Innsbruck at 580 m in the Austrian Alps. Average values of

2012–2015. Diffuse radiation DIF responds to the amount of atmospheric aerosols and clouds and

to the multiple scattering between surface and atmosphere, particularly obvious in the spring

months March–May, when snow covered Sonnblick receives significantly more diffuse radiation

than snow free Innsbruck. In a similar way, these effects appear in global radiation GLO, the sum

of direct and diffuse radiation. Data provided by the ARAD Project (Olefs et al. 2016)
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summer. The presence of dust, biologic materials or other particulates reduces the

albedo further.

The albedo of ice depends largely on the presence of cracks and air bubbles:

typical clean ice of alpine glaciers reflects about 40% and dust and dirt covered ice

may reflect as little as the surrounding rocks, i.e. 15–20%. The so-called blue ice of

Antarctica has emerged at the surface after having been subjected to very high

pressure in the deepest part of its trajectory: 1100 m of ice exert a hydrostatic

pressure of 100 bars (100 atmospheres), a pressure under which air bubbles become

dissolved in the crystal lattice of the ice. This bubble free, blue ice has the darkest

appearance of any naturally occurring ice.

1.2 Distribution of Energy: The Energy Balance of Snow

and Ice

Solar radiation is the prime source of energy for planet Earth. It supplies a global,

annual average of 240 W m�2. Geothermal heat supplied by the hot interior of the

Earth and by radioactive decay amounts to only 60 mW m�2, negligible compared

to solar radiation, but of vital importance at the base of ice sheets.

The principle of the energy balance is most clearly and generally demonstrated

for the case of the snow surface, the cryosphere/atmosphere interface. Here,

incoming solar (or shortwave) radiation S# is supplemented by incoming atmo-

spheric infrared (longwave) radiation L# emitted by greenhouse gases, clouds and

aerosols, while part is reflected and emitted back to the atmosphere from the snow

surface, S" and L". The sum of the four fluxes is called the radiation balance. The

amount of other energy interacting with the surface is distributed in four ways:

1. Heat flux, C, to/from the surface by conduction in the snow (internal heating of

the snow may occur by penetration of solar radiation and by air convection in the

pore space of the snow which may also cool the snow)

2. Turbulent transfer of sensible heat H to/from the atmosphere

3. Turbulent transfer of latent heat of evaporation, sublimation, or condensation LE

4. The latent heat of melting or refreezing LM

Water in contact with the ice of lakes and glacial ice shelves may supply

additional sensible and latent heat.

All fluxes are defined positive if they deliver energy to the surface so that, at the

surface, their total must be zero.

S # þS " þL # þL " þCþ H þ LEþ LM ¼ 0

These quantities are usually expressed as energy flux densities in W m�2. As

they depend on atmospheric variables that are not locally determined, we first need

information on the local climatic boundary conditions.
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1.3 Air Temperature: Effects of Altitude and Latitude

The change of air temperature and other climatic conditions with altitude in

mid-latitude mountains has often been compared to their change with latitude: a

1000 m higher altitude in the Alps may roughly be equivalent to a 1000 km move

northward. In the case of temperature, however, the reasons for the decrease with

altitude are basically different from those for the decrease with latitude. If a parcel

of dry air is moved upward, it loses pressure, expands and thereby cools at a rate of

�1 �C per 100 m altitude; in the case of moist air, condensation may reduce this

figure to as much as �0.6 �C per 100 m. In both cases, the cooling is the conse-

quence of vertical motion. The decrease of temperature with increasing latitude, on

the other hand, follows from the decreasing annual supply of solar radiation

(Fig. 1.1).

From five pairs of mountain and valley stations in the Eastern Alps, situated

respectively above 1800 m and below 800 m, typical values of altitudinal temper-

ature gradients are given in Fig. 1.4.

The smaller negative values that prevail in alpine winter are primarily due to

temperature inversions above the valley stations. The largest negative values

approaching saturated adiabatic conditions occur in spring with intense vertical

mixing of the atmosphere. Values in Fig. 1.4 are valid for near surface air temper-

atures; they differ from gradients in the free atmosphere. Although based on records

from the Alps, they are representative for many mountain areas around the world.

Mountain stations generally have smaller diurnal and annual temperature ranges

(Table 1.1). This is a ventilation effect due to higher wind speeds and greater

mixing at mountain peaks, topographic effect rather than due to altitude.

The decrease of temperature with increasing latitude φ is obvious in Fig. 1.5.

The station Decepción is situated on an island at 63� S, at sea level. It displays the

Fig. 1.4 Temperature gradients between five pairs of stations in the Eastern Alps: highest, mean

and lowest values in �C per 100 m
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low annual variation of temperature typical for oceanic situations. The highest

latitude of South Pole (90� S, 2800 m) does not yield the coldest temperatures; it

is exceeded by Vostok Station, which is 600 m higher at 3400 m. The annual range

of temperatures increases with latitude and altitude due to solar geometry decreas-

ing cloudiness at increasingly continental stations.

The daily range of temperature, on the other hand, is determined by the daily

range of solar elevation which is 2(90 � φ), limited by a maximum value at

90 � φ + δ where φ is latitude and δ is the solar declination. Consequently no

Table 1.1 Mean diurnal and annual air temperature ranges at an alpine valley station (Gastein,

1100 m above sea level) and a mountain station (Sonnblick, 3200 m)

Location Parameter January July Annual range

Gastein Tmin (
�C) �7.4 12.5 19.9

Tmax (
�C) �1.5 21.1 22.6

Daily range (�C) 5.9 8.6

Sonnblick Tmin (
�C) �14.2 0.5 14.7

Tmax (
�C) �12.7 2.7 15.4

Daily range (�C) 1.5 2.2
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Decepcion

Pionerskaya
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Fig. 1.5 Mean monthly air

temperature at Antarctic

stations, determined by a

mix of latitude and altitude

of the locations. Note the

coreless winters at South

Pole and Vostok. From data

by Schwerdtfeger in Orvig

(1970)
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daily range of solar elevation, and therefore temperature, occurs at the poles (90� N,
90� S).

The change from polar day to polar night at latitudes beyond the polar circles

(66.5�) causes an asymmetry of solar forcing and an asymmetry in the annual

variation of temperature. Figure 1.5 shows how the annual variation changes

from a nearly sinusoidal temperature at Decepción to a so-called coreless winter

in which temperature reaches low values in April and then slowly decreases to an

August minimum at the inland stations South Pole and Vostok.

1.4 Atmospheric Humidity and Precipitation

Atmospheric humidity is strongly controlled by air temperature and to a lesser

degree by the distance to the open ocean. Table 1.2 gives figures relevant to

humidity and phase transitions in the cryosphere.

Values of saturation vapour density (absolute humidity) and saturation pressure

are given with respect to ice (i) and to supercooled water (w). Cloud droplets may

stay liquid (supercooled) far below 0 �C. Statistically, �15 to �20 �C seems to be

the modal temperature for the transitions from liquid water to ice in clouds due to

heterogeneous nucleation on aerosols (ice nuclei). Supercooled droplets have been

postulated for temperatures down to �38 �C in a pure atmosphere where homo-

geneous nucleation takes place in the absence of ice nuclei (see Chap. 6 in Wallace

and Hobbs 2006).

It is useful here to introduce the terms “temperate ice” which is at the melting

point and “cold ice” which is below freezing. The melting point of ice can be cooled

below 0 �C by ambient pressure, by chemical admixtures and by the radius of

curvature of snow grains in the sub-millimetre range.

From Table 1.2, it is obvious that saturation vapour pressure at 0 �C is 47 times

as large as that at �40 �C which explains the decrease of atmospheric humidity and

precipitation with latitude and altitude. While mean annual snow accumulation is

1–2 m of water equivalent in the Alps, it is about 0.5 m at the Antarctic coast and

decreases below 0.03 m on the East Antarctic Plateau. A similar, but less impressive

decrease goes from subarctic mountains to the centre of the Arctic Ocean (Orvig

1970; Rudolf and Rubel 2005).

The change of precipitation in the Alps and other mountain ranges is controlled

by altitude and may increase by a factor of three from the dry, screened interior to

the wet, exposed margins at either side of the Alpine range. Screening effects are

best developed in mid-latitude mountain ranges of N–S extent: Scandinavia, Pacific

Coastal Ranges in North America, Chilean Andes and Southern New Zealand.
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1.5 The Cryosphere: A Matrix for Life

The total extent, or an inventory of the cryosphere, is of little importance to micro-

biology; rather it is the availability of solar radiation, liquid water and nutrients

(Kuhn 2001; Psenner et al. 2003). These conditions in turn depend on altitude,

latitude and on the cryospheric feature of concern, as there are: seasonal and peren-

nial snow, glaciers (including ice caps and ice sheets), floating ice (including lake,

river and sea ice) and ground ice (including permafrost and transient ground ice).

These four groups differ primarily in their structure and in their connection to

other parts of the biosphere like water and soil or in their response to climatic

change. For example, the formation and decay of a seasonal snow pack is an

immediate product of atmospheric forcing, the base of ice sheets may be the last

to respond to its effects. The structure of the cryospheric features determines the

transport of energy, water and nutrients, where both energy and nutrient fluxes

may be connected to liquid water.

Of the four groups, lake, sea and ground ice are frozen terrestrial water (conge-

lation ice) while snow and glacier ice are of atmospheric origin (meteoric ice).

Airborne ice crystals and snowflakes, which form in a large variety of shapes

controlled by temperature and humidity, precipitate and accumulate on the Earth’s
surface. The original, delicate crystals immediately start changing into rounded

grains by the transfer of water molecules from tips and convex sites on the crystal

surface to the groves and concave sites. The various stages of transformation are

very well illustrated in the International Classification of Snow on the Ground

(Colbeck et al. 1990; Fierz et al. 2009). The granular shape makes for a more effi-

cient and denser packing of snow, a density of about 300 kg m�3 being typical for

old, dry alpine and polar snow (Pomeroy and Jones 1996).

Early winter snow packs can be heated from the ground beneath and lose heat

from the top layer to the atmosphere, which may result in temperature gradients of

several degrees per meter. Associated with the temperature gradient is a gradient of

vapour pressure in the pore space which induces upward diffusion of water vapour

(from the warmer to cooler layers) and the build-up of facetted crystals several mm

in diameter. In severe situations, a facetted layer of large crystals is mechanically

weak given the few bonds between crystals creating hazardous avalanche

conditions.

In polar snow, in the absence of melting and with weak temperature gradients,

the further growth of snow grains proceeds slowly. Under temperate alpine condi-

tions with frequent melt-freeze cycles, the grains become repeatedly surrounded by

liquid water films and snow grains grow rapidly. In that stage of metamorphism, the

melting point of small grains is lower than that of the larger ones and the latter grow

at the expense of the smaller grains. The modal size of the larger grains achieves

diameters of 1–2 mm.

The snow matrix in the most general case thus consists of ice, liquid water,

water vapour and air. It has peculiar properties being permeable to both air and

12 M. Kuhn and A.G. Fountain



water flows at bulk snow densities of up to 830 kg m�3 and transmissive of

shortwave radiation at any density. Its pore space, the volume not filled by ice,

may contain water or air and convection may transport latent and sensible heat. A

net radiative transfer of longwave (infrared) radiation from one pore wall to the

opposite wall will occur in a temperature gradient. There is, of course, molecular

conduction of heat through snow grains in physical contact.

In summary, there are fluxes of air and liquid water through the snow pack, both

including gaseous, soluble and insoluble impurities (Kuhn 2001). Electromagnetic

radiation penetrates the snow pack, directly in the shortwave range and wall-to-wall

in the infrared. The molecular conduction becomes increasingly important in the

deeper layers with increasing bulk density. It is usually formulated as

C ¼ λ dT=dz

where the depth z is positive into the ground and C is positive when directed

towards the surface. The thermal conductivity λ and the thermal diffusivity

K effectively include all effects mentioned and thus strongly depend on density

and associated permeability as shown in Table 1.3.

The extinction of solar radiation in snow and ice follows an exponential

relationship,

S # zð Þ ¼ S # 0ð Þ e�κ z

where the extinction coefficient κ for shallow layers of dry snow has typical values

of about 10–20 m�1 for spectrally broadbands (Meirold-Mautner 2004), corre-

sponding to a reduction of the radiation below 10 cm of snow to a fraction of

37–14% of the value incident at the surface. The value of κ strongly depends on

wavelength so that broadband extinction coefficients are not constant with depth.

Extinction is least for the blue part of the spectrum, giving a blue shade to light that

returns upward from deeper layers or crevasses. Actually it is the spectrum of the

incident radiation, the spectral extinction coefficient and the spectral sensitivity of

the observer’s eye that together give snow at depth and ice its blue colour.

Table 1.3 Thermal conductivity λ and thermal diffusivity K of snow and ice at various bulk

densities ρ

Bulk density (ρ; kg m�3)

100 200 300 500 917

Thermal conductivity

(λ; W m�1 K�1)

0.0003 0.12 0.27 0.74 2.47

Thermal diffusivity

(K; 10�6 m2 s�1)

0.0014 0.28 0.42 0.70 1.28
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1.6 Liquid Water in the Cryosphere

As liquid water is an essential asset of the biosphere, it is of particular interest to

investigate the conditions under which it may occur in an environment of 0 �C or

colder. Water can cool to temperatures below 0 �C (super-cooling), and in terres-

trial environments, such as lakes and rivers, super-cooling is limited to a few tenths

of a degree at most because the water readily freezes in contact with geologic or

biologic materials. In the atmosphere, however, super-cooling of cloud droplets can

reach much colder temperatures as discussed in Sect. 1.4 and by Sattler

et al. (2001).

The ice molecules within the surface layer of ice, only several molecules thick,

are much more mobile compared to those deeper in the ice lattice due to the lack of

surrounding bonds. For this reason, the surface layer is considered ‘quasi-liquid’.
Closer to 0 �C this surface layer becomes liquid-like allowing for a much higher

rate of transfer of molecules from the convex to the concave sites on a crystal than

would be possible by diffusion in the vapour phase alone. This process rounds the

snow grains (destructive metamorphism) and reduces the total surface free energy.

Surface melting supplies most of the water found in a snow pack and on a glacier

surface. At atmospheric pressure of 1013 hPa, nominally sea level, and with an

energy supply of 334 kJ kg�1, ice melts when it reaches 0 �C, independent of
ambient air temperature. Ice may in fact melt or remain at 0 �C at temperatures of

the overlaying air as low as �5 �C and may stay frozen at temperatures of the

overlaying air as high as 5 �C, depending on micrometeorological conditions (Kuhn

1987).

If one were to walk down from the highest elevations of a glacier that spans the

thermal regime from cold (<10 �C) at the top to temperate (0 �C) at the terminus,

one first walks on the dry facies, where melting never occurs. This is followed by a

zone where snow melts at the surface but refreezes at depth within the annual layer.

Further down-glacier, melt water percolates the entire annual layer either forming a

transient layer of water on the impermeable ice or refreezes as superimposed ice.

This form of sensible and latent heat transport is the reason why most alpine

glaciers below 3400 m are temperate in spite of mean annual ambient air temper-

atures below freezing. Finally, below that zone melting and net mass loss of glacier

ice prevails. Melt water produced at the glacier surface penetrates the ice in cracks,

in crevasses and in the funnels of moulins and leaves the glacier in a system of

braided channels beyond the glacier front.

Surface melting may produce extended areas of water-soaked snow and firn

where algal growth is promoted and further enhances melting due to its low albedo

(Meirold-Mautner 2004). When the snow or firn layer on a sloping surface becomes

saturated with water, the mechanical stability may fail; the layer suddenly acceler-

ates forming a slush flow. On near-horizontal surfaces or in depressions on the

impermeable ice surface, supraglacial lakes may form. They have a lower albedo

than the surrounding ice and absorb more solar radiation. Solar heating of the water

may warm temperatures above freezing and enhance local melting. That the
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maximum density of water occurs at 4 �C and the thermodynamic equilibrium at the

ice-water contact is 0 �C guarantees a continual convection of water enhancing

local ice melting.

A variation of this thermodynamic situation is displayed in the cryoconite holes,

a sample of which is shown in Fig. 1.6. The biological importance of these features

was first described by Steinb€ock (1936) of the University of Innsbruck and has

recently received revived interest (Margesin et al. 2002). When insoluble organic

and inorganic particles concentrate into patches on the ice surface of a glacier

(cryoconite), the darker albedo preferentially absorbs solar radiation heating the

sediment and it melts into the ice forming a pool of water. A small patch of cryo-

conite or a small stone will melt into the ice; larger bodies like the one displayed in

Fig. 1.6 will have an oblique melt channel of decimetre depth. As the holes deepen,

the solar radiation, which is transmitted through the ice to the hole, weakens due to

solar absorption in the ice. The hole depth reaches an equilibrium when the rate of

deepening equals the ablation rate on the glacier surface (Wharton et al. 1985).

Yet another thermodynamic situation is seen in the lakes of the Antarctic Dry

Valleys, which have a permanent ice cover of 3–6 m thickness (McKay et al. 1985).

Here, water is kept liquid under an ice cover that separates it from air of mean

annual temperature of �20 �C. This is accomplished by energy gain from solar

radiation penetrating the ice and warming the water (Wilson and Wellman 1962;

Hoare et al. 1965) and by summer influx of melt water from the ice-free surround-

ings (Lewis et al. 1998). Similarly, cryoconite holes on the glaciers in this region

have an ice cap. The surface energy balance maintains the frozen glacier surface

while a solid-state greenhouse effect melts the ice around the entombed patch of

cryoconite (Fountain et al. 2008; Hoffman et al. 2008) renewing its downward

migration each spring.

At the base of glaciers or ice sheets, the load of overlying ice exerts a pressure at

the rate of 1 bar (105 Pa) per 11 m of ice. Elevated pressure in turn reduces the

Fig. 1.6 Cryoconite holes in the ablation zone of an alpine glacier. The hole on the right has a

length of about 20 cm
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melting point of ice by 0.76 � 10�6 per Pa so that the pressure melting point at the

base of a 4000 m thick ice sheet is �2.8 �C. The depressed freezing point, the

geothermal heat flux (global average of 60 mW m�2) and the insulation of the

overlying ice provide sufficient conditions to melt 7 mm of ice a year despite

average surface air temperatures colder than �20 �C. This basally generated water

can move under the ice sheet forming subglacial lakes (Siegert et al. 2001; Fricker

et al. 2007). Similar basal melt rates occur under temperate glaciers, but that melt is

very small compared to the influx of surface melt water (meters) that reaches

the bed.

1.7 Hot Spots in the Ice

The differential absorption of solar radiation by dark rocks may create isolated

spots of temperatures far above freezing. While cryoconite, sand or small stones

absorb more solar radiation than ice, heat up and melt into the ice, large rocks

absorb similar amounts of energy per unit surface area do not melt into the ice.

Their larger thickness and smaller contact area with the ice reduces temperature

gradients in the rock, and less heat is conducted into the ice. Their energy gain is

thus used to raise their temperature, and under alpine summer conditions this may

result in significantly elevated rock surface temperatures. Measurements with an

infrared thermometer in early summer of one rock, 2 m diameter, protruding 1 m

above the snow surface, at 3000 m above sea level, showed temperatures of 42 �C in

the early afternoon on its sunlit side.

A profile of surface temperatures from the glacier tongue of Hintereisferner

across the moraine was recorded in late May, with peak temperatures again

exceeding 40 �C. The values given in Fig. 1.7 show that wet sand is colder than

dry sand as is to be expected due to the loss of latent heat; rocks in the vicinity of the

Fig. 1.7 Surface temperatures in the surrounding of the glacier tongue of Hintereisferner in the

Austrian Alps at an altitude of 2500 m, measured by ground-based infrared thermometer at a

solar elevation of 60�. The cross section is approximately 100 m long
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glacier are cooler than those farther up due to the cooling effect of the

katabatic glacier wind.

1.8 Ice as a Component of the Biosphere

Life inhabits all components of the cryosphere, and in turn many parts of the cryo-

sphere play important roles within the biosphere (Fountain et al. 2012). For

example, sea ice provides both a refugium for small organisms and forging plat-

forms for others. Similarly, snow provides a protective habitat for some animals

while it reduces foraging efficiency for others. For microbial life, that part of the

cryosphere that includes water is no barrier to biologic activity. Melting alpine

snow packs commonly exhibit ‘snow algae’ (e.g. microalgae, phytoflagelates)

(Jones et al. 2001). On the ice surface of glacial ablation zones, melt pools and

cryoconite holes may sequester nutrients from the surrounding melting environ-

ment as well as from the atmosphere (Tranter et al. 2004). The degree of biological

activity on snow and ice surfaces, in terms of both diversity and abundance, is partly

controlled by aeolian deposition of biologic materials, usually from local sources

(Jones 1999; Hodson 2006; Bagshaw et al. 2013). The diversity of microbial life in

cryoconite holes is relatively large, compared to other snow and ice surfaces, and

dominated by cyanobacteria and phytoflagellates, algae and fungi, among other

biota including diatoms, tardigrades and rotifers (Steinb€ock 1936; Porazinska et al.
2002; Christner et al. 2003). For algal mats in these pools, their rates of photosyn-

thesis approach that of polar marine waters (Vincent et al. 2000). Surficial streams

convey nutrients and biota across the ice surfaces and eventually into the glacier

itself via crevasses and moulins. Consequently, the melt of snow and ice inoculates

subglacial environments (Tranter et al. 2005).

Within and under glaciers, the biological activity is poorly known. Without

sunlight the narrow (10�3 to 100 mm) watery veins found between crystals (Cuffey

and Patterson 2010), where three crystals meet, are probably dominated by hetero-

trophic and chemoautotrophic bacteria (Price 2000). In subglacial environments,

where glacier ice contacts the lithologic substrate, viable microbial life may be

ubiquitous, as long as water is present. This microbial activity exerts a strong influ-

ence on the chemistry of subglacial waters and therefore stream flow from glaciers

(Tranter et al. 2002; Skidmore et al. 2005). The microbial diversity is probably

controlled by the hydraulic conditions that determine the flow speed and residence

time of the water and whether the environment is aerated or anaerobic (Tranter

2005). Aerated waters are derived from waters draining from the surface while the

anaerobic waters are either not sourced from the surface or in long residence time at

the bed. Indeed, under small valley glaciers carbonate dissolution is controlled by

sulfide oxidation and microbial CO2 (Wadham et al. 2010). Under larger glaciers

and particularly ice sheets, where water residence and isolation times are much

greater, anoxic conditions prevail due to microbial oxidation of sulfide minerals and

organic carbon creating ideal conditions for methanogenesis (Wadham et al. 2010).
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This enhances silicate mineral dissolution providing nutrients critical to the micro-

bial communities. Under large part of Antarctica, methanogenic archaea may have

degraded organic carbon forming a globally significant accumulation of methane in

subglacial sedimentary basins (Wadham et al. 2012).

1.9 Conclusions

Contrary to common expectations, the cryosphere harbours abundant microbial life.

From the perspective of the biosphere, this represents successful adaptive strate-

gies. From the perspective of the geosphere, it supports environmental conditions

that supply light and energy, provides shelter in and under the snow and ice matrix

and enables the circulation of nutrients and water.
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Steinb€ock O (1936) Über Kryokonitl€ocher und ihre biologische Bedeutung. Z Gletscherkd 24:

1–21

TranterM (2005) Geochemical weathering in glacial and proglacial environments. In: Holland HD,

Turekian KK (eds) Treatise on geochemistry, vol 5. Elsevier, London, pp 189–205

Tranter M, SharpMJ, LambH, BrownGH, Hubbard BP,Willis IC (2002) Geochemical weathering

at the bed of Haut Glacier d’Arolla, Switzerland: a new model. Hydrol Proc 16:959–993

1 The Climate of Snow and Ice as Boundary Condition for Microbial Life 19



Tranter M, Fountain A, Fritsen C, Lyons B, Priscu J, Statham P, Welch K (2004) Extreme hydro-

chemical conditions in natural microcosms entombed within Antarctic ice. Hydrol Proc 18:

379–387

Tranter M, Skidmore ML, Wadham JL (2005) Hydrological controls on microbial communities in

subglacial environments. Hydrol Proc 19:996–998

Vincent WF, Gibson JAE, Pienitz R, Villeneuve V (2000) Ice shelf microbial ecosystems in the

high Arctic and implications for life on Snowball Earth. Naturwissenschaften 87:137–141

Wadham JL, Tranter M, Skidmore ML, Hodson AJ, Priscu J, Lyons WB, Sharp M, Wynn P,

Jackson M (2010) Biogeochemical weathering under ice: size matters. Global Biogeochem

Cycles 24:GB3025

Wadham JL, Arndt S, Tulaczyk S, Stibal M, Tranter M, Telling J, Lis JP, Lawson E, Ridgwell A,

Dubmick A, Sharp MJ, Anesio AM, Butler CEH (2012) Potential methane reservoirs beneath

Antarctica. Nature 488:633–637

Wallace JM, Hobbs PV (2006) Atmospheric science, an introductory survey, 2nd edn. Elsevier,

Amsterdam, 483 pp

Warren SG (1982) Optical properties of snow. Rev Geophys 20:67–89

Wharton RA, McKay CP, Simmons GM, Parker BC (1985) Cryoconite holes on glaciers. Biosci-

ence 35:499–503

Wilson AT, Wellman HW (1962) Lake Vanda: an Antarctic lake: Lake Vanda as a solar energy

trap. Nature 196:1171–1173

20 M. Kuhn and A.G. Fountain



Chapter 2

Determining the Limits of Microbial Life at

Subzero Temperatures

Corien Bakermans

Abstract Determining the low-temperature limit of life is a challenge complicated

by the reduced availability of liquid water as water freezes and by the low rates of

diffusion and reaction brought on by low temperatures. And yet, many microor-

ganisms are able to grow at temperatures of �2 �C to 4 �C and many also survive

much lower temperatures of �80 �C to �196 �C. A variety of approaches for

determining the low-temperature limit of life are examined in this chapter and

relevant data are reported. Theoretical approaches investigate the presence of liquid

water at temperatures below 0 �C as well as universal laws of biology which may

inform the low-temperature limits of life. Both reductionist and holistic experimen-

tal approaches reveal the known limits of cellular components, processes, and

whole cells with multiple lines of evidence suggesting that cell reproduction occurs

down to temperatures of �20 �C. Finally, observational studies of microorganisms

in low-temperature environments of the polar regions expose how the

low-temperature limit of life is entangled with other factors (perhaps inextricably)

and that time at low temperatures may limit evolution and cold adaptation of

terrestrial life.
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2.1 Introduction

The low-temperature limit of life likely depends on many things: the presence of

liquid water, the function of different types of molecules, the coordinated interac-

tions of these molecules, an adequate energy and nutrient supply (amount and flux),

the absence of damaging conditions, exposure to low temperatures, and the time to

evolve adaptations to low-temperature conditions. How do we extract the different

effects of these components to discover the true low-temperature limit of life and

determine what the critical factor is for that limit (if there is a single limit or a single

critical factor)? This question can be tackled via theoretical, observational, and

experimental frameworks that are reductionist or holistic. And it is likely that we

will find the answer through the application of combinations of these approaches,

not a single approach. Considering that many phyla (i.e., Proteobacteria,

Firmicutes, Euryarchaeota, Cyanobacteria, Bacteroidetes, and Actinobacteria) con-

tain species whose optimum growth temperature is at or below 20 �C (Corkrey et al.

2016), it should be no surprise that one technique or one answer will not arise as to

what defines the low-temperature limit of life. The intent of this chapter is not to

provide an exhaustive review but to serve as a guide to specific reviews and to

highlight new or previously overlooked studies that inform the low-temperature

limit of life.

2.2 Theoretical Approaches

One theoretical limit to life is the presence of liquid water: without liquid water

there is no solvent for the biochemistry that makes life possible. At subfreezing

temperatures, liquid water exists as films on minerals [theoretically down to�56 �C
in glacial ice (Price 2000)] and as brines. On Earth, the CaCl2 rich brines of Don

Juan Pond in the McMurdo Dry Valleys of Antarctica (Fig. 2.1a) remain liquid year

round even at temperatures of �50 �C (Beaty et al. 2006). However, the water in

these brines is not accessible to microorganisms given the very low water activity

(aw ¼ 0.45) which is below the demonstrated aw limit of life (about 0.61) and,

indeed, recent studies do not unambiguously detect microbial processes in Don

Juan Pond (Samarkin et al. 2010; Peters et al. 2014). The importance of liquid water

as a prerequisite for life cannot be understated, and an examination of the many

conditions in which liquid water can exist is beyond the scope of this chapter; for a

review of the known, and potential for, microbial activity in brines, thin films, and

other sources of water, see Stevenson et al. (2015).

As temperature drops below the freezing point of water, one important limit on

liquid water inside cells is the temperature at which vitrification of the cytoplasm

occurs. Intracellular ice rarely forms (except in specialized habitats like the leaf

surface) because temperatures drop slowly in the environment and the cytoplasm is

densely packed; instead, dehydration is the main stress on cells as extracellular ice
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Fig. 2.1 Environments on Earth where temperature conditions limit life. (a) Don Juan Pond,

Antarctica (photo courtesy of National Science Foundation); (b) Yedoma (ice- and organic-rich

syngenetic permafrost with large ice wedges) exposed in the 35-m-high eroding bank of the Itkillik
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forms (Fonseca et al. 2006). Even in the laboratory, intracellular ice only forms

when cells are cooled very rapidly without cryoprotectants [>100 �C min�1 for

bacteria (Fonseca et al. 2006) and >20 �C min�1 for yeasts (Seki et al. 2009)].

Instead of freezing, vitrification of the cytoplasm occurs when the cytoplasm

becomes a noncrystalline amorphous solid at the glass transition temperature

(Tg). Because metabolism will be stopped by vitrification, the Tg may define the

lower temperature limit for active life. A recent study demonstrated that the Tg of
microorganisms varied from �12 �C to �26 �C in the five bacteria, two algae, and

two fungi examined (Clarke et al. 2013). The lowest Tg were seen in Arthrobacter
arilaitensis (�26 �C), Corynebacterium variabile (�25.6 �C), and Chlamydomonas
nivalis (�24.2 �C). Naturally, the Tg will depend on the composition of proteins and

small molecules in the cytoplasm which will be affected by physicochemical

conditions. The lowest possible Tg of cells in the environment has yet to be

determined; however, Lactobacillus delbrueckii ssp. bulgaricus CFL1 was shown

to have a Tg of �19 �C which was significantly reduced in the presence of 0.58 M

cryoprotectants such as sucrose, glycerol, and DMSO (Fonseca et al. 2016). DMSO

addition resulted in the lowest Tg of �51 �C. While such high concentrations of

cryoprotectants are unlikely to be found in the environment, this work demonstrates

what is possible.

Furthermore, vitrification of the cytoplasm is likely a key to survival of very low

temperatures and the return of metabolism once cells warm back up (Clarke et al.

2013). Extracellular ice formation and the associated increase in extracellular

solutes should induce solute dehydration of the cytoplasm [as long as cell mem-

branes remain functional (Mazur 2004)] leading to protective vitrification of the

cytoplasm rather than crystallization. This argument suggests that cells may pro-

mote extracellular ice formation to induce vitrification and a potential function of

ice binding proteins (for reviews of ice binding proteins see Dolev et al. 2016;

Vrielink et al. 2016). Survival in a vitrified state is therefore essential to the

low-temperature limit of life given the daily, seasonal, and annual temperature

fluctuations experienced by organisms in many low-temperature environments.

Theoretical approaches to the low-temperature limit of life commonly look to

the basic physical and chemical laws that govern the universe and living systems.

This physical chemistry approach can be used to understand the behavior of bio-

molecules (for a recent review see Gruebele and Thirumalai 2013). For example,

Williams and Frausto da Silva outlined how the kinetic and thermodynamic prop-

erties of the chemical elements lead to the organization and behavior of molecules

and systems (including cells) that exist today (Williams and Frausto da Silva 1996).

In a different approach, entropy is seen as the driving force for the organization of

self-replicating systems like cells (England 2013). In these examples, physical

chemistry concepts are being applied to the study of life generally, but are not yet

Fig. 2.1 (continued) River, northern Alaska (image source: Mikhail Kanevskiy, University of

Alaska Fairbanks); (c) University Valley, Antarctica (photo credit Margarita Marinova, NASA

Ames Research Center)
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being applied to the question of the limits of life. (Some physical chemistry

approaches that are being used to study temperature limits are mentioned below.)

And in another theoretical approach, the analysis of the information flow and

management within cells, organisms, and ecosystems is predicted to reveal under-

lying universal laws of biology (Davies and Walker 2016). Perhaps in the future,

some of the general theories on life will lead to predictions about the

low-temperature (or other) limit of life.

2.3 Reductionist Approach: Limits of Cellular

Components

Reductionist work seeks to describe and explain the whole as the sum of its parts,

and thus often begins with a description and explanation of the parts. What can

reductionist approaches to the function of biological molecules tell us about the

limits of life? Is there one particular component of cells that limits life at low

temperatures regardless of the functionality of other parts? Some interesting results

from reductionist approaches are highlighted below with a focus on proteins and

membranes whose functionality is key to metabolism.

2.3.1 Proteins

Without functional enzymes, cells cannot perform the chemical reactions necessary

to sustain life. As temperature decreases, reaction rates decrease while the rigidity

of proteins increases. To combat these effects, the molecular structure of proteins

from psychrophiles is altered by decreasing stabilizing interactions to increase the

disorder of the molecule thereby maintaining function (Feller 2013). For example,

in a study that compared 47 proteins from psychrophiles with 814 proteins from

mesophiles and 269 proteins from thermophiles, all interactions between residues

were weakened in proteins from psychrophiles concomitant with a decrease in

uncharged polar, charged, and aromatic residues and an increase in hydrophobic

residues (Goldstein 2007). As a result of these alterations, which generally result in

less compact structures, cold-adapted proteins have a high specific activity (due to a

lower energy of activation) and a low thermal stability relative to proteins from

mesophiles (Marx et al. 2007). During growth at low temperatures, protein folding

is also aided by an increase in the expression of chaperones like trigger factor

(Mykytczuk et al. 2011; Cipolla et al. 2012). For a detailed review of the general

properties, activity, stability, thermodynamic stability, folding, and engineering of

cold-adapted proteins, see Gerday (2013) and Chap. 10. Gerday suggests that the

cold adaptation of psychrophilic proteins is not complete given that the kcat at the
optimum temperature for activity (Topt) of psychrophilic proteins is lower than the

kcat of mesophilic and thermophilic proteins at their Topt. Lastly, given the many
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ways that proteins could be altered to effect an increase in disorder, predicting the

specific cold adaptations in any one protein is exceedingly difficult.

A recent study modeling the temperature dependence of enzyme-catalyzed

reactions identified a “psychrophilic trap” which restricts the activity of enzymes

with low optimum temperatures (�20 �C) to a narrow temperature range of about

20�C (Arcus et al. 2016). In this model, psychrophilic enzymes must decrease ΔCp
{

(the change in heat capacity between the transition and ground state) to have a

lower Topt than mesophilic enzymes (note that in this model enzymes with similar

Topt should have similar ΔCp
{ regardless of the reaction catalyzed). Indeed, the

increased Km (which lowers the binding affinity for the substrate) and kcat (which
raises the binding affinity for the transition state) of psychrophilic enzymes (Feller

2013) effectively decreases the ΔCp
{. For psychrophilic enzymes to have

Topt � 20 �C, the required ΔCp
{ (e.g., �18.0 kJ mol�1 K�1 for a Topt ¼ 10 �C)

results in high curvature in this model of the “macromolecular rate theory” and a

narrow temperature range of activity. Avoiding this narrow temperature range of

activitymay help explain why no psychrophilic enzymes are foundwith Topt� 20 �C
(Cipolla et al. 2012). In addition, the model suggests that larger enzymes are

required for “harder” chemical reactions (those with a higher kcat/knoncatalyzed)
because the higher heat capacity is required to achieve a similar ΔCp

{. Perhaps

psychrophilic enzymes would also benefit from being larger considering that at a

given low temperature psychrophilic enzymes have a higher kcat than mesophilic

enzymes (Gerday 2013). Indeed, some psychrophilic enzymes have loops which

contribute to cold adaptation and are longer than their mesophilic homologs (Sonan

et al. 2007; Helland et al. 2009; Yusof et al. 2015; Miao et al. 2016). More studies

are needed to support or refute this model of enzyme interaction which has

interesting implications for the limits of psychrophilic enzymes.

Remarkably, enzymes can remain functional at extreme low temperatures if the

solvent remains liquid. Both catalase (from beef liver) and alkaline phosphatase

(from calf intestine) remained active and did not deviate significantly from Arrhe-

nius behavior over the temperature range of þ20 �C to �97 �C and �100 �C,
respectively, with a seven log decrease in activity (Bragger et al. 2000). Liquid

conditions were maintained using the cryosolvent methanol:ethylene glycol:water

(70:10:20). While these experiments do not mimic conditions seen in nature, they

do demonstrate what is possible for enzymes that can be maintained in the native

state with an appropriate solvent.

2.3.2 Membranes

At low temperatures, cell membranes will undergo a phase change from a liquid to a

gel. As a gel, membranes are no longer functional becoming too rigid to allow

protein movement and hence function. To maintain fluidity at lower temperatures,

most cells increase the amount of unsaturated fatty acids while some bacteria can

also increase the amount of methyl branched fatty acids or shorter fatty acid chains
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(Russell 2007, 2008; Gerday 2011). These modified fatty acids have lower melting

temperatures (Tm); for example, palmitoleic acid (C16:1ω7) has a Tm of 0 �C while

linoleic acid (C18:2ω9,12) has a Tm of �7 �C (Guendouzi and Mekelleche 2012).

These changes in the membrane have been observed in pure culture and in the

environment. For example, more unsaturated fatty acids were detected at deeper

depths of the active layer of permafrost and after incubation in microcosms at 4 �C
versus incubation at 20 �C (Mangelsdorf et al. 2009). Long chain polyunsaturated

fatty acids (PUFA) are also common in bacteria and may contribute to membrane

fluidity at low temperatures given their very low Tm (Taha et al. 2013). For

example, in the membrane of strain 651 isolated from Antarctic sea ice,

eicosapentaenoic acid (EPA; C20:5 n�3) was shown to increase from 2% to 12%

as the growth temperature decreased from 15 �C to 2 �C, suggesting a contribution

to membrane fluidity (Nichols et al. 1997). Furthermore, EPA and docosahexaenoic

acid (DHA; C22:6 n�3) are common in marine bacteria with DHA (Tm ¼ �45 �C)
more common at lower temperatures (Hamamoto et al. 1995; Yoshida et al. 2016);

however, the contribution of PUFA to membrane fluidity has yet to be unambigu-

ously demonstrated and confirmed. Individually, UFA and PUFA can have very

low Tm, but how do they affect the Tm of a cell membrane? While the Tm of

membranes of psychrophiles has not been routinely examined, the Tm of mem-

branes of mesophiles have been examined. For example, while Tm is dependent on

growth conditions, the cell membranes of the mesophilic Lactobacillus delbrueckii
ssp. bulgaricus CFL1 that had more unsaturated fatty acids had lower phase

transition temperatures (Ts ¼ �8 �C and Tm ¼ �2 �C) and were less rigid when

“frozen” (Gautier et al. 2013). A functional membrane is essential to metabolism at

low temperatures, will ensure protective vitrification of the cytoplasm occurs, and

may define the low-temperature limit of life.

2.4 Systems Approach: Limits of Whole Cells

Of course, cellular components must interact to become a whole cell that can

function under a variety of environmental conditions and reproduce. Moving

from components to whole cells introduces a large amount of complexity, partic-

ularly if attempting to model networks of interactions (for reviews of recent

advances in network and systems biology. see Barabasi and Oltvai 2004; Radde

and Hutt 2016). What are whole cells capable of at low temperatures? Ideally, the

emergent property of cell division should be measured to understand the

low-temperature limits, since life without reproduction can survive, but may not

evolve. Measuring cell division in the environment or in communities is difficult,

particularly when cell division may proceed extraordinarily slowly. Therefore, only

one aspect of cellular metabolism is often measured even for pure cultures with the

underlying assumption that the more enzymes that must interact the more relevant

the measurement is to the assessment of active metabolism that could lead to

reproduction. However, the typically low rates make it difficult to evaluate if
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metabolism supportive of reproduction is occurring. Next, both pure culture work

and microcosm studies are examined for data germane to the low-temperature limit

of life.

2.4.1 Pure Cultures

Reproduction (cell division) has been documented at temperatures of �10 �C to

�12 �C in several bacteria (Bakermans et al. 2003, 2006; Breezee et al. 2004). But

the bacterium with the lowest demonstrated growth temperature to date is

Planococcus halocryophilus Or1 which was isolated from the active layer (<1 m

depth) of permafrost on Ellesmere Island, Canada (Mykytczuk et al. 2012).

P. halocryophilus Or1 is capable of cell division with a generation time of

50 days at �15 �C with NaCl and glycerol added to maintain the liquidity of the

medium (Mykytczuk et al. 2013). Growth at �15 �C is characterized by increased

hydrophobicity of the cell wall and “distinct extracellular encrustations” composed

of 20% calcium carbonate, 50% peptidoglycan, and 29% choline (Mykytczuk et al.

2016). The authors suggest that choline serves as an osmo- or cryo-protectant and

that carbonate may also have some protective role. P. halocryophilus Or1 may be

able to reproduce at lower temperatures considering that it can mineralize 14C-

acetate (1% after 210 days) in permafrost microcosms at �25 �C (Mykytczuk et al.

2013). The cold adaptations found in P. halocryophilus Or1 are not unique, but

common to many psychrophilic organisms. Numerous fungi can also reproduce at

subfreezing temperatures (Hassan et al. 2016). The yeast Rhodotorula glutinis has
the lowest demonstrated growth temperature with a generation time of 34 days at

�18 �C when inoculated onto frozen peas (Collins and Buick 1989).

In addition, a variety of metabolic processes have been demonstrated to continue

in pure cultures at low temperatures (for review, see Rummel et al. (2014), recent

work is briefly summarized here). The ability to synthesize DNA suggests that cells

may be dividing or, if not sustained, that cells may be repairing DNA. DNA

synthesis has been documented at �5 �C in frozen cultures of two glacial ice

isolates (Bakermans and Skidmore 2011a) and at �15 �C in frozen cultures of the

permafrost isolates Psychrobacter arcticus 273-4 and Psychrobacter cryohalolentis
K5 (Amato et al. 2010). Rates at �15 �C were high enough to offset the expected

DNA damage from radiation in permafrost (Amato et al. 2010). Bacteria can also

repair DNA at low temperatures. Double strand break (DSB) repair of DNA was

demonstrated by Psychrobacter arcticus 273-4 over 505 days at �15 �C while

frozen, but no reproduction was evident (Dieser et al. 2013). The average rate of

repair was estimated at eight DSBs per year which is far greater than the estimated

rate of damage due to radiation (one DSB every 14,500 years), and the authors

concluded that DSBs should not be an issue for long-term survival if energy is

available.

Other metabolic processes that cannot clearly differentiate between reproduction

or maintenance have also been documented in pure cultures. For example, protein

28 C. Bakermans



synthesis has been documented at �5 �C in frozen cultures of two glacial ice

isolates (Bakermans and Skidmore 2011a), at �15 �C in frozen cultures of the

permafrost isolates P. arcticus 273-4 and P. cryohalolentis K5 (Amato et al. 2010),

and at �20 �C in frozen cultures of the sea ice isolate Colwellia psychroerythraea
34H (Junge et al. 2006). In P. cryohalolentis K5, ATP pools increased as temper-

atures decreased from 22 �C to �20 �C (Amato and Christner 2009), probably to

compensate for decreased reaction rates. Furthermore, respiration (14CO2 produc-

tion) has been documented at �15 �C (Bakermans and Skidmore 2011b), �25 �C
(Mykytczuk et al. 2013), and �33 �C (Bakermans and Skidmore 2011b). And

ammonia oxidation has been demonstrated in frozen cultures of Nitrosomonas
cryotolerans at �32 �C (Miteva et al. 2007). These activities require the coordi-

nated function of more than one enzyme suggesting that complex metabolism is

possible at low temperatures and that other metabolism likely occurs to support

these reactions.

2.4.2 Microcosms

Recent microcosm studies continue to confirm previous reports of low-temperature

metabolism and push the lower temperature limit of metabolism to new lows in

more complex and realistic situations. While direct evidence of reproduction is

difficult to measure directly in microcosms, bacteria from sea ice increased in

numbers during incubation at �12 �C in brine over 200 h (an increase in bacteria

was only evident in one of three samples from one sea ice core; Wells and Deming

2006). Many microcosm studies in frozen soils and permafrost have demonstrated

respiration down to temperatures of �18 �C (for a review, see Nikrad et al. 2016).

DNA synthesis (13C-acetate incorporation into DNA) has been demonstrated in

microcosms of Alaskan permafrost at temperatures from 0 �C to �20 �C (Tuorto

et al. 2014) over a 6 month incubation. Furthermore, this study demonstrated that

most of the organisms present were active as 80% of OTUs in untreated permafrost

were evident as labeled DNA in SIP microcosms. Follow-up work has similarly

demonstrated the incorporation of 13C from a variety of sources (including acetate,

cellobiose, and algal biomass) into DNA occurs in microcosms of Arctic Finnish

tundra soils during incubations at 0 �C,�4 �C, and�16 �C and substrate preference

changed with temperature (P. Gadkari and M. Haggblom, personal communica-

tion). As before, many diverse species were active. These data are highly suggestive

of actively dividing cells (at temperatures to �20 �C) and not just DNA repair,

particularly given the low rate of expected DNA damage at low temperatures

(Hoehler and Jorgensen 2013). Other types of metabolism that have been

documented at low temperatures in microcosm studies support the conclusion that

active metabolism is possible at low subfreezing temperatures and include:

methanogenesis in permafrost at �10 �C (Rivkina et al. 2007), protein synthesis

in Lake Vida brine at�13.5 �C (Murray et al. 2012), lipid synthesis in permafrost at
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�20 �C (Rivkina et al. 2000), and sulfate reduction in sediments from Lost Hammer

Spring hypersaline reducing brine at �20 �C (Lamarche-Gagnon et al. 2015).

2.5 Observational Approach: Limits Determined from

Cold Environments

Given that life at low temperatures could proceed extraordinarily slowly, where on

Earth do we find cold environments that have persisted for many years for obser-

vational studies? Predictably, the polar regions contain some of Earth’s oldest and
coldest habitats that include permafrost and ice. With the onset of glacial conditions

at the end of the Pliocene (about 2.5 million years ago) permafrost formation could

begin in the Arctic with a large amount formed during the middle and upper

Pleistocene. In North America, the oldest ice dates to ca. 740,000 years ago (Froese

et al. 2008); while in Eurasia, 2�3 million year old permafrost exists in northeast-

ern Siberia (Vishnivetskaya et al. 2000, 2006). While the active layer of permafrost

is subject to more extreme low temperatures, at depth, permafrost is stable at

temperatures from 0 �C to �10 �C in Alaska and �13 �C in Siberia (although it

may be hard to constrain exact historical temperatures beyond knowing that these

soils have remained below freezing). Microorganisms have been isolated from

permafrost environments in many studies, demonstrating that survival of these

long-term low-temperature conditions is frequently realized (Gilichinsky and

Wagener 1995; Vishnivetskaya et al. 2006; Johnson et al. 2007). However, debate

continues over how active microorganisms are while trapped in permafrost.

The high lability of carbon upon thawing of the organic rich permafrost of the

Arctic suggests that permafrost carbon has not been noticeably decomposed while

frozen (Schuur et al. 2008; Waldrop et al. 2010). For example, when the organic

rich Yedoma permafrost from northeast Siberia (Fig. 2.1b) was examined over an

age range of 30,100 to >55,000 years old there was no correlation between any

indicator of organic matter quality (higher plant fatty acids, C/N ratio, δ13C values

of TOC, or carbon preference index) and depth or age indicating that no significant

decomposition had occurred over this time frame (Strauss et al. 2015). Does this

suggest that microorganisms are not capable of being active? Or that their metab-

olism is extraordinarily slow? Certainly permafrost is limited not just by low

temperature, but also by diffusion through a frozen matrix. Perhaps organisms

could be active at the low temperatures, but are limited by a lack of nutrients

(although nutrients are present, they diffuse so slowly that microorganisms cannot

be sustained) or inhibited by an accumulation of waste (waste does not diffuse away

and poisons cells). Indeed, the long-term storage of carbon in permafrost was more

accurately predicted during modeling of carbon respiration in soils when a limit on

substrate availability due to low diffusion rates through thin films in frozen soils

was included in the model (Schaefer and Jafarov 2016). Perhaps, 25,000 years is not

a sufficient amount of time for significant decomposition to be detected.
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For comparison, consider that temperature does not limit growth in deep sea

sediments (temperatures are above 0 �C), energy limits growth due to low rates of

diffusion (Hoehler and Jorgensen 2013). Even so, growth is possible at the low rates

of diffusion in subseafloor sediments and may be sustained over millions of years

with biomass turnover times of 200�4000 years (Biddle et al. 2006; Lomstein et al.

2012). And deep subsurface rates are 10-fold faster than required to offset damage

due to racemization and 1000-fold faster than required to offset damage due to

depurination. Not surprisingly then, most cells in the deep subsurface were found to

be viable and potentially active, not dormant (Morono et al. 2011).

Since diffusion should be slower in permafrost than in subseafloor sediments,

growth should also be slower—so slow that degradation of carbon over the “short”

time period that some permafrost has existed would not be evident (below the

detection limits of current methodologies). Certainly, analysis of carbon in soils is

exceedingly complex and while proxies have been developed for organic matter

quality, these proxies are relatively gross measures of carbon degradation. Alter-

nately, the low diffusion rates could be below the necessary energy flux (i.e., the

“basal power requirement”) that cells require to remain viable (Hoehler and

Jorgensen 2013; Lever et al. 2015). Although the basal power requirement of

cells in cold environments would be lower due to lower rates of damage (mostly

racemization of amino acids) at low temperatures, and would allow for a higher

abundance of organisms and longer survival under energy-limited conditions

(Hoehler and Jorgensen 2013). Many cells do survive long-term burial in perma-

frost and likely require intermittent maintenance and repair to remain viable;

indeed, long-term burial in permafrost appears to select against endospores which

have no maintenance or repair metabolism (Johnson et al. 2007). In addition,

various metabolic activities have been demonstrated in microcosms (see above)

at low temperatures, also suggesting the ability for long-term survival that requires

metabolism in permafrost. Intriguingly, an increase in concentration of acetate with

depth in Yedoma permafrost from Siberia that ranged in age from 2000 to 134,000

year old was interpreted as evidence for ongoing fermentation of carbon under

anoxic conditions (Ewing et al. 2015). Continued study is needed to resolve what is

limiting carbon degradation and the extent of metabolic activity in permafrost.

At the south pole, Antarctica comprises a diversity of low-temperature environ-

ments that includes sea ice, water, and sediments; dry, wet, and frozen soils;

freshwater, saline, and ice covered lakes; subglacial lakes; cryoconites; and alpine

areas (Pearce 2012). Antarctica has a longer history of low temperatures: ice sheets

began forming with continental cooling at the start of the Oligocene 34 million

years ago, but ice sheets did not become permanent until 15 million years ago

(Barrett 2003). Some of the oldest permafrost in Antarctica could be 5�8.1 million

years old (Bidle et al. 2007; Gilichinsky et al. 2007). Many Antarctic habitats

contain viable microbial communities as demonstrated by the many studies

documenting microbial diversity and activity therein (Chong et al. 2015; Chown

et al. 2015). Sometimes these microbial communities are surprisingly active. Soil

bacteria were found to respond quickly during a seal carcass transplant experiment

in the Miers Valley taking only 2 years for bacterial communities under newly
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covered soils to become similar to those found under 250 year old seals (Tiao et al.

2012). Furthermore, carbon fixation in wetted and arid soils of the McMurdo Dry

Valleys had remarkably fast turnover times of 7�140 days during the austral

summer (Niederberger et al. 2015). Not surprisingly, metabolic activity is depen-

dent on abiotic factors such as water and temperature (Stomeo et al. 2012).

The McMurdo Dry Valleys of Antarctica are the coldest and driest place on

Earth and thus a good place for observing the low-temperature limits of life.

University Valley (UV), in the stable upland zone, is one of the coldest places in

the Dry Valleys with mean annual air temperatures of �23 �C (Fig. 2.1c). Given

that the climate conditions that establish these cold temperatures in UV have

probably not changed for the last ca. 150,000 years, UV is a good candidate

environment for examining microorganisms at extremes of temperature (and dry-

ness). Recent investigations in UV sought to characterize active communities in

both the upper dry layers of permafrost and the deeper ice-cemented permafrost of

the valley floor which range in age from 104 to 105 years old (Goordial et al. 2016a,

b). Intriguingly, data did not demonstrate the presence of active microorganisms.

Microcosms of valley floor permafrost did not respire 14C-acetate at �5 �C even

after 600 days of incubation (Goordial et al. 2016b), although microcosms of

cryptoendoliths that inhabit the sandstone walls of UV respired 14C-acetate at

temperatures from�5 �C to�20 �C. Further experiments demonstrated that neither

a lack of N or P nor soil toxicity was inhibiting respiration in UV permafrost. In

addition, cell counts were very low (ca. 103 g�1 soil) and only six isolates were

obtained from over 1000 agar plates in 2 years of trials. A few samples (but not all)

of UV permafrost respired 14C-acetate at þ5 �C, which was attributed to cells that

survived, but were not active, in the permafrost. Metagenomic analyses revealed an

enrichment in dormancy and sporulation genes in UV permafrost, corroborating the

idea that any cells present are likely endospores or dormant cells. These multiple

lines of evidence led the authors to conclude that University Valley is too cold and

too dry to sustain microbial life. With a mean annual air temperature of �23 �C,
temperatures at the surface only rise above 0 �C for a few hours a day totaling less

than 80 h per year. These low temperatures also contribute to a lack of liquid water

in UV permafrost where water exists primarily as interfacial water; bulk water

(as thin films) is likely only present for about 74 h a year when temperatures in

surface soils rise to �1 �C.

2.6 Conclusions

Many studies have demonstrated that reproduction by microorganisms is possible at

temperatures of �10 �C to �20 �C and that metabolism continues to even lower

temperatures of about �30 �C. Interestingly, these lowest temperatures of activity

correspond with the glass transition temperature (Tg) of the cytoplasm of several

microorganisms suggesting that Tg may define the low-temperature limit of active

metabolizing life. More generally, the lack of liquid water at low temperatures
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appears to be the true limit for life at low temperatures, and not low temperature per

se. The presence of liquid water is of course inextricable tied to temperature. If

solvent conditions can be maintained at low temperatures, metabolism may be

maintained (enzymes can remain functional to �90 �C as described above). To

more fully understand how biomolecules behave at extreme low temperatures,

more laboratory studies are needed, especially of more complex enzymes, mem-

branes, and whole cells. More theoretical studies are also needed to better model

metabolism at low rates and to discover universal laws of biology that might inform

the low-temperature limit of life.

On Earth, low-temperature conditions (and lack of liquid water) appear to limit

life in a few places like Don Juan Pond and University Valley in Antarctica.

Microorganisms may be active in Arctic permafrost, but metabolism could be so

exceptionally slow as to escape detection. Given the slow metabolism expected and

the short geological age of permafrost (3 million years at the longest), there is

probably insufficient time for microorganisms to evolve to become better adapted

to live at subfreezing temperatures. Indeed, terrestrial life may never have the

chance to evolve to exploit the low-temperature capabilities of its biomolecules

(like the low Tm of PUFA) in view of the limited times at which cold environments

persist on Earth. Even the Cryogenian period of near global glaciation only lasted

about 85 million years and was followed by warmer conditions in which

low-temperature refugia may not have existed to preserve low-temperature adap-

tations. Instead, the inhabitants of modern low-temperature environments (regu-

larly below 0 �C) likely evolved from mesophiles to survive extreme

low-temperature conditions and exploit more clement conditions when they arise

(such as the 80 h a year when surface soil temperatures rise above 0 �C in University

Valley). If life at low temperatures primarily persists with this discontinuous

lifestyle, observational studies will be needed to better understand how much

activity is needed in clement conditions for long-term survival and even evolution

to extreme low-temperature environments. Lastly, the low-temperature limit of life

might be better examined elsewhere in the solar system such as Mars or Europa

where low-temperature conditions have existed for much longer.
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Part II

Microbial Diversity and Activity in Cold
Ecosystems



Chapter 3

Aeromicrobiology

Lewis Cuthbertson and David A. Pearce

Abstract The atmosphere presents one of the most challenging environments on

Earth with extreme psychrophilic and oligotrophic conditions. Cloud temperatures

are typically below 0 �C, and stratospheric temperatures have been measured as low

as �100 �C, colder than any other environment in the biosphere. Despite these

challenges, the diversity of microbial life in the atmosphere has been found to be

high, with over 100 bacterial genera recorded. Viable bacteria have been found in

the stratosphere at altitudes of 77 km and bacteria collected from cloud water have

been shown to be capable of both growth and reproduction at 0 �C suggesting the

existence of psychrophilic bioaerosols. The role that microorganisms perform in

processes such as ice nucleation, cloud formation, nitrogen processing, and the

degradation of organic carbon-based compounds is becoming progressively clearer.

However, the lack of a consensus on the most suitable bioaerosol sampling tech-

niques makes progress challenging. Hence, although aerobiological studies date

back as far as the mid nineteenth century, our understanding of microbial life in the

atmosphere is still relatively limited. As the importance of understanding microbial

biogeography continues to grow, particularly with regard to biogeography, long-

range atmospheric dispersal, human health, and agriculture, more research is

required to better understand the functional role of psychrophiles in the atmosphere.
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3.1 Introduction

The atmosphere forms part of the biosphere and surrounds and interacts with every

habitat and organism on Earth, either directly or indirectly. It is essential to life.

However, life in the atmosphere itself is challenging, as organisms must cope with

extreme psychrophilic and oligotrophic conditions. Although recent methodologi-

cal developments in both the collection and analysis of aerial samples have accel-

erated our understanding of microorganisms inhabiting the atmosphere, many

questions still remain. In this chapter, we present a brief overview of aerobiological

studies to date, describe the atmosphere as a habitat for microorganisms, review

what is known about bioaerosols with regard to dispersal, diversity, and atmo-

spheric processes, and discuss the relevance of these organisms to atmospheric

function.

3.2 History of Aerobiology

The term aerobiology was first established in the 1930s by Meier during his

expeditions with Charles Lindbergh and was defined as the passive transport of

biological particles through the atmosphere and its effect on living systems and the

environment (Meier and Lindbergh 1935). The first indirect reference to the

atmosphere as a source of microbial life came in the early nineteenth century

when Louis Pasteur demonstrated that microorganisms exist all around us invisible

to the naked eye (Pasteur 1860). Published research articles specifically focused on

microbes in the atmosphere started to emerge relatively soon after this discovery

(Airy 1874; Dyar 1894), but it wasn’t until the mid-twentieth century when medical

research about microorganisms began to take place that research into aerobiology

gained momentum with studies proving the aerial transmission of tuberculosis

(TB), influenza, and streptococcal infections (Lurie 1930; Brown and Allison

1937; Andrewes and Glover 1941).

Early aerobiological studies employed basic passive techniques such as plate fall

assays for the collection of airborne microorganisms. These techniques are still very

much in use today, as they result in a microbial culture which can be subjected to

physiological investigations, unlike many of the molecular-based methods, which

may only generate DNA sequence data. This was followed by the development of

active sampling techniques in the early twentieth century, using simple impactor

and impinger designs. These early designs inspired the Hirst spore trap and
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Anderson air sampler, devised during the 1950s, and derivatives of these, such as

the multiphase Anderson sampler (Bourdillon et al. 1941; Wells 1943; Hirst 1952;

Andersen 1958). Modern techniques have not diverged greatly from these founding

methods in terms of the basic principle, besides the inevitable improvements that

come with technological advancement in manufacturing precision and effective-

ness of the equipment. Typical of many microbiological studies, early aerobiolog-

ical techniques relied solely on culture dependent methodologies, restricting

observations to the relatively small culturable fraction of the atmospheric biota,

which lead to the belief that the atmosphere had considerably lower levels of

diversity, a belief that has changed following the development of microscopy and

molecular techniques.

3.3 Modern Sampling Methods

Today, there is a much wider range of techniques used in aerobiological studies

which rely on either the impaction, impingement, membrane filtration, cyclonic, or

plate fall methods (Table 3.1).

3.4 Atmospheric Environment

As an environment for microbial life, the atmosphere can be regarded as harsh as

any on Earth with the lowest temperatures, highest ultraviolet radiation, and

extreme oligotrophic conditions. The structure of the atmosphere has been

described in detail elsewhere, but in summary (adapted from NASA 2013), it can

be divided into five main layers. The first is the Troposphere which is the layer at

ground level extending up to 14.5 km; it is the densest layer of the atmosphere

containing the majority of the Earth’s life. It also contains over 99% of the water

vapor in the atmosphere and is where almost all familiar weather conditions occur.

The second layer is the Stratosphere which begins directly after the Troposphere

and extends up to 50 km; the Stratosphere contains the ozone layer. Above that

comes the Mesosphere which extends further up to 85 km, and temperatures in this

layer reach lows of �100 �C, lower than any temperature ever recorded on the

surface of the Earth. This is the highest atmospheric layer in which microscopic life

has been found to date (Imshenetsky et al. 1977). Above the Mesosphere comes the

Thermosphere and then the Exosphere, respectively, which extend beyond 600 km

above the Earth’s surface.
The majority of the atmosphere consists of dry air, which provides a challenging

environment for microbial life. Clouds are a combination of condensed water

droplets and ice crystals; they provide an important refuge for bioaerosols as they

contain liquid water and levels of organic acids and alcohols comparable to fresh

water lakes (Sattler et al. 2001).
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3.5 Microorganisms in the Atmosphere

Microorganisms found in the atmosphere are commonly referred to as bioaerosols;

the term bioaerosol refers to all living components of the atmosphere. There are

multiple types of bioaerosol found in the atmosphere including bacteria, archaea,

algae, fungi, viruses, smaller eukaryotes, and pollen, and these can be viable, dead,

dormant, or a combination of the three.

3.5.1 Aerosolization

It has been estimated that a bacterial biomass of 40–1800 Gg is aerosolized

annually (Burrows et al. 2009b). Microorganisms enter the atmosphere from

exposed terrestrial and aquatic surfaces. In terrestrial locations, bioaerosols are

released from plant, soil, and other surfaces when drying reduces bonding forces,

and this loosely bonded material is disturbed by strong air movements (Jones and

Harrison 2004). Studies have shown vertical bacterial fluxes in terrestrial locations

supporting this theory (Lighthart and Shaffer 1994). Recently a specific mechanism

by which bioaerosols are formed from soil was discovered, whereby bubbles

formed inside raindrops disperse micro-droplets containing bacteria during rain-

drop impingement, aerosolizing as much as 0.01% of soil surface bacteria (Joung

et al. 2017). Aquatic bioaerosol formation is also directly related to air movement,

as the majority of aquatic aerosols are released by either evaporation or a bubble

bursting process (Blanchard and Syzdek 1982). Theories regarding the aerosoliza-

tion of microbes are supported in the literature by findings which show direct

relationships between the microbiota of the atmosphere and nearby surface level

sources. However, contradictory studies also exist which show the potential for

long-range atmospheric transport (Griffin 2007).

3.5.2 Dispersal

Once aerosolized, there are two main mechanisms by which bacteria are transported

through the atmosphere: free-floating and attached to larger particles. Free-floating

particles in the atmosphere are unlikely to come into contact with other microor-

ganisms frequently, but particle-associated bacteria living in close quarters and

subjected to stress while suspended in the atmosphere might be subjected to

increased horizontal gene flow (Stewart 2013). It is this hypothetical horizontal

gene transfer and the abundance of bacteria within the atmosphere that has drawn

attention to the environment as a potential source of new antibiotics (Weber and

Werth 2015). While airborne, it is estimated that bacteria have a residence time of

between 2.2 and 188.1 days (Burrows et al. 2009a). Average generation times of
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bioaerosols have been measured to be between 3.6 and 19.5 days, a generation time

comparable to that of many marine organisms (Sattler et al. 2001; Burrows et al.

2009b). Bioaerosols have been shown to undergo cross continental transport in

plumes of desert dust in Asia (Griffin 2007) and across the Pacific Ocean with

organisms of Asian origin detected in North America (Smith et al. 2012). Bacteria

from the atmosphere can be deposited by two key mechanisms: dry deposition and

wet deposition. Dry deposition is the process of bioaerosols adhering to plants,

water, and other ground surfaces with which they come into contact (Jones and

Harrison 2004), while wet deposition describes the process by which bioaerosols

are deposited through precipitation (rain, snow, and hail) (Deguillaume et al. 2008).

3.6 Microbial Activity in the Atmosphere

Despite the long-held belief that the atmosphere acts solely as a reservoir or conduit

for microbial life, there are compelling arguments that life in the atmosphere should

also be considered a functioning ecosystem. Suspended microbes have been shown

to be both metabolically active and capable of reproduction (Dimmick et al. 1975),

performing multiple functions such as ice nucleation (Vali 1971), cloud formation

(Bauer et al. 2002), the degradation of organic carbon-based compounds (Ariya

et al. 2002), nitrogen processing (Hill et al. 2007), sulfur oxidation and reduction

(Deguillaume et al. 2008), and photosynthesis (Després et al. 2012). It is likely that

the atmosphere works as both a conduit and a functioning ecosystem based on this

evidence (Womack et al. 2010); however, further investigation is required before

this can be proven definitively.

The majority of metabolic activities in the atmosphere take place within

clouds. Bacterial concentrations in cloud water have been described within the

range of 103–105 bacteria mL�1 (Margesin and Miteva 2011). The majority of

cloud condensation nuclei (CCN) and ice-nucleating (IN) bacteria such as Pseudo-
monas syringae, Pseudomonas fluorescens, and Psychrobacter sp. are psychrophilic.
Bioaerosols like standard aerosols (e.g. mineral dust, sea salt) aid the formation of

clouds, by acting as both CCN in suitable warm conditions where relative humidity

conditions exceed saturation and IN at temperatures of �2 �C and lower (M€ohler
et al. 2007); CCN- and IN-associated bacteria also play a role in the initiation of

precipitation events (M€ohler et al. 2007). The role of CCN and IN bacteria in

precipitation has been termed bioprecipitation, a mechanism describing a feedback

cycle which enables the wide dispersal of bacteria by wet deposition (Morris et al.

2014). These psychrophilic ice nucleators have been shown to respond to environ-

mental triggers such as changes in humidity and are ubiquitously present in precip-

itation at abundances of 4–490 ice nuclei per L�1 (Margesin and Miteva 2011).
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3.7 Aerial Biodiversity

While the atmospheric environment is relatively extreme, thriving diverse bacterial

communities have also been found in other challenging environments such as hot

springs and deserts (Womack et al. 2010). Microorganisms within the atmosphere

are diverse, with airborne microbial communities above both terrestrial and aquatic

environments having been shown to contain more than 100 genera of bacteria, a

level of generic diversity comparable with that of soil and aquatic environments

(Fahlgren et al. 2010; Nonnenmann et al. 2010; Madsen et al. 2015). One recent

study by Barberán et al. (2015), collated over 1000 sampling events, and found

more than 110,000 different species of airborne bacteria in the USA alone, with

more than 55,000 species of fungi. This diversity stems from a multitude of

adaptions to atmospheric life such as cryopreservation (Kochkina et al. 2001),

spore-forming ability (Moeller et al. 2009), cell pigmentation (Griffin et al.

2011), and DNA repair mechanisms (Johansson et al. 2011).

Bacterial populations can be seen to decrease in number by as much as half with

increasing altitude; however, the following viable bacteria and fungi have been

found in the Stratosphere at altitudes as high as 77 km: Mycobacterium luteum,
Micrococcus albus, Aspergillus niger, Penicillium notatum, Circinella muscae,
Papulaspora anomala, (Imshenetsky et al. 1977), Bacillus simplex, Staphylococcus
pasteuri, and Engyodontium album (Wainwright et al. 2003).

The majority of these diverse bioaerosol communities are largely comprised of

four main bacterial groups which are the Actinobacteria, Bacteroidetes, Firmicutes,

and Proteobacteria, an observation consistent in both aquatic and terrestrial envi-

ronments (Madsen et al. 2015; Seifried et al. 2015). At the genus level, however,

there is more variation, dependent upon environmental conditions, such as prox-

imity to agricultural sites and weather (Nonnenmann et al. 2010). Variation is also

directly influenced by season; although, seasonal influence varies by location

(Bowers et al. 2012; Dong et al. 2016). Concentrations of bacteria in the atmosphere

generally range from 104 to 108 cells per m3 (Bowers et al. 2011). However, these

concentrations are known to vary significantly across all four calendar seasons and

can also be affected by weather (wind direction, wind speed, temperature, fog, etc.)

(Burrows et al. 2009b; Bowers et al. 2012).

3.8 Psychrophilic Bioaerosols

The aerosolization of microbes from cold environments such as the polar regions

propels psychrophilic organisms directly into the atmosphere. Psychrophilic bacte-

ria are better suited than most bacteria to atmospheric life as they are already

adapted to survive freezing temperatures of higher altitudes. Bacteria collected

from clouds have been shown to be capable of growing and reproducing at 0 �C
(Sattler et al. 2001) suggesting the existence of psychrophilic bioaerosols. With
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cloud temperatures often well below 0 �C, any bacterial species residing there, such
as the recently discovered novel bacteria Deinococcus aethius and Bacillus
stratosphericus (Margesin and Miteva 2011), should be considered psychrophilic.

Psychrophilic bacteria not only reside in the atmosphere but also play a key role in

atmospheric processes, for example, the psychrophilic plant pathogen Pseudomo-
nas syringae is involved in ice nucleation in clouds.

3.9 Polar Aerobiology

3.9.1 Arctic

Aerobiological studies in the Arctic date back to the coining of aerobiology as

a discipline, with Meier and Lindbergh collecting aerial samples in flight above the

region (Meier and Lindbergh 1935); this work was followed up by Polunin et al. in

the late 1940s (Polunin et al. 1947), though studies of this nature are sparse. The

most recent terrestrial study of bioaerosols in the Arctic was carried out by Harding

et al. (2011) on Ward Hunt Island. This study reported the communities in the air to

have considerable similarities with communities found in studies of the surrounding

Arctic Ocean, drawing the conclusion that local sources contribute a large propor-

tion of communities. The study also found organisms not normally associated with

the high Canadian Arctic, from other sources and locations in the Arctic as well as

some organisms associated with the Antarctic, potentially supporting the theory of

long distance atmospheric dispersal. These findings are consistent with those of

previous studies that have stated the dominant groups of bacteria in cold ecosystems

to be Alpha-, Beta-, and Gamma-Proteobacteria, Firmicutes, Bacteroidetes,

Cyanobacteria, and Actinobacteria (Amato et al. 2007; Møller et al. 2013).

3.9.2 Antarctic

Some of the first ecology-based aerobiological studies took place in the Antarctic in

the early 1900s; yet, despite a considerable sampling effort by Marshall, there have

only been 12 Antarctic aerobiology studies published since 1996 (Marshall 1996,

1998; Marshall and Chalmers 1997). However, critically the transfer of biological

material into Antarctica by atmospheric transport has been demonstrated (Vincent

2000; Herbold et al. 2014). Despite these findings, the small range of studies means

that little is still known about the viability, duration of suspension and process of

colonization, and establishment of these organisms (Pearce et al. 2016). Bacterial

genera that are common in both aerial and Antarctic literature are Staphylococcus,
Bacillus, Corynebacterium, Micrococcus, Streptococcus, Neisseria, and Pseudo-
monas. Commonly encountered fungal genera include Penicillium, Aspergillus,
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Cladosporium, Alternaria, Aureobasidium, Botryotrichum, Botrytis, Geotrichum,
Staphylotrichum, Paecilomyces, and Rhizopus (Pearce et al. 2009).

Bacterial atmospheric residence times in the Antarctic are predicted to be longer

than in other environments which implies that long-range transport is more likely in

the region (Burrows et al. 2009a). Evidence currently suggests there is an endemic

population of bioaerosols in the atmosphere which are in part, but not entirely,

related to the surrounding maritime and terrestrial conditions (Bottos et al. 2014).

These results are further supplemented by findings suggesting other characteristics

of the Antarctic such as sea ice area may have a negligible impact on local

biodiversity of atmospheric microbes (Pearce et al. 2010). Along with long-range

atmospheric transport, one of the other key inputs of airborne microbes into the

Antarctic atmosphere is human activity. The results of aerial studies taken from

research stations such as Halley V Research Station, Concordia, and Rothera Point

have suggested the potential for input from human-derived sources while marine

input into terrestrial samples is low; the most striking comparison across the

majority of Antarctic studies, however, is that the biodiversity is markedly different

(Hughes et al. 2004; Van Houdt et al. 2009; Pearce et al. 2010; Bottos et al. 2014).

Although contradictory studies exist, another feature of aerial input into the region

is that it might be directly affected by seasonality, which has potentially been

correlated to an increase of keratinous material in summer regions due to increased

bird and seal activity (Marshall 1998).

3.10 Biogeography

Microbial dispersal in the atmosphere has been considered ubiquitous in line with

the hypothesis that “Everything is everywhere but the environment selects” (Baas

Becking 1934). Initially, a substantial amount of evidence supported this theory,

where organisms with comparable phylotypes were shown to be present in similar

but geographically separated environments (Finlay and Clarke 1999). However,

recent developments in modern technologies and an increase in the number of

studies of microbial communities across considerable spatial and temporal scales

have led to the concept of large-scale microbial biogeography, which would

contradict Baas Becking’s theory, and refers to patterns in the spatial distribution

of microbial life from local to continental scales shaped by processes such as

dispersal, speciation, and extinction (Fierer 2008). Studies have since provided

evidence for microbial endemism at local scales in Antarctica, for example, in

isolated Antarctic habitats (Alger 1999; Pearce et al. 2010; Vyverman et al. 2010).

The atmosphere is key to microbial biogeography, particularly in the cold

biosphere, as dispersal provides one of the main exogenous inputs into geograph-

ically isolated environments such as the polar regions; however, factors such as

dispersal, colonization, and survival rates during atmospheric transport are poorly

understood (Fierer 2008; Pearce et al. 2016). Little attention has been given to

microbial diversity patterns in the atmosphere as the environment has been

disregarded as a conduit rather than a habitat (Womack et al. 2010). Whilst recent
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studies have begun addressing these issues in the atmosphere, showing, for example

that marine bioaerosol communities can be distinct from those found in adjacent

terrestrial locations (Lovejoy et al. 2007; Barberán et al. 2015). Whether microbial

biogeography in the atmosphere exists at all is still open to question and requires

further research (Martiny et al. 2006). Patterns in diversity have been observed in

the atmosphere with genera such as Polaribacter sp. and Psychrobacter sp. being
observed in both Arctic and Antarctic studies (Pearce et al. 2010; Harding et al.

2011) and the discovery that bioaerosols over urban environments contain typically

higher diversities than those seen in remote locations (Brodie et al. 2007).

While clear patterns are beginning to emerge regarding the atmospheric dis-

persal of microorganisms and the viability of a number of organisms over extended

periods of time in the atmosphere even under the pressures of the environment

(Jones and Harrison 2004), studies still consistently fail to consider the viability of

these source colonists upon arrival in their new environments (Fierer 2008). These

colonists have the potential to interact with the microbiomes of the environments in

which they are deposited both positively and negatively, for example bacteria

suspended and deposited in low nutrient locations can provide nutrients by

recycling, a mechanism which can benefit the ecosystem (Gallisai et al. 2014);

conversely, this situation can also disrupt ecosystems causing events such as algal

blooms to occur which can be devastating to the native community (Giddings et al.

2014). Migrating bioaerosols pose a considerable pathogenic threat to agriculture

due to the heterogeneity of modern day crops (Smith et al. 2011). Human pathogens

such as Mycoplasma pneumonia, Mycobacterium tuberculosis, Corynebacterium
diphtheria, Bordetella pertussis, and influenza virus also utilize the atmosphere as a

conduit to spread from host to host. Incidences of both influenza and meningococ-

cal meningitis have been shown to be associated with long-range transport during

dust storms (Molesworth et al. 2003; Chen et al. 2010), highlighting the relevance

of the atmosphere in the spread of human disease.

3.11 Conclusions

Psychrophilic microorganisms are present in the atmosphere as bioaerosols. Viable

bacteria have been found at stratospheric altitudes of 77 km and bacteria collected

from cloud water have been shown to be capable of growing and reproducing at

0 �C (Imshenetsky et al. 1977; Sattler et al. 2001). The role bioaerosols play in

atmospheric processes, such as cloud condensation nuclei and ice nuclei, is becom-

ing better understood. Biogeographic patterns of psychrophilic bacteria such as

Polaribacter sp. and Psychrobacter sp. are beginning to become apparent (Pearce

et al. 2010; Harding et al. 2011). Pathogenic bioaerosols can travel across conti-

nents attached to dust particles (Griffin 2007) meaning that psychrophilic plant

pathogens such as Pseudomonas syringae have the capability to impact agriculture

worldwide. These factors highlight the importance of a better understanding of the

psychrophilic microbial processes taking place in the atmosphere.
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Chapter 4

Microbial Life in Supraglacial Environments

Arwyn Edwards and Karen A. Cameron

Abstract Supraglacial environments occupy 11% of Earth’s surface area and

represent a critical interface between climate and ice. This century has brought a

renewed appreciation that glacier surfaces represent a collective of diverse micro-

bial niches which occur wherever sufficient liquid water is available to support

microbial activity: even at the microscopic scales of ice crystal boundaries within

the crystalline matrices of snow or glacial ice. Within this chapter, we review the

range of microbial habitats associated with snowpacks, the glacial ice photic zone,

and phototrophic microbial biofilms formed by supraglacial algae or by the dark-

ening of microbe–mineral aggregates known as cryoconite. In summary, glacier

surfaces are home to surprisingly biodiverse and active microbial communities

despite their low temperatures and austere conditions. Consequently, microbial

communities and their processes are interposed between climate and ice and

merit urgent consideration in the light of the effects of climate warming on Earth’s
supraglacial environments.
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4.1 Introduction

In the twenty-first century, approximately 198,000 glaciers and 2 ice sheets cover

roughly 11% of Earth’s surface area, sequestering 70% of Earth’s freshwater

(Shiklomanov 1993; Pfeffer et al. 2014). Within the recent geologic past, glacial

ice covered ca. 30% of the Earth’s surface during the last glacial maximum (Boyd

et al. 2010), and the extent of ice is thought to have approached total coverage

during so-called Snowball Earth events during the Cryogenian period 600–700

million years ago (Hoffman et al. 1998). However, within the near future, anthro-

pogenic climate change will contribute to the decimation of Earth’s glacial ice

(Meier et al. 2007; Joughin et al. 2014; Pachauri et al. 2014). In the event of severe

climate warming, the loss of up to 85% of mountain glaciers is predicted within this

century (Pachauri et al. 2014). Moreover, climatic warming spurs the destabiliza-

tion of Greenland’s ice sheet and risks commitment to the loss of Antarctica’s ice
sheet (e.g., Joughin et al. 2014). Consequently, ice melt is set to be a major

contributor to rising sea levels with impacts upon the habitability of coastal areas

(FitzGerald et al. 2008) and the food and water security of densely populated

regions nourished by glacial meltwaters (Edwards et al. 2014a; Hodson 2014).

The importance of glaciers and ice sheets within the Earth system at both geologic

timescales as well as the future of our contemporary society is therefore readily

apparent and merits considerable investment in the study of both the fundamental

properties of glacial systems and predictions of the rates and extents of their

responses to climatic warming.

In contrast, a neglected facet of glacial systems is that they are also microbial

habitats. In volumetric terms, glaciers and ice sheets represent Earth’s largest

freshwater ecosystem (Edwards et al. 2014a). Only in this century has the paradigm

of glaciers and ice sheets as truly inhospitable environments been displaced as a

result of experimental and conceptual advances spawning the field of glacier

ecology, summarized in the seminal review of glacial ecosystems by Andrew

Hodson and his colleagues in 2008 (Hodson et al. 2008). We now recognize that

glacial systems represent both a deep frozen archive of microbial biodiversity

(Bidle et al. 2007) and loci of globally significant biogeochemical processes

mediated by microbes (Anesio et al. 2009; Boyd et al. 2010; Wadham et al. 2012;

Hawkings et al. 2014), despite the unfavorable effects of their prevailing low

temperatures (Rodrigues and Tiedje 2008). Indeed, microbial communities at the

glacier–atmosphere interface constitute a supraglacial ecosystem and assume con-

siderable importance as modulators of both biogeochemical cycling and glacial

system response to melting (Anesio et al. 2009; Lutz et al. 2016b).

Within this chapter, we focus upon the microbial communities within the

supraglacial ecosystem and their interactions within this habitat, addressing the

key concepts, processes, and approaches relevant to the study of microbial life in

supraglacial environments.
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4.2 The Physical Properties of Glacial Systems

An understanding of the fundamental properties of glacial systems is an essential

prerequisite to their consideration as microbial ecosystems. Readers from a

non-glaciological background embarking upon the study of glacial ecosystems

are advised to solicit the guidance offered by popular scholarly texts on the theory

(e.g., Benn and Evans 2014) and practice (e.g., Hubbard and Glasser 2005) of

glaciology to enrich their multidisciplinary endeavors. Within this section, we

provide a synopsis of the properties of glacial systems pertinent to a discussion of

supraglacial ecosystems.

As large persistent masses of ice, glaciers and ice sheets represent major features

of the terrestrial cryosphere. These ice masses form where the prolonged accumu-

lation of ice mass exceeds its loss by ablation, resulting in the metamorphosis of

snow crystals to glacial ice. Glacial ice itself is a non-Newtonian fluid which is

deformed under the pressure created by its own mass, resulting in the gravitational

flow of glacial ice from higher to lower elevations once a critical thickness of

glacial ice cover is achieved. Moreover, thick accumulations of glacial ice can

sufficiently elevate pressures at the glacier bed to incur pressure-induced melting of

glacial ice, resulting in an admixture of ice above its pressure melting point and

influencing the thermal regime of a glacial system.

Typically, the distribution of ice mass across an elevational gradient incurs

variation in the rates of ice accumulation and ablation as a consequence of altitu-

dinal effects on local temperature from adiabatic cooling. Colder, higher elevations

where the accumulation of ice mass directly from snowfall (or indirectly from

wind-redistributed snow or avalanches) annually exceeds its ablation represent

zones of net accumulation. Meanwhile, warmer lower elevations experience net

ablation since the loss of ice mass (via sublimation, the generation of meltwater, or

the direct loss of ice mass by the formation of icebergs) annually exceeds its

accumulation. This property is known as the mass balance gradient of a glacial

system and pivots upon an elevational contour known as the equilibrium line
altitude where accumulation equals ablation on an annual basis. Glacial systems

well-nourished by precipitation and residing in colder climates will tend towards

the net accumulation of ice mass and consequently will advance as a result of their

positive mass balance while glacial systems experiencing net ablation of ice mass

will exhibit negative mass balance and exhibit recession. As such, glacial systems

can be thought of as climatic thermometers and thermostats, and indeed the

properties of ice within a glacial system can provide a proxy for the reconstruction

of past climate (e.g., Petit et al. 1999).

Glacial systems take a range of forms. Glaciers are entities comprised of flowing

glacial ice constrained by the topography of the landscape in which they reside

while the accumulation of glacial ice present in ice sheets and ice caps override the

underlying topography of their catchments. The division between ice caps and ice

sheets is a function of their scale; ice sheets are defined as possessing surface areas

greater than 50,000 km2 (Benn and Evans 2014; Gokul et al. 2016) and presently
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include the ice sheet on Greenland and the Antarctic Ice Sheet which is divided into

two sections, East and West, by the Transantarctic mountains. At the opposite end

of the size spectrum, some glacial systems exhibit unconventional flow modes or,

indeed, no detectable flow modes at all. These include ice patches, which are small,

localized accumulations of glacial ice typically nourished by the wind-driven

accumulation of snow (Andrews and MacKay 2012) and debris covered or buried

ice masses (Franzetti et al. 2013). The scale of the ice mass and its relationship with

the parent catchment has implications for cognate ecosystems in terms of the

sources, residence time, and dynamics of microbiota.

Finally, glacial systems entrain both water and debris, affording resident

microbes with solvent, nutritional solutes, habitats, and dispersal modes. In terms

of debris accumulation transport, the burden of debris associated with glacial

systems can be considerable, ranging from fine grained aeolian debris (McGee

et al. 2010) to in extremis debris covered glaciers which are extensively covered in

rocks, affording shelter and nutrition to lithotrophic microbial communities

(Franzetti et al. 2013). Glacial melt can be stored and transported within glacial

systems as water percolating in intercrystalline spaces (e.g., in water-saturated

decomposing snowpacks, firn aquifers, the near-surface ice itself, or in saturated

basal sediments); it can be captured by compartmentalized storage systems (e.g., in

supraglacial lakes, englacial chambers, or subglacial lakes) or it can move rapidly

though channelized drainage through surficial, englacial, or subglacial drainage

networks. The interplay between glaciers and melt leading to the evolution of

glacier hydraulic systems is multifaceted since multiple interactions that occur

between mass balance and thermal regime (Irvine-Fynn et al. 2011b) complicate

the evolution, storage, and flux of meltwater. Nevertheless, considering life’s
cardinal requirement is for liquid water, it is safe to conclude the relationship

between melt and microbes is necessarily intimate within glacial systems.

The glacier surface itself represents the interface between the glacier and the

atmosphere. Accordingly, there is a continual exchange of matter and energy, with

the surface energy budget of a glacier being represented by Eq. (1) (Paterson 1994):

QM þ QSW þ QLW þ QS þ QL þ QP þ QC ¼ 0 w m2
� � ð1Þ

where QM is the energy accessible for melting, QSW and QLW represent short-

wave and longwave radiation, respectively, QS and QL are sensible and latent heat,

while QP is energy from precipitation, and QC is energy conducted into the glacial

system. Conditions at the supraglacial environment become most conducive for

microbial life when the influx of energy, predominantly as shortwave radiation, is

sufficient to incur melting. As a consequence, life can thrive at the glacier surface

thanks to the genesis of liquid water and liberation of nutrients within snow and ice

melt concomitant with the onslaught of photosynthetically available radiation

(Anesio and Laybourn-Parry 2012) and elevated ambient temperatures.
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4.3 Snow Habitats

Every glacier starts with a single snowflake. While the recognition of microbial

processes in snow dates to Aristotle (Hell et al. 2013), and Van Leeuwenhoek found

microbes within snowmelt among the first samples he viewed with a microscope

(van Leewenhoeck 1677), the study of microbial life in supraglacial snow is a

recent endeavor (Kol 1942). In spite of the low temperature and limited supply of

nutrients typical of snow, microbial abundances in the range of 2� 102 to 7.2� 105

cells ml�1 of melted snow are reported from supraglacial snow (Carpenter et al.

2000; Amato et al. 2007; Irvine-Fynn et al. 2012). Considering that the 11% of

Earth surface overridden by glacial ice is seasonally or perennially covered by

snow, it is clear that supraglacial snowpacks represent globally extensive reposito-

ries of microbial assemblages, with considerable scope for variation in abundance,

diversity, and activity. The abundance and activity of microbes within snow is

influenced by their origins and the onset of melt (Xiang et al. 2009), so we consider

distinct stages in the interactions between snow and its microbiota.

4.3.1 Depositional Modes

Snowflakes themselves, as the micro-scaled crystalline precipitates of water ice,

represent microbial habitats (Sattler et al. 2001; Temkiv et al. 2011). While a

detailed consideration of snow microbiology while aloft lies within the domain of

atmospheric microbiology (see Chap. 3) and is thus beyond the scope of this

chapter, the windborne redistribution of poorly consolidated supraglacial snow

raises the potential for metabolic activity by microbes in ice precipitation (Temkiv

et al. 2013). Moreover, microbial processes contribute to the nucleation of ice

crystals, including fresh snowfall on glacier surfaces (Christner et al. 2008).

Therefore, snow and ice precipitates both nourish the mass balance of glacial

systems and inoculate glacial systems with microbiota (Harding et al. 2011; Cam-

eron et al. 2014), representing wet modes of microbial deposition (Xiang et al.

2009). In contrast, dry modes of microbial deposition entail the passive sedimen-

tation of airborne microbiota and in particular the co-deposition of microbial

biomass with aeolian particulates (Xiang et al. 2009). Necessarily, the wet or dry

mode of deposition will influence the origins, rates, viability, and composition of

microbial inoculants to the snowpack (Hell et al. 2013; Cameron et al. 2014). Both

locally derived material advected to the glacier surface (Hell et al. 2013) and (co-)

deposition of microbiota following long-range transport from source environments

are possible (Harding et al. 2011; Cameron et al. 2014; Nagatsuka et al. 2014;

Wunderlin et al. 2016). As such, the supraglacial ecosystem can be connected with

distant regions of the global cryosphere via atmospheric transport (Pearce et al.

2009) prompting the inoculation of globally ubiquitous microbial taxa (Darcy et al.

2011) to the supraglacial environment.
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4.3.2 Microbial Life in the Dynamic Snowpack

Snowpacks represent complex habitats at the microbial scale. Although intrinsi-

cally defined by the presence of crystals of water ice, changes in the availability of

water and impurities (including both nutrients and pollutants) are driven by the

consolidation and melting of the snowpack, affecting the fundamental niches

occupied by snow microbiota as the snowpack metamorphoses over time.

While dry, cold (i.e., subzero, non-melting) snowpacks are thought to represent a

low end-member in the spectrum of activity and biomass associated with snow,

they are not necessarily microbiologically inert. Initial evidence for in situ micro-

bial activities in dry snow was offered (Carpenter et al. 2000) following low, but

nonzero, rates of macromolecular synthesis via radioisotope inclusion in incuba-

tions of snow collected at the South Pole and incubated at temperatures representing

in situ conditions. The validity of the inferences drawn from the experimental work

was questioned within the literature (Warren and Hudson 2003) on the grounds of

limited water availability and the eventual entombment of snow at depth, at

temperatures of �50 �C. However, more recent work lends tacit support for the

argument that microbes are active within dry polar snow. Firstly, sophisticated

analyses of CRISPR repeat loci in shotgun metagenomic datasets of surface snow

from the Antarctic plateau (Lopatina et al. 2016) infer a selection process is at play

within the dry snow microbiota. While the stage (i.e., pre- or post-depositional) at

which the selective pressures are manifest is less clear, the recovery of different

community profiles from the sequencing of reverse-transcribed cDNA from 16S

rRNA versus the sequencing of 16S rRNA genes from the same dry Antarctic snow

samples (Lopatina et al. 2013) mitigates for the presence of translational machinery

consistent with microbial activity (Blazewicz et al. 2013) in dry snow leading to

interannual variability in communities within the snow (Lopatina et al. 2013).

Moreover, Amoroso et al. (2009) concluded that microbial activities within dry,

dark snowpacks must be responsible for nitrification occurring under conditions

which do not permit abiotic photolysis of reactive nitrogen species. Considering the

vast scale of dry, cold snowpacks, future work should examine these potential

microbial habitats closely, since the cumulative effect of processes occurring at

marginal rates across expansive habitats is nontrivial.

Seasonal melt transforms the snowpack habitat. Evidently, melt promotes the

availability of liquid water. Furthermore, melt mobilizes of ionic impurities derived

from aerosol deposits (e.g., from sea spray and atmospheric pollution) from the

snowpack as they are rejected from decaying ice crystals (Davies et al. 1987; Kuhn

2001). Conservative, non-nutrient ions are eluted rapidly from the decaying snow-

pack, changing the boundary conditions for microbial life. Meanwhile, nutrient ions

are sequestered within the snowpack, evidencing their biogeochemical transforma-

tions and identifying the melting snowpack as the locus of an active microbial

ecosystem as well as the modulator of snowmelt composition, affecting nutrient

availability in downstream habitats (Hodson et al. 2005).
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The snowpack microbial community interacts closely with these complex

changes in conditions (Larose et al. 2013; Maccario et al. 2014). In the first

instance, the bacterial community of the snowpack has been shown to shift in its

structure rapidly as melt progresses. Hell et al. (2013) examined the snowpack of a

High Arctic glacier; in line with earlier studies, (Amato et al. 2007; Larose et al.

2010) a diverse bacterial community was identified in the snowpack. Notably,

surface layers of snow harbor discrete communities of bacteria relative to melting

snow and water-saturated snow (slush), indicating the role of post-depositional

changes in community. While the class Betaproteobacteria retained its dominance

of the community over the course of a week, the genus Polaromonas was able to

adapt to the changing conditions. Polaromonas itself is ubiquitous within the global
cryosphere (Darcy et al. 2011; Franzetti et al. 2013) and is characterized as a

metabolically flexible genus, with the ability to degrade complex xenobiotics

(Mattes et al. 2008). More recently, Franzetti et al. (2016) raised the prospect that

supraglacial Polaromonasmay act as anoxygenic phototrophs from the oxidation of

carbon monoxide arising from photolytic degradation of supraglacial organic

matter. While this study focused upon cryoconite environments, which are, at

depth, attenuated in their exposure to high energy UV and possess an abundance

of bioavailable organic carbon sources (Anesio et al. 2009), the potential for

Polaromonas-mediated mixotrophy in the photochemically reactive (Amoroso

et al. 2009) snowpack is unexplored.

Considering that multiple studies indicate the bacterial community is responsive

to melt at week- to seasonal timescales (Hell et al. 2013; Maccario et al. 2014), the

impacts of contemporary climate change on the timing, rate, duration, spatial

extent, and hydrological flowpaths of seasonal snowmelt and the cognate bacterial

community must be considered (Fig. 4.1). Spatially expansive yet transient melting

Fig. 4.1 Liquid water saturating a shallow firn core in the accumulation zone of the Greenland Ice

Sheet (Photo credit: Sara Penrhyn-Jones)
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episodes have been observed already, most notably during August 2012 ca. 97% of

the surface area of the Greenland Ice Sheet (GrIS) exhibited melting, albeit for a

duration of less than a week (Nghiem et al. 2012). While Betaproteobacteria may

respond and influence the cycling of nitrogen pollutants deposited in the snowpack

at such timescales on valley glaciers (Hell et al. 2013), whether the microbiota of

the GrIS snowpack (Cameron et al. 2014) responded to this event is open to

question. Stibal et al. (2015a) identified elevated microbial cell concentrations

present in the refrozen 2012 melt layer relative to un-melted layers of the snowpack

at a site high upon the GrIS, but the limited numbers of samples available precluded

further detailed investigation. Moreover, whether the percolative redistribution of

snowmelt into the perennial, near-surface firn aquifer of the GrIS accumulation

zone (Forster et al. 2013) permits microbial community activities in a potential

habitat four times the size of Wales is entirely unknown. While the empirical

evidence for bacterial activities of biogeochemical significance in melting snow-

packs is clear, it is evident that there are significant lacunae in our understanding of

these processes in the context of rapid changes in the cryosphere.

Beyond the bacterial community, the snowpack is home to other types of

microbiota. The presence of Archaea is variable, notably absent in some studies

(Hell et al. 2013; Lazzaro et al. 2015) but detected independently by others

(Cameron et al. 2014; Lutz et al. 2015). Over 30 Archaeal taxa were identified

(Choudhari et al. 2013) in avalanche debris cone snow, paralleling an average

number of 30 Archaeal taxa per sample across GrIS snow samples (Cameron

et al. 2014). Archaea from the class Nitrosphaerales, associated with ammonia

oxidation, predominate in both GrIS and Icelandic snow samples harboring

Archaea (Cameron et al. 2014; Lutz et al. 2015), implying a potential role for

Archaea in supraglacial nitrification, although further evidence for archaeal contri-

butions to nitrogen cycling in glacial habitats is limited (Boyd et al. 2011).

In contrast to the enigmatic Archaea, the microeukaryotic component of the

snowpack is readily apparent in the form of charismatic snow algae. Typically

described as Chlamydomonas nivalis, snow algae are comprised of several algal

lineages within the Chlorophyceae, in particular the Chlamydomonadaceae genera

Chloromonas, Chlamydomonas, and Raphidonema (Spijkerman et al. 2012; Lutz

et al. 2016a). Characteristic of these algae are the presence of unicellular motile

cells within the isothermal snowpack, which form either green snow or red snow

dependent upon reaching a quiescent phase in which the cells accumulate caroten-

oid pigments such as astaxanthin (Remias et al. 2005) as a means of photoprotection

from high levels of UV penetrating the atrophied snowpack later in the melting

season. Algal communities in red snow are apparent upon glaciers worldwide (Kol

1942; Yoshimura et al. 1997; Lutz et al. 2016b), and the community composition of

red snow is remarkably uniform at the interspecific level across the European and

Greenlandic Arctic (Lutz et al. 2016b). Interestingly, within defined, regional-scale

catchments, patches of red snow appear exclusively dominated by differing single

haplotypes (Brown et al. 2016) consistent with dispersal limitation incurred eco-

logical priority effects. As such, reconciling these contrasts in the biogeography of

glacial colonization by algae remains a challenge. Similarly, blooms of snow algae
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are associated with a diverse community of microbial heterotrophs, including

bacteria, algae, and fungi (Weiss 1983; Lutz et al. 2015, 2016a). While some

bacteria are intimately associated with snow algae (Weiss 1983), whether

co-occurring microbes in general simply share a habitat with the algae or whether

algal colonization facilitates their presence via the transfer of autochthonous carbon

(Brown et al. 2015) is open to question; bacterial communities in algal blooms

appear structured by locally varying lithological factors (Lutz et al. 2016a). If the

translocation of carbon from algal photosynthesis itself is not pivotal to the assem-

bly of snow algae associated communities, it may be that the evolution of meltwater

from algal-mediated albedo depression (Lutz et al. 2016b) promotes the develop-

ment of the cognate assemblage of microbes within snow algal blooms.

4.4 Supraglacial Ice and Meltwater Habitats

Within this section, we focus upon supraglacial ice and meltwater as active

microbial habitats; discrete biofilms found in association with bare ice zones will

be discussed in Sect. 4.5.

4.4.1 Life in Glacial Ice

As the snowline of a glacier recedes to higher elevations in summer, the extent of

bare glacial ice increases in its prominence within the supraglacial environment.

Glacial ice is typically considered as an archive of microbial biomass (Willerslev

et al. 1999; Biddle et al. 2007; Castello and Rogers 2005) which may serve to seed

the re-emergent glacial ice surface and downstream fluvial habitats with its

microbiota. While this source of microbiota may be particularly important for

environments characterized by low dust fluxes and limited surface melting, for

example, blue ice ecosystems within the Antarctic (Hodson et al. 2013), microbial

biomass in supraglacial ice is also sourced from both wet and dry deposition and the

translocation of cells from the supraglacial snowpack itself (Irvine-Fynn et al. 2012;

Hell et al. 2013; Bj€orkman et al. 2014). Furthermore, arguments that englacial ice

itself represents active microbial habitats within intercrystalline vein junctions, ice–

mineral interfaces and even intracrystalline spaces have been advanced (Mader

et al. 2006; Rohde and Price 2007). Therefore, while glacial ice may archive

microbial biomass, the immured assemblage of microbiota is likely subject to

post-depositional changes (Xiang et al. 2009; Liu et al. 2016) occurring over

prolonged residence times (102–104 years).
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4.4.2 Life in the Glacial Photic Zone

Bare ice itself represents an active microbial habitat. The glacial ice extent exposed

by seasonal melting (excepting Antarctica) is estimated at a maximum of 7.5 � 105

km2 (Anesio et al. 2009; Irvine-Fynn and Edwards 2013). The microbial commu-

nities of bare ice vary spatially, likely the result of localized inoculation sources and

the physicochemical conditions presented to them (Edwards et al. 2013c; Cameron

et al. 2014; Stibal et al. 2015a). Similarly, the total abundance of microbiota on

surface ice is spatially variable and has been reported to range from 103 cells ml�1

in the zone of accumulation to 106 cells ml�1 in the ablation zone (Irvine-Fynn et al.

2012; Stibal et al. 2015a).

The physical processes of ice melt make it a viable microbial habitat. Incident

shortwave radiation, which affects glacier surface energy balance (Eq. 1), pene-

trates ablating glacial ice to incur subsurface melt. The depth of subsurface melt is

influenced by the extinction coefficient of the ice matrix, which will vary but can

reach 2–20 m in optically clear ice (Hodson et al. 2013). Dissipation of incident

radiation penetrating the surface ice incurs subsurface melt, decaying ice crystal

structure and expanding interstitial spaces. This genesis of near-surface melt and its

subsequent percolation at very low velocities further perpetuates the evolution of a

highly porous near-surface ice layer, termed the weathering crust which stores

meltwater in a perched aquifer atop nonporous englacial ice (Müller and Keeler

1969). As such, glacial ice surfaces in receipt of solar shortwave radiation represent

a meteorologically controlled, seasonally evolving three-dimensional porous ice

matrix which harbors a trifecta of decaying ice crystals, the percolative interstitial

transfer of melt, and a decay gradient of incident radiation, all occurring to a depth

which is delimited by the transmission of incident radiation and the corresponding

inversely increasing density of ice (Cook et al. 2015b). Irvine-Fynn and Edwards

(2013) recognized that these physical parameters amount to a glacial ice photic

zone in which the liberation of melt commingled with nutrient, cell, and particulate

mobilization and the availability of photosynthetically available radiation distrib-

uted in its intensity across a spectrum of photosynthetic optima promotes biological

activity. Empirical support for a glacial ice photic zone is derived from the flow

cytometric quantification of cell and particulate budgets of the weathering crust of a

Svalbard glacier (Irvine-Fynn et al. 2012). When the rates of microbial biomass

aeolian input, storage within ice, and fluvial release are considered, considerable

microbial biomass is accumulated within the glacial ice photic zone under typical

melting conditions (Irvine-Fynn et al. 2012) and thus the perched aquifer of the

weathering crust modulates the fluvial delivery of cells to proglacial habitats.

The potential for physical redistribution and substantial concentration of cells in

the interstitial spaces of the ice matrix (Mader et al. 2006; Irvine-Fynn et al. 2012) is

coupled with the in situ activities of the microbial community. While the overall

abundance of cells discharged from the weathering crust was consistent, specific

subpopulations (Irvine-Fynn et al. 2012) were seasonally eluted, indicating a

temporal shift in the microbial community’s structure. Moreover, measurements
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of bacterial and abundance carbon production (Rassner et al. 2016) indicate the

potential community doubling time in the weathering crust is considerably briefer

than the hydrological residence time of cells within percolating melt. Finally,

Irvine-Fynn et al. (2012) identified nucleic acid bearing cell populations with a

median size of 0.5 μm as well as smaller nucleic acid-rich particles consistent with

virus-like particles. Rassner et al. (2016) amended meltwater with organic carbon

and nutrients to observe the interactions of supraglacial meltwater bacteria and their

viruses, finding a community dominated by the Betaproteobacteria genus

Janthinobacterium which was resilient to viral predation. Therefore, it appears

likely that the glacial ice photic zone presents a locus of microbial interactions.

The implications of a glacial ice photic zone for glacial systems and their

biogeochemistry are threefold. Firstly, it appears to be an extensive yet poorly

characterized habitat. Irvine-Fynn and Edwards (2013) extrapolated measurements

of the cellular concentrations within glacial ice photic zones with the potential scale

of the glacial ice photic zone on ablating glacial ice. Excluding Antarctic ice, the

calculations suggest 1 � 1021 to 1 � 1026 cells reside within the global glacial ice

photic zone. This is comparable to the abundance of Archaea and Bacteria within

the global oceanic photic zone (4 � 1025 cells; Whitman et al. 1998) which is both

greater in surface area and volume (reaching 200 m deep) than the glacial ice photic

zone. The pivotal role of marine microbes within the global carbon cycle and

biosphere function is well known (Fuhrman and Steele 2008); what, therefore,

constrains the impact of microbes from the enigmatic glacial ice photic zone? At

present we do not know.

Secondly, the net accumulation of microbes, noncellular, and inorganic partic-

ulates within the glacial ice photic zone is enhanced at high melt rates. Indeed,

Irvine-Fynn et al. (2012) observed an inverse nonlinear relationship between melt

discharge and the accumulation of microbial biomass. As such, this prompts a

positive feedback in which the contact rates between the glacial ice photic zone

microbiota and inorganic particulates are promoted. Moreover, noting the tendency

for Janthinobacterium as a dominant taxon within the glacial ice photic zone

(Rassner et al. 2016) to exude biofilms and extracellular material (Pantanella

et al. 2007), it is likely that cell–mineral aggregates are initiated within the glacial

ice photic zone (e.g., Simon et al. 2009) further accelerating near-surface melt.

Irvine-Fynn et al. (2012) identified this retention of biomass and its confection with

inorganic particulates as a mechanism for the “biological darkening” of ice sur-

faces, accelerating ice melt.

Finally, the evolution of the glacial ice photic zone and its ability to modulate the

flux of melt, biomass, and particulate matter influences the properties of proximal

and downstream ecosystems. Cook et al. (2015b) used cryoconite holes (discussed

below; Sect. 4.5.2) as naturally occurring piezometers dwelling within the

weathering crust to explore the hydrology of the glacial ice photic zone of a second

Svalbard glacier. Diurnal fluctuations in the storage and transmission of meltwater

were identified, corresponding to changes in the porosity of the weathering crust.

While the porosity of the crust is insufficient to permit the mobility of microbe–

mineral aggregates, the crust permits the interconnection of supraglacial microbial

4 Microbial Life in Supraglacial Environments 67



habitats, buffering against local variations in soluble nutrient availability. More-

over, microbial productivity contributes to the organic carbon budget of glacial

systems (Hood et al. 2015). The porous ice of the glacial ice photic zone permits the

connection of supraglacial loci of productivity with downstream habitats by the

transmission of runoff to supraglacial channels, releasing bioavailable carbon

(Lawson et al. 2014; Feng et al. 2016), nutrients, and microbiota to depauperate

proglacial habitats including proglacial streams, glacial forefields, and coastal

oceans (Hood et al. 2009; Singer et al. 2012; Wilhelm et al. 2013, 2014; Hood

et al. 2015).

4.5 From Bioalbedo to Biocryomorphology: Microbial

Biofilms on the Ice Surface

Each year, as winter turns to summer, snow cover on lower altitude glacial surfaces

melts away as a result of elevated air temperatures and solar irradiation. This event

exposes bare ice surfaces and brings about notable changes in the physical, chem-

ical, and biological properties of supraglacial ecosystems. This area is extensive

(Anesio et al. 2009; Irvine-Fynn and Edwards 2013) and growing in scale. On the

GrIS, the maximum area of snow-free ice that is exposed each year has increased

steadily since passive microwave satellite observations began in 1979 (Fettweis

et al. 2007), one of many indicators that this region is responding to changes in

climate. Bare ice has a higher spectral absorption (Warren et al. 2006) and is denser

than snow, and impurities within the ice help to contribute towards a topographi-

cally uneven surface (Irvine-Fynn et al. 2014). The melting of snow gives rise to a

pulse of nutrient release, including SO4
2�, NH4

+, NO3
�, Ca2+, Cl�, and Na+

(reviewed in Kuhn 2001). Bioavailable nitrogen, in the form of ammonia, may be

sequestered and mineralized within the sediment material of cryoconite holes

(Wynn et al. 2007). However, the remaining nutrients released from melting

snowpacks are likely evacuated from the surface ice environment by supraglacial

meltwater rivers. Therefore, the chemistry of ice is predominantly dependant on the

era and location in which it was laid down as snow, a feature that can be used when

analyzing ice cores to recreate historical records of atmospheric chemistry.

4.5.1 Algal Biofilms

The most visually notable biological feature of bare ice surfaces is that they are

plastered with Zygnematophyceae green algae. In addition to the lutein,

violaxanthin, chlorophyll a and b, and β-carotene primary pigments that these

cells contain, they also carry pigment-filled vacuoles, which are responsible for

coloring the cells into shades of dark brown and purple (Uetake et al. 2010; Remias
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et al. 2012b; Yallop et al. 2012). Populations of these cells are so dense that they

darken glacial surfaces: a “bloom” phenomenon which can be observed both on the

ground with the naked eye (Fig. 4.2) and from space in satellite imagery. Surface

ice algal abundance has been reported in the range of 105 cells ml�1 (Yallop et al.

2012); however, as these cells coat the exposed solid ice crystals of this crusty

surface, expressing abundance as a liquid concentration is an experimentally and

conceptually challenging task. Three ice algae species have been found to dominate

polar and alpine glaciers: Cylindrocystis brébissonii, Mesotaenium berggrenii, and
Ancylonema nordenski€oldii (Remias et al. 2009, 2012a, b; Remias 2012; Yallop

et al. 2012). Analysis of vacuole pigments from Alpine M. berggrenii reveals the

Fig. 4.2 The ablation zone of the Greenland Ice Sheet. Surface ice is darkened by

Zygnematophyceae green algae, in contrast to englacial ice, as highlighted by the crevasse opening

(Photo credit: Sara Penrhyn-Jones)
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presence of a phenolic compound called purpurogallin carboxylic acid-6-O-β-D-
glucopyranoside. This compound likely functions as an ultraviolet and visible

radiation photoprotectant, due to its broad spectral absorbance capacity. In addition,

it has been suggested that these vacuoles may act as chemical deterrents against

grazers or as energy sinks when temperature or nutrient availability limits cell

function (Remias et al. 2012b). While little is known about the specific ecological

activities of these communities, their darkening of glacial surfaces, and therefore

their ability to reduce solar reflectance and consequently enhance surface melt

through bioalbedo reduction (Yallop et al. 2012; Lutz et al. 2014), has become a

key consideration for glacial surface mass balance studies in recent years (Tedesco

et al. 2016).

4.5.2 Cryoconite Ecosystems

While algal populations may bloom on bare ice, the ice surface is also home to more

stable microbial habitats. Key among these are cryoconite ecosystems, formed as

microbial communities biofilm aeolian dusts and organic matter (e.g., wind-blown

material from proximal habitats or surficial algal necromass) (see the recent review

by Cook et al. (2016a) and references therein). The ensuing microbial–mineral

aggregate is termed cryoconite, which darkens the ice surface through localized

reduction of the albedo through the accumulation of dark humic substances

(Takeuchi et al. 2001a, b; Takeuchi 2002). This contributes to the evolution and

storage of surface meltwater and the formation of quasi-circular holes within the ice

surface (Wharton et al. 1985). The thermodynamic evolution of so-called

cryoconite holes occurs in three dimensions. Firstly, depth evolution proceeds

until an equilibrium depth is maintained, at which the melting rate of ice in contact

with the dark cryoconite debris is equivalent to the melting rate of the adjacent bare

ice (Gribbon 1979). Secondly, lateral re-equilibration of cryoconite debris and

hence cryoconite hole morphology can occur as sediment loads shift as the result

of coalescence or evacuation of cryoconite holes as the ablation season proceeds. In

this case, thick layers of cryoconite are redistributed to laterally widen the

cryoconite hole (Cook et al. 2016b). In milder climates typical of Arctic and

mountain glacial surfaces, cryoconite holes are typically open (or at least tran-

siently lidded by a thin layer of ice on a diurnal cycle) to the atmosphere and reside

within the porous ice of the glacial ice photic zone (Cook et al. 2015b) which likely

permits hydraulic connectivity of cryoconite ecosystems within the same

supraglacial catchments (Edwards et al. 2011). However, in the colder climate of

Antarctica, attainment of equilibrium depth may mean the cryoconite hole is

sufficiently deep to permit re-freezing of its surface, isolating the cryoconite hole

from the exchange of biomass, gases and nutrients for extended periods, up to a

decade (Tranter et al. 2004). In the most extreme conditions of Antarctica, where

strong winds scour bare ice clean to form areas of blue ice, it is thought that the

entombed cryoconite holes can only be colonized by microbes liberated from the
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melt-out of ancient ice and entrapped dusts (Hodson et al. 2013). As such

cryoconite ecosystems occupy glacial ice surfaces across the world and endure

conditions over an extended gradient of climatic and geochemical conditions. It is

thought cryoconite ecosystems may have contributed to the demise (Abbot and

Pierrehumbert 2010) of the pervasive Neoproterozoic glaciation (“Snowball

Earth”; Hoffman et al. 1998) and the survival of microbial eukaryotes despite

(near-)global ice cover (Hoffman 2016).

Indeed, cryoconite holes (Fig. 4.3) are considered “ice-cold hot spots” of micro-

bial activity and diversity on contemporary ice surfaces (Edwards et al. 2013b,

2014b). It appears the principal agent in the formation of cryoconite is the action of

filamentous microbial phototrophs, typically cyanobacteria such as Phormidesmis
pristleyi (Edwards et al. 2011; Chrismas et al. 2015, 2016; Gokul et al. 2016) which

exude photosynthetic carbon as extracellular polymeric substances which aggregate

biomass and particulate matter (Hodson et al. 2010; Langford et al. 2010, 2014).

Consequently, cyanobacteria are thought of as “ecosystem engineers” of the

cryoconite ecosystem (Edwards et al. 2014b). As a result of such activity,

cryoconite is a locus of carbon and macronutrient biogeochemical cycling on

glacial ice the world over (Smith et al. 2016) exhibiting surprisingly high rates of

net carbon fixation during the melt season (Anesio et al. 2009), as well as the

cycling of nitrogen (Cameron et al. 2012a) through fixation (Telling et al. 2011,

2012b) and both nitrification and denitrification (Segawa et al. 2014). Where

Fig. 4.3 Cryoconite and cryoconite holes: Top panel: A cryoconite hole in plan view (left), with
close up on granular cryoconite typical of Arctic cryoconite sediments (right). Lower panel:
Epifluorescence microscopy of individual cryoconite granules reveals the abundance of microbial

life stained for nucleic acid with SYBR Gold (left) and chlorophyll red autofluorescence (right).
Scale bars ¼ 200 μm (Top panel photo credit: Nozomu Takeuchi; Lower panel photo credit:

Arwyn Edwards)
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cryoconite ecosystems are hydraulically connected to proximal habitats or open to

the atmosphere the impacts of these supraglacial “bioreactors” can be disseminated

further, fertilizing downstream environments (Feng et al. 2016).

The biogeochemical activities of cryoconite are the concerted activity of a

diverse, microbially dominated biotic community which ranges from viruses to

meiofauna. Along with the cyanobacterial ecosystem engineers, other microbial

phototrophs include green algae and diatoms (Stibal et al. 2006; Yallop and Anesio

2010; Stanish et al. 2013; Vonnahme et al. 2015). Conglomeration of cryoconite

and moss can result in the development of moss-dominated surface aggregates

(Uetake et al. 2014). Notable cryoconite heterotrophs include bacteria, protozoal

grazers, fungi and meiofauna such as tardigrades and rotifers (Desmet and

Vanrompus 1994; Säwstr€om et al. 2002; Edwards et al. 2013a); Archaea appear

to be a minor and variable component of the cryoconite community, but more

prevalent within Antarctic and some alpine cryoconite (Cameron et al. 2012b;

Hamilton et al. 2013). Perhaps most is known of the bacterial community of

cryoconite, which is typically dominated by Proteobacteria, with an apparent divide

between Alphaproteobacteria in the Arctic and Betaproteobacteria within alpine

cryoconite (Edwards et al. 2014b). Other notable groups include the Actinobacteria,

in the form of taxa associated with soil humus (Gokul et al. 2016), Bacteroidetes

(Edwards et al. 2013b) and Fibrobacteres (Ransom-Jones et al. 2014) associated

with the cycling of complex carbohydrates. The composition of the cryoconite

bacterial community is regionally variable at a range of scales from the local (Gokul

et al. 2016), to ice sheet (Stibal et al. 2015b) and between global regions (Cameron

et al. 2012b; Edwards et al. 2014b). While lithological and hydrologic factors are

relevant (Edwards et al. 2011; Lutz et al. 2016a) the ability of the cryoconite

community to sequester organic matter (Edwards et al. 2011, 2014b) is closely

coupled to the structure and function of the bacterial community.

Accordingly, cryoconite ecosystems represent microbial habitats where the

range and rate of microbial processes and the taxa present interact closely within

the habitable confines of the cryoconite holes. The receipt and transfer of solar

energy as both photosynthetically available radiation and heat for melting is

pivotal. The equilibrium depth of seasonally open cryoconite holes coincides with

the photosynthetic maxima of phototrophs resident within the cryoconite; as such

the flux of photosynthetically available radiation is maintained at optimal levels

(Cook et al. 2010, 2012, 2016b). As noted above, the thickening of cryoconite

sediments as the consequence of the overloading of cryoconite holes incurs the

lateral redistribution of sediments towards single-granule layers and expansion of

the cryoconite hole’s profile. Since thicker sediment layers of cryoconite tend

towards net heterotrophy through the self-shading of cryoconite granules (Cook

et al. 2010; Telling et al. 2012a) this restores net autotrophy (Cook et al. 2016a).

Disturbing this process artificially incurs a profound metabolomic stress response

and impact upon carbon cycling (Cook et al. 2016b). As such the floors of

cryoconite holes are sensitively adjusted in three dimensions to provide optimal

conditions for the accumulation of organic matter within cryoconite, which in turn

enhances the melting of ice and the shaping of the cryoconite hole. Cook et al.
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(2015a) defined this multi-lateral network of interactions between cryoconite biota

and the ice surface as “biocryomorphology.” Considering the ubiquity and mobility

of cryoconite holes (Irvine-Fynn et al. 2011a), the potential for microbial processes

to shape the ice surface topography by modulating micro- to meso-scale roughness

and further influence surface melt rates is raised (Cook et al. 2015a). Understanding

how the concerted actions of microbial players within the varied range of biofilms

on ice surfaces—from algal blooms to cryoconite holes—influence glacier pro-

cesses from bioalbedo to biocryomorphology therefore presents a vital research

priority.

4.6 Conclusions

Glacier surfaces are a tripwire for climate change since their response to climatic

warming is to form meltwater which contributes to sea level rise. They also

represent a spatially expansive collective of microbial habitats where life finds

niches in the voids between ice crystals or forms biofilms which promote the

melting of the ice. As always, the abundance and activity of life is closely

intertwined with liquid water, and glacier surfaces are no exception in this regard.

In turn glacial microbial processes accelerate melting and are exported in meltwa-

ter. Given the contemporary trends for climate warming and consequent wastage of

glacial ice, the interactions between life and the surfaces of Earth’s glacier ice will
continue to merit close study by scientists at the interface of microbiology and

glaciology.
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Chapter 5

Microbiology of Subglacial Environments

Amanda M. Achberger, Alexander B. Michaud, Trista J. Vick-Majors,

Brent C. Christner, Mark L. Skidmore, John C. Priscu,

and Martyn Tranter

Abstract The abundance of water at the base of glaciers and polar ice sheets forms

lacustrine features and habitats in the saturated sediments of subglacial hydrolog-

ical systems. Nutrients and energy sources may be made available through miner-

alization of stored organic matter or through glacial processes (e.g., bedrock

comminution) that provide redox couples for microbial life. The logistical chal-

lenges of accessing subglacial environments has limited direct observations to a

small number of locations, but microorganisms and associated microbial activities

have been found in all subglacial environments examined to date (i.e., basal ice and

sediment cores, subglacial lakes, and subglacial outflows at glacial margins).

Molecular and biogeochemical data imply that the microbial clades common in

subglacial environments are utilizing reduced iron, sulfur, and nitrogen compounds
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succursale Centre-ville, Montréal, QC, Canada, H3C 3P8
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as energy sources to fuel primary production at the glacial bed. Here, we review the

latest information on the diversity of subglacial environments and discuss how

interactions between physical and biogeochemical processes affect microbial eco-

systems and processes at the glacier bed.
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5.1 Introduction

Glaciers exist where the annual temperature remains cold enough to allow snowfall

to accumulate for an extended period of time and where conditions allow subsequent

metamorphosis to ice. Glacial ice forms expansive continental ice sheets in the polar

regions (e.g., in Antarctica and Greenland), and at lower latitudes, ice fields (valley

or alpine glaciers) and ice caps (if a volcano or mountain range is completely

glaciated) exist globally at high altitude. Temperate glaciers comprise <4% of the

glacial ice on the planet, but are important freshwater reservoirs and are often the

sources for major rivers vital for irrigation, industry, and providing millions of

people with drinking water (e.g., Severskiy 2004). The Greenland and Antarctic

ice sheets currently cover ~10% of the terrestrial surface (>1.5 � 107 km2) and

contain ~75% of the freshwater on Earth (Paterson 1994). The Antarctic ice

sheet alone contains ~90% of the planet’s ice and, if melted, would result in a sea

level rise of ~65 m (The National Snow and Ice Data Center; http://nsidc.org/).

Evidence for liquid water in the basal zones of polar ice sheets (e.g., Ueda and

Garfield 1970), the discovery of more than 400 subglacial lakes in Antarctica

(Wright and Siegert 2012), and expanding perspectives on the tenacity of life

under cold conditions (e.g., Priscu and Christner 2004; Skidmore 2011; Doyle

et al. 2013) have motivated research to gain new insights about microorganisms

and active biogeochemical reactions in the subglacial environment. The presence of
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viable microorganisms has been documented in deep glacier ice (Abyzov et al.

1998; Christner et al. 2000, 2003, 2006; Miteva et al. 2004), basal ice (Skidmore

et al. 2000; Sheridan et al. 2003; Foght et al. 2004; Miteva et al. 2004; Doyle et al.

2013), subglacial waters (Sharp et al. 1999; Mikucki et al. 2004; Boyd et al. 2011;

Hamilton et al. 2013; Dieser et al. 2014), subglacial sediments (Skidmore et al.

2005; Lanoil et al. 2009), and subglacial lakes and accreted ice (Karl et al. 1999;

Priscu et al. 1999; Christner et al. 2001, 2006, 2014; Gaidos et al. 2004; Achberger

et al. 2016). Here, we review current information on the diversity of subglacial

environments and discuss how interactions between physical and biogeochemical

processes affect microbial ecosystems at the glacier bed.

5.2 Liquid Water Beneath Ice Masses

5.2.1 Water and Life

Water is required as a solvent in biochemical reactions, for mass transfer (i.e., the

physical transport of molecules), and to establish electrochemical gradients (e.g.,

proton motive force). Nutrient-containing (i.e., C, N) surface melt waters enter the

basal zone of warm and polythermal alpine glaciers, and studies of subglacial

outflow and sediments have provided information on the biogeochemistry and

microbial diversity of these environments (e.g., Sharp et al. 1999; Foght et al.

2004; Tranter et al. 2005). The occurrence of subglacial water under polar ice sheets

was first discovered in Antarctica (Ueda and Garfield 1970) and, more recently, in

Greenland (Anderson et al. 2004; Palmer et al. 2013). In the presence of liquid water

and chemical (inorganic or organic) energy sources, subglacial microbial communi-

ties cycle nutrients under some of the most extreme conditions in the biosphere.

5.2.2 Liquid Water in Arctic and Alpine Subglacial
Environments

Ice masses may be classified into three categories based on the temperature regime

of the ice: cold, polythermal, and temperate (Paterson 1994). Cold-based ice masses

consist of ice with temperatures below freezing throughout, and liquid water is only

present in the veins between ice crystals (Nye 1992), with no significant water layer

at the glacier bed. Alpine glaciers in the McMurdo Dry Valleys of Antarctica and

smaller glaciers in the Canadian High Arctic are examples of cold-based ice

masses. Polythermal ice masses are largely found at latitudes above the Arctic

Circle, whereas temperate ice masses (i.e., ice is at the melting point from the

surface to the base) are located at low and mid-latitudes typically as valley glaciers.

Sections of polythermal ice masses are frozen to the bed especially beneath the
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thinner margins and termini. However, the bed is temperate beneath the thicker,

inner zones of the ice mass. Melting can occur at the bed of the glacier due to

geothermal and frictional heating, and a layer of liquid water between the basal ice

and the bed substrate results (Alley et al. 1997). Temperate-based ice masses

have ice at the bed which is at the pressure-melting point throughout, and thus

the entire glacier bed is wet based. The surface of the ice remains snow covered

during the winter, and, during the summer ablation season, surface meltwater is

delivered to the glacier bed via crevasses and moulins from surface snow and ice

melt in both polythermal (Skidmore and Sharp 1999) and temperate ice masses

(Nienow et al. 1998).

A number of different subglacial drainage system configurations are possible

where the glacier bed is temperate, for example, linked cavity systems, canals,

sheet flow, and channelized drainage [for reviews of temperate glacier hydrology

and subglacial processes, see Hubbard and Nienow (1997), Fountain and Walder

(1998), Clarke (2005), and Chu (2014)]. Where basal water is present, microbes

have been documented in the subglacial environment of both temperate glaciers

(Sharp et al. 1999; Foght et al. 2004; Skidmore et al. 2005; Boyd et al. 2011, 2014;

Hamilton et al. 2013) and polythermal glaciers (Skidmore et al. 2000; Wadham

et al. 2004; Bhatia et al. 2006). Tranter et al. (2005) review how subglacial

hydrological flowpaths control the connectivity of chemical weathering environ-

ments, access to atmospheric oxygen, and the redox potential (Eh) of the environ-

ments that microbes colonize (see also Sect. 5.4.1).

5.2.3 Liquid Water Under the Greenland Ice Sheet

Several ice core drilling projects have been carried out in Greenland since the mid

1960s: Camp Century, the Greenland Ice Sheet Project (GISP and GISP2), the

Greenland Ice Core Project (GRIP), and the North Greenland Ice Core Project

(NGRIP). In the deepest portion of these ice cores, referred to as “silty ice,” the ice

contains numerous organic and inorganic inclusions, which are thought to originate

from the subglacial environment rather than from aeolian deposition in snowfall

(Gow and Meese 1996). Anderson et al. (2004) encountered pink-colored basal

water when drilling at NGRIP in 2003, which entered the borehole and raised the

fluid level 45 m, signifying that liquid water exists in certain locations at the bed of

the Greenland Ice Sheet. Analysis of the refrozen material from NGRIP revealed

dissolved CH4 and H2 concentrations approximately 60 and 700-fold higher,

respectively, than air-equilibrated freshwater (Christner et al. 2012). If a large

reservoir of organic matter exists beneath the Greenland Ice Sheet (Wadham

et al. 2012) and/or rock crushing provides sufficient H2 (Telling et al. 2015),

subglacial carbon and methane biogeochemical cycling could be widespread at

the bed.

Using airborne radio echo sounding (RES), Palmer et al. (2013) identified two

small (�10 km2) lakes beneath the western margin of the Greenland Ice Sheet,
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providing the first evidence for subglacial lakes in this region. More recently,

additional locations have been identified (Palmer et al. 2015; Willis et al. 2015)

that exhibit characteristics of active lakes (i.e., periodically undergo filling and

draining cycles). The proximity of these subglacial lakes to supraglacial features

(e.g., lakes, crevasses, and moulins) implies that these hydrologic systems are

sustained through the conveyance of surface melt water to the base of the ice

sheet (Palmer et al. 2013, 2015). Despite the limited number of reports for subgla-

cial lakes in Greenland, high resolution digital elevation models have identified

several regions where hydrologic sinks exist (Lindbäck et al. 2015), indicating that

small (<1 km2) lacustrine features may be more prevalent than previously thought.

Due to their small size and shallow depths, many sensing techniques (e.g., ice

penetrating radar and laser altimetry) must be used in tandem to help identify these

features beneath the Greenland Ice Sheet (Lindbäck et al. 2015). At present, the

volume and retention time of water at the base of the Greenland Ice Sheet is poorly

constrained but fluctuates seasonally due to surface melt inputs (e.g., Rennermalm

et al. 2013; Chu 2014).

5.2.4 Discovery of Subglacial Water Beneath Antarctica’s
Ice Sheets

The Antarctic polar plateau has a mean annual surface temperature of �37 �C and

was first explored in an expedition led by Robert Falcon Scott in 1902. During the

1950s, geothermal heat flow models were developed that predicted an increase in

temperature with depth in the ice, implying that, if the ice sheet is thick enough,

then the basal ice in contact with the bedrock is at the pressure-melting point.

Theoretical predictions, together with seismic measurements of the ice sheet

thickness, supported the idea that liquid water existed at the base of the ice sheet

in central portions of the Antarctic continent (Zotikov 2006).

The first deep drilling operation in Antarctica was initiated in 1966 at Byrd

Station. An ice core was successfully recovered at this site, and bedrock was

reached at a depth of 2164 m below the ice surface in January 1968. The drilling

team did not expect to encounter liquid water at the ice–bedrock interface; however,

water entered the borehole and raised the drilling fluid level 55 m. Due to the

resulting “hydrostatic unbalance” and movement of the aqueous basal fluid into

colder portions of the borehole, further coring and collection of subglacial materials

were suspended to prevent loss of the drill by freezing (Ueda and Garfield 1970;

Zotikov 2006). Shortly after this discovery, Oswald and Robin (1973) used RES to

survey portions of East Antarctica and provided evidence for the existence of water

under the ice sheet by identifying 17 subglacial lakes. Large subglacial lakes create

flat surface depressions in the overlying ice sheet, and some of these features were

used by pilots with the Soviet Antarctic Expedition in the late 1950s as navigation

markers (Zotikov 2006). Robin et al. (1977) later conducted many flights in the
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vicinity of Vostok Station and discovered that a large lake (Subglacial Lake

Vostok) exists beneath the Russian base, which was further supported by satellite

radar altimetry (Ridley et al. 1993) and seismic data (Kapitsa et al. 1996).

Over the last 20 years, RES and satellite laser altimetry data have expanded the

inventory of known Antarctic subglacial lakes to greater than 400 (Wright and

Siegert 2012; Siegert et al. 2016). Subglacial lakes are frequently located near ice

divides, with a majority (~53%) within <300 km of a divide (Wright and Siegert

2011). There is evidence that more than a quarter of Antarctic subglacial lakes are

active due to rapid fluctuations in the surface elevation of the overlying ice,

indicative of water movement at the base of the ice sheet. The transport of water

between lakes occurs along hydropotential gradients (Fricker and Scambos 2009),

and based on studies of the Aurora Subglacial Basin, East Antarctica, subglacial

water may flow unimpeded from interior lakes located over 1000 km from the ice

margin (Wright et al. 2012). Thus, many subglacial lakes are not isolated systems,

and it is likely that hydrologic transfer disperses microorganisms, carbon, and

nutrients between lakes and ultimately to the Southern Ocean. The volume of

known Antarctic subglacial lakes is estimated at 13,000 km3 (Wright and Siegert

2011), which represents ~20% of all freshwater on non-glaciated continents and

enough to cover the whole Antarctic continent with a uniform water layer thickness

of ~1 m (Priscu et al. 2008).

5.3 Subglacial Aquatic Environments

5.3.1 Sampling Subglacial Environments

Over the last decade, significant strides have been made towards understanding the

microbial ecosystems that exist beneath ice masses. The majority of amassed data

on the diversity and physiology of microbial life in subglacial environments has

been derived from the examination of subglacial outflows collected at the margins

of polar and alpine glaciers. However, much less is known about the communities

that exist in the large internal areas of ice masses, primarily due to the substantial

logistical effort needed to directly access and sample such locations (e.g., lakes;

Doran et al. 2008; Siegert et al. 2012). These efforts are further challenged with the

need to introduce minimal chemical and microbial contamination when exploring

these pristine environments (Priscu et al. 2003, 2013; Inman 2005; National

Research Council 2007; Siegert et al. 2007). Despite these obstacles, several pro-

jects have successfully drilled into and sampled subglacial lakes beneath the

Antarctic ice sheet and Icelandic ice caps.

To minimize disturbance and the introduction of surface contamination during

subglacial lake access, several groups have adopted the method of hot water drilling

(HWD; e.g., Thorsteinsson et al. 2008; Rack et al. 2014; Makinson et al. 2016),

which involves heating water sourced from melted snow to 80–90 �C and using the
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thermal energy from the water to melt a hole through the ice mass. Water within the

borehole is circulated back to the surface, reheated, and subsequently pumped through

a deployable hose to further the drilling process at the base of the borehole (e.g.,

Fig. 5.1a). Using water as a drilling fluid in HWD has many advantages, including the

ability to efficiently purge cells via inline filtration and sterilize the cleaned effluent

with ultraviolet irradiation (e.g., Doran et al. 2008; Fig. 5.1b). HWD technology was

implemented successfully to gain access to several Icelandic caldera lakes (Gaidos

et al. 2004, 2009; Marteinsson et al. 2013) and Subglacial Lake Whillans, West

Antarctica (Priscu et al. 2013; Christner et al. 2014; Rack et al. 2014). Although

unsuccessful (Makinson et al. 2016; Pearce et al. 2016), HWD was also the approach

adopted by the Lake Ellsworth Consortium to enter Subglacial Lake Ellsworth, West

Antarctica, when attempted in December 2012 (Siegert et al. 2007, 2012).

Fig. 5.1 (a) Schematic representation of the clean access hot water drill system used at Subglacial

Lake Whillans. Filtration unit components consist of 2.0 and 0.2 μm filters that remove cells and

particulates. Following filtration, water is irradiated with ultraviolet light (185 and 245 nm) before

pasteurization in the boiler unit. (b) The efficiency of each stage of the HWDwas evaluated for the

removal of cells and reduction in cell viability, the latter of which was determined by counts of

colony forming units of Escherichia coli and adenylate triphosphate concentrations of aquatic

communities passed through the system. (c) Non-metric multidimensional scaling analysis of the

microbial community (based on 16S rRNA gene datasets) of the Subglacial Lake Whillans (SLW)

water column and sediments compared to control water samples collected from the drilling system

and borehole
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Due to the enormous energy requirements, HWD has only been used to create

boreholes�2.5 km in depth (Benson et al. 2014; Makinson et al. 2016). Thus, it has

been difficult to implement this technology to gain entry into lakes under thick ice

such as Subglacial Lake Vostok, East Antarctica, which lies beneath ~3.7 km of ice.

To access Subglacial Lake Vostok, the Russian Antarctic Expedition took advan-

tage of a pre-existing mechanically drilled borehole (borehole 5G) at Vostok

Station that was originally created to obtain ice cores for climatic records. The

5G borehole was drilled to a depth of 3623 m in 1998 by a coordinated Russian,

French, and American effort. Owing to concerns of contaminating the lake envi-

ronment with the kerosene-based fluid in the borehole, drilling was terminated in a

zone of accretion ice ~120 m above the water–ice interface. In 2006, a solely

Russian drilling effort resumed coring at this site, and in 2012, Subglacial Lake

Vostok was initially penetrated (e.g., Bulat 2016).

5.3.2 Subglacial Lake Vostok

Subglacial Lake Vostok is by far the largest of all the subglacial Antarctic lakes

identified to date, with a surface area >14,000 km2, volume of 5400 � 1600 km3,

and maximum depth of ~800 m (Kapitsa et al. 1996; Studinger et al. 2004). The lake

consists of a northern basin (water depth of ~500 m) and a larger southern basin

(~800 m water depth), which are separated by a bedrock sill (Studinger et al. 2004).

The variation in ice sheet thickness between the north (~4200 m) and south portion

(~3900 m) of the lake produces a 0.3 �C difference in the pressure-melting point.

This gradient results in glacial ice melting into the lake in the north, and refreezing

(i.e., accretion) to the bottom of the ice sheet in the south, which has important

repercussions for circulation and vertical mixing within the lake (Siegert et al.

2001).

Entry into Lake Vostok via electrochemical drilling occurred in February

2012 at a borehole depth of ~3769 m, when water entered the borehole to a height

of approximately 363 m above the lake (Bulat 2016). The lake water that entered

the borehole was allowed to freeze, and a 32 m ice core was retrieved the following

season. Although the recovered samples were found to be an emulsion of lake water

and microbially contaminated kerosene drilling fluid, an analysis conducted on the

refrozen water estimated the surface lake water contained only tens of cells per ml

(Bulat 2016). In January 2015, Lake Vostok was accessed for a second time and

more refrozen lake water was similarly recovered (Bulat 2016). Analysis of this

material has yet to be published.

Perhaps the most reliable data on conditions in Lake Vostok are derived from

molecular, microbiological, and geochemical analysis of the basal portion

(3539–3623 m) of the 5G borehole (Karl et al. 1999; Priscu et al. 1999; Christner

et al. 2001, 2006; Bulat et al. 2004). Based on ice sheet flow (Bell et al. 2002) and

the concentration of particle inclusions within the accretion ice (Souchez et al.

2002; Royston-Bishop et al. 2005; Christner et al. 2006), ice cores recovered
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between 3539 and 3609 m (referred to as Type I accretion ice) are inferred to have

formed from lake water that accreted in a shallow embayment in the southwestern

portion of the lake, whereas accretion ice between 3610 and 3623 m (Type II

accretion ice) has a much lower debris content and probably formed over the deep

central portion of the lake’s southern basin (de Angelis et al. 2004). Thus, the

accretion ice profile captured in the Vostok ice core represents a transect of surface

waters ranging from the shallow depths in the east to the deep waters in the vicinity

of Vostok Station.

Heterotrophic activity has been reported within melted samples of the accretion

ice (Karl et al. 1999; Christner et al. 2006) while metagenomic and small subunit

(16S) rRNA gene sequencing of extracted DNA, RNA, and isolated cultures imply

the lake is dominated by bacteria related to the Proteobacteria (alpha, beta, gamma,

and delta subdivisions), Firmicutes, Actinobacteria, and Bacteroidetes (Priscu et al.

1999; Christner et al. 2001, 2006; Bulat et al. 2004) with few archaeal or eukaryotic

members (Rogers et al. 2013). Using a quantitative decontamination protocol

(Christner et al. 2005; Fig. 5.2a, b), Christner et al. (2006) examined 20 depths in

the Types I and II accretion ice (between 3540 and 3623 m) and predicted that the

average concentration of organic carbon, prokaryotic cells, and total dissolved

solids in surface waters of the shallow embayment and open lake are 86 and

160 μM, 150 and 460 cells ml�1, and 1.5 and 34 mM, respectively. The input of

organic carbon from the ice sheet has been estimated to be insufficient to support

reproductive growth of the entire lake community, and a sustained ecosystem

would likely require a supplemental chemical energy source (Christner et al.

2006). Supplemental energy needed to support a sustained chemolithotrophic-

based ecosystem (Fig. 5.3) may originate from sulfide and iron mineral substrates

in subglacial debris (e.g., Bottrell and Tranter 2002; Tranter et al. 2002) entering the

lake (Christner et al. 2006) and perhaps by geothermal input from deep faults within

the bottom of the lake (Bulat et al. 2004).

5.3.3 Subglacial Lake Whillans

Subglacial Lake Whillans (SLW) is a small, active lake (maximum area of ~60 km2)

located along the Siple Coast of West Antarctica, beneath ~800 m of ice of the

Whillans Ice Stream (WIS; Fricker and Scambos 2009; Christianson et al. 2012).

Recent observations in this region have shown that water flows between several

interconnected lake systems during episodic flooding events (Fricker and Scambos

2009; Carter et al. 2013; Siegfried et al. 2016). As one of the terminal lakes in this

hydrologic network, SLW receives input from the upper WIS and the neighboring

Kamb Ice Stream (Smith et al. 2009; Wright and Siegert 2012). Since 2003, SLW

has filled and drained on three occasions, with the outflow eventually flowing to the

Ross Sea beneath the Ross Ice Shelf (Fricker and Scambos 2009; Siegfried et al.

2016). The short residence time of water in SLW (Fricker et al. 2007) meant that any

drilling-related impact to the subglacial aquatic system should be minor and
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transitory (Fricker et al. 2011). This combined with close proximity to the United

States research base (~1000 km from McMurdo Station) made SLW an ideal

candidate for exploration.

Fig. 5.2 (a) Concentration of cells on the exterior and interior of ice cores from the bottom

~100 m (i.e., accretion ice) of the Vostok 5G ice core. (b) Cell densities on the inside versus the

outside of the ice core are statistically different (r ¼ 0.016) and the data do not co-vary with depth

(paired t-test, p <0.050). The line is a regression plot of the data points. These data are not

consistent with cells penetrating the ice core as a result of drilling (i.e., through microfractures in

the ice) or via the drilling fluid, supporting the notion that bona fide cell concentrations were

detected within the ice core interior. For detail on the decontamination protocol and the cell

enumeration method, see Christner et al. (2005, 2006)
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In January 2013, the Whillans Ice Stream Subglacial Access Research Drilling

(WISSARD) project used microbiologically clean HWD technology (Priscu et al.

2013) to create a ~800 m deep access borehole into the SLW water column. Upon

breakthrough, lake water entered the borehole, raising the water level in the

borehole by 28 m (Tulaczyk et al. 2014), indicating that significant mixing of the

borehole water with the lake body did not occur. Over the course of 3 days,

measurements and sample collection were conducted in the water column and

sediments (0–40 cm); see Tulaczyk et al. (2014) for details of the scientific

operations.

During sampling, SLW was at low stand following a drainage event, and the

water column depth at the borehole location was ~2.2 m (Tulaczyk et al. 2014;

Siegfried et al. 2016). Analysis of water samples as well as in situ temperature,

conductivity, and depth (CTD) profiles revealed that the lake water was aerobic

with a temperature of �0.49 �C, a pH of 8.1, and a conductivity of 720 μS cm�1

(Christner et al. 2014). These conditions were distinct from those of the borehole

Fig. 5.3 Hypothetical scenario for chemically driven biogeochemical reactions that could be used

for bioenergetics in Lake Vostok. Inputs to the system (northern portion of the lake; see text) are

through the melting of basal ice, which contains crushed sulfide and iron minerals and organic

material from the bedrock, and glacial ice, which provides a constant supply of oxidants (O2 and

NO3
�), nutrients, and organic material. Microbes, minerals, and organic carbon are removed from

the lake via the accretion ice (southern portion of the lake). Shown are oxic and anoxic

chemolithotrophic reactions (i.e., metal sulfide oxidation) that have been documented in Alpine

and Arctic subglacial environments (Bottrell and Tranter 2002; Tranter et al. 2002; Wadham et al.

2004). Fault bound vents may be present in the shallow embayment of the lake (Bulat et al. 2004),

which could introduce significant amounts of thermal energy, geochemical energy, and organic

carbon to the lake. If biotic and/or abiotic oxygen sinks exist in the lake, then the deep waters and

sediments would be expected to be anaerobic. POC, particulate organic carbon; DOC, dissolved

organic carbon
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(i.e., average temperature of�0.17 �C, pH of 5.4, and conductivity of 5.3 μS cm�1)

further supporting minimal mixing between the borehole water and lake during

entry. Analysis of δ18O-H2O indicated that the lake was sourced predominantly

from glacial melt (Christner et al. 2014). The surface sediments of the lake bed were

largely composed of homogenous glacial till (Hodson et al. 2016), while the deeper

sediments contained seawater signatures of past marine intrusions in the region

(Michaud et al. 2016).

The SLWwater column harbored morphologically diverse populations of micro-

bial cells at concentrations of approximately 105 cells ml�1 (Christner et al. 2014;

Purcell et al. 2014). Rates of dark primary production within the water column

revealed sufficient generation of organic carbon to support measured rates of

heterotrophic production (Christner et al. 2014). Relatively, high dissolved organic

carbon (DOC) concentrations in the SLW water column (221 � 55 μmol L�1) may

also support the heterotrophic activity observed, and the lake was found to be

biologically deficient in nitrogen with respect to phosphorous (Christner et al.

2014; Vick-Majors et al. 2016).

Molecular analysis of 16S rRNA genes and transcripts revealed the microbial

communities associated with SLW water and sediments were distinct from water

sampled in the borehole and HWD system, thus enabling a confident evaluation of

the members of the SLW ecosystem (Fig. 5.1c; Achberger et al. 2016). SLW was

dominated by bacterial species, primarily Proteobacteria (gamma, beta, and delta

subdivisions) and Actinobacteria, with a minor archaeal component

(Thaumarchaeota and Euryarchaeota) and little evidence for eukaryotic species

(Achberger 2016). The water column community was primarily composed of taxa

most closely related to species of Polaromonas, Sideroxydans, Albidiferax,
Candidatus Nitrotoga, and Nitrosoarchaeum (Fig. 5.4; Achberger et al. 2016).

Within the sediment profile, species of Methylobacter and Thiobacillus were

prevalent at the sediment–water interface (0–2 cm), while the deeper sediments

were inhabited by poorly classified members of the Actinobacteria, Nitrospirae, and

Candidate division JS1 phyla (Fig. 5.4; Achberger et al. 2016). Based on the

physiology of the nearest cultured relatives, the taxa abundant in SLW are predicted

to rely on the lithotrophic oxidation of reduced iron, sulfur, and nitrogen com-

pounds as pathways for energy generation. Additionally, the abundance of

Methylobacter species also suggests the potential for methane oxidation to occur

beneath the Antarctic Ice Sheet (Michaud 2016).

5.3.4 Subglacial Caldera Lakes

Smaller subglacial lakes have also been found in volcanic calderas beneath an

Icelandic ice cap. Hydrothermal vent activity results in melting of the overlying ice

and filling of the subglacial caldera with water to form a subglacial lake. The

overlying ice on Vatnajokull is ~250–300 m thick, and water depths in the lakes

vary from 20 to 140 m (Gaidos et al. 2004). These lakes typically drain
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catastrophically beneath the ice resulting in an outburst flood, termed a j€okulhlaup.
The draining and filling cycle for these subglacial lakes over the past four decades

has ranged from one to less than ten years (T. Thorsteinsson, personal

communication).

Three Icelandic subglacial lakes, one in the Grı́msv€otn Caldera and the two

Skaftárkatlar Cauldrons, have been accessed via HWD. Molecular analysis of the

Grı́msv€otn water column samples indicates that the lake contains a viable microbial

assemblage that is distinct from that in the borehole water (before lake penetration)

and overlying ice and snow (Gaidos et al. 2004). Sequencing of amplified 16S

rRNA gene fragments from samples of the lake water revealed phylotypes with

high identity to psychrophilic and thermophilic organisms (Gaidos et al. 2004). The

uptake of 14C-labeled bicarbonate in dark, low-temperature incubations of lake

water samples also indicated the presence of chemoautotrophs (Gaidos et al. 2004).

At the time of sampling, the water column in the Skaftárkatlar caldera lakes was

sulfidic (Gaidos et al. 2009; Marteinsson et al. 2013). Both lakes were bacterially

dominated with no detectable archaea (Gaidos et al. 2009; Marteinsson et al. 2013).

Many of the abundant organisms within the lakes, as identified through molecular

Fig. 5.4 The relative abundance of the dominant phyla detected in the water column and

sediments of Subglacial Lake Whillans based on 16S rRNA gene (white) and transcript (black)
analysis
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analysis of 16S rRNA genes, were related to autotrophic species that use hydrogen

or sulfur species as electron donors (e.g., Acetobacterium, Sulfurospirillum,
Sulfuricurvum, andDesulfosporosinus; Gaidos et al. 2009; Marteinsson et al. 2013).

5.3.5 Glacial Margin Environments: Insights to Subglacial
Processes

Due to the logistical challenges associated with drilling into and directly accessing

subglacial aquatic environments (Sect. 5.3.1), numerous investigations have instead

focused on examining subglacial water outflows and freshly exposed proglacial

sediments collected at the margin of glaciers as a proxy for conditions at the bed.

Studies of these environments have provided a wealth of information concerning

the biogeochemical characteristics beneath Arctic and Alpine glaciers. For exam-

ple, Robertson Glacier, in the Canadian Rockies, has been extensively studied and

found to harbor diverse archaeal, bacterial, and eukaryotic communities (Hamilton

et al. 2013). Comparative surveys of 16S and 18S rRNA genes and transcripts

recovered from glacial sediment, cryoconite, and snow samples revealed the pres-

ence of taxa shared between the subglacial and supraglacial environments, indica-

tive of exogenous surface input to the glacial bed (Hamilton et al. 2013). However,

among the organisms found to be highly prevalent in the glacial sediments were

methanogenic archaea and species of Sideroxydans and Sulfurihydrogenibium,
which can derive energy from iron and sulfur oxidation (Hamilton et al. 2013).

Transcripts for genes involved in ammonia oxidation were identified that

were related to species within the order Nitrosomonadales (Boyd et al. 2011),

providing evidence for their involvement in subglacial primary production and

nitrogen cycling. The presence of active methanogenic and chemolithoautotrophic

organisms in the Robertson Glacier subglacial environment is further supported by

geochemical data (e.g., Boyd et al. 2010, 2014; Telling et al. 2015), 14C-labeled

bicarbonate uptake experiments (e.g., Boyd et al. 2014), and microcosom/culture-

based studies (e.g., Boyd et al. 2010; Harrold et al. 2016).

At Russell Glacier, an outlet glacier along the western margin of the Greenland

Ice Sheet (GrIS), subglacial water collected in an outflow over the melt season

exhibited a range in electrical conductivity (EC) and dissolved oxygen (DO) that

was attributed to variable mixing of supraglacial–subglacial melt water and biogeo-

chemical processes (Dieser et al. 2014). Relatively high dissolved methane concen-

trations (2.7–83 μM), isotopically light (δ13C) methane, detectable methane

oxidation rates (0.32 μM per day), detection of particulate methane monooxygenase

(pmoA) transcripts, and the presence of methanotrophic and methanogenic taxa in the

outflows supported a proposition that active methane cycling, and more generally an

active carbon cycle, occurs beneath this portion of the ice sheet (Dieser et al. 2014).

Blood Falls, a subglacial outflow feature found at Taylor Glacier (TG) in the

McMurdo Dry Valleys of Antarctica, is so named because anoxic, iron-rich water

emanating from the glacier terminus turns an orange/red color when oxidized on
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exposure to the atmosphere (Mikucki et al. 2004). Airborne transient electromag-

netic sensing has revealed the source of the subglacial outflow to be hypersaline

brine saturated sediments (~1.5 km3) thought to be derived from the concentration

of ancient marine waters that inundated the region during the Miocene (Mikucki

et al. 2015). Although TG is considered to be a cold-based glacier, the salinity of the

subglacial brine beneath TG is sufficient to remain unfrozen at temperatures around

�6 �C (atmospheric pressure), providing a stable aquatic habitat for microbial life

(Mikucki et al. 2015).

Samples of the outflow from Blood Falls contain ~6 � 104 microbial cells ml�1,

a portion of which are metabolically active and capable of heterotrophic and

autotrophic metabolisms (Mikucki et al. 2004; Mikucki and Priscu 2007). The

microbial assemblages characterized at Blood Falls are largely composed of

Proteobacteria (beta, delta, and gamma subdivisions) and Bacteroidetes, with

most of the taxa phylogenetically related to marine species, consistent with the

geological history of the region (Mikucki and Priscu 2007). Furthermore, several of

the dominant phylotypes are related to taxa capable of deriving energy from iron

and sulfur compounds (e.g., Thiomicrospira and Desulfocapsa), metabolisms that

would be well suited for an environment where sulfur and iron cycling are thought

to be tightly coupled (Mikucki and Priscu 2007; Mikucki et al. 2009).

5.4 Biogeochemical Processes and Microorganisms

in the Subglacial Environment

5.4.1 Chemolithoautotrophy in Subglacial Environments

Glacier flow results in two factors that promote habitability and production of

biomass via chemolithoautotrophic metabolisms within subglacial environments.

First, the comminution of the underlying bedrock produces mechanically weathered

rock with a high surface area to volume ratio. These crushed mineral grains provide

fresh, reactive surfaces for microorganisms to access redox active elements for

microbial metabolism (Tranter et al. 2005; Telling et al. 2015). Second, frictional

heating provides liquid water to subglacial environments. The presence of finely

crushed rock with large mineral surface areas and water promotes rock–water

interactions which efficiently solubilize cations and anions present in the bedrock.

Of particular interest for microorganisms is the release of redox active elements

(i.e., sulfur, iron, manganese) and H2 from crushed bedrock (Tranter et al. 2005;

Telling et al. 2015). Products from rock–water interactions may be used as electron

donors or acceptors based on the redox state of the subglacial environment to drive

microbial metabolism and formation of biomass through chemolithoautotrophic

metabolic pathways. Microbial metabolism in subglacial environments is dependent

on ice–water–bed interactions providing redox active elements as well as the avail-

ability of oxygen (Tranter et al. 2005; Skidmore 2011; Mitchell et al. 2013).
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The availability of oxygen at the glacier bed is controlled by water transported

from the supraglacial to subglacial environment through crevasses and moulins or

through the melting of basal ice which contains atmospheric gases. In ice masses

where water is transported to the bed (i.e., temperate and polythermal glaciers and

GrIS), the water typically enters the bed with dissolved oxygen near saturation.

Once oxygen reaches the bed of the ice mass, the size of the glacier bed and overall

structure of the hydrologic drainage system determines the water retention time

and, thus, controls the temporal and spatial distribution of microbial oxygen

consumption (Fountain and Walder 1998; Tranter et al. 2005). A channelized

subglacial drainage system, resembling a stream network, provides an efficient

path for water to move towards the glacier terminus. These channels do not house

water throughout the year and atmospheric gases can fill the channels when water is

not present (Fountain and Walder 1998; Tranter et al. 2005). A distributed drainage

system can also be present beneath an ice mass and led to longer water retention

times as the water flows slower through many smaller, circuitous branches, which

are typically water filled throughout the year. These two different routes for water

through a subglacial environment permit differing oxygen dynamics that favor

aerobic microorganisms (channelized drainage system) and anaerobic microorgan-

isms (distributed drainage system).

The geochemical signatures of metabolism vary given the oxygen supplied by

contrasting subglacial drainage systems. Microorganisms directly influence geo-

chemistry through their metabolism (e.g., produce sulfate from sulfide oxidation)

and indirectly through generating metabolic end products that enhance mineral

weathering (e.g., H+ from sulfide oxidation). Subglacial hydrology and drainage

will influence the delivery of oxygen and types of metabolisms possible at the bed,

which may be inferred by examining geochemical end products that are exported

from the terminus of the glacier. For example, sulfide oxidation and organic carbon

remineralization at the glacier bed consume oxygen, eventually creating anoxia.

Tranter et al. (2002) reported excesses of sulfate relative to that theoretically

possible by oxidizing FeS2 in O2-saturated water, indicating the microbial oxidation

of metal sulfides in glacial flour also occurs under anoxic conditions, perhaps using

Fe(III) as an oxidant (Bottrell and Tranter 2002; Tranter et al. 2002). Recently, a

cold-adapted, autotrophic bacteria was isolated from subglacial sediments that

couples the oxidation of thiosulfate to the reduction of oxygen, nitrate, or nitrite,

linking the sulfur and nitrogen cycle beneath glaciers (Harrold et al. 2016). Most

sulfide- and iron-oxidizing bacteria are members of the β- and γ-Proteobacteria, and
taxa related to autotrophic species of Thiobacillus and Sideroxydans are found in

many subglacial environments, where they may provide fixed carbon to the eco-

system (Foght et al. 2004; Skidmore et al. 2005; Mitchell et al. 2013; Boyd et al.

2014; Achberger et al. 2016; Harrold et al. 2016).

Christner et al. (2006) suggest that sulfide and iron oxidation could serve as the

basis for a chemolithotrophic food web in Lake Vostok (Fig. 5.2). Electron accep-

tors such as oxygen and nitrate are continually introduced into the lake through the

melting of basal ice, and sulfate is produced through the chemical weathering of

sulfide minerals in the bedrock. There has been speculation regarding geothermal
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energy input from high-enthalpy mantle processes or seismotectonic activity (Bulat

et al. 2004), which could introduce significant amounts of geochemical energy and

CO2 and could support an ecosystem similar to those found in deep-sea hydrother-

mal vents. However, the data support the role of glaciological processes in supply-

ing subglacial lake ecosystems with nutrient and redox couples for microbial

metabolism, and therefore the search for viable subglacial communities need not

be exclusive to environments with geothermal input.

Although most of the evidence for subglacial chemolithoautotrophy is derived

from studies of smaller valley glaciers (e.g., Skidmore et al. 2005; Boyd et al.

2014), geochemical and microbiological data imply that similar physiologies (i.e.,

sulfide and iron oxidation) are active in aquatic environments beneath the West

Antarctic Ice Sheet (WAIS) (Lanoil et al. 2009; Skidmore et al. 2010; Purcell et al.

2014; Achberger et al. 2016). The production of excess sulfate in the upper 15 cm of

sediments beneath SLW, concurrent with evidence for O2 depletion, and 16S rRNA

transcripts closely related to Thiobacillus and Sideroxydans spp., in the upper 6 cm
provides additional support for active sulfide-oxidizing microorganisms

(Achberger et al. 2016; Michaud et al. 2016). Further, the metabolic activity of

Thiobacillus and Sideroxydans spp. could indirectly impact mineral weathering

through the production of protons during sulfide oxidation, as shown by a peak in Si

concentration coinciding with a peak in their rRNA abundance (Achberger et al.

2016; Michaud et al. 2016).

It has been hypothesized that the oxic conditions in SLW, which favor the

observed sulfide- and iron-oxidizing microorganisms, may be are maintained by

high geothermal heat flux, which induces melting at the ice sheet bed releasing

atmospheric oxygen trapped during ice formation at the surface (Fisher et al.

2015; Vick-Majors et al. 2016). The oxygen concentrations then depend on the

biological and chemical oxygen demand of the system. For example, the esti-

mated biological demand of SLW exceeds oxygen inputs. Based on dissolved O2

concentrations in the waters at the time of sampling, the lake would go anoxic in

~4 years without additional inputs of oxygen (Vick-Majors et al. 2016). The

concentration profile of redox sensitive species in SLW sediments (such as V)

indicate oxygen is consumed within the upper 15 cm of sediment and horizons

below this depth are anoxic (Michaud et al. 2016). These anoxic sediments

beneath SLW should be conducive to anaerobic microorganisms, notably

methanogenic archaea that have been identified in the deepest horizons of SLW

sediment available (Achberger et al. 2016) and in other subglacial environments

(Boyd et al. 2010; Wadham et al. 2012).

5.4.2 Heterotrophic Activity in Subglacial Environments

Microbial activities in subglacial environments are most likely limited by some

combination of: the permanent darkness (i.e., no photosynthetic activity), low

temperature, availability and quality of organic substrates, and low concentrations
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of N relative to C and P (Boyd et al. 2011; Christner et al. 2014; Vick-Majors et al.

2016). In spite of this, microbial activity has been detected in many subglacial

environments. For example, samples collected from the outflow of Blood Falls

(Sect. 5.3.5) that contained relatively high dissolved organic carbon (DOC;

711 μM) concentrations were positive for both thymidine and leucine incorporation

(proxies for heterotrophic microbial activity; 1.63–12.5 nM thymidine per hour and

0.51–1.0 nM leucine per hour; Mikucki et al. 2004). Data from Lake Vostok

accretion ice suggest that the lake is oligotrophic (�250 μM DOC, �2.50 μM
total N), but that 75–99% of microorganisms present are potentially viable and

capable of metabolizing glucose and acetate (Karl et al. 1999; Priscu et al. 1999;

Christner et al. 2006). There is also evidence that microbial activity occurs in the

unfrozen liquid vein network in ice at �4 �C to �33 �C, a temperature range that is

similar to those at frozen glacier beds (e.g., �15 �C at Taylor Glacier), albeit at

rates indicative of maintenance metabolism (Bakermans and Skidmore 2011; Doyle

et al. 2013). Heterotrophic activity in the subglacial environment must ultimately be

supported by a combination of organic matter generated by chemolithotrophic

primary production (e.g., Boyd et al. 2014), and that stored in the sediments (e.g.,

Bhatia et al. 2010), or transported to the bed (i.e., in regions where the supraglacial

and subglacial hydrological system are directly connected; Willis et al. 2015).

There is taxonomic and potential functional coherence among subglacial het-

erotrophic taxa. For example, taxa related to the Polaromonas comprised one of the

most abundant groups in the SLW water column (Achberger et al. 2016).

Polaromonas can degrade a variety of carbon compounds and are commonly

found in cryospheric and high latitude environments (Lanoil et al. 2009; Boyd

et al. 2011; Hell et al. 2013; Hodson et al. 2015). Taxa related to Albidiferax
ferrireducens, which grows heterotrophically on acetate using iron as an electron

acceptor, have also been found to be numerically abundant in subglacial environ-

ments including SLW and beneath northern hemisphere glaciers (Skidmore et al.

2005; Achberger et al. 2016).

The availability of organic carbon substrates to support heterotrophic growth has

been documented in a number of subglacial environments, with carbon pools

characterized as labile microbial carbon (e.g., Wright Glacier, Antarctica; Stibal

et al. 2012), more recalcitrant, relict plant material (e.g. Russell Glacier, Greenland;

Stibal et al. 2012), and more recalcitrant, relict marine material mixed with recently

microbially derived material (e.g., Subglacial Lake Whillans, Antarctica; Christner

et al. 2014; Vick-Majors 2016). Concentrations of organic carbon reported for

subglacial environments are low compared to more productive surface environ-

ments: Lake Vostok (17–250 μM, estimated from the accretion ice: Priscu et al.

1999; Christner et al. 2006), subglacial meltwaters and basal ice in the high Arctic

(8–100 μM: Skidmore et al. 2000; Barker et al. 2006), glacial meltwaters of the

Canadian Rocky Mountains (13–64 μM: Lafreniere and Sharp 2004), and the water

column of SLW (220 μM; Christner et al. 2014). In addition, the lack of photosyn-

thetically produced carbon may mean that significant fractions of the DOC are of

poor quality (Ogawa et al. 2001).
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Heterotrophic metabolic rates in subsurface environments are typically low, such

as those found in deep sea sediments, (10�5 to 10�3 fmol C per cell per day)

compared to surface environments (0.1–10 fmol C per cell per day; (Jørgensen

2011); similarly low rates (2–8 � 10�3 fmol C per cell per day) were found in the

water column at SLW (Vick-Majors 2016). Nutrient amendments (C, N, and P) failed

to consistently stimulate rates of heterotrophic activity in SLW, and productivity

increased by 5% per �C of temperature increase to a maximum of 0.6 nmol C L�1 per

day at 10 �C, with a community Q10 of 2.13, indicating that the community was not

temperature-limited (Vick-Majors et al. 2016). The availability of freshly produced

carbon substrate did not immediately explain the low heterotrophic rates. Most of the

heterotrophic carbon demand in SLW was apportioned to respiration rather than

biomass production (92%; Vick-Majors et al. 2016), and when this was considered,

chemolithoautotrophic production exceeded the heterotrophic carbon demand by a

factor of 1.5. Thermodynamic calculations in terms of energy density (LaRowe and

Amend 2014) imply that the energy available to support heterotrophic activity was

20-fold lower than that to support chemolithoautotrophic metabolism (Vick-Majors

et al. 2016), suggesting that energy limitation may constrain heterotrophic metabolism

in SLW. Whether this is characteristic of all subglacial environments remains to be

seen, as few studies have reported rates of both heterotrophic and chemolithoautotrophic

activity. One such study at Blood Falls reported a ratio of chemolithoautotrophic to

heterotrophic production as ~0.5 (Mikucki et al. 2004, Mikucki and Priscu 2007),

suggesting that a range of ecological conditions (net heterotrophic vs. net autotrophic)

may be encountered in disparate subglacial environments.

5.4.3 Do Subglacial Environments Harbor Endemic
Microbial Species?

Microbiological investigations of glacial environments (i.e., cryoconite holes,

subsurface glacial ice, accreted ice from Lake Vostok, subglacial sediment, and

subglacial outflow and streams) in polar and non-polar locations indicate that strong

phylogenetic relationships exist between bacteria from geographically distant envi-

ronments (e.g., Priscu and Christner 2004). In plants and animals, allopatric speci-

ation can occur when a geographically isolated population diverges from the parent

population, resulting in the emergence of a genetically distinct species. Biogeo-

graphical relationships exist between cyanobacteria in hot springs (e.g., Papke and

Ward 2004). However, the question remains as to whether geographically separated

glacial environments possess endemic or cosmopolitan species.

Figure 5.5 shows the phylogenetic relationships (based on 16S rRNA

gene analysis) between Alphaproteobacteria of the genera Methylobacterim
and Sphingomonas, the Gammaproteobacterium Methylobacter, and the

Betaproteobactia genera of Polaromonas, Sideroxydans, Thiobacillus, and

Candidatus Nitrotoga isolated from glacial and subglacial environments in
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Fig. 5.5 Phylogenetic analysis of small subunit (16S) rRNA gene sequences from species

frequently isolated from and identified in glacial and subglacial environments. The phylogenetic

tree was generated using the maximum likelihood method. The scale bar represents 0.05 fixed

substitutions per nucleotide position
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Antarctica (glacial ice, Subglacial Lake Whillans, Kamb Ice Stream sediments),

Greenland (glacial ice and subglacial outflow), China (glacial ice), and New Zealand

(subglacial sediment). Also included in Fig. 5.5 are related strains and cloned

sequences recovered globally from the deep sea vents, Antarctic marine waters,

subsurface aquifers, frozen Arctic lakes, and permafrost, polar, and alpine soils.

The distribution of related bacteria in worldwide glacial and subglacial environments

implies that some members of these genera evolved under cold conditions and likely

possess similar strategies to survive freezing and metabolize at low temperatures.

While the phylogeny of a single gene (i.e., 16S rRNA; Fig. 5.5) is not sufficient to

resolve fine scale evolutionary relationships, analysis of multiple loci and recent

advances in genomic sequencing technology make these types of experiments now

feasible and cost-effective. Due to the isolated nature of subglacial environments,

these systems may represent promising evolutionary models for investigating bacte-

rial endemism and to test theory-based species concepts (e.g., Cohan 2002).

5.5 Conclusions

Despite the fact that>80% of the biosphere (by volume) is permanently below 5 �C
and most of the biomass is microbial (Priscu and Christner 2004), very little is

known about the biology of microorganisms inhabiting permanently cold environ-

ments. Biologists have studied life on the margins and surfaces of glaciers for

nearly a century, but until recently, the subglacial environment was thought to be

inhospitable for life. The discovery of active microbial assemblages beneath gla-

ciers and realization that large quantities of liquid water exist beneath polar ice

sheets has resulted in a new paradigm in the study of life in the cryosphere.

Knowledge of microbial life in subglacial ecosystems is limited due to sparse

data and the technological, financial, and environmental challenges associated with

sampling of such cold and remote subsurface environments. Considerable progress

has been made over the last 10 years in the exploration and study of subglacial

environments, permitting a glimpse of the microbial life that exists under condi-

tions of cold temperature, low nutrient input, and no sunlight. Priscu et al. (2008)

estimate that the number of cells and organic carbon content in Earth’s glaciers and
subglacial environments (4 � 1029 cells and 10 Pg C) exceeds that reported for the

Earth’s surface freshwater lakes and rivers (1.3 � 1026 cells and 0.5 Pg C) and is

close to that for the open ocean. These tentative estimates imply that glaciated

environments contain a considerable pool of cells and organic carbon, and the deep

cold biosphere may represent a significant and previously unknown global source of

CO2 and CH4 (Sharp et al. 1999). As such, biogeochemical cycling models assum-

ing zero rates of microbial mineralization in glacially overridden soils may under-

estimate the flux of CO2 and CH4 released to the atmosphere during glacial to

interglacial transitions.

The study of ecosystems in the cold deep biosphere also has implications for the

natural history and evolution of life on Earth, as well as on icy planets and moons in
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the solar system. Geological evidence indicates a number of periods during Earth

history where there have been lengthy episodes of glaciation (Eyles 2008). One

notable example of pervasive low latitude glaciation occurred during the late

Proterozoic, referred to as a “Snowball Earth” (Kirschvink 1992). Hoffman et al.

(1998) argue that during the “Snowball Earth” period, the planet was completely

covered in ice for at least 10 million years, and liquid water only existed in the

ocean under a thick ice cover. If this scenario is accurate, such a long period of

global freeze would have had drastic consequences on ecosystems established prior

to this event, and subglacial environments may have provided an important refuge

for life during such an extended ice age. Polar ice caps composed of water ice exist

on Mars; there is evidence for glaciers at lower latitudes during times of higher

obliquity (Head et al. 2005), and the Jovian moon Europa is thought to maintain a

50-100 km-deep liquid ocean under a 3–4 km-thick ice shell (Turtle and Pierazzo

2001). Thus, the study of cold, dark, subglacial environments on Earth will provide

insight as to the likelihood of microbial life surviving and persisting in icy extra-

terrestrial environments. Furthermore, the challenge of identifying appropriate

extraterrestrial sites for exploration and developing technology to sample icy

subsurface environments will directly benefit from the experience gained by study-

ing earthly analogs.

Subglacial environments remain one of the last unexplored frontiers on our

planet. While the study of microbial communities that function near the freezing

point of water is inherently interesting, these ecosystems are also clearly relevant to

determining the boundaries for life in the biosphere, biogeochemical cycling, the

natural history of life on Earth, and astrobiology. We can therefore expect subgla-

cial exploration to be at the forefront of cryospheric research in the future and the

years to follow should prove to be an interesting time of discovery.
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Chapter 6

Viruses in Glacial Environments

Sara M.E. Rassner

Abstract Viruses play a central role in glacial microbial communities. Prokaryotes

in glacial environments support surprisingly large viral communities, which, in

turn, have a considerable impact on the prokaryotic communities. Through the lysis

of host cells and by lowering the growth efficiency of prokaryotic communities,

viruses substantially alter the carbon cycling in glacial environments. Despite many

similarities with viruses in other habitats, the unique characteristics of glacial

environments have accentuated certain features in glacial viruses and their interac-

tions with their hosts, e.g. low viral decay rates in supraglacial viruses as a

mechanism for overcoming low host contact rates in systems with low prokaryotic

abundances, virus-specific temperature adaptation that differ from that of the host,

and virus-mediated transfer of CRISPR arrays that confer immunity against super-

infection. Current literature suggests that viral communities in glacial environments

are as genetically diverse as those in other environments and, with recent techno-

logical advances in environmental genomics and bioinformatics, we are posed to

tackle the next great challenge in viral ecology of identifying and quantifying the

dynamics of individual virus–host pairs in environmental samples.
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6.1 Introduction

Viruses are integral to microbial ecosystems and glacial environments are no

exception. In fact, viruses are both as numerous and diverse, if not more so, in

microbially dominated polar aquatic habitats as in the oceans (Aguirre de Cárcer

et al. 2015; Cavicchioli 2015).

For every group of organisms, there are viruses that infect them (i.e. algal,

archaeal, protozoan and other eukaryotic viruses, such as mycoviruses, as well as

cyano- and bacteriophages). As can be expected from this diverse range of hosts,

there is a great diversity among viruses, in terms of their size (18–1500 nm;

Legendre et al. 2014; Tu et al. 2015), morphology (e.g. icosahedral, filamentous,

caudate; Ackermann 2007), genome size (3.2 kb–2.5 Mb; Kay and Zoulim 2007;

Philippe et al. 2013), genetic material (e.g. single- and double-stranded RNA and

DNA;Weinbauer 2004) and mode of action (e.g. lytic, lysogenic, chronic infection;

Weinbauer 2004).

Although they come in a plethora of shapes and sizes, it is usually not possible to

identify viruses without co-culturing with their host or by sequencing of their

genome. It is therefore common to group all viruses found in environmental

samples and simply refer to them as ‘viruses’ or ‘bacteriophages’ (on the assump-

tion that a majority of the viruses found in a bacteria-dominated habitat have been

produced in bacteria). In addition, because of their small size, electron microscopy

is required to obtain sufficiently detailed images of their structure (Weinbauer

2004). As a result, many studies rely on epifluorescence microscopy of nucleic

acid stained samples at ca. 1000�magnification (Noble and Fuhrman 1998). Using

this method, viruses show up as bright pin pricks of green or yellow light against a

black background (Patel et al. 2007) and since it is not possible to see the structure

of the viruses, they are referred to as virus-like-particles (VLPs).

6.1.1 History of the Study of Glacial Viruses

The study of environmental viruses in glacial environments broadly mirrors and

follows on from that of the more well-studied marine viruses and, similarly to that

of marine viruses, the field has developed through three fairly distinct phases:
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Initially, the focus was on determining whether viruses were present in a variety

of habitats and to enumerate viruses and compare their abundance to that of the

potential host (e.g. bacterial or algal) community in the same habitat. Efforts were

also made to estimate frequency of infection, burst size and proportion of lysogens.

A majority of these studies were included in the review by Säwstr€om et al. (2008),

in which the authors showed that despite their typically low abundances of bacteria

(Table 6.1), polar glacial and lentic habitats supported higher-than-expected num-

bers of VLPs, as evidenced by high virus-to-bacterium ratios (VBRs). However, the

large variability in the data collated and presented by Säwstr€om and co-workers

highlights one of the difficulties facing polar microbiologists, namely the patchi-

ness of microbial communities in glacial environments. During this time period, the

focus of environmental viral ecology was on the role of viruses in bacterial

mortality and their effect on bacterial production and carbon cycling (Säwstr€om
et al. 2008). Due to technical limitations, bacterial and viral communities were

(mainly) treated as whole units, masking any differences in response between

subpopulations.

During the second phase, the focus shifted from treating microbial communities

as large uniform units, and more emphasis was put on the genetic variety within

each community (e.g. Cottrell and Kirchman 2012). It had been previously

acknowledged that the overall response of a specific microbial community was

likely to hide contrasting and sometimes opposite changes in populations; however,

Table 6.1 Reported ranges of virus-like-particle (VLP) and bacterial abundances, and virus-to-

bacterium ratios (VBR), in glacial environments, after type of habitat

VLP (�106) Bacteria (�106) VBR n Reference

Arctic

Supraglacial 0.05–1.19 0.007–0.07 7.4–31.2 5 Säwstr€om et al. (2008)

and references therein

�1.012 �0.017 �58.1 1 Rassner et al. (2016)

562–2450 268–1960 1.2–4.0 20 Bellas et al. (2013)

Englacial 0.01–0.56 0.7–74.0 Anesio et al. (2007)

Subglacial �0.9 �0.12 �7.3 1 Säwstr€om et al. (2008)

and references therein

Lakes 0.92–28.9 0.38–2.06 1.6–25.2 17 Säwstr€om et al. (2008)

and references therein

0.62–2.61 0.50–1.59 1.21–2.47 8 Gorniak et al. (2016)

Alpine

Lake 0.438–12.5 0.068–0.610 ca. 4–105 16 Drewes et al. (2016)

Antarctic

Lakes 0.02–120 0.08–5.0 0.1–126.7 30 Säwstr€om et al. (2008)

and references therein

Italicised values are expressed as per gram dry mass; all other values are expressed as mL�1.

Sampling effort (n) reflects both number of sites and number of sampling occasions in the case of

repeat sampling. Values for lakes are given for comparative purposes and the data presented here

are representative rather than exhaustive
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it was not until the development and decreasing costs of high-throughput sequenc-

ing that this issue could be addressed in sufficient detail. From 2008 to ca. 2013, a

number of papers on the metaviromes of various glacial environments were

published, thereby beginning to describe the viral diversity of these habitats (Bellas

and Anesio 2013; Bellas et al. 2015).

In the current third phase, a move has been made to try to understand the

intricacies of the biotic interactions between viruses and their hosts (Anesio and

Bellas 2011; Yau et al. 2011), such as CRISPR-Cas systems (Bellas et al. 2015;

Sanguino et al. 2015), host defence-mechanisms and temperature dependence of

virus–host interactions (Wells and Deming 2006a). A fascinating array of virus–

host interactions have been identified and their mechanisms of action have started

to be unravelled.

6.2 Viruses in Glacial Habitats

The term glacial environments encompasses a large variety of habitats, which

present vastly different challenges to the microbes and viruses inhabiting them

(Boetius et al. 2015). Conditions at the surface of glaciers, ice caps and ice sheets

are very different from those within or underneath the same bodies of ice. Com-

munities at the surface are exposed to fluctuations in solar radiation and tempera-

ture, but experience excellent conditions for photosynthesis (at the poles, during

summer only). Communities at the bed of glacial ice have to contend with high

pressure, high ion concentrations and complete darkness and are thus reliant on

chemoautotrophy (Skidmore et al. 2005) and a limited influx of organic matter.

In the same year as the review by Säwstr€om et al. (2008) was published, Hodson

et al. (2008) published a seminal paper consolidating the concept of a ‘glacial
ecosystem’ and providing a framework for the field of glacial microbiology. An

additional benefit has been that by researchers distinguishing between the different

types of glacial habitats (e.g. supra-, en- and subglacial, snowpack, meltponds,

proglacial lakes) when reporting results, it has become easier to use data from the

literature to make predictions about specific microbial communities.

6.2.1 Limited Focus on Viruses

In the majority of studies of glacial microbial communities, the focus has been

predominantly on the prokaryotes, and bacteria and cyanobacteria, in particular (see

Chap. 4). The number of studies of the viral component of these communities is

small and typically limited to measuring specific parameters in relation to the

prokaryotic community in question. As a result, we do not have a very cohesive

picture of the role of viruses in these communities.
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Most studies of glacial viruses are from studies of supraglacial habitats, in

particular cryoconite and cryoconite holes (e.g. Castello et al. 1999; Anesio et al.

2007, 2009; Säwstr€om et al. 2007b; Bellas and Anesio 2013; Ji et al. 2015). Arctic

aquatic supraglacial habitats typically have low bacterial (0.007–0.07� 106 cells

mL�1) and viral abundances (0.05–1.19� 106 VLPs mL�1) (Table 6.1). However,

when viewed in relation to the size of the bacterial community, it becomes apparent

that these habitats can sustain remarkably high virus (VBR 7.4–58.1) (Säwstr€om
et al. 2008; Rassner et al. 2016). In contrast, the values reported for supraglacial

sediments (cryoconite) from Svalbard and the Greenland Ice Sheet suggest that

viruses are less prominent in these particle-associated habitats: 2.68–19.6� 108

cells g�1 dry mass, 5.62–24.5� 108 VLPs g�1 dry mass, mean VBR 1.2-4.0 (Bellas

et al. 2013).

The studies of englacial and subglacial environments are much more limited. In

a study of viruses in cryoconite holes on Svalbard, Anesio et al. (2007) also took

some shallow ice cores (0–90 cm depth), which showed that at least the viral

abundance of the upper layer of ice (0.01–0.56� 106 VLPs mL�1) was comparable

to that of supraglacial meltwater from the same glacier, but the range of VBRs were

a lot larger (0.7–74). Säwstr€om et al. (2007b) reportedly found comparatively high

numbers of bacteria (�0.12� 106 cells mL�1) and viruses (�0.9� 106 VLPs mL�1;

VBR�7.3) in subglacial water emerging at the front of a Svalbard glacier. Whereas

Górniak et al. (2016) could not detect any viruses in the subglacial outflow from

another Svalbard glacier, despite finding seven times as many bacteria (0.85� 106

cells mL�1).

6.2.2 Reliance on Comparisons with Studies of Polar Lakes

The number of papers concerning (mainly or partly) viruses in glacial ecosystems is

rather limited and a literature search will only result in a little over 40 papers. In

contrast, the studies of viruses in Arctic and Antarctic lakes are more numerous

[e.g. Cavicchioli (2015) and references therein]. As a result, the research community

has to rely on these data despite there being a not insignificant difference in physical

parameters between large water bodies like lakes and most glacial habitats

(e.g. cryoconite, ice, meltwater streams and ponds). One notable difference is the

potential for using studies of permanently ice-covered Antarctic lakes to make

inferences about subglacial lakes (Filippova et al. 2016).

In their review, Säwstr€om et al. (2008) included data compiled from

17 Arctic lakes and 30 Antarctic lakes. The Arctic lakes generally supported larger

bacterial and viral communities: 0.38–2.06� 106 cells mL�1; 0.92–28.9� 106

VLPs mL�1; VBR 1.6-25.2. The data from the Antarctic lakes highlighted the

large variations in bacterial (0.08–5.0� 106 cells mL�1) and viral abundances

(0.02–120� 106 VLPs mL�1; VBR 0.10–126.7). Because of the large variation in

morphology, nutrient status and water chemistry, it is perhaps not surprising that
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Antarctic lakes display a much larger range of bacterial and viral abundance than

both Arctic lakes and glacial habitats.

6.2.3 Temperature Ranges

Similarly to all other biological entities, viruses seem to have preferred temperature

ranges, each with their specific optimal temperature range within which infection

results in larger number of progeny. In a study of marine psychrophilic virus–host

systems, Wells and Deming (2006a) defined cold-active bacteriophages as viruses
that can successfully infect host bacterial cells and produce progeny at temperatures

lower than +4 �C. They also argued that there is a distinction between the host being
psychrophilic and the virus being cold-active and showed that the production of a

bacteriophage varied with temperature semi-independently to the host. The cold-

active bacteriophage in Wells and Deming’s study was incapable of producing

progeny at temperatures above 4–8 �C.
In contrast, two recent culture-based studies of glacier-derived phage–host pairs

obtained from Mingyong glacier in China showed that viral production was at its

highest at ca +15 �C (host: Janthinobacterium sp.; Li et al. 2016) and suggested that

a lower burst size and extended latent period was indicative of an adaptation to low

temperatures (host: Bacillus cereus; Ji et al. 2015). Neither B. cereus nor

Janthinobacterium are true psychrophiles (both being soil bacteria also found in

temperate climates), but rather psychrotolerant species, and the bacteriophages in

these studies were clearly capable of producing progeny at temperatures well above

+4 �C (e.g. +20 �C). However, unlike the two host species, the bacteriophages were
not able to cope with higher temperatures. Similar results were reported by

Sillankorva et al. (2004) who linked the success of phage infection and production

to temperature-dependent changes in types of cell wall receptors present on the host

bacterium.

Thus, in those glacial environments where the temperature fluctuates around or

above 0 �C, there is a potential for several hosts and viruses with overlapping but

very different temperature ranges to co-exist, thereby possibly increasing the

complexity of the interactions taking place.

6.2.4 Host Specificity

Viruses have traditionally been considered very host specific, i.e. each virus is

limited to a small number of host species (Wommack and Colwell 2000). However,

transplantation experiments have shown that some viruses are capable of infecting

prokaryotes from completely different environments (Sano et al. 2004). Anesio

et al. (2007) found that viruses from a supraglacial habitat of a Svalbard glacier

could infect bacteria taken from a lake in the glacier’s forefield. However, the lack
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of genomic data makes it impossible to determine whether the same bacterial

species were present in both habitats.

6.3 Diversity of Glacial Viruses

There are a limited number of studies of the genomic diversity of viruses in glacial

environments and a combination of factors has contributed to this. The typically

low abundances of viruses in glacial habitats means that viruses must be concen-

trated from large sample volumes (e.g. hundreds of litres of glacial meltwater) in

order to obtain enough material for downstream applications, be that electron

microscopy or genome sequencing. This often presents not only a methodological

challenge, such as concentrating viruses from large volumes of water or ice

(e.g. clogging of filters, ultracentrifugation of large volumes; Wells and Deming

2006a; Rassner et al. 2016) and dislodging particle-associated viruses (e.g. from

cryoconite or clay particles; Allen et al. 2010; Bellas et al. 2015), but also a

logistical one, as many sampling sites are in remote location without adequate

laboratory facilities and requiring prolonged transport of samples. The development

of methods for analysis of assemblages of viruses from environmental samples has

also lagged behind that of methods for prokaryotic communities, but is now

catching up (Rose et al. 2016). Ongoing adaptation of analytic and sequencing

techniques to accommodate the size and diversity of viral genomes has opened up

for high-resolution analysis of the diversity of environmental viral communities.

However, the research community is still tackling obstacles, such as the absence of

a universally present conserved region similar to the 16S rRNA gene in bacteria and

archaea, a lack of communal genomic sequence repositories and frequent

misidentification of viral and prophage DNA as prokaryotic DNA (Bruder et al.

2016; Rose et al. 2016).

In the studies that exist, a variety of approaches has been used. Bellas et al.

(2013) used capsid protein g23 to investigate the diversity of T4-type (a subgroup of
the Myoviridae) bacteriophages in samples from cryoconite, supraglacial meltwa-

ter, proglacial lake water and near-coastal seawater and found the different habitats

to harbour distinct and diverse T4 communities. The phages isolated from

Mingyong glacier by Li et al. (2016) and Ji et al. (2015) were identified as

Siphoviridae and Podoviridae, respectively, based on morphology using TEM, in

combination with SDS-PAGE of structural proteins. The genome of the

Podoviridae phage has recently been sequenced by Qin et al. (2016). With the

development of high-throughput sequencing, it is now becoming possible to study

the metaviromes of glacial habitats. In a study of dsDNA viromes of cryoconite

from the Greenland Ice Sheet and two Svalbard glaciers, Bellas et al. (2015) found

large amounts of viral dsDNA, with a majority of matches belonging to the

Caudovirales (caudate bacteriophages), mainly Siphoviridae but also Myoviridae
and Podoviridae, and they succeeded in generating a total of 54 consensus

genomes.
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However, once again, more data are available for the viral diversity of polar

lakes (López-Bueno et al. 2009, 2015; Yau et al. 2011; Wilkins et al. 2013;

Cavicchioli and Erdmann 2015; Aguirre de Cárcer et al. 2016; and references

therein). From these, it seems that despite the similarities in the viruses present in

Antarctic and Arctic freshwaters at higher taxonomic levels, there are distinct

differences at the lower taxonomic levels, with each polar area having its set of

unique taxa, although some taxa are bipolar in their distribution (Aguirre de Cárcer

et al. 2015, 2016). Because of the variations in the type of nucleic acid used by

viruses, there is an obvious problem with reporting bias, especially in favour of

dsDNA viruses. When other types of viruses have been included, a higher abun-

dance of ssDNA viruses than dsDNA viruses is generally reported (López-Bueno

et al. 2009; Aguirre de Cárcer et al. 2015, 2016) and diverse communities of RNA

viruses have also been found (López-Bueno et al. 2015). The viral communities of

polar area have also proven to be as taxon rich and diverse as those of lower

latitudes (Aguirre de Cárcer et al. 2015, 2016) and may be one of the drivers of the

high diversity in polar microbial communities (Anesio and Bellas 2011).

6.4 Activity of Glacial Viruses

Due to viruses’ reliance on host cells for reproduction, their effects on the environ-

ment are to an extent governed by the nature of their interactions with their host

(Weinbauer 2004).

6.4.1 Viral Life Cycles

There are four main viral life cycles:

1. Lytic infection, where the virus genome enters the host cell and causes the cell to

produce new virus particles, which are then released to the outside through lysis

of the cell;

2. Chronic infection, in which the cell is not lysed, but the new viruses are released

through budding;

3. Lysogenic infection, where the viral genome fuses with the host genome to

become a provirus or prophage, which is duplicated at each cell division

(i.e. each daughter cell contains a copy of the provirus) until an induction

event causes the lysogenic virus to enter the lytic pathways; and

4. Pseudolysogeny, where the viral genome remains free in the cell cytoplasm as a

circular or linear plasmid and is passed to one of the daughter cells upon cell

division (Weinbauer 2004).

In cases where there are more than one copy of the virus plasmid within the cell,

such as during a chronic infection, these can be divided between daughter cells
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either unevenly (by chance) or evenly with the help of a partition system (Sengupta

et al. 2010).

There is little consensus on the extent and drivers of lysogeny among viruses in

glacial environments. Säwstr€om et al. (2008) found that data for Antarctic lakes

showed very large seasonal variations in the occurrence of lysogens (up to 71%),

although no obvious seasonal trend was evident, but concluded that, in contrast to

Antarctic habitats, there was no or very little evidence of lysogens in Arctic

freshwater systems. However, in an earlier paper, Anesio et al. (2007) reported

finding 25% lysogens in samples of supraglacial water from a glacier on Svalbard.

Later papers on studies carried out in the Arctic have continued to report

contradicting results. Bellas et al. (2015) found evidence of lysogenic phages in

several of their viral genome scaffolds, as well as evidence of viral plasmids

indicative of chronic infection, whereas Bellas et al. (2013) were unable to induce

any lysogens using the common induction agent mitomycin C. In a study of viral

genes incorporated into bacterial metagenomes from polar marine environments,

Cottrell and Kirchman (2012) found that the prevalence of prophages was higher in

Arctic bacterial metagenomes than in temperate waters, whereas it was much lower

in Antarctic metagenomes.

6.4.2 Viral Decay and Loss of Infectivity

Viruses lack the ability to move through their environment under their own steam

and are therefore reliant on passive encounters with potential hosts. On contact with

a cell, the virus will recognise and bind to any binding sites (e.g. cell wall proteins)

of the correct type if they are present, after which the virus can initiate infection

(Weinbauer 2004). However, because the virus cannot actively swim away from an

encountered particle, it can be trapped if attached to non-host cells or other

particular organic matter (POM). Viruses are affected by electrical forces and can

be reversibly, or irreversibly, bound to high-molecular mass dissolved organic

matter (DOM) and non-organic particles, such as clay minerals (Suttle and Chen

1992; Cattaneo et al. 2010; Drewes et al. 2016). This binding to non-hosts causes

virus particles to be in effect removed from the water column (or other environ-

ment), either permanently or temporarily. Viruses can also be removed from the

environment through ingestion by heterotrophic nanoflagellates and other preda-

tors. Irrespective of the mechanism, the removal of active, free viruses from the

environment is referred to as viral decay.
Depending on the method used to determine changes in viral abundance

(e.g. microscopy counts of stained virus particles, plaque forming units (PFUs),

virus titres), the term viral decay is also, perhaps more accurately, used to describe a

loss of infectivity (Suttle and Chen 1992; Noble and Fuhrman 1997). Viruses can

lose their ability to infect cells through a variety of mechanisms, for instance by

damage to the proteins involved in attachment to and injection into the host (Wells

and Deming 2006b). Despite their sturdy protective capsid, viral genomes are also
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susceptible to damage from, for instance, UV radiation, high temperatures and

extracellular enzymes (Suttle and Chen 1992; Noble and Fuhrman 1997; Mojica

and Brussaard 2014). Such damage is likely to lower the effectiveness of the virus

upon infection or completely incapacitate the virus. Thus, not only are viruses

removed from the pool of active viruses, but a proportion of free viruses in this pool

are damaged and thereby unable to successfully infect potential hosts upon contact.

This inactivation, as opposed to destruction, of viruses is probably contributing to

the many of the reports of solar radiation and temperature having no, or little,

impact on viral decay (e.g. Guixa-Boixereu et al. (2002), Rassner et al. (2016); but

see Madan et al. (2005)).

Reports of viral decay rates for glacial environments are somewhat scarce.

Rassner et al. (2016) calculated viral decay rates of 0.0007 h�1 for supraglacial

meltwater and 0.0082 h�1 for a lake in the forefield of a Svalbard glacier. Although

not reports of actual viral decay rates, Anesio et al. (2007) calculated that the

virus–host encounter rate was two orders of magnitude lower in the supraglacial

meltwater of a Svalbard glacier than in a nearby forefield lake (2.46 and 466.5

encounters L�1 h�1, respectively), while Collins and Deming (2011) estimated that

bacterial cells in sea ice in the Admunsen Gulf encountered between approximately

1.04 and 33.33 viruses per hour. In comparison, Guixa-Boixereu et al. (2002)

reported viral decay rates ranging from 0.006 h�1 to 0.308 h�1 for Antarctic marine

waters, and Heldal and Bratbak (1991) reported viral decay values of 0.26–0.55 and

0.33–0.64 for a Norwegian fjord and lake, respectively.

6.4.3 Dynamic Virus–Host Interactions

The presence of agents or factors that cause viral decay (e.g. clay particles, high

levels of UV-radiation) can severely alter the virus–host dynamics (Mojica and

Brussaard 2014; but see Drewes et al. 2016). However, the success rate of infection

of environmental viruses is varied and dependent on several factors (Weinbauer

2004). Because of their reliance on passively encountering hosts, the contact rate

between virus and host is greatly affected by the abundance of hosts. The more host

cells present in a system, the higher the contact rate and thus the higher the

production and release of new viruses into the environment. However, in a natural

environment, the host population is only one of many populations, as there are

multiple co-existing virus–host systems, and the presence of high numbers of

non-hosts means a reduced contact rate, and may also lead to an increased decay

rate for a virus population, as the viruses attach (reversibly or irreversibly) to these

non-hosts. Thus, in any environment where there are multiple co-existing virus–

host systems, any one virus population will benefit from a high abundance of its

host population, whereas any one prokaryote population will experience an

increased viral predation pressure as it increases in relative abundance.

Simultaneously, the production of new lytic viruses is intimately linked to the

growth rate of its prokaryotic host, and host populations with higher growth rates
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are likely to produce ever more virus particles (Thingstad 2000; Weinbauer 2004).

Therefore, it seems reasonable to assume that as any one prokaryotic population

gets a particularly competitive advantage and becomes dominant, its associated

viruses will increase in abundance, and as the virus becomes more abundant and

exerts a higher pressure on its hosts, it will ultimately cause the population of its

host to decrease until the viral pressure again is in line with that of other

populations. This mechanism was formulated in the ‘kill-the-winner’ theory by

Thingstad and Lignell (1997). Since then, evidence that either support or refute the

theory has been put forward and several modifications and alternatives to the theory

have been suggested (e.g. ‘Piggyback-the-winner’, Knowles et al. (2016); ‘Red
Queen’, Clarke et al. (1994); Zhao et al. (2013); ‘King of the Mountain’,
Giovannoni et al. (2013); ‘Cheshire Cat’, Frada et al. (2008)).

These, more recent, papers highlight the complexity of virus–host interactions in

the natural environment (Rohwer and Thurber 2009) and the need for further work

untangling the impacts of different factors on the interplay between viruses and

their hosts before we can accurately predict the responses of these dynamics to

external pressures. For instance, Rassner et al. (2016) reported that the bacterial

community of supraglacial meltwater from a Svalbard glacier was dominated by

Janthinobacterium sp. and that despite an increase in total viral abundance, the

dominance of Janthinobacterium sp. only strengthened over a 2-week microcosm

experiment. Initially, this seems to be completely contrary to the kill-the-winner

theory; however, they propose a mechanism that explains this apparent contradic-

tion. Electron microscopy revealed that a proportion of the bacteria present in the

community produced outer membrane vesicles (Biller et al. 2014), something that

Janthinobacterium is known to do (Hornung et al. 2013). Because these vesicles

consist of cell membrane and associated proteins, a proportion of the vesicles

released by a prokaryote will contain the binding sites recognised by the viruses

of that prokaryote. Since a virus that binds to these vesicles and inject their genome

into the vesicle will not reproduce, the overall viral pressure on the

Janthinobacterium population will be less than if it did not produce vesicles. In

effect, the vesicles act as decoys and the actual viral pressure on the bacterial

population is reduced.

6.5 Viral Impacts on Host Communities

Regardless of the uncertainties in the host ranges of viruses in natural environ-

ments, each species of virus can only infect a certain range of organisms and thus

each virus population is likely to only be able to infect a subset of the microbial

community present in a given habitat. In environments with diverse viral and

prokaryotic communities, one can therefore imagine that the various viral

populations may be competing for suitable host organisms and that mechanisms

that give an advantage over other viruses may evolve. Some polar aquatic viruses

are, for instance, able to modify proteins on the surface of infected host cells,
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thereby reducing the risk of subsequent infections by other viruses (so-called

superinfection exclusion) (Cavicchioli 2015; Tschitschko et al. 2015).

6.5.1 Virus-Mediated Horizontal Gene Transfer

The packaging of viral genomes into progeny virus capsids is far from perfect

(Hanks et al. 1988; Jiang and Paul 1998). As a result, far from all of the virus

particles that are released from a cell are identical copies of their ‘parent’ virus.
Packing errors include the inclusion of partial or incomplete viral genomes, empty

capsids (a complete lack of nucleic acids) and inclusion of plasmid or host DNA.

Inclusion of host DNA is particularly common in the case of lysogenic viruses, as

host DNA on either side of the prophage is prone to be included during the

transcription of the prophage.

Transduction, or horizontal gene transfer mediated by a virus, occurs when a

virus particle carrying prokaryotic DNA injects this DNA into another prokaryotic

the cell and the DNA is incorporated into the genome (or plasmid) of the new host.

If the transferred prokaryotic DNA contains an intact gene, its expression may

confer new traits on the receiving prokaryote, such as antibiotic resistance or new

metabolic pathways (Ochman et al. 2000). Estimates of the frequency of transduc-

tion events in natural environments are still insufficient, but reported ranges are in

the order of 10�8 to 10�5 transduction events PFU�1, which, for example, would

equate 1013 and 1014 transduction events per year for the Mediterranean Sea and

Tampa Bay, respectively (Weinbauer and Rassoulzadegan 2004). Thus, transduc-

tion is a very important consequence of viral infection, since as genes are trans-

ferred between individual prokaryotes, traits spread through the prokaryotic

community (Ochman et al. 2000).

6.5.2 CRISPRs Afford Immunity

Despite any benefits that it may confer, viral infection is a lethal threat to single-cell

organisms and prokaryotes have developed mechanisms that interrupt viral infec-

tions (Labrie et al. 2010; Goldfarb et al. 2015), including CRISPRs (clustered

regularly interspaced short palindromic repeats) which are common throughout

the archaea and also found in many bacteria (Barrangou et al. 2007). In essence,

CRISPRs consist of snippets of different viral or plasmid DNA, called spacers, that
are sandwiched between identical segments of host DNA, called direct repeats. The
CRISPR array provides a record of previous infections that allows the cell to

identify new infection attempts by the same virus species, and in combination

with an associated nuclease (e.g. CRISPR-associated protein Cas9), the cell can

render the injected viral DNA harmless by cleaving it.
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The CRISPR arrays are not only useful for the prokaryotes. By searching for

direct repeats in prokaryotic metagenomes, CRISPRs can be located. The spacers in

these CRISPRs can be used to identify viruses that have previously infected that

particular prokaryote. In combination with taxonomic data (e.g. 16S rDNA

sequence data), it is possible to identify new potential virus–prokaryote systems

from environmental samples without culturing (Sanguino et al. 2015).

The extent of CRISPR arrays in glacial environments has not yet been deter-

mined. However, Sanguino et al. (2015) found a larger number of CRISPRs in

samples from Arctic glacial ice than in samples from Arctic soil. Bellas et al. (2015)

reported finding the genome of a lysogenic phage containing three CRISPR arrays,

with a total of 59 spacers, and several Cas genes in a sample from the Greenland Ice

Sheet. If incorporated into a prokaryotic genome, this prophage would thus have the

potential to impart immunity against superinfection by a large number of other

phages to its host. Similarly, Tschitschko et al. (2015) found several CRISPRs and

Cas genes in haloarchaea in Deep Lake, Antarctica, and Chénard et al. (2016)

reportedly found a CRISPR array in a phage of the cyanobacterium Nostoc, which
is commonly found in polar environments (Jungblut et al. 2009; Stibal et al. 2015;

Edwards et al. 2016; Gokul et al. 2016). The fact that one of the more recently

acquired spacers in the CRISPR array found by Bellas et al. (2015) was a complete

match to another phage also present in the sample highlights how prophage-

mediated horizontal gene transfer can provide a virus with a competitive edge in

the competition between virus populations.

6.6 Viral Impacts on the Ecosystem

When discussing viruses in glacial environments with people from outside the field,

the greatest concern raised is often whether the warming of the polar regions and the

retreat of glaciers will lead to the release of viable pathogenic viruses (Edwards

2015). This question is the focus for a range of scientific publications (e.g. Pearce

and Wilson 2003; Legendre et al. 2014; Dudley et al. 2015). Many of these have

been more speculative in nature (Rogers et al. 2004; Smith et al. 2004), but there are

examples of studies where viable viruses have been extracted from glacial envi-

ronments (Castello et al. 1999; Zhang et al. 2006). For instance, Filippova et al.

(2016) found and revived bacteriophages from a 25,000–40,000 year old ice wedge

in Northeast Siberia.

6.6.1 The Viral Shunt

However, this focus on pathogenic viruses detracts attention from the much more

important impact of viruses on the environment, in form of the viral shunt (Wilhelm

and Suttle 1999). As the prokaryotic host cell is lysed to release the virus progeny,
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organic matter and energy that could have made its way into higher trophic levels,

through the microbial loop (Pomeroy 1974; Azam et al. 1983), are released to the

environment as DOM and POM.

Viral lysis causes a very varied but often substantial part of prokaryotic mortality

in natural environments (e.g. 0–97.3%; Wommack and Colwell 2000; Wilhelm and

Matteson 2008), and there are few estimates of virus-induced mortality in glacial

environments (Pearce and Wilson 2003; Säwstr€om et al. 2008). Bellas et al. (2013)

reported very large estimates (342–2606%) of virus-induced mortality for bacteria

in cryoconite sediment from two glaciers on Svalbard and one glacier on

Greenland. Whereas, Rassner et al. (2016) reported a more moderate estimate of

virus-induced mortality equating 35.5% of bacterial secondary production, or

6.1 ng C L�1 h�1, for supraglacial meltwater on a Svalbard glacier. In comparison,

studies of Antarctic lakes have found a big range and large variations in virus-

induced mortality (38–251%; Säwstr€om et al. 2007a, 2008), whereas reports from

marine environments tend to be lower (Pearce and Wilson 2003). For example,

Evans et al. (2009) estimated that viral lysis was responsible for the release of

17–56% of bacterial production, or 0.9–3.6 μg C L�1 day�1, in an area of the

Southern Ocean adjacent to the Antarctic continent, while Middelboe et al. (2012)

reported that viral lysis contributed to the loss of 4–36% of bacterial production

(12–88 mg C m�2 day�1) in a fjord in Greenland.

6.6.2 Impact of Viral Lysis on the Fate of Carbon

Dissolved organic carbon (DOC) taken up by bacteria can either be used to

synthesise new biomass (bacterial production, BP) or to produce energy through

remineralisation of the DOC to CO2 (bacterial respiration, BR). A proportion of

DOC will always be used for cell maintenance, but the relative allocation of DOC to

production and respiration, respectively, says a lot about the prosperity of a

community. Therefore, measured bacterial production is often expressed relative

to bacterial respiration as bacterial growth efficiency (BGE; BGE ¼ BP/(BP+BR)).

When a majority of the DOC is used for bacterial production (high BGE), the

bacterial community as a whole will increase in abundance or at least compensate

for losses due to, for example, grazing and viral lysis, and the carbon will be locked

away in the biomass. In contrast, when most of the DOC is used for respiration (low

BGE), the bacteria are mainly maintaining existing cells, and a majority of the

carbon is released to the environment as CO2.

Viral lysis leads to the release of cellular contents rich in nitrogen, phosphorus

and labile DOC into the environment, thereby providing the surviving members of

the community with high-quality and readily accessible substrates, such as DNA

fragments, proteins and carbohydrates (Middelboe et al. 1996). It is therefore not

unreasonable to assume that uninfected bacteria in a nutrient-poor habitat would

benefit from the presence and activity of lytic viruses, as long as the benefits from

the increased availability of nutrients outweighed the risk of infection. However,
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several studies of marine bacteria show that even if bacterial production may

increase as a result of viral lysis, the BGE is more likely to be negatively affected

by viral activity (Middelboe et al. 1996; Bonilla-Findji et al. 2008; Motegi et al.

2009). Middelboe et al. (1996) suggested that the decrease in BGE may be caused

by the higher energetic cost of extracellular degradation of complex organic

molecules, while Motegi et al. (2009) highlighted the importance of the relative

impact of viral activity by showing that the larger the proportion of bacterial

production that is lysed by viruses, the lower the BGE.

In a more recent study, Middelboe et al. (2012) found that the very low BGE

(9–10%) of the bacterial community in a Greenland fjord did increase in response to

addition of DOC, although this community was C limited at the time. Interestingly,

these are similar to values of BGE reported for polar freshwater environments

(2–5%; Säwstr€om et al. 2007a), and the authors suggested that the low impact of the

viral community (4–36% of bacterial production lost through lysis, again similar to

some of the lower values reported for glacial environments) allowed the bacterial

community to profit from the increase in available DOC. Given the large variation

in both bacterial production rates and organic carbon concentrations in glacial

environments (Anesio et al. 2010), the response in BGE to any changes in DOC

concentration and quality is very likely to be highly habitat and location specific.

Considering the additional uncertainty introduced by large variations in virus-

induced mortality, it is very difficult to make any general statements on the impact

of viral lysis on the BGE of glacial environments. However, since the lysis of

prokaryotic cells by viruses can not only divert the flow of energy and carbon

through the food web but also alter the fate of carbon in the system and may

ultimately have an impact on the CO2 fluxes to and from the system, it is paramount

that future studies of microbial communities in glacial environments should seek to

include a viral component.

6.7 Conclusions

Viruses play a central role in glacial microbial communities, yet glacial viruses

have hitherto not been given the same attention as those in other high latitude/high

altitude aquatic systems. Although viral abundances are lower in glacial environ-

ments than in many other environments, glacial prokaryotic communities can

support surprisingly large viral communities, as evident by the large VBRs found

in many glacial habitats. A common problem in studies of viral ecology is the

difficulty in identifying and quantifying the dynamics of individual virus–host pairs

in environmental samples. However, with current technological advances in envi-

ronmental genomics and bioinformatics, new possibilities are opening up and the

existing literature suggests that glacial viral communities are as diverse as those in

other habitats.

Despite many similarities with viruses in other habitats, the unique characteris-

tics of glacial environments have accentuated certain features in glacial viruses and
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their interactions with their hosts, such as the longevity of supraglacial viruses, the

possibility of temperature adaptation separate from that of the host and the potential

importance of transduction (virus-mediated horizontal gene transfer). Low viral

decay rate is a mechanism for overcoming low host contact rates in systems with

low prokaryotic abundances, while a difference in infectivity between

psychrotolerant and psychrophilic viruses at increased temperatures is likely to

influence the often-discussed impact of glacial viruses on downstream habitats—a

common concern in the discussion of increased glacial melting. The initial evidence

of transduction altering the virus–host dynamics of glacial microbial communities

by the transfer of CRISPR arrays that confer immunity against superinfection is

also a very exciting development for glacial viral ecology.

Although fascinating in their own right, the most crucial aspect of glacial viruses

is arguably their impact on the flow of organic carbon. By lowering bacterial growth

efficiency and through the lysis of bacterial cells, viruses substantially alter the

carbon cycling in glacial environments.
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Aguirre de Cárcer D, López-Bueno A, Alonso-Lobo JM, Quesada A, Alcami A (2016)

Metagenomic analysis of lacustrine viral diversity along a latitudinal transect of the Antarctic

Peninsula. FEMS Microbiol Ecol 92(6). doi:10.1093/femsec/fiw074
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Bonilla-Findji O, Malits A, Lefèvre D, Rochelle-Newall E, Lemée R, Weinbauer MG, Gattuso J-P

(2008) Viral effects on bacterial respiration, production and growth efficiency: consistent

trends in the Southern Ocean and the Mediterranean Sea. Deep-Sea Res II Top Stud Oceanogr

55(5):790–800

Bruder K, Malki K, Cooper A, Sible E, Shapiro JW, Watkins SC, Putonti C (2016) Freshwater

metaviromics and bacteriophages: a current assessment of the state of the art in relation to

bioinformatic challenges. Evol Bioinforma 12:25–33. doi:10.4137/ebo.s38549

Castello JD, Rogers SO, Starmer WT, Catranis CM, Ma LJ, Bachand GD, Zhao YH, Smith JE

(1999) Detection of tomato mosaic tobamovirus RNA in ancient glacial ice. Polar Biol 22

(3):207–212. doi:10.1007/s003000050411

Cattaneo R, Rouviere C, Rassoulzadegan F, Weinbauer MG (2010) Association of marine viral

and bacterial communities with reference black carbon particles under experimental condi-

tions: an analysis with scanning electron, epifluorescence and confocal laser scanning micros-

copy. FEMS Microbiol Ecol 74(2):382–396. doi:10.1111/j.1574-6941.2010.00953.x

Cavicchioli R (2015) Microbial ecology of Antarctic aquatic systems. Nat Rev Microbiol 13

(11):691–706. doi:10.1038/nrmicro3549

Cavicchioli R, Erdmann S (2015) The discovery of Antarctic RNA viruses: a new game changer.

Mol Ecol 24(19):4809–4811. doi:10.1111/mec.13387

Chénard C, Wirth JF, Suttle CA (2016) Viruses infecting a freshwater filamentous cyanobacterium

(Nostoc sp.) encode a functional CRISPR array and a proteobacterial DNA polymerase

B. mBio 7(3):e00667-16. doi:10.1128/mBio.00667-16

Clarke DK, Duarte EA, Elena SF, Moya A, Domingo E, Holland J (1994) The red queen reigns in

the kingdom of RNA viruses. Proc Natl Acad Sci 91(11):4821–4824

Collins RE, Deming JW (2011) Abundant dissolved genetic material in Arctic sea ice. Part II:

Viral dynamics during autumn freeze-up. Polar Biol 34(12):1831–1841. doi:10.1007/s00300-

011-1008-z

Cottrell MT, Kirchman DL (2012) Virus genes in Arctic marine bacteria identified by

metagenomic analysis. Aquat Microb Ecol 66(2):107–116. doi:10.3354/ame01569

Drewes F, Peter H, Sommaruga R (2016) Are viruses important in the plankton of highly turbid

glacier-fed lakes? Sci Report 6:24608. doi:10.1038/srep24608

Dudley JP, Hoberg EP, Jenkins EJ, Parkinson AJ (2015) Climate change in the North American

Arctic: a one health perspective. EcoHealth 12(4):713–725. doi:10.1007/s10393-015-1036-1

Edwards A (2015) Coming in from the cold: potential microbial threats from the terrestrial

cryosphere. Front Earth Sci 3:12

Edwards A, Debbonaire AR, Sattler B, Mur LA, Hodson AJ (2016) Extreme metagenomics using

nanopore DNA sequencing: a field report from Svalbard, 78 N. bioRxiv. doi:10.1101/073965

Evans C, Pearce I, Brussaard CPD (2009) Viral-mediated lysis of microbes and carbon release in

the sub-Antarctic and polar frontal zones of the Australian Southern Ocean. Environ Microbiol

11(11):2924–2934. doi:10.1111/j.1462-2920.2009.02050.x

6 Viruses in Glacial Environments 127

http://dx.doi.org/10.1007/s00792-013-0569-x
http://dx.doi.org/10.3389/fmicb.2015.00656
http://dx.doi.org/10.3389/fmicb.2015.00656
http://dx.doi.org/10.1088/1748-9326/8/4/045021
http://dx.doi.org/10.1088/1748-9326/8/4/045021
http://dx.doi.org/10.1126/science.1243457
http://dx.doi.org/10.1126/science.1243457
http://dx.doi.org/10.1038/nrmicro3522
http://dx.doi.org/10.1038/nrmicro3522
http://dx.doi.org/10.4137/ebo.s38549
http://dx.doi.org/10.1007/s003000050411
http://dx.doi.org/10.1111/j.1574-6941.2010.00953.x
http://dx.doi.org/10.1038/nrmicro3549
http://dx.doi.org/10.1111/mec.13387
http://dx.doi.org/10.1128/mBio.00667-16
http://dx.doi.org/10.1007/s00300-011-1008-z
http://dx.doi.org/10.1007/s00300-011-1008-z
http://dx.doi.org/10.3354/ame01569
http://dx.doi.org/10.1038/srep24608
http://dx.doi.org/10.1007/s10393-015-1036-1
http://dx.doi.org/10.1101/073965
http://dx.doi.org/10.1111/j.1462-2920.2009.02050.x


Filippova SN, Surgucheva NA, Sorokin VV, Akimov VN, Karnysheva EA, Brushkov AV,

Andersen D, Gal’chenko VF (2016) Bacteriophages in Arctic and Antarctic low-temperature

systems. Microbiology 85(3):359–366. doi:10.1134/s0026261716030048

Frada M, Probert I, Allen MJ, WilsonWH, de Vargas C (2008) The “Cheshire Cat” escape strategy

of the coccolithophore Emiliania huxleyi in response to viral infection. Proc Natl Acad Sci 105
(41):15944–15949. doi:10.1073/pnas.0807707105

Giovannoni S, Temperton B, Zhao Y (2013) Giovannoni et al. reply. Nature 499(7459):E4–E5.

doi:10.1038/nature12388

Gokul JK, Hodson AJ, Saetnan ER, Irvine-Fynn TDL, Westall PJ, Detheridge AP, Takeuchi N,

Bussell J, Mur LAJ, Edwards A (2016) Taxon interactions control the distributions of

cryoconite bacteria colonizing a High Arctic ice cap. Mol Ecol 25(15):3752–3767. doi:10.

1111/mec.13715

Goldfarb T, Sberro H,Weinstock E, Cohen O, Doron S, Charpak-Amikam Y, Afik S, Ofir G, Sorek

R (2015) BREX is a novel phage resistance system widespread in microbial genomes. EMBO J

34(2):169–183. doi:10.15252/embj.201489455

Gorniak D, Marszalek H, Jankowska K, Dunalska J (2016) Bacterial community succession in an

Arctic lake-stream system (Brattegg Valley, SW Spitsbergen). Boreal Environ Res 21

(1-2):115–133
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Chapter 7

Microbial Life in the Deep Sea:

Psychropiezophiles

Yuichi Nogi

Abstract Psychropiezophiles are microorganisms specialized for living in the

deep-sea environment. Piezophiles display maximum growth at high pressure.

Some can also grow at atmospheric pressure; those that cannot are referred to as

obligatory piezophiles. A temperature change affects deep-sea psychropiezophiles

more than a pressure change. Therefore, sample collection and cultivation temper-

ature should be kept low. The preferred method for the long-term preservation and

storage of psychropiezophiles is freezing in the vapor phase of liquid nitrogen.

Initially, cultures of deep-sea psychropiezophilic bacteria were only species affil-

iated with one of five genera within the Gammaproteobacteria subgroup:

Shewanella, Photobacterium, Colwellia, Moritella, and Psychromonas. However,
more recently, species classified as Alphaproteobacteria and Firmicutes have also
been found. The genome of several of these bacteria has been analyzed, which

revealed characteristic features of these microorganisms. Psychropiezophiles con-

tain unsaturated fatty acids in their cell membrane layers, but the presence of

polyunsaturated fatty acids, like eicosapentaenoic acid and docosahexaenoic acid,

is not obligatory for growth under high pressure. In the future, along with the

development of culture methods and isolation techniques, a variety of other

psychropiezophilic species will be discovered and the relationship between pres-

sure and growth of psychropiezophiles will be clarified.
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7.1 Introduction

Despite the fact that up to 60% of the Earth’s surface is covered by seas with depths
exceeding 1000 m, the study of microorganisms in the deep sea is very incomplete.

The deep sea is regarded as an extreme environment with high hydrostatic pressures

(because pressure in the ocean increases by about 0.1 megapascal [MPa, 1 Pa ¼1

kg/(m�s2) ¼ 9.87 � 10–6 atm] for each 10 meters in depth up to 110 MPa),

predominantly low temperatures (2–4 �C) (Fig. 7.1) but with occasional regions

of extremely high temperatures (up to 370 �C) at hydrothermal vents, darkness, and

low nutrient availability, although with sufficient dissolved oxygen (Fig. 7.1).

Until the exploratory voyage of the Challenger in the late nineteenth century, the
deep sea was considered devoid of life. In the early twentieth century, only

inconsequential organisms were considered to inhabit the deep sea. In 1949,

research started on the effects of hydrostatic pressure on microbial activities

(ZoBell and Johnson 1949). The word “barophilic” was first used by ZoBell and

Johnson (1949), and it is defined today as optimal growth at pressure greater than

0.1 MPa or by a requirement for increased pressure for growth. The term

“piezophile” was proposed as a replacement for “barophile” as the Greek trans-

lations of the prefixes “baro” and “piezo” mean “weight” and “pressure,” respec-

tively (Yayanos 1995). Thus, the word piezophile is more suitable than barophile to

describe bacteria that grow better at high pressure than at atmospheric pressure.

Therefore, researchers have opted to use the term “piezophilic bacteria” meaning

high-pressure-loving bacteria. The growth patterns of piezotolerant and piezophilic

bacteria are shown in Fig. 7.2. Piezophiles display maximum growth at high

pressure. Some can also grow at atmospheric pressure; those that cannot are

referred to as obligatory piezophiles. Piezotolerant bacteria grow best at atmo-

spheric pressure but can sustain growth at high pressure.

7.2 Deep-Sea Psychropiezophiles

Bacteria living in the deep sea have several unusual characteristics that allow them

to grow in their extreme environment. In 1979, the first pure culture isolate of a

piezophilic bacterium was reported (Yayanos et al. 1979). The spirillum-like

bacterial strain CNPT-3 had a rapid doubling rate at 50 MPa but did not grow at

atmospheric pressure. However, no public culture collections are maintained and no
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name has been added to strain CNPT-3. The first psychropiezophile to be named

was Shewanella benthica (Table 7.1). S. benthica strain W I45 was isolated from

the holothurian at a depth of 4575 m in the South Atlantic Ocean (Deming et al.

1984). Thereafter, we isolated and characterized numerous piezophilic and

piezotolerant bacteria from cold deep-sea sediments at depths ranging from 2500

m to 11,000 m using sterilized sediment samplers (Fig. 7.3) on the submersibles

SHINKAI 6500 and KAIKO systems operated by the Japan Agency for Marine-

Earth Science and Technology (JAMSTEC) (Kato et al. 1995; Nogi and Kato 1999;

Nogi et al. 2007). Groups at the Scripps Research Institute collected deep-sea

organisms such as amphipods using traps and isolated psychropiezophiles among

them (Lauro et al. 2007; Cao et al. 2014). Most isolated strains are not only

Fig. 7.1 Layers of the ocean. The oceans are divided into two broad realms, the pelagic and the

benthic. These layers, known as “zones,” extend from the surface to the most extreme depths

where light can no longer penetrate. Biologists divide the pelagic zone into the epipelagic (less

than 200 m, where photosynthesis can occur), the mesopelagic (200–1000 m, the “twilight” zone

with faint sunlight but no photosynthesis), the bathypelagic (1000–4000 m), the abyssopelagic

(4000–6000 m), and the deepest zone, the hadopelagic (trenches more than 6000 m deep).

Thermoclines vary in thickness from a few hundred meters to nearly 1000 m. The temperature

of the epipelagic zone in the tropics is usually higher than 20 �C. From the base of the epipelagic,

the temperature drops to 2–8 �C at 1000 m. It continues to decrease to the bottom, but at a much

slower rate. Below 1000 m, the water is isothermal between 2 �C and 4 �C. The cold water stems

from the sinking of heavy surface water in the polar regions. DO, dissolved oxygen
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piezophilic but also psychrophilic (psychropiezophilic) and cannot be cultured at

temperatures higher than 20 �C.

7.3 Isolation and Preservation of Deep-Sea

Psychropiezophiles

The isolation of deep-sea psychropiezophiles requires the maintenance of samples

at low temperature (0–4 �C). Furthermore, the culture medium used for isolation

must also be cooled in advance. In the polar zone where the temperature of surface

seawater is low, deep-sea samples can be collected relatively easily at the optimum

temperature. However, in higher surface seawater temperature areas, special sam-

plers are required. The cell walls of bacteria allow easy entry and exit of water,

which do not destroy the cell if an instantaneous pressure change does not occur. A

temperature change affects deep-sea psychropiezophiles more than a pressure

change. JAMSTEC researchers use the sampler shown in Fig. 7.3 to collect deep-

sea microbes (Ikemoto and Kyo 1993; Kato et al. 1995), which ensures only a

minimal change in the sample temperature. It is possible to culture many

psychropiezophiles other than obligatory piezophiles on agar plates as well as in

a liquid medium under atmospheric pressure.

Normal bacteria

Piezotolerant

Piezophile

Obligatory piezophile

Hydrostatic pressure

G
ro

w
th

 r
at

e

Fig. 7.2 Definition of piezophilic growth properties. This figure is a conceptual chart, and the x-
axis value does not indicate specific pressure. Piezophiles display maximum growth at high

pressure. They may or may not grow at atmospheric pressure, and in the latter case are obligatory

piezophiles. Piezotolerant bacteria grow optimally at atmospheric pressure, but can sustain growth

at high pressure (about 30–50 MPa), whereas normal bacteria (piezosensitive) stop growing at

about 30–50 MPa
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The preferred method for the long-term preservation and storage of

psychropiezophiles is freezing in the vapor phase of liquid nitrogen (–130 �C and

lower). Long survival of more than 20 years and good recovery rates can be

achieved with this method. Cultures to be stored in liquid nitrogen are usually

grown to the late-log growth phase and mixed with a cryopreservative (10%

glycerol or 5% DMSO). Sample cultures can also be preserved at –70 to –80 �C.
However, since the survival and recovery rates decrease with this method, it is

necessary to use a preservative for dense suspensions of cells. Since almost all

psychropiezophilic strains die after freeze-drying, this method cannot be used.

Fig. 7.3 Sterilized

sediment sampler (upper
photograph) and sediment

sampling (lower
photograph)
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7.4 Taxonomy of the Psychropiezophiles

Numerous deep-sea piezophilic bacterial strains have been isolated and character-

ized in an effort to understand the interaction between the deep-sea environment

and its microbial inhabitants (Yayanos et al. 1979; Kato et al. 1998; Margesin and

Nogi 2004; Lauro et al. 2007; Eloe et al. 2011). Approximately 30 years after

psychropiezophiles were first isolated from the deep sea, they were assigned to the

gamma-subgroup of the Proteobacteria according to phylogenetic classifications

based on 5S and 16S ribosomal RNA (rRNA) sequence information (DeLong et al.

1997; Kato 1999; Margesin and Nogi 2004; Nogi et al. 2007). Prior to the reports by

the JAMSTEC group, only two deep-sea piezophilic bacterial species had been

described; they were named Shewanella benthica (Deming et al. 1984; MacDonell

and Colwell 1985) and Colwellia hadaliensis (Deming et al. 1988). We identified

several novel piezophilic species within these genera based on the results of

chromosomal DNA–DNA hybridization studies and several other taxonomic prop-

erties. Both previously described and novel species of bacteria were identified

among the piezophilic bacterial isolates. Nogi et al. (2002) reported that cultivated

psychropiezophilic deep-sea bacteria are represented by the genera Colwellia,
Moritella, Psychromonas, and Shewanella within the Alteromonadaceae family

of the Gammaproteobacteria, and that the genus Photobacterium is assigned to the

Vibrionaceae family within the Gammaproteobacteria (Table 7.1). Subsequently,

Lauro et al. (2007) reported that a psychropiezophile isolated from seawater of the

Aleutian Trench was classified as the genus Carnobacterium of Firmicutes based
on 16S rRNA analysis. In addition, Eloe et al. (2011) isolated a psychropiezophile

from seawater of the Puerto Rico Trench which was classified from 16S rRNA

analysis as a clade of the Rhodobacterales of the Alphaproteobacteria subgroup

(Fig. 7.4). However, the complete identification of these two psychropiezophiles

was not performed, and they were not deposited in a culture collection. More

recently, Cao et al. (2014) isolated psychropiezophiles from seawater of the Puerto

Rico Trench which were classified from 16S rRNA analysis as the genus

Profundimonas in the Oceanospirillales clade of the Gammaproteobacteria sub-

group (Table 7.1). In the future, it is expected that a wide variety of other

psychropiezophilic genera will be isolated and identified.

7.4.1 The Genus Colwellia

Species of the genus Colwellia are defined as facultatively anaerobic and psychro-

philic bacteria, and the type species of this genus is Colwellia psychroerythrus
(Deming et al. 1988). This genus belongs to the Gammaproteobacteria. At the time

of writing, the genus comprised 15 species with validly published names. Colwellia
hadaliensis, Colwellia piezophila, and Colwellia sp. strain MT41 are the only

known members of the genus Colwellia showing psychropiezophilic growth
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Moritella yayanosii JCM10263T (AB008797)

Moritella abyssi JCM11436 T (AJ252022)

Moritella sp. PE36 (DQ027053)
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Shewanella psychrophila WP2T (AJ551089)

Shewanella piezotolerans WP3T (AJ551090)

Shewanella benthica KT99 (DQ027058)
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Shewanella violacea DSS12T (D21225)
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Bacillus subtilis DSM10T (AJ276351)

Carnobacterium sp. AT7 (DQ027061)

“Profundimonas piezophila” YC-1T (HQ230045)

Neptunomonas naphthovorans NAG-2N-126T (AF053734)

Colwellia psychrerythraea ATCC27364T (AB011364)

Colwellia piezophila JCM11831T (NR024805)

Colwellia sp. MT41 (DQ027051)

Psychromonas kaikoae JCM11054T (AB052160)

Psychromonas profunda JCM11437T (AJ416756)

Halocynthiibacter namhaensis RA2-3T (KC416645)

Rhodobacterales bacterium PRT1 (JF303756)

Fig. 7.4 Phylogenetic tree showing the relationships between isolated deep-sea piezophilic

bacteria (in bold) determined by comparing 16S rDNA sequences using the neighbor-joining

method (references for species description are indicated in the text). The scale represents the

average number of nucleotide substitutions per site. Bootstrap values (%) are calculated from 1000

trees and shown for frequencies above the threshold of 50%
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properties (Deming et al. 1988; Nogi et al. 2004). The taxonomic data for

C. hadaliensis have been published, although the 16S rRNA gene sequence infor-

mation has not, and it has not been deposited in public culture collections. Further-

more, the taxonomic data for Colwellia sp. strain MT41 have not been published

and only the 16S rRNA gene sequence information has been registered. The other

species, C. piezophila, has been isolated as an obligatory psychropiezophilic strain

from the sediment of the deep-sea fissure of the Japan Trench (Nogi et al. 2004).

Bowman et al. (1998) reported that Colwellia species produce the long-chain

polyunsaturated fatty acid (PUFA) docosahexaenoic acid (DHA). However,

C. piezophila does not produce eicosapentaenoic acid (EPA) or DHA in the

membrane layer, although high levels of unsaturated fatty acids (C16:1) are pro-

duced. This suggests that the production of long-chain PUFAs should not be a

requirement for classification as a piezophilic bacterium, although the production of

unsaturated fatty acids could be a common property of psychropiezophiles. In

addition, genome analysis has been performed for C. psychroerythrus 34HT,

C. piezophila Y223GT, and Colwellia sp. strain MT41 (Methé et al. 2005; Stelling

et al. 2014). As a result, further progress in the analysis of psychropiezophiles is

also expected.

7.4.2 The Genus Moritella

The type strain of the genus Moritella is Moritella marina (Urakawa et al. 1998),

previously known as Vibrio marinus (Colwell and Morita 1964), and is one of the

most common psychrophilic organisms isolated from marine environments. At the

time of writing, the genus Moritella consisted of seven species. Many species of

the genus Moritella are psychropiezophilic, but M. marina is not a piezophilic

bacterium.

Strain DSK1, a moderately psychropiezophilic bacterium isolated from the

Japan Trench, was identified as Moritella japonica (Nogi et al. 1998a). It was the

first piezophilic species identified in the genus Moritella. Production of the long-

chain PUFA DHA is a characteristic property of the genus Moritella. The obliga-

tory psychropiezophilic bacterial strain DB21MT-5 isolated from the world’s
deepest sea bottom, the Mariana Trench Challenger Deep, at a depth of 10,898 m

was also identified as aMoritella species and designatedMoritella yayanosii (Nogi
and Kato 1999). The optimal pressure for the growth of M. yayanosii strain

DB21MT-5 is 80 MPa; this strain is unable to grow at pressures of less than

50 MPa but grows well at pressures as high as 100 MPa (Kato et al. 1998). The

fatty acid composition of psychropiezophilic strains changes as a function of

pressure, and in general greater amounts of PUFAs are synthesized at higher growth

pressures. Approximately 70% of the membrane lipids in M. yayanosii are unsat-

urated fatty acids, which is a finding consistent with its adaptation to very high

pressures (Nogi and Kato 1999; Fang et al. 2000). Two other species of the genus

Moritella, Moritella abyssi and Moritella profunda, were isolated from a depth of
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2815 m off the West African coast (Xu et al. 2003b), and strain PE36 was isolated

from a depth of 3584 m in the North Pacific Ocean (Yayanos 1986); they are

moderately piezophilic and their growth properties are similar to those of

M. japonica.

7.4.3 The Genus Photobacterium

The genus Photobacterium was one of the earliest known bacterial taxa (Beijerinck

1889), and the type species of this genus is Photobacterium phosphoreum. Phylo-
genetic analyses based on 16S rRNA gene sequences showed that this genus falls

within the Gammaproteobacteria, is particularly closely related to the genus Vibrio
(Nogi et al. 1998c), and is typical of marine bacterial genera.

Photobacterium profundum, a novel species, was identified through studies of

the moderately psychropiezophilic strains DSJ4 and SS9 (Nogi et al. 1998c), and

Photobacterium frigidiphilum was reported to be slightly piezophilic; its optimal

pressure for growth is 10 MPa (Seo et al. 2005). About 25 Photobacterium species

have been isolated, but P. profundum and P. frigidiphilum are the only species

within this genus known to display piezophily and to produce the long-chain PUFA

EPA. No other known species of Photobacterium produces EPA (Nogi et al.

1998c). P. profundum strain SS9 has been extensively studied and subjected to

genome sequencing and expression analysis. The genome consists of a 4.1-Mbp

circular chromosome, a 2.2-Mbp minor circular chromosome, and an 80-kbp

circular plasmid (Vezzi et al. 2005). A study of strain SS9 showed that several

stress response genes are upregulated in response to atmospheric pressure, includ-

ing htpG, dnaK, dnaJ, and groEL (Vezzi et al. 2005). In addition, studies were

conducted in relation to the pressure regulation of the outer membrane proteins

OmpH and OmpL (Bartlett and Welch 1995).

7.4.4 The Genus Psychromonas

The genus Psychromonas is composed of psychrophilic bacteria; it also belongs to

the Gammaproteobacteria and is closely related to the genera Shewanella and

Moritella on the basis of 16S rRNA gene sequence data. The type species of the

genus Psychromonas, Psychromonas antarctica, was isolated as an aerotolerant

anaerobic bacterium from a high-salinity pond in Antarctica (Mountfort et al.

1998). This strain does not display piezophilic properties. At the time of writing,

the genus comprised 14 species with validly published names.

Psychromonas kaikoae and Psychromonas hadalis are novel obligatory

psychropiezophilic bacteria (Nogi et al. 2002, 2007). P. kaikoae was isolated

from sediment collected from the deepest cold-seep environment (sometimes called

a cold vent, an area of the ocean floor where hydrogen sulfide, methane, and other
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hydrocarbon-rich fluid seepage occurs) in the Japan Trench at a depth of 7434 m,

where chemoautotrophic animal communities were also found. The optimal tem-

perature and pressure for the growth of P. kaikoae are 10 �C and 50 MPa, respec-

tively, and both EPA and DHA are produced in the membrane layer. P. hadalis was
isolated from sediment collected from the bottom of the Japan Trench at a depth of

7542 m. The optimal temperature and pressure for the growth of P. hadalis are 6 �C
and 60 MPa, respectively, and DHA is produced in the membrane layer.

Psychromonas profunda is a moderately piezophilic bacterium isolated from deep

Atlantic sediments at a depth of 2770 m (Xu et al. 2003a). In contrast, P. profunda is
similar to the piezosensitive strain P. antarctica and does not produce either EPA or

DHA in its membrane layer. The piezosensitive strains Psychromonas marina and

Psychromonas ossibalaenae (Miyazaki et al. 2008) also produce small amounts of

DHA. In the genus Psychromonas, only P. kaikoae produces both EPA and DHA.

Psychromonas strain CNPT-3 proved to be closely related to Psychromonas species
based on 16S rRNA sequence information, and therefore it was assumed that strain

CNPT-3 should be included in the genus Psychromonas.

7.4.5 The Genus Shewanella

The genus Shewanella comprises Gram-negative, aerobic, and facultatively anaer-

obic Gammaproteobacteria (MacDonell and Colwell 1985) and is typical of deep-

sea bacterial genera (DeLong et al. 1997). The genus includes psychrophilic and

mesophilic species that are widely distributed in marine environments. The type

species of this genus is Shewanella putrefaciens, a bacterium formerly known as

Pseudomonas putrefaciens (MacDonell and Colwell 1985; Owen et al. 1978).

About 60 Shewanella species have been isolated and described.

Prior to the present report, S. benthica, Shewanella piezotolerans, Shewanella
psychrophila, and Shewanella violacea were the only known members of the genus

Shewanella showing psychropiezophilic growth properties (Nogi et al. 1998b; Xiao
et al. 2007). The psychrophilic and piezophilic Shewanella strains, including

S. benthica, S. piezotolerans, S. psychrophila, and S. violacea, produce EPA, and

thus the production of such long-chain PUFAs is a property shared by many deep-

sea bacteria to maintain cell-membrane fluidity under conditions of extreme cold

and high hydrostatic pressure (Fang et al. 2003). S. violacea strain DSS12 has been

studied extensively, particularly with respect to its molecular mechanisms of

adaptation to high pressure (Kato et al. 2000; Nakasone et al. 1998, 2002). As

there are only a few differences in the growth characteristics of strain DSS12 under

different pressure conditions, this strain is a very convenient deep-sea bacterium for

the study of the mechanisms of adaptation to high-pressure environments. In terms

of respiratory proteins (Tamegai et al. 2005), the RNA polymerase subunit

(Kawano et al. 2009), dihydrofolate reductase (Ohmae et al. 2015), and

isopropylmalate dehydrogenase (De Poorter et al. 2004), piezophilic proteins are

unique for adaptation to high-pressure environments, and some are notably more
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stable and active under higher-pressure conditions. Therefore, genome analysis of

strain DSS12 was performed as a model deep-sea psychropiezophilic bacterium.

This strain contains 4.96 Mbp, a single chromosome, and no known plasmids. It has

4346 protein genes and 169 RNA genes (Aono et al. 2010).

7.4.6 The Genus Profundimonas

The genus Profundimonas is a Gram-negative, facultatively anaerobic heterotroph

within the family Oceanospirillaceae, closely related to the uncultured symbiont of

the deep-sea whale bone-eating worms of the genus Osedax (Cao et al. 2014). This

taxonomic name has been effectively published but not validly published under the

rules of the International Code of Nomenclature of Bacteria.

Profundimonas piezophila, the type species of the genus Profundimonas, was
isolated from deep seawater collected from the Puerto Rico Trench at a depth of

6000 m as novel obligatory psychropiezophilic bacterium. The optimal temperature

and pressure for the growth of P. piezophila are 8 �C and 50 MPa, respectively, and

it does not produce either EPA or DHA in its membrane layer.

7.4.7 The Genus Carnobacterium

The genus Carnobacterium is a Gram-positive, facultatively anaerobic,

heterofermentative, psychrotolerant, rod-shaped lactic acid bacteria that produces

L-lactic acid from glucose, within the family Leuconostocaceae of Firmicutes. The
type species of this genus is Carnobacterium divergens. It is found in vacuum-

packed meat and is capable of growing in products stored at low temperatures,

including refrigerated food (Collins et al. 1987). About 12 Carnobacterium species

have been isolated and described. Carnobacterium sp. strains AT7 and AT12 were

isolated from seawater collected from a depth of 2500 m in the Aleutian Trench and

are novel psychropiezophilic bacteria. These strains are closely related to the

recently isolated Carnobacterium pleistocenium (Lauro et al. 2007), but this is

the first report of a piezophilic isolate of this species as well as the first Gram-

positive piezophile ever identified. The pressure range for growth of strains AT7

and AT12 is 0.1–60 MPa, with the optimum at 15 MPa (Yayanos and DeLong

1987). Detailed data on this strain have not yet been reported. However, since

genome analysis has been carried out, a detailed report is expected in the future.
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7.4.8 The Order Rhodobacterales

Strain PRT1 was isolated from hadal seawater collected from the Puerto Rico

Trench at a depth of 8350 m as a novel obligatory psychropiezophilic bacterium

within the Roseobacter clade of the order Rhodobacterales within the

Alphaproteobacteria. The optimal temperature and pressure for the growth of this

strain are 10 �C and 80 MPa, respectively. This is the first report of a piezophilic

isolate of Alphaproteobacteria. Strain PRT1 is the slowest growing (minimal

doubling time, 36 h) and lowest cell density-producing (maximal densities of 5.0

� 106 cells ml–1) (Eloe et al. 2011). Therefore, taxonomic studies appear to be

difficult. However, it is expected that it will be proposed as a novel genus after

further analysis.

7.5 Fatty Acid Composition of Psychropiezophiles

The psychropiezophilic Shewanella and Photobacterium strains produce EPA

(Nogi et al. 1998b, c), Moritella strains produce DHA (Nogi et al. 1998a; Nogi

and Kato 1999), and P. kaikoae produces both EPA and DHA (Nogi et al. 2002), but

C. piezophila does not produce such PUFAs (Nogi et al. 2004). The fatty acid

composition of these psychropiezophilic strains is dependent on the taxonomic

affiliation (genus); high levels of unsaturated fatty acids (about 40–70%), including

EPA or DHA, are commonly found in their membrane layer. Generally, species

included in these genera other than piezophilic bacteria tend to have a high ratio of

unsaturated fatty acids (Table 7.2). However, the ratios of unsaturated fatty acids of

obligatory psychropiezophilic bacteria are particularly high (60% or more). This

indicates that it is important for psychropiezophilic bacteria to contain high ratios of

unsaturated fatty acids.

The fatty acid composition of psychropiezophilic strains also changes as a

function of pressure, and, in general, greater amounts of PUFAs are synthesized

under high-pressure conditions for growth (DeLong and Yayanos 1985, 1986). All

pychropiezophilic bacteria were believed to produce one of the long-chain PUFAs,

either EPA or DHA, but this does not appear to be obligatory. For example, Allen

et al. (1999) reported that monounsaturated fatty acids, but not PUFAs, are required

for the growth of the psychropiezophilic bacterium P. profundum SS9 based on the

analysis of pressure-sensitive mutants. In their mutant experiments, the C18:1 fatty

acid proved to be necessary for growth under low-temperature and/or high-pressure

conditions. In the case of C. piezophila Y223GT and P. profunda 2825T, either EPA
or DHA and the C18:1 fatty acid are absent but the strain produces a large amount of

the fatty acid C16:1 in the cell membrane (Table 7.2). All psychropiezophilic

bacteria analyzed so far have the C16:1 fatty acid, and thus this fatty acid appears

to be one of the important components required for high-pressure growth.
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7.6 Conclusions

Initially, cultures of deep-sea psychropiezophilic bacteria were only species affil-

iated with one of five genera within the Gammaproteobacteria subgroup:

Shewanella, Photobacterium, Colwellia, Moritella, and Psychromonas. However,
more recently, species classified as Alphaproteobacteria and Firmicutes have also
been found. In the future, a variety of other species will no doubt be discovered with

the development of culture methods and isolation techniques. These

psychropiezophiles are characterized by containing unsaturated fatty acids in

their cell membrane layers but PUFAs, like EPA and DHA, are not obligatory for

growth under high pressure. Subsequent fatty acid analysis of psychropiezophilic

species of Alphaproteobacteria and Firmicutes will clarify the relationship

between psychropiezophilic bacteria and unsaturated fatty acids. Progress in

genome research will enable researchers to elucidate numerous details, such as

the pressure response of psychropiezophilic bacteria.
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Chapter 8

Microbial Life in Permafrost

Ianina Altshuler, Jacqueline Goordial, and Lyle G. Whyte

Abstract Permafrost is a hostile environment that harbors a diverse and active

microbial community. Next generation sequencing studies have demonstrated a

wide diversity of microorganisms present in Arctic, Antarctic and high altitude

permafrost soils. In situ activity of these microorganisms has been demonstrated

through multiple lines of evidence. Radiolabeled studies and stable isotope probing

have established that active respiration and DNA replication occur in permafrost

soils under frozen conditions. Furthermore, microorganisms capable of subzero

growth have been isolated from permafrost samples. These isolates have adapted to

the permafrost environment through a multitude of molecular changes, such as

increased expression of cold shock and metabolite transport proteins, reduced fatty

acid saturation in the membrane, and presence of temperature specific isozymes.

Recent studies have focused on permafrost thaw due to anthropogenic climate

change. The subsequent thaw of frozen organic carbon stores in permafrost is

thought to increase microbial activity and emissions of greenhouse gases to the

atmosphere. As the permafrost thaws, the microbial community changes in terms of

diversity and functional potential in response to warmer temperatures, and

increased carbon and water availability.
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8.1 Introduction

Permafrost represents a large and extremely challenging environment for microbial

life, covering 27% of the terrestrial surface on Earth, in which microorganism must

cope with multiple environmental stressors (Goordial et al. 2013). Freezing tem-

peratures, low kinetic energy, and low water and carbon availability limit microbial

growth (Nikrad et al. 2016). Despite this, permafrost harbors a diverse microbial

community that is viable and metabolically active. Furthermore, there has been a

surge of interest into the diversity and activity of permafrost microorganisms as the

permafrost thaws due to anthropogenic climate change.

Permafrost microorganisms are generally characterized as cryophiles, organisms

that can sustain growth and reproduction at low temperatures ranging from �17 �C
toþ10 �C (D’Amico et al. 2006; DeMaayer et al. 2014). In addition to permanently

subfreezing temperatures, any microbial life within permafrost must be able to

survive the often oligotrophic conditions, background radiation on geological

timescales, and limited liquid water activity; any liquid water present in permafrost

is thought to exist in saline brine veins or in special saline niche environments such

as cryopegs (Gilichinsky et al. 2003). As such, any organisms which are able to

survive these conditions are often polyextremophilic. While many microorganisms

are either non-viable or dormant under these harsh conditions, there is clear

evidence that globally, diverse and abundant microbial communities within perma-

frost can be viable and active in situ. In addition to in situ measurements indicative

of microbial growth, psychrophilic organisms have been successfully isolated from

permafrost environments, with subzero growth observed in the laboratory. This

chapter discusses the diversity of microorganisms found in permafrost globally, as

well as evidence for viability and activity within the permafrost environment.

Finally, we discuss the issue of climate change and how microbial communities

in permafrost are expected to respond, with an emphasis on methane dynamics

based on research to date.
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8.2 Permafrost Environments

Permafrost, defined as ground material that is at�0 �C for two or more consecutive

years (van Everdingen 1998), is found primarily in the Arctic, sub-Arctic, and

Antarctic regions, as well as in alpine regions (for example in the Qinghai-Tibet

Plateau, South America, and Sweden) (Bockheim and Munroe 2014). Perennially

frozen permafrost is most often overlaid by a seasonally thawed active layer, the

depth of which is dependent on air temperatures, moisture content, vegetation, and

snow cover (Tarnocai 1980). Permafrost can be hundreds of meters thick (e.g., over

500 m in Siberia), while the active layers can range between a few centimeters to

several meters in depth (Tarnocai 1980). A transition zone exists between perma-

frost and the active layer, which acts as a temperature buffer and fluctuates between

being seasonally frozen and perennially frozen over decadal time scales (Shur et al.

2005). Permafrost is a heterogeneous environment due to frost heave, front sorting,

and cryoturbation, processes which disrupt and mix different soil horizons, some-

times transferring organic carbon from surface to deeper layers and often creating

patterned ground (van Everdingen 1998; Hugelius and Kuhry 2009).

Permafrost soils can also contain different geomorphological features such as

ice-wedges, taliks, cryopegs, massive ground ice, frost boils, thermokarst lakes,

organic accumulations, and broken soil horizons, each providing a unique habitat

for microbial growth (Fig. 8.1). Ice-wedge polygons are formed when the frozen

ground contracts during the cold winter months and cracks the surface, dividing it

into polygonal blocks (Kerfoot 1972). During the spring, these cracks are filled with

snow melt water, which freezes and forms ice-wedges. As the temperature rises, the

ground between the cracks expands and elevates, forming the polygon center

(Kerfoot 1972). The ice-wedges are overlaid with active layer soil, creating the

polygon trough (Shur et al. 2005). Over subsequent years of freeze and thaw cycles,

Fig. 8.1 Schematic diagram of permafrost, including microbial and abiotic processes involved in

permafrost thaw and GHG emissions
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the ice-wedges grow, resulting in high centered polygon surrounded by lower

troughs. Taliks are unfrozen masses of ground soil found within the permafrost;

often they are located under lakes due to the water’s ability to transfer heat (Shur

and Jorgenson 2007). Cryopegs are supercooled groundwater brine lenses that

remain liquid at below 0 �C due to their high salt content (Gilichinsky et al.

2003). Along with a very steep temperature gradient, soluble nutrients, such as

nitrogen, phosphorus, calcium, magnesium, and potassium, can also potentially

form a gradient in the soil. As the nutrients are solubilized in meltwater, they move

along the thermal gradient, enriching the top frozen permafrost layer (Kokelj and

Burn 2005; Tarnocai 2009). This results in the upper layer of permafrost becoming

a sink of soluble materials and nutrients during permafrost formation and can then

conversely become a source of these nutrients during permafrost degradation

(Kokelj and Burn 2005).

Arctic permafrost overall is a heterogeneous environment with both mineral and

organic soils. The polar deserts of High Arctic permafrost tend to harbor mineral

permafrost, without an organic layer over the mineral horizons (Steven et al. 2006;

Shur and Jorgenson 2007; Tarnocai et al. 2009). However, the Arctic does contain

large stores of organic carbon frozen in permafrost. Pleistocene Yedoma permafrost

deposits in the North East Siberia are rich in organic carbon and were formed by

windblown dust and sediment deposits that were subsequently frozen during the

glacial age (Zimov et al. 2006; Tarnocai 2009; Vonk et al. 2013). These deposits

contain large ice-wedges and well-preserved organic material, which constitutes

roughly one-third of organic carbon stored in permafrost globally (Vonk et al.

2013). Due to the cold climate during the formation of the deposits, the organic

carbon is well preserved and readily available for biological degradation (Schuur

et al. 2008; Vonk et al. 2013). A prevalent feature of the Yedoma permafrost

deposits is the high water content present in the form of ice veins and large

ice-wedges that account for ~50% of the soil content (Vonk et al. 2013). Due to

the high ice content, the Yedoma permafrost deposits are highly susceptible to

permafrost degradation due to climate change (Vonk et al. 2013). Permafrost

peatlands, primarily in the southern Arctic and sub-Arctic regions, also hold large

reservoirs of soil organic carbon. The permafrost deposits in these areas initially

developed as fens and bogs that contained woody plants, mosses, and sages (Routh

et al. 2014). These perennially frozen peatlands are vulnerable to climate warming

in the Arctic and sub-Arctic regions; the melting of ice in the permafrost will lead to

degradation of the peatlands and biodegradation of the currently sequestered carbon

(Tarnocai 2006).

Antarctic permafrost is less studied than its Arctic counterpart; however, Ant-

arctic permafrost represents a much more extreme environment in terms of the

combined freezing temperatures, aridity, and oligotrophy. The Antarctic contains

37% of the world’s permafrost (Bockheim and Hall 2002), though compared to

Arctic and alpine permafrost, relatively little is known about Antarctic permafrost

communities (Goordial andWhyte 2014). The majority of the Antarctic continent is

snow and ice covered, with only 0.35% of exposed ground on which permafrost

occurs (Campbell and Claridge 2009). The McMurdo Dry Valleys’ polar desert
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represents the largest ice-free area in the Antarctic and has been the focus of most

permafrost studies to date (Gilichinsky et al. 2007; Goordial et al. 2016). Trough-

like depressions may be underlain by sand wedges instead of ice, though ice veins

and ice lenses may also be found within sand wedge structures (Bockheim et al.

2009). The McMurdo Dry Valleys receive very low annual precipitation and is the

only known place on Earth where dry permafrost is found (defined as permafrost

which contains less than <3% water by mass) which forms from sublimation of

ice-cemented permafrost over time (Bockheim et al. 2007). Ice-cemented perma-

frost is found primarily on the coastal areas and younger surfaces where the

geography facilitates drainage and therefore results in wetter soils. Dry permafrost

is found overlaying ice-cemented permafrost and is found at higher elevations and

in older inland arid areas (Campbell and Claridge 2006). In some higher elevation

valleys, there is an absence of any active layer that rises above 0 �C seasonally

(Marinova et al. 2013). The majority of the water in the permafrost is frozen and the

possibility for brine veins or thin films of water depends on temperature, solute

concentration, and distance from the coast. Coastal and lower elevation valleys

receive higher salt influx and have higher soil chlorine concentrations, as well as

have a larger number of thaw days throughout the year (Goordial et al. 2016). As a

result, higher elevation valleys, such as University Valley, do not have sufficient

solute concentrations or temperatures to form thin films of water for more than a

few hours a year (Goordial et al. 2016).

In addition to the poles, permafrost is also present at high altitudes. The largest

amount of high altitude (alpine) permafrost is located in China (Ran et al. 2012)

with the Tibetan plateau being the largest alpine permafrost region (Chen et al.

2016). Temperate mountain permafrost soils have well-drained coarse sediments,

steep slopes that have higher spatial and geothermal variability, more variable snow

distribution, lower influence of vegetation, and warmer mean annual temperatures

compared to Arctic and Antarctic permafrost (Haeberli and Gruber 2009; Frey et al.

2016). Furthermore, incoming solar radiation is moderated by the slope and shading

(Etzelmüller 2013). In more coastal areas, alpine permafrost tends to be located

above the tree line; however in continental areas, forests may promote permafrost

development (Etzelmüller 2013). Recently, high altitude permafrost has garnered

more attention since, in the last decade, monitoring of alpine permafrost has shown

warming across the globe, but particularly in colder regions, with unknown conse-

quences on geotechnical stability (Haeberli and Gruber 2009; Etzelmüller 2013).

8.3 Microbial Diversity and Abundance in Permafrost

Despite being a hostile environment, permafrost does harbor a microbial commu-

nity with 105–109 cells g�1 in Arctic permafrost, 1010–108 in alpine permafrost, and

a lower amount of 103–106 cells g�1 in Antarctic permafrost (Vishnivetskaya et al.

2006; Gilichinsky et al. 2007; Hansen et al. 2007; Steven et al. 2007; Blanco et al.

2012; Hu et al. 2015; Goordial et al. 2016). Across studies in alpine and polar
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regions, the dominant groups present in permafrost soils tend to be Actinobacteria,

Bacteroidetes, Proteobacteria (Alpha- and Beta-primarily but also Delta- and

Gamma-Proteobacteria), Firmicutes, Chloroflexi, and Acidobacteria (Steven et al.

2008; Yergeau et al. 2010; Wilhelm et al. 2011; Deng et al. 2015; Stackhouse et al.

2015) (Table 8.1). The fermentative members of Chloroflexi and Bacterioidetes

increase with soil depth indicating anaerobic carbon degradation in permafrost

(Deng et al. 2015). Archaea and fungi are present, though 200–1000 times lower

in abundance (Yergeau et al. 2010; Stackhouse et al. 2015; Frey et al. 2016).

Abundant archaeal groups in permafrost are often related to halophilic archaea,

part of Euryarchaeota, likely due to the brine veins thought to host active microbial

life within permafrost soils (Steven et al. 2007). However, Crenarchaeota appear to

dominate acidic wetland permafrost (Wilhelm et al. 2011). Under frozen permafrost

conditions, based on RNA data, the most transcriptionally active organisms appear

to be the same as the dominant phyla: Proteobacteria, Firmicutes, Acidobacteria,

and Actinobacteria, as well as Euryarchaeota and ascomycetous fungi (Coolen and

Orsi 2015) (Table 8.1). Furthermore, permafrost contains active sulfate and Iron

(III) reducers, nitrifying bacteria, methanotrophs, and methanogens (Yergeau et al.

2010; Stackhouse et al. 2015). This is reflected in the presence of genes, transcripts,

and proteins involved in sulfate reduction, Iron(III) reduction, nitrogen cycle,

methanogenesis, and methane oxidation found in the permafrost (Yergeau et al.

2010; Mackelprang et al. 2011; Hultman et al. 2015). Functional groups of bacteria

in high altitude permafrost also include ammonia-oxidizing bacteria and archaea,

methane-oxidizing bacteria, nitrifying bacteria, nitrogen-fixing rhizobial symbiont

bacteria, sulfur- and sulfate-reducing bacteria, and thiosulfate-oxidizing bacteria

(Wu et al. 2012; Zhang et al. 2009; Yun et al. 2014; Hu et al. 2016). A unique study

of the northern slope of Mount Everest showed an interesting comparison of

ammonia oxidizers above and below 5800 m a.s.l.: the soil above this threshold is

permafrost and is characterized by increasingly colder temperatures, stronger

radiation, lower oxygen concentration, and lower nutrients with increase in altitude

(Zhang et al. 2009). The increase in altitude also decreased the abundance of both

archaeal and bacterial ammonia oxidizers; however, at lower elevation, the soils

were dominated by archaeal ammonia oxidizers, but were replaced by bacterial

ammonia oxidizers in the higher altitude permafrost soils (Zhang et al. 2009).

Overall, caution should be used when taking the results of higher altitude perma-

frost microbial abundance and function studies at face value, since authors in these

papers often confusingly refer to active layer soils as permafrost.

Overall, permafrost contains genes involved in response to stressors, pathoge-

nicity, toxicity, degradation of carbon compounds, methanogenesis, methane oxi-

dation, denitrification, nitrogen fixation, ammonia assimilation, and sulfate

reduction (Yergeau et al. 2010; Hultman et al. 2015) and have shown presence of

proteins involved in chemotaxis and motility (Hultman et al. 2015). This result is

also supported by the isolation of motile permafrost microbes from brine veins

containing flagella (Shcherbakova et al. 2005). Compared to the overlaying active

layer, the permafrost contains lower abundance of transporter proteins and tran-

scripts, but higher presence of cold-shock proteins and other stress response genes
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(Yergeau et al. 2010; Mackelprang et al. 2011; Hultman et al. 2015). Microbiota in

mineral permafrost horizons have lower carbon degradation capacity compared to

organisms from organic active layers; this can be due to lower taxonomic diversity

in oligotrophic conditions found in the permafrost (Ernakovich and Wallenstein,

2015; Hultman et al. 2015). However, the permafrost environment does contain

genes for degradation of sugar alcohols; aminosugars; mono-, di-, and oligosaccha-

rides; starch; lignocellulose; chitin; trehalose; and cellulose (Yergeau et al. 2010;

Hultman et al. 2015). Furthermore, Actinobacteria is often a dominant bacterial

phyla present in permafrost soils (Table 8.1). This phyla is known to contain

members that are facultative anaerobic degraders of complex soil organic matter

and are adapted to low carbon availability. In addition, permafrost soils have

demonstrated potential enzymatic activities of hydrolytic (cellobiohydrolase,

endochitinase, N-acetylglucosaminidase, and leucine aminopeptidase) and oxida-

tive (phenoloxidase and peroxidase) enzymes (Gittel et al. 2014a, b).

Compared to permafrost soils, ice-wedges and ground ice are relatively low in

diversity and abundance of microorganisms (Steven et al. 2008), they reflect the

community of the surrounding permafrost soils and include members of

Proteobacteria, Actinobacteria, Acidobacteria, Bacterioidetes, and Firmicutes

(Steven et al. 2008; Wilhelm et al. 2012).These are habitable cryoenvironments

which show evidence of in situ heterotrophic activity based on occluded gas

measurements (Katayama et al. 2007; Lacelle et al. 2011; Wilhelm et al. 2012)

and contain cultivable microbiota, despite low viable cell counts (Gilichinsky et al.

1995; Katayama et al. 2007; Lacelle et al. 2011). Soil particles suspended in the

ice-wedges and brine veins are thought to serve as refugia for microorganisms and

protect the cells from ice crystals.

Specifically in the Antarctic, the microbial community consists of Proteobacteria

(Gammaproteobacteria) (Gilichinsky et al. 2007) (as well as members of

Nitrospina, green non-sulfur bacteria and relatives, Fibrobacter, Acidobacterium,
and the Flexibacter–Cytophaga–Bacteroides group) and low levels of anaerobes

including denitrifying bacteria, methanogens, and sulfate reducers. Culturable iso-

lates belonged to Alpha-, Beta-, and Gamma-Proteobacteria; Actinobacteria;

Firmicutes; and Methylobacterium; as well as mycelial fungi and yeast groups

(Gilichinsky et al. 2007). Interestingly, unicellular green algae including

Mychonastes sp. (Chlorellaceae), Chlorococcum sp. (Chlorococcaceae), and Chlo-
rella sp. (Chlorellaceae) have also been isolated from Antarctic permafrost

(Gilichinsky et al. 2007). The McMurdo Dry Valleys’ permafrost ranges from

cold and dry in the coastal Taylor Valley (TV; subxerous; 1–75 mm precipitation;

summer temperatures sometimes above 0 �C in the Valley) to extremely cold,

extremely dry, and highly oligotrophic in high inland University Valley (UV;

ultraxerous; average summer temperature �5 �C in the Valley; 0.01�0.05% total

carbon, undetectable to 0.09% total nitrogen) (Tamppari et al. 2012; Goordial et al.

2016). The diversity of the microbiota is also reflected between the two valleys. The

wetter TV permafrost contains a higher abundance of microbes compared to the

drier and colder UV (Tamppari et al. 2012). For example, TV permafrost showed

presence of both anaerobic and aerobic microbial groups, whereas in the UV
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permafrost the anaerobic microbial groups were undetected based on PLFA data;

however, later sequencing data did show presence of anaerobes in UV permafrost as

well; this is likely due to TV permafrost being “wetter” and therefore potentially

having anoxic conditions near the permafrost table (Tamppari et al. 2012; Goordial

et al. 2016). Furthermore, the dominant microbial groups in TV are Proteobacteria,

sulfate-reducing bacteria, anaerobic metal reducers, Acidobacteria,

Gemmatimonadetes, and Firmicutes, whereas in UV the dominant groups are

Gamma- and Beta-Proteobacteria, though Firmicutes, Actinobacteria (including

Actinomycetes), and Bacteroidetes were also present (Tamppari et al. 2012;

Bakermans et al. 2014; Goordial et al. 2016).

The permafrost microbial community in high elevation permafrost appears to be

dominated by bacterial phyla of Proteobacteria and Actinobacteria and in one case

Patescibacteria superphyla (Hu et al. 2016; Frey et al. 2016), although

Actinobacteria, Proteobacteria, and Chloroflexi dominate high altitude wetland

permafrost (Yun et al. 2014). Arachaeal diversity is dominated by Thaumarchaeota

(Hu et al. 2016). Culturable isolates in high altitude permafrost belong to

Arthrobacter; Pseudomonas; Alpha-, Beta-, and Gamma-Proteobacteria;

Firmicutes; and CFB (Bai et al. 2006; Zhang et al. 2007; Hu et al. 2015). Interest-

ingly, the majority of the phylotypes of bacterial and archaeal origin were less than

97% similar to previously isolated strains (Hu et al. 2016). Frey et al. (2016)

conducted an elegant study on alpine permafrost and found that the permafrost

compared to the nearby non-permafrost soils was highly enriched in uncultured

bacteria. The uncultured members were part of candidate phyla OD1 (proposed

Parcubacteria), TM7 (Saccharibacteria), GN02 (Gracilibacteria), OP11

(Microgenomates), OP5 (Caldiserica), SR1, MVP-21, WS5, and Kazan-3B-28.

The candidate phyla OD1, TM7, GN02, and OP11 are part of a proposed

superphylum Patescibacteria (Frey et al. 2016). Members of Patescibacteria have

very limited biosynthesis abilities of key macronutrients and are hypothesized to

lead a semi parasitic or symbiotic lifestyle by attaching to the surface of other cells.

These bacteria can be characterized by their low C–G content, small genome size,

and are found in anoxic environments (Frey et al. 2016). Such features may embed a

selective advantage to this superphylum in the harsh, oxygen-limited permafrost

environment.

8.4 Are They Livin’ or Just Chillin’?

It may be intuitive to imagine that the microbes in the harsh frozen permafrost

environments are in a state of dormancy and stasis. However, microbes in perma-

frost are biologically active. The active layer of the permafrost does boast higher

microbial activity and microbial diversity; however, despite the harsh permafrost

conditions, active microbes are still found within the permafrost (Yergeau et al.

2010; Coolen and Orsi 2015; Mackelprang et al. 2016). There are several compli-

mentary lines of evidence for this: subzero respiration under aerobic and anaerobic
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conditions measured, isotope incorporation and mineralization under frozen condi-

tions in permafrost soils, isolation of permafrost microbes capable of subzero

growth, and evidence from RNA based studies

8.4.1 Soil Respiration and Laboratory Incorporation Studies

Respiration and subsequent release of gases has been measured in frozen soils in

situ and in laboratory studies. Some of the early evidence that microbes are living

and are active in permafrost soils came from measurements of CO2 and CH4 release

to the atmosphere from wintertime frozen tundra and peat bog soils (Fahnestock

et al. 1999; Panikov and Dedysh 2000; Elberling and Brandt 2003). However, these

in situ soil respiration studies should be interpreted with caution since the gas

emissions could be due to releases of trapped gas. Laboratory experiments using

permafrost soils have also demonstrated respiration at freezing temperatures as low

as�2 �C (Michaelson and Ping 2003),�4 �C (Larsen et al. 2002),�16 �C (Panikov

and Dedysh 2000), �18 �C (Elberling and Brandt 2003), �39 �C (controversial)

(Panikov et al. 2006), and in Antarctic soils down to�5 �C (Bakermans et al. 2014).

Overall, respiration in frozen soils is dependent on water availability, temperature,

and carbon content of the soils (Panikov and Dedysh 2000; Michaelson and Ping

2003; Öquist et al. 2009).

Respiration and heterotrophic activity under subzero conditions on environmen-

tal permafrost samples has also been shown in studies using highly sensitive

radiolabeling microbial activity assays. For example, respiration in permafrost

soils, active layer soil, and ice-wedges has been demonstrated using C14 labeled

glucose and acetate as substrates (Rivkina et al. 2000; Steven et al. 2008; Wilhelm

et al. 2012). The briny habitat existing within cryopegs is also thought to host active

microorganisms as activity down to �15 �C was demonstrated via uptake of C14

labeled glucose (Gilichinsky et al. 2003). Massive ground ice on the other hand was

not found to host an actively mineralizing community (Steven et al. 2008). Simi-

larly, the highly unique permafrost in the high elevation Dry Valleys do not appear

to respire under frozen conditions in laboratory or in situ, as demonstrated in

University Valley soils (Goordial et al. 2016). In this instance, the combination of

cold temperature (mean annual temp �23 �C with no days above freezing), aridity

(<10 mm snow melt equivalent per year), and low salinity to facilitate brine veins

within the permafrost (Goordial et al. 2016) all contribute to an inactive commu-

nity. In contrast, the permafrost in the more coastal, and therefore wetter and

warmer, Taylor Valley of McMurdo Dry Valleys does show active respiration at

subzero conditions (Bakermans et al. 2014). These incorporation studies highlight

environmental samples and conditions which favor active microbial life—namely

the presence of liquid water, facilitated through the presence of solutes or salt.

While these studies show microbial activity under ambient permafrost conditions,

they do not show active DNA replication and growth, and do not reveal which

microbial community members are active in the subzero permafrost environment.
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8.4.2 Stable Isotope Probing in Permafrost Soils

Stable isotope probing (SIP) is used to label the DNA of actively dividing microbes.

In an elegantly designed study, Tuorto et al. (2014) were able to demonstrate

microbial genome replication in permafrost soils in temperatures ranging from

0 �C to �20 �C using C13-acetate. The active community members that were able

to perform DNA replication in frozen permafrost conditions were part of

Acidobacteria, Actinobacteria, Chloroflexi, Gemmatimonadetes and Proteobacteria

phyla and were distantly subzero related to isolated psychrophilic strains that are

able to grow at subzero temperatures (Tuorto et al. 2014). Firmicutes were not

detected by SIP in this study, suggesting that spore-forming members of this phyla

are dormant and non-metabolically active in an ambient permafrost environment,

and their near ubiquitous detection in molecular studies may be due to the increased

longevity of spores. Some members of the permafrost community were actively

growing across all temperatures, whereas some were limited to specific niche

temperature ranges; for example, uncultured members of Actinobacteria and

Proteobacteria were only able to synthesize DNA between �9 �C and �20 �C.
This could be due to changes in solute concentrations and available water, permit-

ting only the growth of microorganisms that are adapted to very specific niche

conditions (Tuorto et al. 2014).

8.4.3 RNA/DNA Ratios

Ratios of RNA/DNA can be used to infer metabolic activity of the community or a

particular group of microbes. Microbial community members with higher

RNA/DNA ratios are thought to be more metabolically active in the environment,

as the active microbes would be synthesizing higher amounts of RNA per cell

compared to inactive ones, while the DNA content would remain static regardless

of activity (Eriksson et al. 2001; Blazewicz et al. 2013). Hultman et al. (2015)

looked at the ratios of RNA transcripts in metatranscriptomes (MT) to the DNA in

metagenomes (MG) of permafrost soils to determine that the most active groups of

microbes in permafrost were Proteobacteria, Acidobacteria, and Firmicutes,

suggesting that these members of the community were more acclimated to life at

subzero temperatures (Hultman et al. 2015). Furthermore, the study showed that

permafrost had a higher ration of methanogenesis and methane oxidation transcripts

(RNA) to genes (DNA) than the active layer, suggesting that the permafrost had

relatively higher ratio of active methanogens and methanotrophs compared to the

active layer. However, the active layer appeared to have a higher RNA/DNA ratio

of nif genes, suggesting that it harbors a more active community of nitrogen fixers

(Hultman et al. 2015). Schostag et al. (2015) also performed a DNA and RNA based

analysis though only on the active layer of permafrost; their study spanned the

winter and the summer season allowing the comparison of the same soils in frozen
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and thawed conditions. The copy number of rRNA genes and transcripts did not

fluctuate between the two seasons, suggesting that a similar relative abundance of

microbes continue to be active during the winter with the soil temperatures below

�10 �C (Schostag et al. 2015).

8.4.4 Subzero Growth of Permafrost Isolates

Further evidence that microbes in permafrost are active is the ability of isolated

permafrost microorganisms to grow at below freezing temperatures. There have

been many permafrost isolates, mainly belonging to the Firmicutes, Actinobacteria,

Proteobacteria, and Bacterioidetes phyla (Goordial et al. 2016; Jansson and Taş

2014). However, few are able to sustain subzero growth and those that do have

evolved key adaptive strategies. For example, Psychrobacter cryopegella is able to
grow down to �10 �C and up to 28 �C, with maximum growth at 22 �C. It was
isolated from saline cryopegs buried within 40,000 years old Siberian permafrost

(Bakermans et al. 2003). The authors demonstrated that growth yield of the isolate

peaked at 4 �C; at this temperature, the microbial cells needed the least amount of

RNA and proteins to divide. At freezing temperatures, the isolate likely needed to

produce more cold acclimation and cold shock proteins as well as initiate other cold

adaptive changes; above this temperature, the isolate needed to produce more RNA

and proteins due to higher turnover and degradation rate caused by higher temper-

atures (Bakermans and Nealson 2004). Other Siberian permafrost isolates include a

Gram-positive Exiguobacterium sibiricum and a Gram-negative Psychrobacter
sp. 273-4. These isolates were able to grow at �2.5 �C and are thought to cope

with the subzero temperatures by lowering fatty acid saturation and chain length in

their membranes, changing the composition of exopolysaccharides, and increasing

their ice-nucleation activity which is thought to reduce damaging intracellular ice

accumulation (Ponder et al. 2005). An obligate anaerobic, spore forming, bacterial

isolate that was capable of subzero growth was isolated from a water brine from the

Kolyma Lowland region; Clostridium algoriphilum grows down to �5 �C, with
optimal growth at +5 �C (Shcherbakova et al. 2005). From Alaskan permafrost,

Panikov and Sizova (2007) isolated bacterial and fungal members capable of

subzero growth. The bacterial isolates Pseudomonas sp. 3-2005 and Arthrobacter
sp. 9-2 grew at temperatures down to �17 �C; Polaromonas sp. strain

hydrogenovorans grew at �1 �C. The fungal members Leucosporidium spp.

MS-1, -2 and Geomyces spp. FMCC-1, -2, -3, -4 were able to grow down to �35
�C; Mrakia sp. MS-2 grew down to �12 �C. However, in these isolates, growth

between �18 �C and �35 �C was transient and ceased after three weeks, though

normal growth dynamics were sustained in subzero growth above�18 �C (Panikov

and Sizova 2007). An Antarctic Psychrobacter sp. PAMC 21119 isolate capable of

subzero growth was isolated from permafrost soil on Barton Peninsula (Kim et al.

2012). The microbe is able to grow down to at least �5 �C, partially due to an

increase in production of proteins involved in metabolite transport, proper protein
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folding, and membrane fluidity (Koh et al. 2016). Two other Antarctic isolates

(Rhodotorula and Rhodococcus spp.) are also able to grow at �10 �C and �5 �C,
respectively, and were isolated from extremely dry University Valley Antarctic

permafrost (Goordial et al. 2016).

Another bacterial permafrost isolate capable of subzero growth of note is

Planococcus halocryophilus Or1; it was isolated from high Arctic permafrost and

is able to grow down to �15 �C and sustain low level of metabolic activity down to

�25 �C (Mykytczuk et al. 2013). Cells grown under the colder temperatures

counter-intuitively contained higher levels of saturated fatty acids over branched

ones and developed a crust of dense nodular material (Mykytczuk et al. 2013). The

genome of the isolate showed adaptations to cold and osmotic stress including cold

shock proteins, chaperones, genes involved in regulation, repair mechanisms,

osmolyte uptake, and membrane alteration. Genome redundancy in

P. halocryophilus would also suggest the presence of isozymes that may be adapted

to specific temperatures (Mykytczuk et al. 2013). However, despite our ability to

culture subzero permafrost isolates, it appears that the uncultivable native consortia

of permafrost microorganisms are more adapted to subzero temperatures compared

to individual permafrost members currently isolated, based on comparisons of

growth yield and utilization of C14 labeled ethanol between permafrost isolates

and permafrost soils (Panikov and Sizova 2007).

8.4.5 DNA Repair

Another piece of evidence that microorganisms are likely alive, active, and growing

in the permafrost environment is their need and ability to repair DNA damage from

background ionizing radiation. Natural background radiation can damage a cell’s
DNA over long geological timescales, such as those encountered in permafrost

(Johnson et al. 2007). Completely dormant and inactive bacteria frozen in perma-

frost would continue to accumulate DNA damage and eventually lose viability; thus

any viable microbes recovered from an ancient permafrost environment would need

to have been at least minimally metabolically active in order to repair DNA damage

during their tenure in the subzero permafrost (Price and Sowers 2004). Unchecked

DNA damage will cross link the DNA and/or reduce it into 100 bp fragments within

100,000 to 1 million years in frozen conditions (Poinar et al. 1996; Hansen et al.

2006). To date, there have been several permafrost bacteria isolated from ancient

permafrost; for example, Exiguobacterium sibiricum was isolated and cultured at

subzero temperatures from a depth of 43.6 m from a 2–3 million years old Siberian

permafrost (Ponder et al. 2005). Furthermore, experiments on Psychrobacter
cryohalolentis K5 and P. arcticus 273-4 showed that the microbes are able to

grow under �15 �C conditions while simultaneously exposed to ionizing radiation

(Amato et al. 2010). These microbes were metabolically active, as demonstrated by

[3H] thymidine incorporation, and showed that microbes were able to sustain

enough metabolic activity to repair DNA damage in the permafrost environment
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(Amato et al. 2010). Indeed, RNA sequencing of permafrost under frozen and

thawed conditions has also demonstrated a relative overexpression of genes

involved in DNA repair mechanisms in frozen permafrost soils (Coolen and Orsi

2015). In addition, Johnson et al. (2007) demonstrated bacterial survival for at least

half a million years in sealed permafrost. The authors amplified a long 4 Kbp DNA

fragment from ancient permafrost samples (400,000–500,000 years). The fragment

was 20-fold longer than ancient DNA from dead plant/animal samples (max

amplicon lengths of 100–500 bp) of a similar age, suggesting that an active DNA

repair mechanism must have been present to yield such a large DNA fragment from

the ancient permafrost (Johnson et al. 2007). Sequence diversity greatly decreased

with permafrost age, suggesting select few microorganisms are able to sustain long-

term survival in permafrost (Johnson et al. 2007). In younger permafrost

(5000–30,000 years), endospore forming bacterial members were shown to accu-

mulate DNA damage; in older permafrost samples (400,000–600,000 years), there

was no presence of bacteria with capacity for dormancy; instead, members related

to non-spore forming Arthrobacter (Actinobacteria) were dominant. In addition,

authors were able to show active respiration in these older permafrost samples at

ambient permafrost temperatures. Together, these results suggest that microbes in

ancient permafrost can sustain viability by maintaining low levels of metabolic

activity and DNA repair; bacterial members that are capable of this strategy may

outperform bacterial members capable of dormancy in very old permafrost envi-

ronments (Johnson et al. 2007).

8.5 Live Microbes or Ancient DNA

The advent of next generation sequencing technologies has greatly propelled the

study of microbial diversity, giving us a wealth of information and greater insight

into the microbial processes that take place in permafrost environments. However,

one uncertainty of studying microbial life and ecology of permafrost through novel

molecular means is whether the nucleic acids that are isolated from the permafrost

represent the current active microbial community in the ground, DNA within

cryopreserved cells, spores, or just extracellular DNA and RNA molecules (i.e.,

eDNA) adsorbed to soil particles (Willerslev et al. 2004a, b; Pietramellara et al.

2009). Do nucleic acids extracted from permafrost represent a frozen snapshot of

past life or does it represent current life adapted to a harsh environment? Dry

conditions, low temperatures, and salinity promote the persistence of nucleic

acids in the environment, with the rate of DNA degradation decreasing by a level

of magnitude for every 10 �C drop in temperature (Smith et al. 2001; Willerslev

et al. 2004a; Hebsgaard and Willerslev 2009). However, rates of nucleic acid

degradation under different environmental factors are not well understood

(Hebsgaard and Willerslev 2009), and permafrost conditions are thought to be

favorable for long-term microbial and nucleic acid persistence (Johnson et al.

2007). Though DNA fragments (100–500 bp) may not persist in colder
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environments for more than 105 years (Lindahl 1993; Briggs and Summons 2014).

DNA in the environment, resting cells, and endospores degrade over time because

of chemical hydrolysis and oxidation, eventually becoming non-viable and

non-amplifiable due to lack of active DNA repair. However, even minimally

metabolically active cells may retain a functioning DNA repair mechanism and

persist in the permafrost environment over longer time periods (Price and Sowers

2004; Johnson et al. 2007).

Finally, contamination can never be ruled out, when working with such low

quantities and quality of nucleic acids, as in the case of permafrost, the sensitivity of

PCR to contaminants becomes problematic. In addition, when we are studying the

current microbial community in the permafrost soils, extracellular eDNA from dead

cells can obscure the microbial diversity recovered (Carini et al. 2016). On the other

hand, when trying to use ancient nucleic acids as fossil molecules for paleodiversity

studies and to reconstruct past ecosystems, there is risk of currently active microbes

interfering with the results (Bellemain et al. 2013; Briggs and Summons 2014).

Bellemain et al. (2013) run into this problem in their fungal paleodiversity study of

two Siberian Pleistocene aged permafrost samples. The authors used permafrost

samples to infer past ecology and environment of the area and through

metabarcoding detected presence of plant-associated fungal taxa and fungal insect

pathogens; based on this, they concluded that these fungi were an active component

of the Pleistocene environments. However, psychrophilic and psychrotolerant fun-

gal taxa were also detected in their molecular analysis, suggesting presence of

metabolically active taxa in the permafrost that were potentially interfering with an

accurate paleo-reconstruction (Bellemain et al. 2013). So how is it possible to

differentiate between old nucleic acids preserved in the environment and a poten-

tially metabolically active microbial community?

8.5.1 Strategies for Differentiating Between Old Biomarkers
and an Active Microbial Community

As DNA degrades over time, it is increasingly hard to amplify long stretches of

preserved DNA. Designing primers that flank large portions of 16S or other genes

of interest is one way to ensure that only recent DNA is amplified (Johnson et al.

2007). RNA molecules on the other hand are more susceptible to degradations and

do not persist in the environment as free molecules like DNA, due to their single

stranded nature allowing direct cleavage of the phosphodiester bonds. Because of

this, it is thought that molecular reconstruction of current microbial communities

through RNA extractions and sequencing is more reliable. However, RNA extrac-

tions are notoriously difficult in permafrost soils; this is either due to low biomass in

the samples or lack of actual RNA molecules altogether. The latter would imply

lack of active cells. It is prudent to note that some studies have been able to extract

or show evidence of long-term RNA preservation in permafrost, ice, snow, and
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other environments aged 50–140,000 years; for now, these studies are limited to

viral and plant RNA, though this does not exclude the possibility of microbial and

fungal RNA preservation (Guy 2014). Contamination may be an even bigger hurdle

in permafrost RNA studies compared to DNA ones, due to ubiquitous prevalence of

RNases. Another option is the propidium monoazide (PMA) treatment, which is

able to differentiate between live cells’ DNA and eDNA/DNA within dead cells.

PMA binds to DNA and inhibits the PCR reaction; however, it is not able to

penetrate intact membranes of live cells (Bae and Wuertz 2009). Therefore, per-

mafrost studies that aim to describe the current viable microbial community can use

PMA treatment on their samples (Yergeau et al. 2010). However, these studies are

limited to amplicon sequencing or any design that requires a PCR amplification step

in the protocol. The advantage of this is that differences between the “live” and total

DNA can be used to elucidate the portion of DNA that is environmental and

preserved in the permafrost. Though ancient DNA would provide us with the

most comprehensive phylogenetic information of past microbial communities,

other biomolecules can be more persistent in the environment and may serve better

for paleodiversity studies (Briggs and Summons 2014).

8.6 Warming Climate and Permafrost

Permafrost contains large amounts of frozen ancient carbon stores, in the range of

25–50% of the total soil organic carbon (Tarnocai et al. 2009). These pools are

currently mostly inaccessible to microbial metabolism (Mackelprang et al. 2016).

However, as the climate warms due to anthropogenic climate change, these pools of

frozen carbon thawing are becoming available for heterotrophic microbial decom-

position (Schuur et al. 2015). As the carbon pools are degraded, the microbes

release greenhouse gases (GHG; CO2, CH4, and N2O) into the atmosphere which

can potentially increase the rate of climate change via a positive GHG feedback

loop (Marushchak et al. 2011; Graham et al. 2012). Auxiliary effects of climate

change such as wildfires further increase permafrost degradation and active layer

deepening (Taş et al. 2014) (Fig. 8.1). Active layer detachment and permafrost

collapse due to thawing further expose formerly buried permafrost and also

increase microbial activity and degradation of previously unavailable soil organic

matter (Pautler et al. 2010).

In laboratory warming experiments, permafrost thaw induced an increased CO2

production in both Arctic and high altitude permafrost soils (Stackhouse et al. 2015;

Mu et al. 2016). While carbon emissions from permafrost at subzero temperatures

are present, rates of CH4 and CO2 emissions generally significantly increase with

permafrost thaw under aerobic and anaerobic conditions (Song et al. 2014). Fur-

thermore, N2O emissions have been reported in laboratory permafrost core melting

experiments (Elberling et al. 2010). Interestingly, the initial permafrost thaw

released minimal N2O; however, a cycle of drying and rewetting with the meltwater

induced high rates of N2O production in wetland permafrost (Elberling et al. 2010).
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Understanding the extent of ancient carbon degradation and resulting GHG emis-

sions from permafrost is challenging due to different factors that affect the thaw of

permafrost and the heterogeneity of permafrost environments, such as vegetation

cover, latitude, soil composition, hydrology and geology of the area, precipitation,

types of organic carbon stored, C:N ratios, and permafrost depth (Chen et al. 2016).

Indeed, deeper permafrost soils upon thaw may release less CO2 due to these older

soils containing higher proportions of recalcitrant carbon and lower enzyme (amy-

lase and cellulose) concentrations and activity (Song et al. 2014). Thus, character-

izing the current microbial community and activity in permafrost and understanding

how that will shift with permafrost thaw and deepening of the active layer is one of

the key current questions of environmental microbiology and the study of perma-

frost life. Indeed, studies that not only consider the current microbial biodiversity of

permafrost, but that directly explore the changes associated with permafrost thaw

by looking at environments that are currently undergoing this transition or by

directly thawing permafrost samples in the laboratory, are starting to provide us

with real insight into what the microbial community, its metabolic potential, and its

effects on further GHG production may be, once permafrost thaws.

Coolen and Orsi (2015) looked at the transcriptional response of a microbial

community to permafrost thaw in a moist acidic Arctic tundra location. Thawing

permafrost conditions stimulated the growth of Firmicutes, Bacteroidetes,

Euryarchaeota, Chloroflexi, Crenarchaeota, and ascomycetous fungi (Coolen and

Orsi 2015). However, other studies reported that permafrost melt increased abun-

dance of Actinobacteria upon thawing short term (Mackelprang et al. 2011) and

long term (Deng et al. 2015). In mineral permafrost horizons, thaw increased the

abundance of Actinomycetales that degrade complex recalcitrant carbon sources, as

well as Chitinophaga (a chitinolytic genus) and Sphingomonadales (degraders of

aromatics compounds) (Deng et al. 2015). Gene expression upon thaw tended

towards overexpression of genes involved in amino acid transport and metabolism;

energy production; and DNA repair, replication, and recombination (Coolen and

Orsi 2015). However, genes encoding for biofilm formation, virulence, and hori-

zontal gene transfer were higher expressed under frozen conditions compared to

thawed soil (Coolen and Orsi 2015). Biofilm formation in the frozen soils could be

restricted to the liquid brine vein microhabitat that surrounds the frozen permafrost

soil particles (Gilichinsky et al. 2003; Coolen and Orsi 2015). As the permafrost

thaws, genes that code for translation, ribosomal structure, and biogenesis are

upregulated, as well as genes involved in extracellular protein degradation, anaer-

obic metabolism, and the uptake, transport, and degradation of carbohydrates and

are thus, likely contributing to permafrost soil organic carbon degradation. How-

ever, genes coding for hydrolases responsible for the cleavage of complex carbon

polymers into C1 and C2 substrates were expressed in both frozen and thawed

permafrost (Coolen and Orsi 2015).

Wildfires in upland Boreal Alaska stimulate near surface permafrost thaw; this

thaw can shift the microbial community in the soils (Taş et al. 2014). Taş et al.

(2014) conducted a novel study looking at the effects of fire and subsequent

permafrost thaw on the microbial community and its metabolic potential for further
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GHG fluxes. The fire burned the majority of the top organic layer, thawed the

permafrost to at least 1m in depth and lowered the C, N, DOC, and moisture content

of the soils, but increased the pH and percentage of aromaticity. While fire and the

subsequent thawing permafrost had a negative impact on the abundance of

Verrumicrobia and Chloroflexi, it had a positive impact on the abundance of

candidate phyla AD5, which was one of the most abundance phyla in the deeper

thawed and frozen permafrost soils. This is likely due to lowered C, N, and moisture

content and a higher pH, as the abundance of AD5 was also correlated to these soil

parameters (Taş et al. 2014). It is likely that this candidate phyla, with no known

culturable isolates, thrives in nutrient and moisture poor environments, as it was

shown to increase in abundance with both depth and fire disturbance. Furthermore,

the permafrost thawed soils had a different functional potential compared to intact

permafrost. The thawed permafrost contained more genes for the hydrogenotrophic

methanogenesis compared to aceticlastic methanogenesis in intact permafrost (Taş

et al. 2014). However, regardless of the metabolic pathways, anaerobic incubations

of permafrost soils demonstrated an overall reduction in CH4 production in burned

soils; this is potentially due to a reduced moisture content and thus reduced

microbial activity and anaerobic niches (Taş et al. 2014). Nitrogen cycling genes

were overall more abundant in the thawed permafrost compared to intact perma-

frost, including genes for nitrate assimilation and denitrification. However, genes

coding for nitrite and nitrous oxide reductases were lower in the thawed permafrost

soils; this suggests a potential for incomplete denitrification and release of N2O

upon thaw (Elberling et al. 2010; Taş et al. 2014).

Effects of Antarctic permafrost thaw on the microbial community and GHG

emissions have not been studied. However, Buelow et al. (2016) have looked at the

potential effects of permafrost thaw on McMurdo Dry Valley soils by simulating

addition of water and organic matter to the arid Antarctic topsoils. Soils were

dominated by Actinobacteria, Firmicutes, and Proteobacteria phyla (Buelow et al.

2016). Water and organic matter supplements increased bacterial abundance but

decreased diversity suggesting that the region may experience loss of endemic

dry-adapted oligotrophic taxa and replacement by generalist taxa with increasing

temperatures due to climate warming (Buelow et al. 2016).

8.6.1 Methane Dynamics

Methane is ~20 times more potent that CO2 as a GHG. Currently, it is uncertain the

portion of stored organic carbon that will be released as CH4 versus CO2

(Mackelprang et al. 2016). The flux of methane from the soils is governed by the

equilibrium of methanotrophs and methanogens. Methanogens are anaerobic

archaea (part of Euryarchaeota) that are responsible for the biogenic production

of CH4. Methanotrophs are characterized by their ability to oxidize CH4 and

assimilate it as organic carbon (Hanson and Hanson 1996), belonging to the

phyla Verrucomicrobia and Proteobacteria and are further classified as either
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Type I methanotrophs belonging to the Gamaproteobacteria or Type II

methanotrophs belonging to the Alphaproteobacteria (Conrad 2007). Furthermore,

anaerobic oxidation of CH4 is also possible via reverse methanogenesis by a group of

ANME archaea related to methanogens (Knittel and Boetius 2009). Currently,

wetland areas of the Arctic that are acting as methane sources and upland polar desert

soils are acting as methane sinks (Christiansen et al. 2015; Lau et al. 2015). It is

thought the emissions of CH4 in peat and wetlands are currently offset by CH4 uptake

in upland dryer soils (Emmerton et al. 2014; Christiansen et al. 2015). However, this

may not hold up as the climate warms and permafrost degrades. As the permafrost

thaws, it not only introduces organic carbon into the deepening active layer, but also

causes land surface collapse, changes in soil hydrology, and the formation of

thermokarst bogs and wetlands with anoxic conditions (Johansson et al. 2006;

Graham et al. 2012). These anoxic conditions promote the growth of methanogens

and are favorable conditions for CH4 production. So the question arises: what is the

potential of permafrost to act as a CH4 sink or source once it thaws?

Permafrost does contain an active community of methanotrophs and

methanogens (Yergeau et al. 2010; Mackelprang et al. 2011; Allan et al. 2014;

Deng et al. 2015), though there are conflicting results in terms of diversity of these

organisms and no consensus as to how their abundance will be affected with

permafrost thaw. Overall, the permafrost methanogen community is dominated

by Methanococcales and Methanomicrobiales in mineral permafrost and

Methanosarcina, Methanoregula, and Methanobacterium in methane containing

permafrost (Allan et al. 2014; Shcherbakova et al. 2016). In contrast, active layer

soil microbial community is dominated by Methanobacteriales, Methanosarcinales,

Methanocellaceae, and Methanomicrobiaceae (Ganzert et al. 2007; Barbier et al.

2012). Methanogens’ diversity and abundance increases with soil depth in perma-

frost, likely due to the anaerobic conditions in the subsurface (Stackhouse et al.

2015; Shcherbakova et al. 2016). Furthermore, methanogens increase in abundance

and diversity with permafrost thaw and creation of wetlands; this may unfortunately

increase the ratio of CH4 to CO2 flux from microbial decomposition of stored

organic matter (Allan et al. 2014; McCalley et al. 2014). By looking at habitats at

different stages of permafrost thaw, Hultman et al. (2015) observed higher abun-

dance of methanogens in the thawed sites, possibly suggesting that even if the

current permafrost soil do not harbor a large number of methanogens, they can be

colonized by these organisms as the permafrost thaws. In addition to abundance, the

thaw also stimulates methanogen activity, likely due to increase in temperature

(Allan et al. 2014); this is reflected in a higher abundance of mcrA gene transcripts,

a gene that catalyzes the final methanogenesis step (Coolen and Orsi 2015).

Furthermore, upon thaw there is an increase in transcripts of the fhs gene which

is part of the acetogenic fermentation pathway; this corresponded with an increase

in the genes involved in the acetoclassic methanogenesis by Methanosarcina
barkeri (able to utilize C1 and C2 compounds including acetate) (Coolen and

Orsi 2015). This supported a previous finding by McCalley et al. (2014), who

demonstrated that increased CH4 emissions due to peatland permafrost thaw are

associated with a switch from a hydrogenotrophic to acetoclastic methanogenesis.

This was also reflected in the shift of dominant novel methanogen taxa from
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Methanoflorens stordalenmirensis in partially thawed sites to members of

Methanosaeta genus in fully thawed sites (McCalley et al. 2014; Mondav et al.

2014). However, this is in contrast to two studies that found higher abundance of

hydrogenotrophic Methanobacteria members in the upper permafrost horizons

compared to acetoclastic Methanomicrobia members in the lower permafrost hori-

zons (Barbier et al. 2012; Deng et al. 2015). This could have been also due to a shift

from organic more aerobic upper soils to more anoxic mineral lower permafrost

soils (Mondav et al. 2014; Deng et al. 2015). In addition to thawing permafrost,

there is evidence that methanogenesis is able to occur in frozen permafrost as well

(Rivkina et al. 2007; Yergeau et al. 2010). When methane is not able to diffuse

through the frozen soil, permafrost ends up accumulating methane that may be

released rapidly into the atmosphere as the permafrost thaws (Rivkina et al. 2007;

Mackelprang et al. 2011).

Whether permafrost thaw will have a significant impact on release of CH4 into

the atmosphere is also dependent on the response of methanotrophs. Permafrost and

active layer soils harbor Type I, Type II, and Verrucomicrobia methanotrophs;

however, these organisms are not ubiquitous across all permafrost soils (Yergeau

et al. 2010; Christiansen et al. 2015, Stackhouse et al. 2015). The relative abun-

dance of methanotrophs decreases with depth, possibly due to an increasingly

anoxic environment (Stackhouse et al. 2015). The dominant methanotroph organ-

isms in permafrost soils are members of Methylococcaceae, Methylocystaceae, and

Methylocapsa, Methylocella, and Methylacidiphilum (Verrucomicrobia) (Yergeau

et al. 2010; Deng et al. 2015; Stackhouse et al. 2015). Currently, organic rich

permafrost and permafrost affected soils act as a methane source and mineral

permafrost soils act as a methane sink, possibly due to the activity of high affinity

methanotrophs (Christiansen et al. 2015; Lau et al. 2015). Though many studies

predict increases in CH4 releases with permafrost thaw (Mackelprang et al. 2016),

Emmerton et al. (2014) suggests that the future changes in temperature and soil

moisture content may increase CH4 consumption in mineral well-drained perma-

frost affected soils, but at the same time will have minimal effects on increasing

CH4 production (Emmerton et al. 2014).

8.7 Conclusions

Despite permafrost being an inhospitable environment, it harbors an active micro-

bial community in the Arctic, Antarctic, and at high altitudes. Next generation

sequencing and -omics techniques have allowed us to fully grasp the diversity of

microbial life in permafrost. This unique environment has also provided us with

many microbial isolates that help us understand the physiological limits of life and

the necessary adaptations needed to survive in such an extreme environment. In the

more recent years, with the warming climate, it has become imperative to determine

the effects of permafrost degradation on the microbial community. Understanding

how the current microbial community is responding to this warming and subsequent

GHG release is the focus of many current permafrost studies.
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Chapter 9

Cyanobacteria in Polar and Alpine Ecosystems

Anne D. Jungblut and Warwick F. Vincent

Abstract Cyanobacteria are commonly found in freshwaters, soils and glacial envi-

ronments in polar and alpine regions. Studies to date indicate these cold-dwelling

phototrophs are psychrotolerant rather than psychrophilic, with temperature optima

for growth that lie well above the temperature ranges of their ambient environment.

Cyanobacterial mats occur at the bottom of lakes, ponds and streams and within

meltwater habitats on glaciers and ice shelves. They can accumulate large biomass

stocks and may account for the dominant fraction of total ecosystem productivity in

such environments. Certain taxa in these benthic communities are known to produce

cyanotoxins, including microcystins. Planktonic cyanobacteria are also found in many

high latitude lakes, specifically picocyanobacteria, but they are conspicuously absent

or poorly represented in polar seas, probably as a result of their minimal growth rates

in extreme cold. Cyanobacteria also occur in a variety of nonaquatic habitats in the

cold regions, including on and within rocks, and as a major constituent of soil crusts in

polar and alpine deserts. The nitrogen-fixing capabilities of some cyanobacteria make

them especially important for the natural enrichment of soils that have been newly

exposed after glacial retreat. The evolution and biogeography of cyanobacterial

ecotypes in the cold biosphere is a current focus of genomic analysis and pole-to-

pole comparisons, and these studies are providing insights into how microbial eco-

systems survived prolonged periods of cold and freeze-up on early Earth.
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9.1 Introduction

Perennially cold environments in which temperatures remain below 5 �C are

common throughout the biosphere (Margesin and Häggblom 2007). In these hab-

itats, cold temperatures are often accompanied by freeze-thaw cycles, extreme

fluctuations in irradiance including ultraviolet radiation and large variations in

nutrient supply and salinity. As a result of these constraints, polar and alpine

environments contain a reduced biodiversity of plants and animals, but they are

rich in microscopic life, including cyanobacteria.

Cyanobacteria are phototrophic, oxygenic Gram-negative bacteria. They are of

special importance for freshwater and terrestrial ecosystems in polar and alpine

regions, where they are major primary producers, key taxa in food webs and drivers

of carbon and nitrogen cycling. Their presence in the polar regions was first

observed during early expeditions to the Arctic and Antarctica. In 1870, the

Swedish-Finnish explorer Adolf Erik Nordenski€old described the extensive growth
of cyanobacteria in the cryosphere (the ensemble of cold environments containing

snow and ice) across the Greenland Ice Cap (Leslie 1879). Somewhat later in

Antarctica, James Murray, the biologist on the Shackleton’s 1907–1909 expedition

to Ross Island, also gathered detailed information on cyanobacterial diversity and

their importance (Murray 1910). Current research shows a diverse range of

cyanobacteria in polar and alpine habitats and that these organisms have broad

tolerances to the abiotic stresses that prevail in these environments. This has made

them of great interest for the reconstruction of microbial life, diversification and

geobiological weathering processes on early Earth, and polar cyanobacterial mats

and their ice-based habitats have been identified as potential analogues for biotopes

present during the major glaciation events of the Precambrian (Vincent and
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Howard-Williams 2000; Vincent et al. 2004a, b; Sumner et al. 2015; Hoffman

2016).

In this chapter, we first introduce the taxonomic status and general characteris-

tics of cyanobacteria. We examine their ecophysiological traits that allow them to

survive and often thrive in such cold environments. Cyanobacterial diversity in

freshwater, soil and cryosphere ecosystems in the Arctic, Antarctic and alpine

regions is presented, and we conclude this review by consideration of the biogeo-

graphical distribution and evolution of polar cyanobacteria.

9.2 Taxonomy and Diversity

The classification of Cyanobacteria has been controversial for centuries, and sev-

eral taxonomic schemes have been proposed. These organisms were initially

described as algae in the eighteenth century, and the first classification system

was based on the International Code of Botanical Nomenclature as described by

Oren (2004). In the botanical taxonomy, two major works are especially notewor-

thy. Firstly, Geitler (1932) produced a flora that compiled all European taxa, which

already encompassed 150 genera and 1500 species based on the morphology.

Secondly, the recent revisions by Anagnostidis and Komárek (e.g. Komárek and

Anagnostidis 2005) aimed to define more consistent genera, still based on the

morphology. After the prokaryotic nature of cyanobacteria became more obvious

on the basis of ultrastructural and molecular studies, it was proposed that their

nomenclature should be governed by the International Code for Nomenclature of

Bacteria (Stanier et al. 1978). Currently, the bacterial phylum Cyanobacteria

encompasses five subsections (corresponding to the five orders in the botanical

classification) in Bergey’s Manual of Systematic Bacteriology (Castenholz 2001):

Chroococcales (unicellular), Pleurocapsales (large cells subdividing into smaller

baeocysts), Oscillatoriales (simple filamentous), Nostocales (filamentous,

non-branching heterocyst-forming) and Stigonematales (filamentous, branching,

heterocyst-forming).

In recent years, several other classifications have been suggested. Hoffmann

et al. (2005a, b) recommended the recognition of four subclasses considering both

phylogenetic inferences and morphological features: Nostocophycideae,
Oscillatoriophycideae, Synechococcophycideae and Gloeobacteriophycidae with

nine orders Nostocales, Chroococcidiopsidales, Spirulinales, Pleurocapsales,
Chroococcales, Oscillatoriales, Synechococcales and Gloeobacteriales (Hoffman

et al. 2005b; Komárek et al. 2014). It is the first system that recognises that coccoid

and filamentous morphologies are polyphyletic. This is also the classification that

has been adopted by the Greengenes 16S rRNA gene reference database (DeSantis

et al. 2006) that is commonly used for high-throughput sequencing community

structure analysis.

To date, only a few names of cyanobacterial taxa have been validly published

according to bacterial rules, reflecting not only technical difficulties but also the
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confusion due to the existence of two nomenclature systems (Oren 2004). Current

taxonomic studies on cyanobacteria are now adopting a polyphasic approach, which

combines genotypic studies with morphological and phenotypic analyses.

Cyanobacteria often have quite simple morphologies and some of these charac-

ters exhibit plasticity with environmental parameters, so that their taxonomic

usefulness can be limited. Moreover, a number of botanical taxa have been

delimited based on minute morphological differences (e.g. sheath characteristics,

slight deviations in cell dimensions or form), and many authors have shown that the

genetic diversity does often not coincide with that based on morphology

(e.g. Rajaniemi et al. 2005; Taton et al. 2006b). To address these problems, studies

on environmental samples (natural mixed assemblages of microorganisms) are

typically using molecular taxonomic markers, most often the 16S rRNA gene.

The obtained 16S rRNA sequences are compared and often grouped into OTUs

(operational taxonomic units) or phylotypes on the basis of their similarity and

taxonomic assignment performed based on either phylogenetic interference or

percentage similarity match to public databases (Taton et al. 2006a, b; Komárek

et al. 2012; Martineau et al. 2013; Jancusova et al. 2016). Another taxonomic

marker is the internal transcribed spacer regions (ITS). It is highly variable and

therefore not suitable for phylogenetic interference of distinctly related taxa or even

between genera. However, within species and 16S rRNA genotypes, ITS-based

analyses have shown that the resolution of the 16S rRNA gene is often not sufficient

to distinguish between ecotypes as demonstrated for the non-polar marine cyano-

bacterium Prochlorococcus (Rocap et al. 2002).

9.3 General Characteristics and Ecophysiology

Cyanobacteria are oxygenic photosynthetic bacteria and possess photosystems I

and II, which are located on thylakoid membranes (except in the genus

Gloeobacter). The cells usually have a characteristic blue-green coloration due to

the proteins phycocyanin (blue) and allophycocyanin (blue). They additionally

have chlorophyll a, and some species also contain the protein phycoerythrin that

colours the cells red. The protein pigments are organised into specialised light-

capturing structures called phycobilisomes, which transfer their absorbed energy to

the reaction centres of photosystem II. In a few taxa, other chlorophylls have been

observed, including chlorophylls b, d, and f (Miyashita et al. 1996; Chen and Scheer

2013). Some cyanobacteria are also able to fix atmospheric nitrogen, and several

species produce toxic secondary compounds. Cyanobacteria have various storage

bodies for carbon, nitrogen, phosphate and the enzyme ribulose 1,5-biphosphate

carboxylase/oxygenase (RubisCO) (Castenholz 2001).
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9.3.1 Cold Temperatures

In general, high latitude and high altitude cyanobacteria tend to be cold tolerant

(psychrotolerant), with suboptimal growth at low temperatures, rather than

psychrophiles that grow optimally at low temperature (Tang et al. 1997; Tang

and Vincent 1999; Nadeau et al. 2001). They have a variety of mechanisms that

allows them to tolerate and continue to grow, albeit often at slow rates, in the cold

and to tolerate freeze-thaw conditions (Vincent 2007). To maintain membrane

fluidity at low temperatures, polyunsaturated fatty acids with decreased chain

lengths are incorporated into the membrane. In addition, the production of compat-

ible solutes (e.g. trehalose) and update of choline and betaine help to reduce the

freezing point of the intracellular fluid. On the cellular level, genomic and

metagenomic analysis of the cyanobacterium Phormidium priestleyi and

cyanobacterial-based microbial mats in the Arctic and Antarctic identified several

genes potentially implicated in the adaptation to cold environments linked to DNA

replication, a translation initiation factor for protein biosynthesis and chaperones

for protein folding (Varin et al. 2012; Chrismas et al. 2016).

Cyanobacteria must withstand prolonged seasonal desiccation and freezing.

Phormidium-dominated microbial mats in the Arctic have been shown to be

perennial and appear to survive the winter in the vegetative state as they were

metabolically active shortly before and after freezing (Tashyreva and Elster 2016).

Similarly, Antarctica microbial mats have been shown to resume photosynthesis

within minutes to hours after re-thawing (Vincent 2007). However, the tolerance to

desiccation varies between genera. While taxa belonging to Nostoc are

anhydrobiotic, Microcoleus was found not to be truly anhydrobiotic as it survived

extensive dehydration (to 0.23 g water g�1 dry mass) but not complete desiccation

(to 0.03 g water g�1 dry mass). Laboratory experiments also suggested that nitrogen

starvation prior to desiccation increased the tolerance to reduced water availability

in Arctic Microcoleus stains (Tashyreva and Elster 2016).

9.3.2 Salt Stress

Typical hypersaline environments are saline ponds and lakes in terrestrial polar

ecosystems (Vincent 1988) in permanently cold environments, and salinity can be

an important driver of community assemblages (Sabbe et al. 2004; Jungblut et al.

2006). Sudden increases in salt concentration are counterbalanced by a rapid

accumulation of salts to maintain the osmotic equilibrium. Long-term survival

strategies involve uptake of inorganic ions to balance the extracellular ion concen-

trations, as well as the production of organic osmolytes (Oren 2000) and similar

mechanisms as to protect from desiccation. Studies on microbial mats in Ward Hunt

Lake, Canadian High Arctic, have shown that the photosynthetic communities are
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highly resistant to the major increases in salinity that may be associated with solute

concentration during freeze-up (Lionard et al. 2012).

9.3.3 High and Low Irradiance

UV radiation and high-energy photosynthetically active radiation (PAR) can induce

photoinhibition, phycobiliprotein degradation, chlorophyll bleaching and DNA

damage or the production of reactive oxygen species, and the net damage may be

exacerbated at low temperatures (Vincent 2007). Cyanobacteria have evolved a

variety of DNA repair mechanisms, such as excision repair and photoreactivation,

to cope with UV-induced DNA damage (Castenholz and Garcia-Pichel 2000).

However, these processes are reduced at lower temperatures. Furthermore, the

cyanobacteria produce photoprotective screening (gloeocapsin, scytonemin,

mycosporine) and quenching pigments (carotenoids), and many Antarctic

cyanobacteria are able to avoid UV radiation exposure by migrating to deeper

layers within the microbial mats (Castenholz and Garcia-Pichel 2000). High con-

centrations of scytonemin can lead to a black coloration in many cyanobacterial

mats and soil crusts (Vincent 2007). Conversely, phototrophs in polar and alpine

regions must also contend with low irradiances caused by prolonged snow and ice

cover. The cyanobacteria utilise highly efficient light-capturing complexes, with

photosynthetic quantum yields close to the theoretical maximum (Hawes and

Schwarz 2001; Vincent 2007).

9.3.4 Cyanobacterial Toxin Production

Many cyanobacteria can produce toxic substances, known collectively as

cyanotoxins. The mechanisms of toxicity include hepatotoxicity, neurotoxicity,

dermatotoxicity, tumour promotion and genotoxicity and are therefore of great

importance for public health and freshwater ecology. Several studies have also

found cyanotoxins in cyanobacteria-based microbial mats from freshwater ecosys-

tems in polar regions. Microcystins are hepatotoxins and inhibit protein phospha-

tases, and acute exposure can lead to liver failure and death (Chorus and Bartram

1999). Microcystins have been detected in meltwater ponds on the McMurdo Ice

Shelf, Miers Valley (McMurdo Dry Valleys), and Adelaide Island, Antarctica, as

well as in thermokarst ponds on Bylot Island, Canadian High Arctic. Concentra-

tions ranged from 1 ng g�1 to 16 μg g�1 dry mass (Hitzfield et al. 2000; Jungblut

et al. 2006; Wood et al. 2008; Kleinteich et al. 2012, 2013). Culture studies with

Arctic mats showed that warming caused changes in species composition and an

increase in toxins that could have been the result of increased cellular toxin

production or a shift in community structure towards more toxic species (Kleinteich

et al. 2012).
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Common planktonic microcystin producers, such as Microcystis, are absent

from polar freshwater ecosystems, and benthic Nostoc populations have been

proposed as the most likely potential microcystin producers based on morpholog-

ical and DNA analysis (Jungblut et al. 2006; Wood et al. 2008). In addition,

Kleinteich et al. (2013) also detected cylindrospermopsin in freshwater ponds on

Adelaide Island, Antarctica, but the genus Cylindrospermosis, the main producer of

this toxin in temperate and tropical environments, was not found. The ecological or

physiological functions of toxins in polar ecosystems are not fully understood at

present. For microcystins, potential roles include protection against grazers, quo-

rum sensing, gene regulation or iron scavenging, or they may be ancestral relicts of

past pathways and functions (Kaebernick and Neilan 2001; Moffitt and Neilan

2004; Rantala et al. 2004).

9.4 Polar Inland Waters

Cyanobacteria often form cohesive, highly pigmented biofilms and mats, from mm-

to dm-scale thicknesses that coat the benthic environments in ponds and streams in

the Arctic and Antarctic (e.g. Tanabe et al. 2010; Andersen et al. 2011; Lionard

et al. 2012; de los Rı́os et al. 2015). Due to the high biomass accumulations of

cyanobacteria-based microbial mats with rich heterotrophic and microbial eukary-

ote communities in terrestrial aquatic ecosystems, they are therefore seen as

hotspots of biodiversity in comparison to soil environments in the cold, arid polar

desert in permanently ice-free regions.

9.4.1 Benthic Communities in Shallow Ponds

In Antarctica, a great variety of shallow meltwater ponds are present that span a

wide range of environmental conditions. During the austral summer they are

ice-free and brightly lit habitats, whereas they can fully freeze during winter but

can also experience high variability in irradiance and temperatures including daily

freeze-thaw cycling, depending on weather conditions. These aquatic ecosystems

are characterised by high benthic biomass accumulations of cyanobacteria-based

microbial mats. Some of these microbial mats can have vertical zonation of

organisms and functions in response to light gradients. Many of these

cyanobacteria-based microbial mats have an orange, carotenoid-rich upper layer

that likely reduces UV and oxidative stress, underlain by green deep chlorophyll

maximum layer, which in turn may be further underlain by an anoxic bottom layer

that contains anoxygenic phototrophs such as purple bacteria. At the molecular

level, these ponds can show a large cyanobacterial diversity (Taton et al. 2003;

Kleinteich et al. 2014; Archer et al. 2015); for example, Kleinteich et al. (2014)
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identified 274 cyanobacterial OTUs from 30 meltwater ponds from Adelaide Island,

Antarctic Peninsula, using 16S rRNA gene high-throughput sequencing.

9.4.2 Benthic Communities in Lakes

Lakes similarly span a wide range of environmental conditions in the Arctic and

Antarctic. Many of them are covered with ice for most of the year or even have a

perennial ice cover. Studies on perennially ice-covered Lake Hoare in the

McMurdo Dry Valleys have shown that PAR irradiance exerts an overall control

on microbial photosynthetic production, composition and mat structure (Vopel and

Hawes 2006). Other characteristics such as nutrients and salinity also influence the

cyanobacterial richness and community structure (Sabbe et al. 2004; Jungblut et al.

2012; Zhang et al. 2015). The most spectacular cyanobacteria-based mats have

been described to date from the McMurdo Dry Valley lakes, such as Lakes Vanda,

Hoare, Fryxell and Joyce, and Lake Untersee in Dronning Maud Land, East

Antarctica, with striking differences in shape and form. Microbial mats can range

from prostrate (flat) to decimetre thick, three-dimensional branched pinnacle and

cone-shaped growth morphologies that form through accumulation of annual layers

during the summer months (Anderson et al. 2011; Jungblut et al. 2016; Sumner

et al. 2016).

It is still not well understood what triggers the three-dimensional growth, but

Sumner et al. (2016) proposed for Lake Vanda that first small tufts initiate from

random irregularities in prostrate mat and that these then grow into pinnacles over

the course of several years. As pinnacles increase in size and age, their interiors

become colonised by a more diverse community of cyanobacteria with high

photosynthetic potential. Biomass accumulation within this subsurface community

causes pinnacles to swell, expanding laminae thickness and creating distinctive

cylindrical bases and cuspate tops. This change in shape suggests that pinnacle

morphology emerges from a specific distribution of biomass accumulation that

depends on multiple microbial communities fixing carbon in different parts of

pinnacles. However, local habitat conditions such as physical and chemical vari-

ables must also play some role as microbial mat structures can vary greatly among

lakes.

Differences along vertical lake profiles can also be observed. In Lake Fryxell

(Taylor Valley), cyanobacterial mat morphologies and cyanobacterial assemblages

and microbial mat communities appear to be a result of local habitat conditions

likely defined by irradiance and oxygen and sulphide concentrations. Dissolved

oxygen falls from 20 mg L�1 to undetectable over one vertical metre from 8.9 to

9.9 m depth, and three macroscopic mat morphologies were associated with

different parts of the oxygen gradient. Cuspate pinnacles occurred in the upper

hyperoxic zone, which displayed complex topography, and were dominated by

phycoerythrin-rich cyanobacteria attributable to the genus Leptolyngbya and a

diverse but sparse assemblage of pennate diatoms. A less topographically complex
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“ridge-pit” mat was located immediately above the oxygen limit and contained

Leptolyngbya and an increasing abundance of diatoms. Finally, flat prostrate mats

occurred in the upper anoxic zone, dominated by a green cyanobacterium phylo-

genetically identified as Phormidium pseudopriestleyi and a single diatom,

Diadesmis contenta (Jungblut et al. 2016).

In contrast, in Lake Joyce, Taylor Valley (McMurdo Dry Valleys), the water is

supersaturated with calcium carbonate (Green et al. 1988), and this leads to the

formation of three-dimensional microbial mats with well-developed calcite skele-

tons associated with the active microbial mats (Mackey et al. 2015). Interestingly,

in Lake Joyce, depth-specific distributions of these calcitic microbialites, their

organic carbon, photosynthetic pigments and photosynthetic potential cannot be

explained by current growth conditions; it was therefore proposed that they are a

legacy of past lake conditions before a 7-m lake level rise between 1973 and 2009,

thus representing sentinels of environmental change (Hawes et al. 2011).

At the other pole, cyanobacteria play an important role in Arctic lakes, ponds

and streams and have been well studied in the Canadian High Arctic (Bonilla et al.

2005). The benthic microbial mats in lakes often have a cohesive layering, which is

established through an extra polysaccharide matrix and often have a characteristic

pigment stratification (Bonilla et al. 2005; Jungblut et al. 2010; Lionard et al. 2012).

The most common groups are Oscillatoriales and Nostocales, with some

Chroococcales; however, elaborate microbialite structures have not yet been

found in Arctic lake ecosystems.

9.4.3 Benthic Communities in Flowing Water Ecosystems

Streams, runnels and seepages are other aquatic features in permanently cold

ecosystems in the Arctic and Antarctic. They are more ephemeral than lakes and

meltwater ponds and only have liquid water during the warmer summer months

from glacial and snow meltwater. Benthic microbial mats grow in these environ-

ments (Vincent 1988; Elster et al. 1997). These communities remain dormant

during the winter, then rapidly resume biological activity when water wets the

dry channels (Vincent et al. 1993; Tashyreva and Elster 2016). Filamentous

cyanobacteria, such as Phormidium, Leptolyngbya and Pseudanabaena, are impor-

tant for formation of the microbial mat matrix structure as found in ponds and lakes

in the McMurdo Dry Valleys. Stream mats are usually less well developed and can

be made of two macroscopically different layers with a more pigmented upper layer

and more photosynthetically active lower layers. Other components of the commu-

nities are heterotrophic bacteria and diatoms and significant co-occurrence patterns

have been identified between the different taxonomic groups, which suggests

ecological interaction between these groups in stream mat communities in the

McMurdo Dry Valleys (Stanish et al. 2013). The stream water also contains

cyanobacteria in the plankton, which are similar taxa in the benthic stream mats,
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and they likely originate from dispersed benthic mat material rather than represent a

distinct planktonic community (Jungblut unpublished).

Microbial mats also grow in water-filled depressions in the soil, such as the

ice-free central plateau of Byers Peninsula, Livingston Island (South Shetland

Islands), which form meltwater catchment areas for lakes and can cover extensive

surface areas of up to several hundred square metres. These microbial mats are

typically bi-layered, with an upper layer of non-active biomass and the sheath

pigment scytonemin and a basal layer that contains most of the active photosyn-

thetic microbiota. Cyanobacteria in these mats were Leptolyngbya, Phormidium,
Anabaena, Tychonema, Synechococcus, Oscillatoria, Gloeobacter, Calothrix,
Microcoleus, Pseudanabaena and Tolypothrix, and a comparison of samples from

spring, summer and autumn found differences suggesting microbial succession

within these communities (Velázques et al. 2017).

Interestingly, when looking at the trophic interactions of these mats, a Bayesian

mixing model suggested that carbon flow from cyanobacteria to upper trophic

levels was limited to tardigrades and rotifers, whereas fungal and bacterial activity

were likely the main connectors between consumers and producers via a heterotro-

phic loop. This suggests that a homeostatic state displayed in freshwater microbial

mats from maritime Antarctica provides stability to the microbial mats under the

fluctuating environmental conditions commonly found in permanently cold shallow

terrestrial aquatic ecosystems in Antarctica (Velázques et al. 2017).

Cyanobacterial mat communities are less well described from the Arctic. High

biomass accumulations of Nostoc can be found in runnels, but further work is

required to better understand the trophic interactions and relationship with the

environmental conditions of these microbial mats. A detailed analysis by a range

of microscopy techniques of a black pigmented stream mat on Ellesmere Island in

High Arctic Canada showed that it contained Gloeocapsa, Nostoc, cf. Tolypothrix,
Calothrix and cf. Tychonema, with the filaments binding together aggregates of

calcium carbonate and other mineral particles; a pink coloured mat in the same

stream also contained abundant populations of Phormidium, Pseudanabaena and

Leptolyngbya (de los Rı́os et al. 2015). A study on shallow seeps on Svalbard found

extensive mats dominated by Phormidium that maintained large, viable

overwintering populations (Tashyreva and Elster 2016).

9.4.4 Planktonic Communities in Lakes

Bloom-forming cyanobacteria are mostly absent from polar and alpine waters,

reflecting the typically oligotrophic (low nutrient) status of these aquatic environ-

ments as well as their low temperatures and the lack of water column stability in

summer that would favour gas-vacuolate taxa (Vincent and Quesada 2012). How-

ever, picoplanktonic forms of cyanobacteria can be present in high abundance in

lakes. These usually have a lower contribution to total biomass and primary

production than phototrophic microbial eukaryotes such as chrysophytes,
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dinoflagellates and green algal flagellates and may be a food supply for mixotrophic

algae. Picocyanobacteria can also be grazed by crustacean zooplankton in high

latitude waters, although they are a relatively poor quality food source for growth

(Przytulska et al. 2015).

The abundance of planktonic picocyanobacteria is dependent on nutrient avail-

ability and light (Vincent 2000a) and more often nutrient limited than benthic

cyanobacterial mat communities, based on in situ growth experiments in the High

Arctic (Bonilla et al. 2005). In a High Arctic lake, improved irradiance conditions

combined with entrainment of nutrient-rich deeper waters into the surface by

mixing after loss of its ice cover resulted in a threefold increase in concentrations

of picocyanobacteria (Veillette et al. 2011).

In relation to the composition, a study on lakes in the Vestfold Hills (Ace Lake,

Pendant Lake and Clear Lake) found 16S rRNA sequences of Synechococcus-like
picocyanobacteria but distinct from other Synechococcus genotypes, such as

Synechococcus PS840 from the Russian marine coast (Waleron et al. 2007). In

Lakes Vanda and Hoare, cyanobacteria-specific 16S rRNA gene clone analysis

revealed sequences with highest BLAST similarity up to 99% to Limnothrix redekei
and Chamaesiphon subglobosus, which are also genotypes found in the microbial

mats (Jungblut unpublished). Interestingly, although picocyanobacteria are often

the most common photosynthetic cell type in many lakes in the polar regions, they

are absent or only poorly represented in polar seas (Vincent 2000a; Vincent and

Quesada 2012).

9.5 Ice-Based Habitats in the Polar Regions

Similar to lakes, ponds and streams, cyanobacteria can also form large biomass

accumulations in Arctic and Antarctic ice-based ecosystems (Vincent 1988;

Quesada and Vincent 2012) and dominate many microbial consortia formed in

ice-based habitats, such as cryoconite holes on glaciers and meltwater ponds on ice

shelves both in the Arctic and Antarctic.

9.5.1 Glacial Ecosystems

Cryoconite (literally “cold rock dust”) gives rise to vertical, cylindrically formed

holes in the ice surface that contain a thin layer of sediment overlain by water. The

formation of these habitats is initiated through the absorption of solar radiation by

the sediment and the subsequent ablation of the surrounding ice (Wharton et al.

1985). Two different types of cryoconite holes can be found depending on summer

conditions, such as those that are open to the air annually and those that remain

closed by a perennial ice lid. Typically cryoconite holes on glaciers in the Arctic
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and Greenland Ice Sheet open up every summer, whereas in the Antarctic, there are

also closed cryoconite holes (Webster-Brown et al. 2015).

Studies of cryoconite have described diverse microbial communities of

cyanobacteria, heterotrophic bacteria and microbial eukaryotes (Cameron et al.

2012; Mueller et al. 2003; Edwards et al. 2014; Stibal et al. 2015; Webster-

Brown et al. 2015) from regions such as Svalbard, Greenland Ice Shelf, Canadian

Arctic, southern Victoria Land and the McMurdo Dry Valleys in Antarctica. In

closed cryoconite hole communities on the Koettlitz, Diamond and Wright glaciers

in southern Victoria Land, Webster-Brown et al. (2015) found 73 cyanobacterial

OTUs belonging to the genera Chamaeosiphon, Leptolyngbya, Pseudanabaena,
Phormidesmis, Phormidium, Hormoscilla, Nostoc and Oscillatoria using a combi-

nation of high-throughput sequencing and 16S rRNA gene clone library-based

survey. Some of these cyanobacterial taxa were also identified by Christner et al.

(2003) in a 16S rRNA clone library survey of open cryoconite holes from Canada

Glacier, Taylor Valley in the McMurdo Dry Valleys, Antarctica, and by Edwards

et al. (2011) in Svalbard. Environmental samples and isolates from four glaciers in

Svalbard included the morphotypes Chlorogloea, Microcoleus and

Pseudophormidium (Stibal et al. 2006). Many cyanobacterial genera appear to be

present in supraglacial ecosystems in the Arctic and Antarctic but with large

differences among sites. Variations in community structure among several glaciers

in southern Victoria Land, Antarctica, were attributed to both initial wind-borne

inocula from local and regional sources as well as to differences in habitat proper-

ties, such as pH of the meltwaters in the cryoconite holes (Webster-Brown et al.

2015).

Food webs in these glacial systems tend to be simple, with algae and

cyanobacteria as the primary producers and heterotrophic bacteria and fungi as

microbial recycling agents in cryoconite holes (Porazinska et al. 2004; Foreman

et al. 2007). Cyanobacteria are not only key taxa for photosynthesis in these

environments but also aggregate and bind together wind-blown debris leading to

the formation of granular cryoconites. Filamentous, non-heterocystous genera, such

as Phormidium, Phormidesmis and Leptolyngbya, appear to be especially important

in this process. It has therefore been suggested that cyanobacteria are habitat

engineers of granular microbial-mineral cryoconite aggregates in glacial ecosys-

tems (Hodsion et al. 2010; Langford et al. 2010; Cook et al. 2015; Gokul et al.

2016).

9.5.2 Ice Shelf Ecosystems

Another important class of ice-based habitats is represented by meltwater ponds

that form on ice shelves in the Arctic and Antarctic. These contain liquid water

during the summer months but completely freeze over the winter. The biota of these

habitats must therefore contend with extreme temperature changes, freezing and

desiccation stress and high salinities. In Antarctica, the ponds on the McMurdo Ice
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Shelf have low nutrient concentrations, especially nitrogen, due to the marine origin

of the sediments (Hawes et al. 1993); their characteristics are described by Wait

et al. (2006).

Thick benthic cyanobacterial mats coat the base of ice shelf melt ponds and are

diverse communities of Chroococcales, Nostocales and Oscillatoriales as well as
other bacterial phyla and microeukaryotes, as revealed by microscopy, culture

isolation, environmental sequencing and lipid biomarker analysis (Howard-

Williams et al. 1989; Nadeau et al. 2001; Jungblut et al. 2005, 2010). Salt content,

measured as conductivity, can vary greatly from 100 to 70,000 μS cm�1, from

freshwater to brines that are more saline than sea water, and salt concentrations

appear to be a key driver of cyanobacterial community assemblages in these benthic

ecosystems (Jungblut et al. 2005). These meltwater ponds are also usually limited in

nitrogen and cyanobacteria, especially heterocyst-forming genera such as Nostoc,
are thought to play a more important role in the nitrogen budget than heterotrophic

bacteria. Filamentous, oscillatorian cyanobacteria dominate the microbial mats in

these ice shelf meltwater ponds (Fernandez-Valiente et al. 2007; Jungblut and

Neilan 2010), but nitrogen-fixing Nostoc colonies are also present.

Similar to the south polar region, ice shelves as well as glaciers provide a variety

of habitats for cyanobacteria in addition to other biota in the Arctic (Säwstr€om et al.

2002; Varin et al. 2010; Jungblut et al. 2017). However, the total area of ice shelves

is lower than that of Antarctica, where 40% of coastline is fringed by ice shelves.

Furthermore, the recent breakup of the Ward Hunt Ice Shelf (Mueller et al. 2003)

and the loss of the Markham Ice Shelf (Mueller et al. 2008) signal the massive

reduction of these habitats through global warming.

Microbial mats in the Arctic can be prolific at some locations (Vincent et al.

2004a, b) but are generally less developed than in Antarctica; this may be due to the

increased grazing pressure and also a lesser habitat stability as meltwater ponds are

more ephemeral on Arctic ice shelves (Vincent 2000a). As in Antarctica, the north

polar cyanobacteria communities are also dominated by oscillatorian morphotypes

and genotypes such as Leptolyngbya, Phormidesmis, Phormidium and Oscillatoria.
Jungblut et al. (2010) found overlaps in the abundance of genera in Arctic and

Antarctic ice shelf mats and also identified Arctic sequences that had similarities up

to 99% to Leptolyngbya antarctica that was thought to be endemic to Antarctica.

More unicellular genera were found on Arctic ice shelves than in Antarctica,

including Chamaesiphon, Gloeocapsa, Merismopedia, cf. Chlorogloea sp.,

cf. Aphanocapsa sp., Chroococcus sp. and Synechococcus. This may be due to

the wind-blown material from the nearby terrestrial lakes and streams (Harding

et al. 2011). Nostoc and Tolypothrix can also be found; however, the genus

Nodularia was not detected using 16S rRNA gen clone library sequencing. In

total, 10 ribotypes and 19 morphotypes were identified, but this is still an underes-

timation, and high-throughput analyses are required for the more complete under-

standing of the cyanobacterial richness in ice shelf ecosystems.
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9.6 Polar Soil and Rock Habitats

Cyanobacteria are often the primary colonisers of permafrost soils in areas where

meltwater flushes occur through snowmelt or glacial meltwater (Pointing et al.

2015). Colonisation by cyanobacteria can increase soil stability and contribute to

nutrient concentrations. Niederberger et al. (2015) showed that cyanobacteria and

diverse groups of heterotrophic bacteria contributed to nitrogen fixation in wetted

soils in the McMurdo Dry Valleys by comparing DNA, transcript nifH genes and

acetylene reduction assays. However, in the Dry Valleys of Antarctica, the soils are

old and weathered and have low carbon and nutrient concentrations (Vincent 1988;

Cary et al. 2010), and cyanobacteria do not seem to be ubiquitously present in soil

samples in the McMurdo Dry Valleys as cyanobacteria were only detected in some

of the studied soil samples using 16S rRNA gene high-throughput sequencing (Van

Horn et al. 2013) and ARISA (Magalhaes et al. 2012). Wood et al. (2008) also

concluded that moisture content of Antarctic Dry Valley soils was a poor indicator

of cyanobacteria distribution and that other variables such as soil elemental com-

position may play a role in influencing edaphic cyanobacterial habitat suitability.

Terrestrial dark crusts are found throughout the Arctic and Antarctica and are

commonly dominated by cyanobacteria. A study performing 16S rRNA gene high-

throughput sequencing on dark soil crusts growing in water tracks in the Ward Hunt

Lake catchment, Canadian high Arctic (Stevens et al. 2013), found communities

dominated by Oscillatoriales and OTUs grouping within Nostocales,
Chroococcales and Acaryochloris, as well as a diverse heterotrophic community

that included Acidobacteria, Proteobacteria, Bacteroides and Verrucumicrobia.
Although there was no clear relationship between overall community structure

and water availability, cyanobacteria were present in higher abundance in the

water tracks with more regular water.

Cyanobacteria are also often identified in biofilms below and within the rocks

where the microclimate gives protection against environmental stresses, such as

high UV radiation, temperature extremes, desiccation and physical removal by

wind in hyperarid polar deserts. They can be found in depth below the rock surface,

depending on the optical characteristics of the rocks and the level of available PAR.

Depending on the spatial location of the communities, they are hypolithic (beneath

rocks), endolithic (in pore spaces of rocks), chasmoendolithic (in cracks and

fissures of rocks) or cryptoendolithic (in the pore space between mineral grains

forming sedimentary rocks) (Pointing et al. 2009; Makhalanyane et al. 2013;

Stomeo et al. 2013).

Hypolithic communities under translucent rocks can be found in Antarctica, for

example, in the Miers Valley of the McMurdo Dry Valleys. These microbial

assemblages differ from soil communities, and cyanobacteria appear particularly

during the first stage of developmental succession. The increased nutrient enrich-

ment of the hypolithic microenvironment resulting from cyanobacterial colonisa-

tion could set the stage for subsequent heterotrophic fungal colonisation and the

eventual development of bryophyte-based communities (Cowan et al. 2010). A
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phylogenetic inference analysis found that hypolithic 16S rRNA cyanobacterial

sequences formed clades with Oscillatoriales, such as Phormidium priestleyi and
Leptolyngbya frigida, and Nostocales such as Nostoc (Pointing et al. 2009; Khan

et al. 2011) in hypoliths in the McKelvey and Miers valleys. In the Arctic,

hypolithic cyanobacteria are also commonly observed under opaque rocks

subjected to periglacial movements (Cockell and Stokes 2004); however there is

still a lack of 16S rRNA gene community structure analysis and phylogenetic

analysis for a biogeographic and ecological comparison.

Chasmoliths and endoliths have also been studied in the McKelvey Valley in

Antarctica and appear to have bacterial, eukaryotic and functional gene communi-

ties that are distinct from hypolithic and soil bacterial communities (Pointing et al.

2009; Chan et al. 2013). 16S rRNA gene cyanobacterial communities were dom-

inated by Chroococcidiopsis, which had already been identified by morphology in

sandstones of the Dry Valleys by Friedmann and Ocampo (1976). This genus is

remarkably resistant to desiccation and has close relatives in hot deserts (Fewer

et al. 2002). Other 16S rRNA sequences identified in this habitat have included

Acaryochloris and Tolypothrix (Miyashita et al. 1996; de los Rı́os et al. 2007;

Pointing et al. 2009), and microscopic analysis has identified Gloeocapsa-like
cyanobacteria in other types of continental Antarctic rocks such as sandstones. In

the Arctic, cryptoendolithic communities are also common in sandstone outcrops of

Eureka, Ellesmere Island, and consist of similar cyanobacterial morphotypes as in

Antarctic rocks (Omelon et al. 2006); however, there is still a lack of molecular

analysis.

9.7 Marine Ecosystems

The abundance of picocyanobacteria decreases markedly from temperate latitudes

to polar regions (Marchant et al. 1987; Fouilland et al. 1999; Vincent and Quesada

2012). This decrease is likely due to temperature-limited growth rates (Vincent

2000a; Marchant 2005) in combination with continuous losses due to grazing,

advection and mixing (Vincent 2000a; Vincent and Quesada 2012). In a 16S

rRNA gene study of bacterial communities in the Beaufort Sea and Amundson

Gulf, cyanobacteria were not part of the top 50 most abundant bacterial taxa

(Comeau et al. 2011) and represented only 0.5% of the relative abundance in the

epishelf lake in Milne Fjord, Canadian High Arctic, whereas phototrophic micro-

bial eukaryotes were more abundant (Thaler et al. 2017). Interestingly a study of

their molecular diversity in the Beaufort Sea identified picocyanobacteria using a

cyanobacteria-specific amplification protocol, but they were affiliated with fresh-

water and brackish Synechococcus lineages and not with oceanic ones (Waleron

et al. 2007). This was further confirmed by Blais et al. (2012), who also identified

cyanobacterial nitrogenase reductase genes (nifH) from the Beaufort Sea, but again

had highest match to cyanobacteria in freshwater or terrestrial habitats, such as the

heterocyst-forming and nitrogen-fixing genus Nostoc. Their origin, therefore,

9 Cyanobacteria in Polar and Alpine Ecosystems 195



seemed allochthonous for the Arctic Ocean as it is much influenced by large

riverine inputs. Similar findings have also resulted from Antarctic marine studies

(e.g. Koh et al. 2012) where cyanobacteria were rare in the Antarctic ice commu-

nities and most closely related to freshwater Cyanobacteria from neighbouring

terrestrial sources. Interestingly, Wilmotte et al. (2002) detected 16S rRNA

sequences of picocyanobacteria that were closely related to temperate oceanic

Synechococcus, such as WH8103 and WH7803 (Wilmotte et al. 2002) from the

Subantarctic Front (51�S), suggesting that some marine genotypes may occur in

polar waters.

9.8 Alpine Habitats

9.8.1 Ice-Based Supraglacial Ecosystems

Glaciers are a key feature of alpine landscapes, and supraglacial ecosystems, such

as cryoconite hole communities, can be found from European and New Zealand

Alps to the Himalayas. Therefore, it is not surprising that similarities have been

found across supraglacial microbial diversity and communities and Cyanobacteria
and Proteobacteria are important taxa in cryoconite assemblages. Although there

are similarities in the cryosphere ecosystems across Svalbard, Greenland and

Austria, a comparative study also found distinct geographic signals in the commu-

nities suggesting that local conditions play a role in shaping the assemblages

(Edwards et al. 2014).

9.8.2 Streams and Lakes

In alpine streams, water chemistry, geochemical conditions, hydraulic conditions

and permanence of flow are the key factors defining taxonomic diversity.

Cyanobacteria have been found as part of microbial mats, epiphytic on mosses

and endosymbiotic in lichens in stream habitats of many alpine regions, but there

are no specific studies on their molecular diversity or adaptations (McClintic et al.

2003; Rott et al. 2006). Nutrient concentrations show large variations during the

year with peaks in late winter and autumn. PAR and UV radiation also range from

low levels in the presence of ice and snow cover to high levels during summer

months, creating a need for protective mechanisms to survive. Rott et al. (2006)

have described different colonisation patterns for several cyanobacterial

morphotypes in alpine streams.

Cyanobacteria in alpine freshwater lakes can be found as benthic and planktonic

communities. Plankton communities are mostly comprised of Synechococcus
morphotypes, and their abundance is correlated to nutrient availability, particularly
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nitrogen and phosphorus. Benthic communities were studied by Mez et al. (1998)

and Sommaruga and Garcia-Pichel (1999).

9.8.3 Rocks and Soils

Cyanobacteria are also a component of alpine soil crusts and of soils from recently

deglaciated areas and rock-associated communities, as described for endolithic

communities of dolomite rocks in the Swiss Alps (Sigler et al. 2003). Diverse

cyanobacteria, such as Microcoleus, Nodosilinea, Nostoc and Chroococcales, were

found, based on morphological and 16S rRNA gene phylogenetic analysis in soil

crust altitudinal gradients (4600–5900 m) in the Himalayas (Janatková et al. 2013).

The presence and role of cyanobacteria in microbial and plant succession in the

Andes has also been examined (Schmidt et al. 2008). Cyanobacterial sequences in

Andean soils (Nemergut et al. 2007) included those related to the Chamaesiphon
PCC7430 (96% sequence similarity), diverse Nostoc strains (up to 98.5% sequence

similarity with the Antarctic ANT.L52B.1), the Antarctic Leptolyngbya frigida
ANT.LH52.2 (98.5%) and ANT.LH52B.3 (99.6%), or differed from database

sequences and thus represented a novel diversity.

Cyanobacteria have also been described from rock habitats ranging from

European alpine dolomite layers to rocks in cold desert environment, such as

stony desert pavements in the Qaidam Basin in China where communities

contained in particular Chroococcidiopsis, based on 16S rRNA gene phylogenies,

and cyanobacterial communities in comparison to hot desert environments were

spatially aggregated at multiple scales in patterns distinct from the underlying rock

pattern. Site-level differences in cyanobacterial spatial pattern (e.g. mean inter-

patch distance) were linked with rainfall, whereas patchiness within sites was

correlated with local geology (greater colonisation frequency of large rocks) and

biology (dispersal during rainfall) (Warren-Rhodes et al. 2007).

9.9 Evolution and Biogeography

The origin and biogeography of cyanobacteria found in permanently cold environ-

ments, especially in the Arctic and Antarctic, remain topics of much debate.

Physiological studies of polar cyanobacterial strains found that they were mostly

psychrotolerant and had temperature optima for growth rates in the range 15–20 �C,
well above their habitat temperatures, and it was therefore suggested that they likely

had their evolutionary origins within temperate latitudes (Tang et al. 1997; Nadeau

et al. 2001) and subsequently colonised perennial cold habitats. Phylogenetic

interference based on a limited number of 16S rRNA genes of these first polar

cyanobacteria isolates showed that they grouped with clades across the

cyanobacterial Tree of Life, implying that psychrotolerant phenotypes evolved
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several times (Nadeau et al. 2001). A far more comprehensive study based on a 16S

rRNA gene tree with a large-scale multi gene analysis (135 proteins and 2 ribosomal

RNAs) also identified clades that are common to Arctic, Antarctic and alpine sites

in all major lineages (Chrismas et al. 2015). Bayesian ancestral state reconstruction

was also performed with 16S rRNA gene sequences from these three cold region

environments. This analysis of 270 sequences of cyanobacteria identified 20 clades

with each having common ancestors that were likely capable of surviving in the

cold (Chrismas et al. 2015).

Linked to the question of where and what evolutionary mechanisms led to the

radiation of cyanobacteria with an ability to dealing with extreme cold is the

ongoing discussion about cyanobacterial biogeography. A long-standing theory of

microbial distribution is that “everything is everywhere, but the environment

selects” and that local habitats select for specific microbiota that are globally

distributed (Baas-Becking 1934). Castenholz (1992) noted the slow rates of speci-

ation in the cyanobacteria together with their large dispersal abilities, and this in

combination with the relatively young age of most polar ice-free environments

suggests that endemism is likely to be rare among polar cyanobacteria. On the other

hand, several features of Antarctica suggest that microbial endemism may be

possible there (Vincent 2000b): (1) Antarctica has been more isolated than other

parts of the world for several million years; (2) dispersal processes which favour

local species are more efficient than long-range dispersal processes; and (3) there

has probably been strong environmental selection for adaptive strategies. Morpho-

logical identifications seemed to support this hypothesis, but such characterisation

is limited due to morphological plasticity. There are also several phylogenetic

studies based on 16S rRNA gene sequences from isolated cyanobacteria and from

environmental samples that have identified taxa which appeared to be restricted to

specific geographic sites and which may suggest the presence of endemicity (Taton

et al. 2006a, b; Strunecky et al. 2011; Komárek et al. 2012). However, comparisons

with other geographic locations are still unsatisfactory due to the limited number of

reference strains in culture and the limited sampling over the vast polar and alpine

regions.

The first comprehensive 16S rRNA gene surveys of cyanobacterial mat assem-

blages from the High Arctic indicated the presence of cyanobacterial ecotypes that

were 99% similar, based on 16S rRNA gene analyses, to taxa previously thought to

be endemic to Antarctica. More than 68% of all identified ribotypes at each site

matched only cyanobacterial sequences from perennially cold terrestrial ecosys-

tems and were less than 97.5% similar to sequences from warmer environments.

This implied the global distribution of low-temperature cyanobacterial ecotypes

throughout the cold terrestrial biosphere (Jungblut et al. 2010).

Although several studies have shown the potentially cosmopolitan distribution

of cold ecotypes, other work has indicated that there are dispersal barriers on local

to global scales leading to distinct populations within 16S rRNA gene genotypes

and ecotypes. At the local scale, Novis and Smissen (2006) showed with amplified

fragment length polymorphism (AFLP) analysis that Nostoc commune formed

distinct genetic groups according to the habitat in the McMurdo Dry Valleys,
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Antarctica. At the global scale, barriers of dispersal have also been identified

between 16S rRNA gene ribotypes of desert-dwelling Chroococcidiopsis, as molec-

ular clock analysis of 16S RRNA genotypes from cold arid and hot deserts

suggested no evidence of recent interregional gene flow. The temporal phylogeny

suggests that the time of most recent common ancestry to all contemporary variants

was 2.5 Ga (range: 3.1–1.9 Ga), indicating populations have not shared common

ancestry since before the formation of modern continents (Bahl et al. 2011). This

suggests that the biogeography of polar cyanobacteria is complex and may vary

across taxonomic species and ecotypes. Therefore, further studies are needed with

better species sampling and using multilocus gene and genomic analysis for

adequate resolution.

9.10 Conclusions

Cyanobacteria evolved under the harsh, highly variable temperature regimes of the

Precambrian and their modern representatives retain a remarkable ability to adapt to

and survive within extreme conditions. They are among the microbial dominants in

soil ecosystems, the hydrosphere and the cryosphere of Arctic, Antarctic and alpine

regions. They are keystone taxa as they play a major ecological role in primary

colonisation of substrates, primary production, nitrogen input and even as habitat

engineers in these permanently cold ecosystems. The application of molecular

tools, in particular high-throughput sequencing and metagenomics, in combination

with laboratory experimentation has begun to provide new insights into the full

diversity of cyanobacteria, their community dynamics and their biogeographical

distribution in cold environments on a global scale. However, more studies and

especially comparative genomic evaluations are needed to unravel the enigmatic

origins and evolution of cyanobacteria in the cold biosphere. This is an urgent task

in view of the climatic changes that have already begun to alter the structure and

functioning of polar and alpine microbial ecosystems.
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Part III

Molecular and Physiological Adaptations
to Cold Habitats



Chapter 10

Enzyme Catalysis in Psychrophiles

Tony Collins and Charles Gerday

Abstract Cold-active enzymes are produced by organisms, known as

psychrophiles, adapted to permanently cold habitats. Low temperatures have an

exponential deleterious effct on reaction rates, and thus psychrophilic enzymes

have to be adapted to secure appropriate reaction rates in their environment. These

enzymes have a high specific activity at low temperatures, in any case higher than

that of their mesophilic and thermophilic counterparts, and display a shift of the

apparent optimum temperature for activity towards low temperatures as well as a

reduced thermal stability and increased flexibility. The increased flexibility may be

global, involving the overall edifice, or local, involving only those zones crucial for

activity, be they near or distant from the active site. The reduced thermodynamic

stability of cold-adapted enzymes is illustrated by a significantly lower stabilisation

energy as compared to that of their mesophilic and thermophilic counterparts, yet

maximum stability occurs at similar temperatures in all cases. The comparison of

their three-dimensional structures with higher temperature-adapted homologues, in

conjunction with various mutagenesis studies, has shown that their high activity

results from rather discrete molecular changes that tend to decrease the stability of

the molecular edifice. Each cold-adapted enzyme however adopts a specific strat-

egy. There is apparently a continuum in the adaptation, with some enzymes

showing extremely acute cold adaptation, as illustrated by a severe shift of the

activity towards low temperatures, whereas others appear to cover a broader range

of temperatures. This probably depends on the specific evolutionary history of the

organisms which produce them.
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10.1 Introduction

Enzymes are proteins that increase the rate of chemical reactions without modifying

the equilibrium constant of the reaction. Their efficiency is notably exponentially

dependent on temperature and follows the Arrhenius law (Arrhenius 1889):

kcat ¼ Ae�Ea=RT ð10:1Þ

in which kcat is the reaction rate; A the pre-exponential term, also known as the

frequency factor, which is related to the frequency of collision of the reactants and

to the probability of the reactants being in the appropriate orientation to react; Ea

the activation energy, R the universal gas constant (8.314 J mol�1 K�1); and T the

temperature in Kelvin.

Similarly, the temperature dependence of a reaction can be described by the

following equation derived from the transition state theory (Eyring 1935):

kcat¼к kBT=hð Þe �ΔG#=RTð Þ ð10:2Þ

where kB is the Boltzmann constant (1.38 � 10�23 J K�1), h the Planck constant

(6.63 � 10�34 J s) and ΔG# the free energy of activation, that is, the difference in

Gibbs energy between the activated and ground states. К, the transmission coeffi-

cient, takes into account possible re-crossing (activated state returning to the ground

state) and tunnelling (complexes with lower free energy than the activation energy

giving rise to product) effects as well as deviation from the equilibrium distribution

(Garcia-Viloca et al. 2004). Importantly, к is negatively influenced by the viscosity

of the medium (Garcia-Viloca et al. 2004; Siddiqui et al. 2004) and is particularly

relevant here as the viscosity of the reaction medium increases significantly at low

temperatures (Mastro and Keith 1984; Demchenko et al. 1989; Homchaudhuri et al.

2006). Hence, enzyme reaction rates are presented with a double challenge at low

temperatures, being negatively affected by both the decreased temperature and the

increased viscosity resultant of this decreased temperature.

Cold-active enzymes, which have successfully overcome the low-temperature

challenge, are produced by a group of organisms known as the psychrophiles, a

term introduced by Schmidt-Nielsen in 1902. One knows, from the preceding

chapters in this book, that psychrophiles are quite diversified and have successfully

colonised various environments that experiment temperatures close to or below

0 �C. Interestingly, due to the fact that their apparent optimum growth temperature
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is generally above 20 �C, these organisms were initially considered as cold-tolerant,

or psychrotolerant, rather than cold-loving, or psychrophiles (Ingraham and Stokes

1959). Indeed, this confusion still persists today as some investigators erroneously

consider the so-called optimum temperature to correspond to the best possible

temperature for the organism. It was the merit of Hess (1934) to point out that

numerous bacteria, even with maximum growth rates around 20 �C, were true

psychrophiles simply because in broth cultures the largest cell populations were

obtained at 5 �C rather than at 20 �C. This has been confirmed by more recent

studies, such as that of Margesin (2009). Furthermore, it has also been shown that

the production of extracellular enzymes is highest at temperatures close to that of

the environment of the microorganisms and far below the so-called optimum

temperature (Feller et al. 1994). Thus, it is the habitat temperature of the organism

and not the temperature enabling highest growth rates that is most relevant, and

psychrophiles are found to thrive in environments characterised by temperatures

close to or below the freezing point of water.

Despite the negative effects of low temperatures on reaction rates, psychrophiles

reproduce and grow well in cold environments. Indeed, the adaptation of

psychrophiles to cold habitats, having real growth optima close to those of their

environments, indicates that their cell components and in particular their enzymes,

which catalyse nearly all chemical reactions occurring in their cells, are perfectly

adapted to work at low temperatures. The first significant report related to cold-

active enzymes dates back to more than a quarter of a century with the publication

of the properties of a heat-labile alkaline phosphatase isolated from an Antarctic

bacterium (Kobori et al. 1984). This paper can be considered as a seed paper since

the two main properties of cold-active catalysts were already correctly described,

i.e. a high specific activity at low temperature and a rather high sensitivity to

temperature. The biotechnological potential of this enzyme was also underlined

since this cold-active enzyme could be rapidly inactivated by mild heat treatment,

contrary to calf intestinal ATPase, and thereby offered a very convenient method

for the 50 end radio-labelling of DNA fragments. Numerous reviews or book

chapters devoted to the study of cold-active enzymes have since been published;

one can mention, among the latest, Russell (2000), Collins et al. (2002, 2007, 2008),

Feller and Gerday (2003), Georlette et al. (2004), D’Amico et al. (2006b), Siddiqui

and Cavicchioli (2006), Marx et al. (2007), Feller (2008, 2010), Papaleo et al.

(2011), Gerday (2013, 2014), Fields et al. (2015) and Santiago et al. (2016).

10.2 Activity at Low Temperatures

The relation between enzyme activity and temperature can be roughly expressed by

the Q10 which represents the ratio between the rates of a chemical reaction

measured at an interval temperature of 10 �C. The value of Q10 depends on the

activation energy (Ea) of the enzyme but in a typical mesophilic enzyme is usually

close to 3. Therefore, in this case, a temperature shift from 40 �C to 0 �C will
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decrease the rate of the chemical reactions occurring in a non-adapted organism by

a factor of 81 and severely impair the survival of this organism at low temperature.

The temperature dependence of enzymatic reactions occurring in psychrophilic and

mesophilic organisms is illustrated in Fig. 10.1. Three main differences can be

observed:

1. When compared to its mesophilic counterpart, the apparent optimum of the

psychrophilic α-amylase is shifted towards low temperatures by more than

30 �C.
2. The cold-adapted enzyme displays a high catalytic efficiency at low and mod-

erate temperatures, contrary to the mesophilic counterpart.

3. The cold-active enzyme is rapidly inactivated at moderately high temperatures.

As far as the temperature shift is concerned, it is worth mentioning that its

amplitude strongly depends on the enzymes considered. Also, in many cold-

adapted enzymes, the activity recorded at the environmental temperature is some-

what lower than that recorded for homologous mesophilic and thermophilic

enzymes at their own environmental temperatures. This possibly reflects an incom-

plete adaptation to low temperatures in some cold-adapted enzymes.

The modification of enzymatic properties as a function of environmental tem-

perature in ectothermic organisms has been discussed for many years (Hochachka

and Somero 1973, 2002; Somero 1977). These authors defined three possible

strategies for the adaptation of enzymes to low temperatures: first, the organism

could increase the concentration of enzymes in the cell or secreted; second, the

activity could be modulated by increasing the substrate binding ability; and third,

the organism could modify in a permanent way the catalytic efficiency of the

enzyme. The first strategy is, at first sight, improbable due to its energy cost in a

cold environment; the second strategy will not be efficient in the case of enzymes

working at saturated substrate concentration, which probably concerns most of the

Fig. 10.1 Temperature

dependence of activity. The

temperature dependence of

activity for a cold-adapted

α-amylase isolated from the

Antarctic bacterium

Pseudoalteromonas
haloplanktis ( filled circles)
and a closely related

mesophilic enzyme isolated

from pig pancreas (open
circles) are shown (from

Feller et al. 1992)
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extracellular enzymes. In the case of intracellular enzymes, it has been shown that

the Km values for phosphoenolpyruvate of fish pyruvate kinases adapted to different

temperatures were lowest in the range of temperatures usually experimented by

these organisms, and, at the respective environmental temperatures, the substrate

binding affinities were found to be similar (Somero 1977). In fact, only the third

strategy, i.e. the production of enzymes specifically adapted to low temperatures,

seemed to be the most appropriate.

The initial discoveries as well as an easier accessibility to Arctic and Antarctic

sites stimulated an interest in cold enzymes, and in the 1990s several groups were

formed, thanks notably to the support of the European Union, to focus on psychro-

philic organisms with the aim of shedding light on the fundamental aspects of their

adaptation and their biotechnological potential. In addition to other factors, these

studies enabled significant progress in the understanding of the molecular adapta-

tions to cold of cold-active enzymes. Numerous cold-adapted enzymes were nota-

bly isolated; one can mention recent investigations carried out on a cold-active

cellulase from the Antarctic bacterium Pseudoalteromonas haloplanktis (Garsoux
et al. 2004; Sonan et al. 2007), the hormone-sensitive lipase from the Antarctic

strain Psychrobacter sp. TA144 (De Santi et al. 2010), the periplasmic nitrate

reductase from the Antarctic bacterium Shewanella gelidimarina (Simpson and

Codd 2011), the serine hydroxymethyltransferase from a cold-adapted

Psychromonas ingrahamii (Angelaccio et al. 2012), the cold-adapted

thermolysin-like protease from Halobacillus sp. SCSIO isolated from marine

sediment (Yang et al. 2013), the cold-adapted pullulanase from Shewanella arctica
40-3 (Qoura et al. 2014), the psychrophilic acetate kinase from Shewanella
sp. AS-11 (Tang et al. 2014), the cold-adapted α-amylase from a metagenomics

library (Vester et al. 2015), the N-acetylneuraminic acid synthase from a psychro-

philic Moritella viscosa (Berg et al. 2015), the ectoine synthase from the marine

bacterium Sphingopyxis alaskensis (Kobus et al. 2015) and the psychrophilic

β-glucosidase from Micrococcus antarcticus (Miao et al. 2016). All these newly

isolated enzymes show the typical characteristics of cold adaptation, i.e. a higher

specific activity than their mesophilic counterparts at low and moderate tempera-

tures (see also Table 10.1) and a higher sensitivity to moderately high temperatures.

Some cold-adapted enzymes show hyperpsychrophilic character (a counterpart to

hyperthermophilic enzymes), such as the extracellular enzymes of microorganisms

isolated from sea ice in the Arctic with apparent temperature optima around 15 �C
(Huston et al. 2000), the cold-active dihydrofolate reductase from the deep sea

microorganismMoritella profunda (Xu et al. 2003a) with a maximal growth rate at

2 �C and the α-amylase isolated from submarine ikaite columns in SW Greenland

that displays an apparent optimum at 10–15 �C (Vester et al. 2015). In a limited

number of cases, the specific activity of the cold-active enzyme does not exceed

that of the mesophilic enzyme studied, as demonstrated by an arginine kinase from

Desulfotalea psychrophila (Suzuki et al. 2012), an Antarctic chitinase (Lonhienne

et al. 2001a) and an isocitrate reductase (Fedoy et al. 2007). Interestingly, in this

latter case, the thermal stability also seems higher than that of the mesophilic

homologue. Also, in the first case, the data tends to indicate that the arginine kinase
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from the psychrophilic bacterium D. psychrophila is not well adapted to low

temperatures. In fact it would be interesting to compare the catalytic properties of

other enzymes from D. psychrophila to those of homologous enzymes from the

mesophilic bacterium Desulfitobacterium hafniense to determine whether this

apparently incomplete adaptation to cold can be extended to other enzymes and

possibly to the whole organism. Finally, in the case of the chitinase, the type of

substrate used in the study is probably important since chitins are structurally very

different from each other.

Another parameter which can play an important role in chemical reactions

controlled by enzymes is the Km. On a first approximation, this represents the

affinity of the enzyme for the substrate, provided that the rate constants that could

interfere with the constants directly involved in the true dissociation constant of the

enzyme-substrate complex can be neglected. Km values have been reported for

numerous cold-adapted enzymes and compared to those of mesophilic homologues

(Table 10.1). With the exception of the lactate dehydrogenases, this table reveals a

main feature of cold-adapted enzymes, i.e. their Km values are higher than that of

Table 10.1 Km and kcat values of psychrophilic (P) and mesophilic (M) enzymes

Enzyme/organism

T
(�C) Km kcat (s

�1) Reference

Alpha-amylase D’Amico et al. (2001)

P: Pseudoalteromonas
haloplanktis

25 234 μM 294

(10 �C)
M: Pig pancreatic 25 65 μM 97

Cellulase Garsoux et al. (2004)

P: P. haloplanktis 4 600 μM 0.18

M: Erwinia chrysanthemi 4 200 μM 0.01

DNA ligase Georlette et al. (2000)

P: P. haloplanktis 18 0.30 μM 0.034

M: Escherichia coli 18 0.18 μM 0.004

Endonuclease I Altermark et al.

(2007)P: Vibrio salmonicida 0.5 246 mM 9.41

M: Vibrio cholerae 0.5 118 mM 1.03

Isocitrate dehydrogenase Watanabe et al. (2005)

P: Colwellia maris 15 62 mM 70.8

M: E. coli 15 3.3 mM 22.0

Lactate dehydrogenase Coquelle et al. (2007)

P: Champsocephalus gunnari 0 0.16 mM 230

M: Squalus acanthias 0 ~0.3 mM 72

Ornithine transcarbamylase Xu et al. (2003b)

P: Moritella abyssi 30 45 mM 690

M: Saccharomyces cerevisiae 30 0.9 mM 235

Subtilisin Narinx et al. (1997)

P: Bacillus sp. (Antarctic) 5 26 μM 32

M: Subtilisin Carlsberg 5 6 μM 18
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their mesophilic homologues, indicating a lower affinity for the substrate. Indeed,

this loss in substrate binding affinity contributes to fix the limit of the thermal

tolerance of living organisms. The increase of Km in cold-adapted enzymes sug-

gests that the active sites of these have lost part of their initial rigidity and that the

enzyme-substrate complex ES is less stable than in mesophilic and a fortiori

thermophilic counterparts. Therefore, in the case of poly-substrate enzymes, one

can also expect a modification of the substrate specificity following this adaptation

drift. This has been clearly illustrated in the case of a few cold-adapted enzymes:

elastases (Smalas et al. 2000), alcohol dehydrogenases (Tsigos et al. 1998) and a

psychrophilic α-amylase (D’Amico et al. 2001, 2006a). The latter has been com-

pared to its close homologue from pig pancreas, and structural information shows

these to have strictly identical substrate binding sites. Nonetheless, the cold-active

enzyme has a higher catalytic efficiency towards large substrates such as starch,

amylopectin, amylose, dextrin and glycogen, whereas the mesophilic homologue is

more efficient on small-sized substrates such as maltopentaose, maltohexaose and

maltoheptaose and on a mix (G4–G10) of maltooligosaccharides. Here it is believed

that, being less rigid, the active site of the cold-adapted enzyme can more easily

accommodate the large macromolecular oligosaccharides.

10.3 Thermal Inactivation and Structural Stability

The relative activities as a function of temperature of psychrophilic, mesophilic and

moderately thermophilic α-amylases are shown in the upper diagram of Fig. 10.2,

and the unfolding as a function of temperature (D’Amico et al. 2003) is illustrated

in the lower diagram. As expected, the optimum temperature (Topt) and the subse-

quent loss of activity, or inactivation, of the cold-active enzyme occur at temper-

atures much lower than that of its mesophilic and thermophilic homologues, but a

comparison of the two parts of the figure reveals an intriguing property of the cold-

active enzyme. The reduction in activity (upper panel) occurs at a lower tempera-

ture than that of unfolding (lower panel), whereas in the case of the mesophilic and

thermophilic enzymes, the apparent optimum is correlated to the unfolding transi-

tion. Such an apparent anomaly has also been observed in other cold-active

enzymes, such as DNA ligases (Georlette et al. 2003) and xylanases (Collins

et al. 2003), and different hypotheses have been put forward to explain these

observations. These include an increased sensitivity of the active site to heat (Fields

and Somero 1998) and an increased instability of the ES complex in these enzymes

as compared to mesophilic and thermophilic enzymes. An interesting and recent

study (Arcus et al. 2016) has possibly given a definite answer to this problem; it

implicates the heat capacity change ΔC#
p that occurs during the activation process:

ES! ES#. Enzymes are characterised by high heat capacities (C) which correspond
to the change in internal energy following a change in temperature, and in proteins

this is dominated by the absorption of energy by the vibration modes of the
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molecule. Interestingly, it was shown (Arcus et al. 2016) that enzyme-catalysed

reactions proceed with a generally negative value of ΔC#
p, that is, the heat capacity

of the ES complex is generally larger than that of the transition state ES#. This is

possibly consequent of a tighter binding of the substrate to the transition state that

reduces the frequencies of the vibration modes as compared to the ground state

ES. This observation of a non-zero value for ΔC#
p has major consequences for our

understanding of the temperature dependence of enzyme-catalysed reactions as

described in Eq. 10.3.

ΔG# ¼ fΔH#
T0 þ ΔC#

pðT � T0Þg � TfΔS#T0 þ ΔC#
pðln T � ln T0Þg ð10:3Þ

It can be seen that with non-zeroΔC#
p, the activation enthalpy (ΔH

#) and activation

entropy (ΔS#) are actually temperature (T) dependent for enzyme-catalysed

reactions and that the Gibbs free energy of activation (ΔG#) is curved, with the

curvature being a function of the value of ΔC#
p (Daniel and Danson 2010). As a

consequence, for ΔC#
p < 0 the rate of the catalysed reaction increases with temper-

ature up to Topt and then decreases, and this even in the absence of any unfolding

process (Arcus et al. 2016). This is indeed observed in Fig. 10.2 for the psychrophilic

α-amylase where a negative ΔC#
p leads to a pronounced curvature and a loss of

Fig. 10.2 Comparison of the temperature dependence of enzyme activity and thermal unfolding.

Upper diagram: relative activities of a psychrophilic Pseudoalteromonas haloplanktis α-amylase

(open circles), a mesophilic α-amylase from pig pancreas (open triangles) and a thermophilic

α-amylase from Bacillus amyloliquefaciens (open squares) as a function of temperature. Lower
diagram: unfolding as a function of temperature of psychrophilic, mesophilic and thermophilic

α-amylases. The unfolding was monitored by fluorescence measurements at an excitation wave-

length of 280 nm and emission wavelength of 350 nm (from D’Amico et al. 2003)
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activity before the onset of unfolding. The magnitude of ΔC#
p is much less negative

for the mesophilic and thermophilic counterparts, probably as a consequence of fewer

vibration low-frequency modes in the ES complex due to the stronger interaction of

substrate with these enzymes (lower Km) in the ground state. This leads to lower

curvature in the activity-temperature curve and results in the activity loss

corresponding to denaturation as seen in Fig. 10.2.

The above-discussed observations should also be reflected in differences in the

activation parameters for the catalytic reaction. From Table 10.2, one can see that

the activation energy, ΔG#, for cold-active enzymes, is systematically lower than

that of their mesophilic counterparts. The rather moderate differences result from

significant decreases of the activation enthalpies,ΔH#, partially compensated for by

more negative values of the activation entropy term, TΔS#. This indicates that a

much more important reordering of the ground states is required to reach the

activated states and fits perfectly well with the more negative heat capacity changes

seen during activation of cold-active enzymes as discussed above. The compensa-

tion effect observed between activation enthalpy and entropy could originate from

the protein surface mobility (Isaksen et al. 2016). Indeed, at least in the case of

psychrophilic and mesophilic trypsins, rigidification of the surface of the psychro-

philic enzyme by applying positional restraints from the water-enzyme interface

and inward yielded an increase of the activation enthalpy partially compensated by

an increase of the activation entropy eventually turning the psychrophilic enzyme

into a mesophilic one. In Table 10.2, the activation entropy terms, TΔS#, of three
mesophilic enzymes, i.e. chitobiase, endonuclease and lysozyme, are positive. This

could mean that, contrary to the other enzymes listed, the activated states are

characterised by greater disorder than the ground state or, more probably, that the

rearrangement of water molecules during the activation process gives rise to a

positive value of the activation entropy. A schematic representation of the activa-

tion process for a psychrophilic and mesophilic enzyme is shown in Fig. 10.3. The

energy change resulting from the interaction of the enzyme with the substrate is

associated with a negative energy change that places the enzyme-substrate complex

ES in an unfavourable deep energy pit. As the Km values of cold-active enzymes are

higher than their mesophilic counterparts, one can consider that the ground state of

the ES complex of the cold-active enzyme has a higher free energy level that is

favourable in limiting the energy change necessary to reach the activated state ES#.

If less or weaker bonds are implicated in the formation of the ES complex, less

energetically costly structural modifications will be necessary to reach the activated

state.
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10.4 Flexibility

The notion of an increased flexibility in relation to the high specific activity and

generally low thermal stability of cold-active enzymes has been introduced a long

time ago (Somero 1977). This correlation has been demonstrated in numerous

cases, but a more refined view of the linkage between the catalytic properties and

overall thermal stability of enzymes is now emerging. In fact, the catalytic effi-

ciency of an enzyme is believed to be mainly related to the mobility-flexibility of

crucial parts of the molecular edifice. An increase of this flexibility usually leads to

Table 10.2 Activation parameters for activity of psychrophilic enzymes (P) as compared to those

of their mesophilic counterparts (M)

Enzyme Type

Temp

(�C)
ΔG#

(kJ mol�1)

ΔH#

(kJ mol�1)

TΔS#

(kJ mol�1) Reference

Amylase P 10 57.7 34.7 �23.0 D’Amico et al.

(2003)M 58.5 46.4 �12.1

Cellulase P 4 71.6 46.2 �25.4 Garsoux et al.

(2004)M 78.2 65.8 �12.4

Chitobiase P 15 59.5 44.7 �14.8 Lonhienne et al.

(2001b)M 63.5 71.5 þ8.0

Endonuclease P 5 62.8 33.4 �29.4 Altermark et al.

(2007)M 67.9 74.0 þ 6.1

Lysozyme P 25 45.1 31.9 �13.2 Sotelo-Mundo

et al. (2007)M 46.2 49.4 þ3.2

Subtilisin P 15 62.0 36.0 �26.5 Davail et al. (1994)

M 66.0 46.0 �20.2

Xylanase

(bacteria)

P 10 54.0 21.0 �33.0 Collins et al.

(2003)M 60.0 58.0 �2.0

Xylanase

(yeast)

P 5 52.3 45.3 �7.0 Petrescu et al.

(2000)M 54.6 49.9 �4.7

Fig. 10.3 Energetics of the

activation of an enzyme-

catalysed reaction by

psychrophilic and

mesophilic enzymes. The

activation in psychrophilic

enzymes is rendered easier

by a decrease of the affinity

of the enzyme for the

substrate (higher level of

ES). It is assumed here that

the activated forms, ES#,

have identical energy levels

(adapted from Gerday 2014)
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an overall or domain-specific decrease of the thermal stability, but in a limited

number of cases, this could probably also occur without significant modifications of

the thermal stability. Intuitively, one can indeed suggest that, for example, sub-

stitutions of amino acids in existing loops could modify the conformational flexi-

bility of regions crucial for catalysis without altering the thermal stability.

The term “flexibility” is rather complex since it can refer to structural modifi-

cations as a function of time which can be assimilated to a “respiration” of the

molecular edifice or to the amplitude of the conformational changes. Both are

probably important for the accommodation of substrates at low temperature and

the release of products. The flexibility of proteins has been evaluated by various

techniques such as molecular dynamics simulations (MDS), neutron scattering,

EPR spectroscopy, crystallographic B-factors, time-resolved fluorescence and

quenching of tryptophan fluorescence using acrylamide. MDS have indicated that

the higher catalytic efficiencies of cold-active enzymes are correlated to a higher

flexibility of regions important for catalysis and a reduced thermal stability.

Enzymes studied include subtilisin-like proteases (Tindbaek et al. 2004; Tiberti

and Papaleo 2011), chitinases (Ramli et al. 2012), frataxins (Roman et al. 2013),

haemoglobins (Stadler et al. 2012), thermolysin-like proteases (Radestock and

Gohlke 2011) and beta-tubulins (Chiappori et al. 2012). However, in the case of

α-amylases, MDS showed that the overall flexibility of the mesophilic enzyme was

higher than that of the psychrophilic counterpart as a result of an insertion of

additional loops. It was also shown that the flexibility of orthologous xylanases

was approximately the same at their respective apparent optimum temperatures

(Spiwok et al. 2007).

EPR spectroscopy has also shown that the catalytic function of a cold-active

alkaline phosphatase was closely related to the relative mobility of the helix

carrying catalytic site residue cysteine 67 and nucleophilic serine 65 (Heidarsson

et al. 2009).

The problem of relative flexibility was also approached by neutron scattering

(Tehei et al. 2004). In this study, the mean macromolecular dynamics of whole

crude extracts of bacteria adapted to different environmental temperatures were

compared. It was shown that, at a given temperature, the resilience (equivalent to

rigidity) increased from psychrophiles to thermophiles and that at their respective

environmental temperatures, the measured resiliences were similar, in perfect

agreement with the “corresponding state” theory (Somero 1995).

The temperature factor, or B-factor, has also been used to evaluate the relative

flexibility of proteins. It represents the spread of X-ray crystallography electron

densities and can be calculated from known three-dimensional structures. Average

B-factors are not systematically correlated with the activity-flexibility relationship

(Sun-Yong et al. 1999), but relative B-factors, representing the ratio between the

B-factors of local parts of the proteins and the average B-factor, apparently corre-

late well (Russell et al. 1998; Sun-Yong et al. 1999). A recent systematic compar-

ison of the B-factors of 20 pairs of psychrophilic and mesophilic enzymes

demonstrated that psychrophilic enzymes are more flexible in S-turn and β-strand
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secondary structures; they have also larger average cavity sizes, and these cavities

are lined with an increased frequency of acidic groups (Paredes et al. 2011).

Fluorescence techniques have demonstrated a clear relationship between the

activity and local flexibility of carbonic anhydrases. It was shown that the cold-

active enzyme, with a higher specific activity, displays a higher flexibility in the

region that controls the folding of the protein (Chiuri et al. 2009). More clear-cut

data in relation to the relative flexibility of enzymes have been obtained via

comparisons of the quenching of protein fluorescence by acrylamide. It was

shown that psychrophilic enzymes are much more permeable to acrylamide than

their mesophilic counterparts in the case of Ca2+-Zn2+ proteases (Chessa et al.

2000), α-amylases (see Fig. 10.4) (D’Amico et al. 2003; Cipolla et al. 2012), DNA

ligases (Georlette et al. 2003), xylanases (Collins et al. 2003), cellulases (Sonan

et al. 2007), aminopeptidases (Huston et al. 2008), thermolysins (Xie et al. 2009),

subtilisin-like proteases (Sigtryggsdóttir et al. 2014) and cold-adapted esterases

(Truongvan et al. 2016).

The relationship between protein instability, high flexibility and activity at low

temperature has also been demonstrated in a recent intriguing experiment carried

out on a hyperthermophilic archeon, Aeropyrum pernix (Schwartz and Pan 2016). It
was shown that, when exposed to low-temperature growth conditions,

mistranslation leading to substitution of leucine residues with methionine occurred

during protein synthesis. A citrate synthase produced at low temperatures with

these mistranslations was found to display enhanced low-temperature activity and a

Fig. 10.4 Protein flexibility as monitored by acrylamide quenching of fluorescence. Quenching of

protein fluorescence as a function of acrylamide concentration at 37 �C for the cold-active

α-amylase AHA from the Antarctic bacterium Pseudoalteromonas haloplanktis (open circles),
the mesophilic α-amylase from pig pancreas PPA (open triangles) and the thermophilic α-amylase

from Bacillus amyloliquefaciens BAA (open squares). F0/F represents the ratio of the fluorescence

in the absence (F0) and presence (F) of acrylamide at various concentrations. The relative

steepness of the slopes is related to the ability of the quenching agent to penetrate the respective

protein structures (adapted from D’Amico et al. 2003)
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significantly increased flexibility of the molecular structure. This is due to the fact

that Met side chains, although of a similar volume to that of Leu side chains, are

much more flexible and have more degrees of freedom. In line with this observa-

tion, in general, psychrophilic proteins have a higher content of Met residues when

compared to their mesophilic and thermophilic homologues (Gudmundsdóttir et al.

1996; Marshall 1997; Thomas and Cavicchioli 1998).

10.5 Thermodynamic Stability

The thermodynamic stability of many proteins has been investigated assuming that

unfolding is a reversible two-state process defined by ΔGN-U ¼ �RTlnKN-U, where

KN-U ¼ [U]/[N]. For a protein in the native state, ΔGN-U is a positive value and can

be defined as the energy necessary to unfold the protein. The thermodynamic

stability of enzymes can be evaluated by non-calorimetric techniques making use

of chemical denaturants (Pace and Laurents 1989; Talla-Singh and Stites 2008) or

more easily in a microcalorimeter in which the heat absorbed during the unfolding

of the protein is measured and defined as ΔHcal. This represents the energy

necessary to disrupt the weak bonds that stabilise the three-dimensional structure

and appears as a peak with the area limited by this peak being equivalent to ΔHcal.

ΔHcal has been shown to increase significantly on going from psychrophiles to

thermophiles and is often more symmetrical for cold-active enzymes, indicative of

a more pronounced cooperativity of unfolding. In contrast, this is often unsymmet-

rical and flattened and distributed over a rather broad range of temperatures for

mesophilic and thermophilic enzymes (Feller 2010).

As a function of temperature, the stabilisation energy or free energy of unfolding

is described by an equivalent of the Gibbs-Helmholtz equation:

ΔG Tð Þ ¼ ΔHcal 1� T=Tmð Þ þ ΔCp T � Tmð Þ � TΔCp ln T=Tmð Þ ð10:4Þ

In this equation, Tm is the so-called melting temperature, located at the top of the

peak, and defined as the temperature of half denaturation where [N] ¼ [U], ΔHcal

has been defined above and is equivalent to the van’t Hoff enthalpy in a two-state

model, T is a given temperature and ΔCp is the heat capacity change occurring

during the transition from the native to the unfolded state. The calculation of the

stabilisation energy, over a temperature range where the native state is in excess of

the unfolded state, gives access to stability curves as shown in Fig. 10.5. These

parabola-shaped curves have been established for the cold-active α-amylase AHA,

mesophilic α-amylase PPA and thermophilic α-amylase BAA (D’Amico et al.

2003). One can see that over the whole range of temperatures, the cold-active

enzyme presents a much lower thermodynamic stability than its mesophilic and

thermophilic counterparts, even in the low-temperature range. This has been attrib-

uted to the lower number and/or strength of weak bonds that stabilise the structure.

A second striking feature is that the maximum stability for the three orthologous
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enzymes is found in the rather narrow range of 20–30 �C, even though the melting

temperatures are very different: around 42 �C for AHA, 62 �C for PPA and 85 �C in

BAA. This is due to the fact that the hydrophobic effect is maximum around room

temperature (Kumar et al. 2002).

Another interesting point displayed by Fig. 10.5 is that the usual environmental

temperature of mesophilic and thermophilic enzymes lies on the right-hand side of

the curve and therefore does not correspond to the maximum stability of these

enzymes. This relatively low stability at the environmental temperature is in fact

required to secure an appropriate flexibility of the molecular structures and allow

good interaction with the substrate. This plasticity is induced by the increase with

temperature of the unfavourable stabilisation entropy, ΔSN-U. At the maximum

stability, ΔSN-U ¼ 0, and this term becomes negative at low temperatures due to the

propensity of hydrophobic groups to favour hydration rather than interaction with

other hydrophobic groups and thereby decreases the entropy of the unfolded state

(Dias et al. 2010). Therefore, on the right side of the curve, the mesophilic and

thermophilic enzymes are stabilised by the enthalpic term. On the contrary, in cold-

active enzymes, the environmental temperature (near 0 �C) lies on the left-hand side
of the curve which is characterised by a negative value of the entropic and enthalpic

terms. The former is therefore stabilising under these conditions, whereas the

negative value of the stabilisation enthalpy appears essential to confer to the

enzyme a good flexibility. This negative enthalpic value originates from the

weakening of hydrophobic and ionic interactions by their preferential hydration

at low temperatures, and ultimately, the hydration of these groups leads to cold

denaturation, a process which occurs with a release of heat. Interestingly, one can

see from Fig. 10.5 that the cold-active enzyme, with a Tm predicted at around

Fig. 10.5 Stabilisation energy curves of enzymes adapted to different temperatures. Stabilisation

energy as a function of temperature for the psychrophilic α-amylase (AHA) from the Antarctic

bacterium Pseudoalteromonas haloplanktis, the mesophilic enzyme from pig pancreas (PPA) and

the thermophilic counterpart (BAA) from Bacillus amyloliquefaciens (adapted from D’Amico

et al. 2003)
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�10 �C, is more sensitive to low temperatures than the mesophilic and thermophilic

homologues. This is probably due to the fact that the cold-adapted structure is

stabilised by less weak interactions.

10.6 Determinants of Cold Adaptation

To understand cold adaptation, it is necessary to define the structural changes that

are directly or indirectly involved in the adaptation to cold. This is complicated by

the high number of neutral mutations resulting from genetic drift that lead to large

differences in the amino acid sequence of homologous enzymes produced by

related species. The elucidation of the three-dimensional structure of several

cold-active enzymes by X-ray crystallography, presently more than 30, and the

production of reliable structural models have allowed to detect, in a first approach,

the amino acid substitutions that could lead to a decreased thermal stability of cold-

active enzymes. Again, only a few of these substitutions are intuitively involved in

the adaptation to cold since, in low-temperature environments, the absence of a

high selective pressure on thermal stability can enhance the importance of the

genetic drift. The first structure of a psychrophilic enzyme, an α-amylase, was

solved in the 1990s (Aghajari et al. 1998) shortly followed by that of a citrate

synthase (Gerike et al. 1997; Russell et al. 1998). The structural parameters

involved in the thermal stability of proteins have been extensively discussed

(Vieille and Zeikus 2001), and their implications in cold adaptation have been

presented in many reviews, notably in those mentioned in Sect. 10.1.

There is a consensus to agree that the enhanced flexibility of crucial parts of these

enzymes is mainly secured through a weakening of intramolecular weak bonds that

stabilise the structure of mesophilic counterparts and/or to entropic factors that tend

to increase the entropy of the unfolded state. In general, the structural changes

leading to cold adaptation are rather discrete since the three-dimensional structures

of psychrophilic and mesophilic homologous enzymes can be nearly superimposed.

Hydrophobic interactions play important roles in driving the folding of proteins in

aqueous media and in stabilising the nascent polypeptide chain. In cold-active

enzymes, the number and size of hydrophobic interactions as well as the size of

the hydrophobic groups involved can be reduced so as to decrease the compactness

of the molecule by creating cavities that can be occupied by water molecules

(Paredes et al. 2011). In other cases, there is an increase in the proportion of

hydrophobic groups at the surface of the protein; this induces a destabilisation of

the molecular edifice through the reduction of the overall entropy of the system and

the formation of clathrate-like structures around these groups. The stabilising effect

of salt bridges can also be altered through amodification of the orientation of ionised

groups and their reduction in number (Papaleo et al. 2007). The presence of ionised

groups carrying similar charge, in general negative, can also modify the stability

through charge repulsion and by increasing interaction with the solvent (Narinx et al.

1997; Feller et al. 1999; Adekoya et al. 2006). In a cold-active uracil-DNA
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N-glycosylase, however, a more positively charged surface near the active site

seems to be important for the adaptation to cold (Moe et al. 2004). In citrate

synthases, psychrophilic, mesophilic and thermophilic enzymes have an increas-

ingly stronger electrostatic stabilisation of the transition state (Bjelic et al. 2008).

Some cold-active enzymes are also poorer in arginine residue content and display a

lower Arg/ArgþLys ratio (Adekoya et al. 2006). This is possibly due to the fact that

arginine can develop more electrostatic interactions with surrounding amino acids

than lysine. α-Helices can be assimilated to macroscopic electrostatic dipoles that

carry a net positive charge at their N-terminus and a net negative charge at their

C-terminus (Serrano and Fersht 1989) and are sometimes destabilised in psychro-

philic enzymes, such as in cold-active trypsins (Leiros et al. 2000). Also, the

hydrogen bonding network is often weakened in psychrophilic enzymes and has

been shown to be responsible for the increased flexibility of these enzymes (Xie et al.

2009). The structure of loops connecting secondary structures also seems important

in conferring an appropriate flexibility; their length can be increased, their level of

interactions with the internal moiety lowered and their flexibility enhanced (Feller

et al. 1997; Gudmundsdóttir 2002; Matsuura et al. 2002). Metal binding can also be

involved through the reduction of binding affinity or deletion of binding sites

(Narinx et al. 1997; Almog et al. 2009). Finally, the deletion of disulphide bridges

can also improve the flexibility and activity of cold-active enzymes and has been

demonstrated in a cold-active α-amylase and alkaline phosphatase (D’Amico et al.

2003; Asgeirsson et al. 2007; Papaleo et al. 2007). In a recent study, a cold-adapted

xylanase was compared to a thermophilic homologue; it was found to contain more

flexible loops, an increased number of Gly residues, decreased number of Pro

residues and a much higher number of Arg residues at the surface (Zheng et al.

2016). This latter factor can improve the interaction with the solvent and also

produce charge-charge repulsions that could cause the destabilisation of the cold-

adapted structure.

Following the comparison of the three-dimensional structures of psychrophilic

and mesophilic proteins, mutagenesis experiments were carried out in an attempt to

transform psychrophilic enzymes into mesophilic counterparts or to try to force

mesophilic enzymes to adopt psychrophilic characteristics. Cold-active subtilisin

(S41) from an Antarctic Bacillus sp. (Davail et al. 1994) was submitted to random

mutagenesis and mutant libraries screened for enzymes displaying greater thermal

stability without sacrificing low-temperature activity (Miyazaki et al. 2000;

Wintrode et al. 2001). These experiments tended to demonstrate that it was quite

possible to increase the thermal stability of an enzyme while keeping its high

catalytic activity at low temperature; in other words, the two properties were not

necessarily inversely related. However, these experiments were carried out using

synthetic and small-sized substrates, and later it was shown that the mutants

showing a better thermal stability and higher activity than the wild-type enzyme

were poorly active on natural large-sized substrates such as proteins. Nevertheless,

this does not mean that in vitro it is not possible to increase the thermostability of a

cold-active enzyme while preserving or even increasing its catalytic efficiency at

low temperature. Indeed, another cold-active subtilisin (S39), highly similar to S41,
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was also submitted to site-directed mutagenesis with the aim of increasing stability

(Narinx et al. 1997). Several mutations were introduced to restore: a salt bridge

found in subtilisin BPN0, a hydrophobic interaction found in subtilisin Carlsberg, a

disulphide bridge present in aqualysine, a mutation N136S supposed to increase the

specific activity towards large substrates and a mutation T85D to exchange a poor

Ca2+ binding site for a strong one. Most of these mutations had a positive effect on

the thermostability of the enzyme, especially the mutation T85D that increased the

half-life at 50 �C by more than 50 min. At 5 �C, the specific activity of this mutant

with the synthetic substrate s-FAAF-pNa was four times higher than that of the

wild-type enzyme, but the Km value was not affected. Interestingly however, the

specific activity was only slightly increased when the natural substrate azocasein

was used. In another cold-active subtilisin-like proteinase, Ser-Ala and Xaa-Pro

mutations were introduced to produce single, double and triple mutants. Most of

these mutations, especially Xaa-Pro, led to an increased thermostability with a

concomitant decrease of the specific activity (Arnorsdóttir et al. 2007). A thermo-

philic subtilase was also engineered in order to produce cold-active variants (Zhong

et al. 2009). All successful single mutations were located within or near the active

site, and a variant carrying four amino acid substitutions showed a sixfold increase

of specific activity towards casein in the temperature range of 15–25 �C, a decrease
in thermal stability and a shift of its apparent optimum towards low temperature by

approximately 15 �C. Interestingly, this multiple mutant was less active towards the

synthetic substrate s-AAPF-pNA due to a large increase in Km and decrease in kcat.
This again underlines the importance, before drawing robust conclusions, of

selecting appropriate substrates when studying multi-substrate enzymes by

mutagenesis.

The molecular basis of the adaptation to cold of the psychrophilic α-amylase,

already mentioned above, was also investigated by site-directed mutagenesis.

Fourteen amino acid substitutions, including double mutations, were introduced

with the aim of mimicking specific structural characteristics found in mesophilic

and thermophilic homologous enzymes (D’Amico et al. 2001, 2002). These

included an introduction of hydrogen bonds, salt bridges and hydrophobic interac-

tions, helix dipole stabilisation and reinsertion of a disulphide bridge that connects

domain A and B in mesophilic counterparts. The highest contribution to stability, in

terms of both Tm and ΔHcal, was obtained by the introduction of an electrostatic

interaction. A double aromatic interaction was found to increase the stabilisation

energy by a factor of 2 at 10 �C, whereas the reinforcement of hydrophobic clusters

within the hydrophobic core of the enzyme induced the production of multiple

calorimetric domains similar to those existing in the mesophilic counterpart from

pig pancreas. Most of the introduced mutations that aimed to increase the stability

were efficient but led to a decrease in kcat and Km. Also, any attempts to further

increase the catalytic efficiency at low temperature through a decrease in stability

gave rise to unfolded forms, suggesting that the cold-active α-amylase had reached

a limit in stability, precluding any improvement of the specific activity via a

decrease in thermal stability. The incorporation of a disulphide bridge decreased

the specific activity of the enzyme by a factor of 2 at 5 �C as well as the Km and
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resulted in a microcalorimetric profile similar to that of the mesophilic counterpart

with however the appearance of a domain transition at a lower Tm. This indicates
that the introduction of this disulphide bridge leads to a stabilisation of some parts

of the cold-adapted protein but also induces an unfavourable structural constraint in

other parts. Multiple mutants of this cold-active enzyme were also recently pro-

duced (Cipolla et al. 2011) and enabled for variants with a reduced specific activity,

drastically improved thermal stability and decreased flexibility. It was concluded

that these mutants can be considered as structural intermediates between their

parent psychrophilic and mesophilic enzymes. The effects of these mutations on

the molecular dynamics of the proteins were also recently investigated (Papaleo

et al. 2011) and showed a reduced flexibility in various regions, not only near the

active site and substrate binding groove but also at long distance from these, even in

domain C which didn’t contain any mutations.

Several other cold-active enzymes have also been the target of site-directed

mutagenesis studies aimed at shedding light on the residues involved in their

adaptation. One can notably mention a lipase (Santarossa et al. 2005), an alkaline

phosphatase (Koutsiolis et al. 2008) and an isocitrate lyase (Sato et al. 2008). These

experiments indicated that in most cases, the high specific activity of cold-active

enzymes is related to an improved flexibility of crucial parts of the molecular

structure that induces a high thermal sensitivity and a generally better accessibility

for the substrate at low temperatures. On the other hand, attempts to try to

simultaneously increase the thermostability and activity at low temperature have

had little success and directed evolution experiments that have apparently produced

more stable and more active variants used essentially multi-substrate enzymes with

small artificial substrates.

10.7 Folding of Cold-Active Enzymes

As discussed above, psychrophilic enzymes show a marginal stability at low

temperatures. This can complicate the folding process, in particular as this marginal

stability is induced by the preferential hydration of hydrophobic and ionic groups

that can impair the formation of bonds and also, in certain cases, by the difficulty, at

low temperatures, to transform proline trans configuration into cis configuration.
The folding process can also be affected by the high viscosity of the aqueous

medium in addition to the macromolecular crowding that characterises the intra-

cellular space (Gershenson and Gierasch 2011).

The protein folding process is most commonly represented by a folding funnel

populated by various and transient energy-distinct intermediates converging to a

more or less defined native form characterised by the lowest energy level (Leopold

et al. 1992). As proposed by D’Amico et al. (2003) psychrophilic, mesophilic and

thermophilic proteins display distinct folding funnels as illustrated in Fig 10.6.

Cold-active enzymes are less stable than their mesophilic homologues, and thus the

energy level of the native state is higher than that of the mesophilic protein. The

226 T. Collins and C. Gerday



proposed dynamical properties of the cold enzyme are reflected by the number of

local minima of the native state that show a large population of conformations

differing by a low energy level on the free energy landscape. This allows a rapid

conversion of one conformation into another (flexibility) and is contrary to the

mesophilic counterpart which is characterised by a limited number of local free

energy minima with quite distinct energy levels that preclude the interconversion

between each other (rigidity). This model was shown to be consistent with

metalloproteases (Xie et al. 2009), elastases and uracil DNA glycosylases studied

by molecular dynamics (Mereghetti et al. 2010). Finally, the lower free energy level

of the unfolded form of psychrophilic enzymes shown in Fig. 10.6 reflects the larger

entropy of the unfolded form of these, due to their generally higher proportion of

glycine residues and lower content of proline residues.

Chaperones are helper proteins that assist in the efficient folding of proteins into

their functional three-dimensional structure and are essential elements in protein

folding and protein quality control. Their expression and activity as a function of

growth temperature in psychrophilic microorganisms has been the subject of a

number of studies. One can mention studies with Shewanella sp. (Suzuki et al.

2004), Methanococcoides burtonii (Goodchild et al. 2004), Exiguobacterium
sibiricum (Qiu et al. 2006; Rodrigues et al. 2008), Psychrobacter arcticus (Zheng
et al. 2007; Kuhn 2012), Shewanella livingstonensis (Kawamoto et al. 2007),

Sphingopyxis alaskensis (Ting et al. 2010), Pseudoalteromonas haloplanktis (Piette
et al. 2010, 2011), Shewanella S1B1 FKBP22 (Budiman et al. 2011), Acidithio-
bacillus ferrooxidans (Mykytczuk et al. 2011), Saccharomyces cerevisiae (Naicker
et al. 2012), Psychrobacter sp. PAMC21119 (Kim et al. 2015) and Glaciozyma
antarctica (Yusof et al. 2016). Interestingly, no general conclusions can be made

from these studies with, depending on the species, chaperone overexpression or

downregulation being observed at low temperature. This is possibly related to the

fact that in psychrophiles, the hydrophobic clusters that constitute the core of

proteins are often weaker than in their mesophilic homologues. Also, at low

temperatures, hydrophobic interactions are weakened, and the risk of aggregation

E

Configurational entropy →←

Fig. 10.6 Folding energy

landscapes. Schematic

representation of the funnel-

shaped folding energy

landscapes of mesophilic

(left diagram) and
psychrophilic (right
diagram) enzymes

(modified from D’Amico

et al. 2003)
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and misfolding of the nascent polypeptide chains is lower. Indeed, this idea is

corroborated by the fact that cold-adapted proteins often show a spontaneous

reversible thermal unfolding (Feller 2010). In contrast to the lack of a general

trend with chaperone production at low temperatures, an enhancement at low

temperatures of the activity of peptidyl-prolyl cis/trans isomerases (PPIases) has

been commonly observed. PPIase is critical in the conversion of cis-proline into the
trans form during protein folding, and it has been shown that this increased activity

is achieved either through PPIase alone or through a chaperone, known as trigger

factor, that carries a PPIase domain.

10.8 Conclusions

Psychrophilic organisms living in permanently cold habitats have developed

numerous adaptations that allow them to successfully thrive in low-temperature

environments. Their enzymes are a key feature of this adaptation. Cold-enzymes

are much more active than their mesophilic counterparts at low and moderate

temperatures and display an increased flexibility of the active site and/or of other

regions of the structure indirectly involved in activity. The adaptation takes the

form of rather discrete structural modifications that are often located at long

distance from the active site. These modifications systematically lead to a higher

thermal instability of these enzymes. This is often preceded by a faster heat

inactivation that results from the more negative heat capacity change occurring

during the activation as compared to the mesophilic homologues. Although the

general strategy adopted by nature consists of a weakening of the intramolecular

forces that stabilise the structure of their mesophilic and thermophilic counterparts,

the strategy appears to be specific to each enzyme and can depend on a number of

factors. These include the position of the enzyme within a metabolic pathway, its

localisation in the intra- or extracellular space, its capacity for structural modifica-

tion, the environment of the organism and its evolutionary history. The adaptation

to cold of the microorganisms living in permanently cold habitats is also highly

diversified. Some display growth within a low and narrow temperature range only

and could be considered as hyperpsychrophiles. Others grow over a relatively large

temperature range which may even partially overlap that of mesophilic organisms

and could be simply named psychrophiles. Obviously, there is a continuum in the

adaptation to cold as is the case for mesophilic and thermophilic organisms at

moderate and high temperatures, respectively.
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Chapter 11

Cryoprotectants and Ice-Binding Proteins

Hidehisa Kawahara

Abstract Some bacteria have developed a variety of strategies to survive and

colonize extremely cold environments such as the Antarctic and the Arctic. In

these frozen environments, bacteria are exposed to conditions that necessitate the

partial removal of water from the intracellular space in order to maintain the

structure and function of the cell. To avoid the dehydration condition under frozen

environments, bacteria can accumulate small compounds, i.e. glucose, trehalose,

etc., for keeping the unfrozen conditions. Also, some bacteria can produce some ice

crystal-controlling materials into the intracellular or extracellular space. The ice

crystal-controlling materials are ice-nucleating proteins, anti-nucleating materials,

and antifreeze proteins. Among these three compounds, ice-nucleating proteins can

facilitate the ice-nucleating activity at temperatures more than �3 �C. Also, anti-
nucleating materials can inhibit ice-nucleating activity, thereby facilitating the

supercooling temperature. Antifreeze proteins can inhibit ice crystal growth by

binding with the surface of ice crystal. The production of these materials can

diminish the fear of physical action by ice crystals in the intra- or extracellular

space. In this chapter, the origin, structure, and functions of the ice crystal-

controlling materials are mentioned.
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11.1 Introduction

Some bacteria have developed a variety of strategies to survive and colonize

extremely cold environments such as the Antarctic and the Arctic (Russell 1997;

Chattopadhyay 2006). In these frozen environments, bacteria are exposed to con-

ditions that necessitate the partial removal of water from the intracellular space in

order to maintain the structure and function of the cell. As water is essential for the

function of various macromolecular structures, i.e. proteins, polysaccharides,

lipids, and nucleic acids, any significant deviation in the accessibility of water

due to dehydration, desiccation, or the alteration of its physical state, from the

aqueous phase to an ice crystal, will pose a severe threat to the normal function and

survival of organisms (Beall 1983).

It has been suggested that substances such as trehalose, glycerol, and sorbitol are

major cryoprotectants (CRPs) for prokaryotic cells exposed to freezing damage.

They allow the maintenance of enzyme activities in vivo (Storey and Storey 1986)

and also prevent the cold denaturation of proteins (Phadtare 2004).

As shown in Fig. 11.1, the degree of injury in various intact cells is affected by

the freezing condition, i.e. by the freezing rate, and by the recrystallization of ice in

the intra- and extracellular space that can occur when the freezing rate is lower than

10 �Cmin�1 (Fujikawa 1987). The lipoteichoic acid (LTA), a biopolymer in the cell

wall of Gram-positive bacteria, can be added to Bacillus subtilis cultures to increase
freeze tolerance (Rice et al. 2015).

Usually the ice crystals are initially formed in the extracellular space, while the

intracellular freezing of yeast and bacteria requires a freezing rate of 1–10 �Cmin�1

(Mazur 1970). When a freezing rate of over 100 �C min�1 is applied, ice appears as
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Fig. 11.1 Mechanism of freezing injury against an intact cell

238 H. Kawahara



microcrystals and is less damaging since freezing rates in the order of

10–100 �C min�1 can damage the cytoplasmic membrane.

For many organisms, and especially for some bacteria, specific proteins or/and

saccharides can be produced to counteract or minimize the deleterious effects of ice

crystal formation. As shown in Fig. 11.2, ice nuclei can be formed by the so-called

homogeneous or heterogeneous nucleation in a first step. In a second step, all ice

crystals can grow from their ice nuclei due to the binding of free water molecules.

The formation of ice nuclei through heterogeneous ice nucleation is promoted by

foreign particles, which are called ice nucleation activators. Various types of ice

nucleation activators of biogenic origin (Hew and Yang 1992) are known to exist in

plant bacteria, insects, intertidal invertebrates, plants, and lichens. The highest level

of ice nucleation activation is provided by ice nucleation proteins (INPs) produced

by some ice-nucleating bacteria.

Paradoxically, the inhibitors of heterogeneous ice nucleation which can favour

supercooling have been poorly studied. These inhibitors can contribute to minimize

the threats of intra- or extracellular ice formation. These anti-nucleating materials

(ANMs) include proteins and polysaccharides and are also classified as ice crystal-

controlling materials.

Other ice crystal-controlling proteins which can play a crucial role in the second

step of ice formation are antifreeze proteins (AFPs). The function of the AFP is to

inhibit ice formation by suppressing the growth of ice nuclei. In the past two

decades, these proteins were found in bacteria originating from various environ-

ments. INPs have been discovered in bacteria such as Pseudomonas, Pantoea, and
Xanthomonas, in fungi such as Fusarium, in insects, and in lichens such as

Umbilicaria esculenta and Anaptychia obscurata. ANMs have been found in

bacteria, such as Acinetobacter and Bacillus, and in coniferous trees. AFPs have

been first discovered in fish, plants, insects, and lichens such as Thamnolia; in
filamentous fungi such as Penicillium, Typhula, Coprinus, and Flammulina; in
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Fig. 11.2 The scheme of action modes of various ice crystal-controlling proteins
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yeasts such as Leucosporidium, Glaciozyma, and Rhodotorula; and in bacteria such
as Pseudomonas, Moraxella, Flavobacterium, and Marinomonas. Furthermore, a

polysaccharide, xylomannan, which is a component of the cell wall in Flammulina
velutipes, has antifreeze activity like other AFPs. CRPs have been found in bacteria
such as Pseudomonas, Pantoea, and Lactobacillus, in plants such as spinach and

soybean, in algae such as Chlorella, and also in vertebrates such as frogs.

11.2 Cryoprotection in Cold-Adapted Microorganisms

11.2.1 Cryoprotectants of Low Molecular Mass

Cryoprotectants are chemical substances, which are known to accumulate in the

body fluids of some wintering frogs and insects (Storey 1983). Examples of these

substances include sugars (glucose, fructose, sucrose, trehalose, etc.), sugar alcohol

(sorbitol, glycerol), and amino acids (alanine, proline) (Morita et al. 2003). As an

example, glycine betaine, which is a well-known osmolyte, can enhance the growth

of Listeria monocytogenes at low temperatures (Ko et al. 1994). The cryoprotective

roles of glycine betaine in bacteria are believed to prevent cold-induced aggregation

of proteins and to maintain optimum membrane fluidity at low temperatures

(Chattopadhyay 2002). Other examples include ice-nucleating bacteria, such as

the genera Pantoea (Lindow 1983), Pseudomonas (Maki et al. 1974; Obata et al.

1987), and Xanthomonas (Kim 1987). They can induce the nucleation of ice in

supercooled water at �2 to �3 �C and induce frost damage in many crops (Lindow

1983). The ability of ice-nucleating bacteria to survive on the surface of a leaf after

freezing and thawing has been shown to be due to ice-nucleating activity after a

temperature decrease (Hirano et al. 1982). This phenomenon is responsible for the

high degree of cryotolerance of ice-nucleating bacteria as shown in Fig. 11.3. The

temperature change during cold acclimation resembles the temperature change that
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causes the frost damage in plants on spring mornings. Pantoea agglomerans
NBRC12686 and Pantoea ananatis KUIN-1 had a high survival rate (65% and

79%, respectively) after cold acclimation at 10 �C (Koda et al. 2002). Pseudomonas
fluorescens KUIN-1 had the highest rate of survival (94%) after cold acclimation at

4 �C. These high survival rates in ice-nucleating bacteria are partly due to the

accumulation of the cold acclimation proteins that possess cryoprotective or chap-

erone activity and also due to the accumulation of glucose (1.9 mg g�1 cell wet

mass) in Pantoea ananatis KUIN-3 (Table 11.1). Glucose-6-phosphatase, which is

related to the glucose accumulation, had a 1.44-fold higher activity (117 mU mg�1)

after cold acclimation for 24 h at 10 �C following growth for 12 h at 30 �C
(81 mU mg�1). Furthermore, Pantoea agglomerans NBRC12686 accumulates

ribose-1-phophate and glucose in cells following a shift in temperature (12 �C)
from the optimum growth temperature (30 �C) (Table 11.1). Uridine phosphorylase,
which is related to the ribose-1-phosphate and glucose accumulation, had a 1.48-

fold higher activity after cold acclimation for 48 h at 12 �C following growth for

12 h at 30 �C. Both enzymes play an important role as some of the various

regulators for glucose accumulation during cold acclimation to achieve high sur-

vival rates in ice-nucleating bacteria.

11.2.2 Cryoprotective Proteins and Cold Chaperones from
Ice-Nucleating Bacteria

Many enzymes in low concentrations are easily inactivated during storage, espe-

cially frozen storage (Chilson et al. 1965; Anderson et al. 1978). The factors

involved in this inactivation, and the relationship between freeze denaturation and

conformational changes, have been investigated in detail, particularly for lactate

Table 11.1 Accumulations of various cryoprotectants in some ice-nucleating bacteria

Strains Cryoprotectants Functions Reference

Pseudomonas fluorescens
KUIN-1

COR26 Cryoprotection of

enzymes

Obata et al.

(1998)

Pantoea agglomerans
NBRC12686

CRP Cryoprotection of

enzymes

Koda et al. (2001)

Uridine

phosphorylase

Cryoprotection of

enzymes

Obata et al.

(2004)

Ribose-1-

phosphate

Cryoprotection of

enzymes

Depression of freezing

points

Obata et al.

(2004)

Pantoea ananatis KUIN-3 HSC25 Refolding of denatured

enzymes

Kawahara et al.

(2000b)

Glucose Depression of freezing

points

Koda et al. (2002)
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dehydrogenase (LDH) (Seguro et al. 1989). The cryoprotective effects of albumin

on common metabolic enzymes including LDH and mutarotase, etc. have been

reported (Tamiya et al. 1985). Indeed, albumin (0.1%) prevents the freeze inacti-

vation of LDH in response to cold acclimation at 12 �C in surrounding the enzyme

molecules, thereby protecting them at a molar ratio of 1 LDH for 10 BSA (bovine

serum albumin) from conformational changes and aggregation when freezing. The

polypeptide COR15 (15 kDa) from Arabidopsis thaliana is, besides albumin, also

known as cryoprotectant (Lin and Thomasow 1992). The gene cor15 which

encodes the cold-regulated polypeptide COR15 is expressed during cold acclima-

tion processes; COR15 has an in vitro cryoprotective activity about 102 to 103 times

more effective than BSA (Table 11.2). The psychrotolerant ice-nucleating bacte-

rium Pseudomonas fluorescens KUIN-1 accumulates COR26, which is a 26 kDa

polypeptide induced in response to a decrease in temperature (Obata et al. 1998).

Also Pantoea agglomerans NBRC12686 produces a 29 kDa CRP (Koda et al.

2001). This CRP protects freeze-labile enzymes such as LDH, alcohol dehydro-

genase (ADH), and isocitrate dehydrogenase against freezing and thawing denatur-

ation. The activity of this CRP as cryoprotectant was about 3.5 � 104 times better

than that of COR26 (Table 11.2) (Tamiya et al. 1985). In contrast to BSA, the mole

ratio of protected LDH and CRP was 6.49 � 10�4, so it is impossible for 1 mole of

CRP to surround 1540 moles of LDH. Although this mechanism of cryoprotection

remains unexplained, it seems that the association between the CRP molecules

and water molecules may play an important role. Obata et al. (2004) reported that

uridine phosphorylase (29.7 kDa) from Pantoea agglomeransNBRC12686 has also
a weak cryoprotective activity (30%) at a concentration of 5.0 � 10�3 mg ml�1

(Table 11.2).

Another ice-nucleating bacterium, Pantoea ananatis KUIN-3, produces Hsc25
as one of the cold acclimation proteins (Kawahara et al. 2000b). This Hsc25 has a

refolding activity similar to the chaperon GroELS; it is composed of eight subunits

of 25 kDa each, with a total molecular mass of 200 kDa. It has a refolding activity

towards denatured enzymes induced by both heat treatment at 100 �C and

guanidinium chloride and also a cryopreservation effect at �20 �C for 24 h. The

Table 11.2 Comparison of various cryoprotective proteins

Protein Molecular mass CP50 (μg ml�1) CP50 (nM) Reference

BSA 66,000 2.8 � 101 4.0 � 102 Lin and Thomasow (1992)

Sucrose 340 2.7 � 105 8.0 � 108 Lin and Thomasow (1992)

COR 15 15,000 8.3 � 10�2 5.6 � 100 Lin and Thomasow (1992)

COR 85 350,000 1.5 � 101 4.3 � 101 Thomashow (1990)

COR 26 159,000 1.6 � 104 1.0 � 105 Obata et al. (1998)

HIC 6 14,700 1.1 � 10�1 7.4 � 100 Honjoh et al. (2000)

CRP 29 29,000 8.0 � 10�4 2.7 � 10�2 Koda et al. (2001)

CRP 62 62,000 2.0 � 10�1 3.2 � 100 Neven et al. (1993)

AS 26k 26,000 2.0 � 101 7.7 � 102 Momma et al. (1997)

CP50 is the concentration required to protect for 50% of LDH activity
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affinity of Hsc25 for freeze-denatured enzymes is higher than that of GroEL for

heat-denatured enzymes. The high rate of survival after freezing/thawing of

ice-nucleating bacteria is therefore also achieved by some components of the cyto-

plasmic space, which are different from the ice-nucleating activity present at the

surfaces of their cell membranes. LTA, a biopolymer in the cell wall of Gram-

positive bacteria, enables at 1% (w/v) a 50% survival rate, similar to the results

obtained with 1% (w/v) glycerol (Rice et al. 2015).

11.3 Ice Crystal-Controlling Proteins

11.3.1 The Structure and Function of Ice Nucleation
Proteins

When pure liquid water is cooled at atmospheric pressure, it does not freeze sponta-

neously at 0 �C. Due to density fluctuations in liquid water, the water molecules

form clusters with the same molecular arrangement as ice crystals but remain in a

liquid state due to the fluctuation of energy. This is called supercooling. A drop of

pure water that is perfectly cleared from all foreign particles can display a super-

cooling temperature or freezing temperature of about �40 �C. This process has

been called ‘homogeneous ice nucleation’. In practice, however, impurities or

foreign particles that are usually present in water attach water molecules on their

surface. As water molecules may be oriented in a way such as to resemble an ice

nucleus, these become compatible with the critical dimension of ice nucleation.

This process is called ‘heterogeneous ice nucleation’; it always occurs at a temper-

ature between �2 �C and �15 �C. Some bacteria produce INPs which can induce

ice nucleation at temperatures higher than �3 �C; they are called ice-nucleating

bacteria (Fig. 11.2). At least six species of ice-nucleating bacteria have been found;

some strains of Fusarium and related fungal genera are also active in ice nucleation

(Pouleur et al. 1992).

The ice-nucleating components from some lichens have been partially purified

(Kawahara et al. 2005; Obata et al. 2006). These ice-nucleating substances have

different properties when compared to those of bacterial and fungal INPs. Although

almost all microorganisms producing INPs were found at the surface of plants,

Pseudomonas sp. KUIN-5 was isolated from the marine algaMonostroma latissum.
This strain produces a bacterial cellulose in the culture broth which can act as an

ice-nucleating component (Kawahara et al. 1996a).

Genes conferring ice-nucleating activity have been sequenced from six bacterial

strains and all encode INPs (120–150 kDa) with similar primary structures (Green

and Warren 1985; Warren et al. 1986; Abe et al. 1989; Warren and Corotto 1989;

Zhao and Orser 1990; Michigami et al. 1994). As shown in Table 11.3, all INPs are

composed of three domains, the N-, R-, and C-domains. The N-domain (15% of the
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total sequence) is at least responsible for the binding of lipids, polysaccharides, and

INPs (Kozloff et al. 1991); it is relatively hydrophobic and contains a membrane

anchor with a mannan-phosphatidylinositol. The R-domains play an important role

as a template for ice formation; their length (832–1280 amino acids) is correlated

with the amplitude of ice nucleation activity (Table 11.3). They are made (ca. 80%)

of contiguous repeats of a consensus octapeptide (-Ala-Gly-Tyr-Gly-Ser-Thr-Leu-

Thr-), mainly consisting of hydrophilic amino acids. The C-terminal domain (less

than 40–50 residues) is rich in basic amino acid residues and is very hydrophilic. It

is necessary for the ice-nucleating activity since, for example, in the INP from

Pantoea ananatis, the deletion of the last 12 C-terminal residues does not modify

the activity, while another mutant with Met29 as new C-terminal amino acid

displays a nearly complete loss of activity (Michigami et al. 1995a). It was shown

that one of the residues of this domain, Tyr27, is important for the activity, although

not exclusively required since the activity was lost to a great extent when this

residue was replaced by Gly or Ala, but to a much lesser extent when it was

replaced by Leu. These results point to the importance of the secondary and/or

tertiary structure of the C-terminal region for the ice nucleation activity.

The characterization of INPs has involved sequencing, truncation, activity

measurements, peptide studies, and theoretical modelling (Warren and Wolber

1991; Hew and Yang 1992; Guriansherman and Lindow 1993). Several research

groups have previously presented theoretical structures of the highly repetitive

region (R-domain) (Mizuno 1989; Warren and Wolber 1991), and one has

described models consisting of 8, 16, and 24 residue peptides based on NMR data

Table 11.3 Comparison of the amino acid sequences of various ice nucleation-active proteins

Bacteria Gene

Total

amino

acids

Predicted

mol. mass

Amino acid residue in each

domain

ReferenceN-domain R-domain C-domain

Ps. fluorescens
KUIN-1

inaF 1352 132,472 183 1120 49 Kawahara

(unpubl.)

Ps. fluorescens inaW 1210 111,881 164 992 54 Warren et al.

(1986)

Ps. syringae inaZ 1200 118,587 175 976 49 Green and

Warren

(1985)

Pa. ananatis inaA 1322 131,094 161 1120 41 Abe et al.

(1989)

Pa. ananatis inaU 1034 103,387 161 832 41 Michigami

et al. (1994)

Pa. agglomerans iceE 1258 125,076 161 1056 41 Warren and

Corrotto

(1989)

X. campestris inaX 1567 152,548 219 1280 68 Zhao and

Orser (1990)
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(Tsuda et al. 1997). The recombinant 96-amino-acid-residue polypeptide

corresponding to the sequence Tyr176 to Gly273 of INP from Pseudomonas
syringae had the ability to shape an ice crystal, whose morphology was highly

similar to that of the hexagonal bipyramid generally identified for AFPs

(Kobashigawa et al. 2005). Also, Wilson et al. (2006) have suggested that the ice

affinity of INPs directs the role of bacteria either towards inhibition of ice recrys-

tallization, ice nucleation, or ice shaping. The ice-controlling protein from

P. syringae exhibits only ice nucleation activity and has no AFP activity.

As shown in Fig. 11.4, the conserved glycine residues, which are often involved

in chain bending, are located at every turn of the proposed R-domain structure,

while the highly conserved Ser and Tyr residues are only present in the middle of

the beta-strands allowing them to act as an icelike template. They are involved in

the aggregation of individual INPs, a process that renders the ice-nucleating

properties more efficient (Kajava and Lindow 1993). Based on the ice-binding

ability (Kobashigawa et al. 2005), it was suggested that INPs may have a similar

beta-helical fold and may interact with water through the repetitive TXT motif

(Graether and Jia 2001).

Proteins and other components located on the outer membranes of bacteria are

responsible for ice nucleation. Pseudomonas fluorescens (Obata et al. 1993),

Pantoea ananatis (Erwinia uredovora) (Kawahara et al. 1993), Erwinia herbicola
(Phelps et al. 1986), and Erwinia carotovora (Fukuoka et al. 1992) have been

reported to release the extracellular ice-nucleating materials into the culture fluid.

However, purified INPs, contrary to raw material (�3 �C), exhibit an ice nucleation
activity at a temperature below �6 �C (Fall and Wolber 1995). This difference is

probably due to a requirement for phospholipids (Govindarajan and Lindow 1988).

N-domain

161 – 219 amino acids

R-domain C-domain

832 – 1280 amino acids 41 – 68 amino acids

Modelling

Aggregation  type Ice binding  type

AGYGSTETAGXXSXLI

AGYGSTGTAGSDSXLX

AGYGSTQTAGXXSXLX

YGSTETAGXXSXLIAG

YGSTGTAGSDSXLXAG

YGSTQTAGXXSXLXAG

YGSTQTAGXXSXLXAG

YGSTQTAGXXSXLXAG

YGSTQTAGXXSXLXAG

AGYGSTQTAGXXSXLX

AGYGSTQTAGXXSXLX

AGYGSTQTAGXXSXLX

AG turn

(Guriansherman and Lindow 1993;

,Kajava and Lindow 1993)

GYG turn

(Graether and Jia 2001)

Fig. 11.4 Different models of the central repeat region of ice-nucleating proteins
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Bacterial ice activators are in fact complexes of lipids, saccharides, and proteins;

they are lipoglycoproteins (Kozloff et al. 1991) and classified into three chemically

distinct classes according to their chemical composition: A, lipoglycoprotein; B,

glycoprotein; and C, only protein (Turner et al. 1991) (Fig. 11.5). Also, the

activation effect of the class C structures is due to the aggregation of INPs giving

rise to molecular masses over 1000 kDa (Govindarajan and Lindow 1988). Franks

(1985) reported that the factors involved in the formation of ice nuclei have to obey

to three conditions: similarity to the ice crystal lattice, paucity of the surface charge,

and high hydrophobicity. Class A structures apparently display the full set of

conditions required for maximal activity.

The extracellular ice-nucleating material produced by Erwinia uredovora
KUIN-3 was purified and characterized as a spherical structure (0.2–0.4 μm); it is

composed of lipid, protein, saccharide, and polyamine (Kawahara et al. 1993). The

polyamine plays a role in the surface charge, in the control of hydrophobicity, and

in the stability of the protein conformation of class A and B structures. It is a critical

component of these structures (Kawahara et al. 1994). The purified INP from the

extracellular ice-nucleating material of E. uredovora is a glycoprotein (Michigami

et al. 1995b). Not all INPs secreted in the culture broth have the same signal

sequences of 15–70 amino acid residues at the N-terminus. Michigami et al.

(1995b) have reported that, after the assembly of INP near the inner membrane,

the assembly then enters a vesicle just formed on the surface of the outer membrane

and leaves the surface. It has been shown that ATP is essential for the secretion of

extracellular ice-nucleating material into the culture broth (Kawahara et al. 1999).

Considering these results, it appears that the secretion of INPs or extracellular

ice-nucleating material might be a unique mechanism.

Almost all ice-nucleating bacteria belong to Gram-negative epiphytic genera

and are known as pathogenic bacteria, either mesophilic or psychrotolerant. The

isolation and characterization of ice-nucleating bacteria from Antarctica are still in

an early state of investigation; that is the reason why we have started a research

programme to isolate ice-nucleating bacteria from the bacterial collection stock at

Ina gene

Ice nucleation protein (INP)

translation

aggregation

Aggregated INP INT T50 >-8.0℃Type III or Class C

Posttranslation

Glyco-Aggregated INP INT T50 -4.5℃Type II or Class B

Glycosilation

Lipoxylation

Lipoglyco-Aggregated INPType I or Class A INT T50 -2.0℃

Fig. 11.5 Tentative

pathway of the biosynthesis

of ice nucleation materials

in some ice nucleation

bacteria
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Ross Island in the McMurdo Dry Valley region of Antarctica (Obata et al. 1999).

Eleven ice-nucleating bacteria were discovered among 135 strains (ca. 8%). Strain

IN-74, with the highest level of ice-nucleating activity, was identified as Pseudo-
monas antarctica. Strain IN-74 also displayed a high level of ice-nucleating activity
following induction at 0 �C, and this temperature was significantly higher than that

required by other ice-nucleating bacteria. The molecular mass of its INP was over

120 kDa. As ina U mRNA transcription was induced at 18 �C (Michigami et al.

1995b), this transcription in strain IN-74 might be activated at 0 �C. This could

mean the discovery of a novel ice-nucleating bacterium, which has been found in

various environments. What remains to be resolved concerning the ice-nucleating

bacteria are the elucidations of various interesting biochemical processes.

11.3.2 The Structure and Function of Anti-nucleating
Proteins

Ice-nucleating inhibitors have the ability to lower the supercooling point of water

(Fig. 11.6), and this point, expressed in �C, is defined as the anti-nucleation activity.
These components have been up to now poorly studied. An enzyme-modified

gelatin (EMG-12) has been reported as an ice-nucleating inhibitor of silver iodide

(AgI) (Arai and Watanabe 1985). Also hinokitiol, a compound found in the leaves

of coniferous trees, has an anti-nucleating activity against P. fluorescens (Kawahara
et al. 2000a). Furthermore, poly-glycerol, with a molecular mass of 750 Da, has

been found to apparently bind and inhibit the ice-nucleating activity of P. syringae
(Wowk and Fahy 2002).

We have discovered a bacterial strain with anti-nucleating activity (Kawahara

et al. 1996b); this strain, KINI-1, was identified as Acinetobacter calcoaceticus.
The anti-nucleating protein produced by this strain has a molecular mass of 55 kDa.

It exhibits a broad specificity with the capability to lower the nucleating activity of a

A B C

Antinucleation
activity(℃)

ANA

0℃
Thermal 
Hysteresis(℃)

TH

freezing

melting

Cool

Heat

melting

Time

Fig. 11.6 Freezing curves of solutions with anti-nucleation material (A), distilled water (B), and

antifreeze protein (C)
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wide range of ice nucleators including some bacterial components and AgI. This

anti-nucleating protein is, for example, able to shift the supercooling point of water

to �5.0 �C in a cell suspension of E. uredovora; it inhibits the formation of ice

nuclei in a way similar to EMG-8 and EMG-12 (Arai and Watanabe 1985).

Furthermore, a strain of Bacillus thuringiensis produces an anti-ice-nucleating

polysaccharide having a molecular mass of 130 kDa (Yamashita et al. 2002b). The

analysis of this compound by LCMS demonstrated that this polysaccharide consists

of a polyacetyl-D-glucosamine structure similar to that of chitin. This polysaccha-

ride has an activity ranging from 0.1 to 4.2 �C against various ice-nucleating

materials including AgI; some organic compounds such as metaldehyde, fluoren-

9-one, and phenazine; and some ice-nucleating bacteria. It does not have, however,

any activity against homogeneous ice nucleation, that is, pure water.

Organ cryopreservation is hindered by ice-inflicted damages. Nonfreezing pres-

ervation of livers at subzero temperatures might offer advantages over the current

method of preservation. In order to improve the preservation procedure for liver

grafts, Matsukawa et al. (2000) have attempted to apply subzero nonfreezing

(SZNF) storage methods making use of bacterial anti-nucleating proteins and

ascorbic acid 2-glucoside (AA2-G) as an antioxidant. When the liver graft was

kept for 24 h at SZNF storage (�3.0 �C) in the above-mentioned solution made of

anti-nucleating protein (20 μg ml�1) and AA2-G (100 μg ml�1), both the number of

apoptotic cells and the serum level of alanine aminotransferase after 4 h of reper-

fusion could be greatly diminished. Furthermore, ATP concentrations in grafted

liver tissues were significantly greater than those obtained after normal storage at

4 �C. From these results, SZNF liver storage using anti-nucleating proteins has the

potential to surpass conventional hypothermic liver storage procedures for

long periods. Further studies are carried out to isolate novel bacteria that produce

anti-nucleating proteins and characterize their anti-nucleating proteins or

polysaccharides.

11.3.3 The Structure and Function of Bacterial Antifreeze
Proteins

All AFPs and antifreeze glycoproteins (AFGPs) lower the freezing point of water

without altering the melting point (Fig. 11.6). This activity is defined as the

difference between both temperatures and is called thermal hysteresis (TH). It is

caused by a non-colligative phenomenon, the activity of which can be as high as

500-fold that of colligatively acting substances such as sucrose, glycerol, and

trehalose. As shown in Fig. 11.7, the forms of ice crystals in the presence of

AFPs at the initiation time of growth during cooling at 1 �C min�1 are different

from that of pure water. Primarily, needle-like growth along the c-axis occurs with

fish AFP and bacterial AFP from Pseudomonas putida GR12-2 (Sun et al. 1995),

rather than the usual predominantly highly dendritic growth along the a-axis within
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the basal plane. Also AFPs from other microorganisms like fungi can form different

ice crystal (Fig. 11.7). This may also be affected by other materials including

saccharides or inorganic compounds. Recrystallization of frozen solutions can be

inhibited at very low concentrations (0.1 μg ml�1) (Fig. 11.7). So far, AFP and

AFGP have been identified in polar fish, insects, plants (Hew and Yang 1992), and

fungi (Duman and Olsen 1993). Ice-shaping activity, thermal hysteresis

(TH) activity, and recrystallization inhibition (RI) are common activities of most

AFPs isolated from fishes. A model of the binding sites of AFPs from fishes and

insect larvae to ice crystal surfaces is shown in Fig. 11.8. As AFPs isolated from

insect larvae have a superactive TH activity (ca. 5 �C), these proteins were named

thermal hysteresis proteins (THPs) (Barrett 2001). AFPs possessing only RI activity

have been discovered in the Antarctic nematode Panagrolaimus davidi and in

cooling

1℃/ min

Pseudomonas putida GR12-2

Distilled water

0 min 30 min

buffer

AFP
Other microorganisms

(a) (b)

Fig. 11.7 Ice crystal regulation by antifreeze proteins from some microorganisms. (a) Ice crystal

morphology; (b) ice crystal recrystallization inhibition

Basal plane 

Prism plane 

c-axis

Antifreeze protein

Antifreeze

protein 

a-axis

a-axis
a-axis

Antifreeze

protein

Fig. 11.8 Binding sites of some antifreeze proteins to ice crystal surfaces
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winter wheat grass and are named ice-active or ice-structuring proteins (ISPs)

(Wharton et al. 2005; Regand and Goff 2006). It is worth noting that P. putida
GR12-2 grown at 5 �C secretes an AFP having also an ice-nucleating activity; it is a

lipoglycoprotein with a molecular mass of 164 kDa (Sun et al. 1995; Xu et al.

1998). To the best of our knowledge, this is the first report of AFP having activities

directed towards two opposite actions. So far, all other bacterial strains only exhibit

antifreeze activity; they all can grow at low temperatures (Duman and Olsen 1993;

Mills 1999; Gilbert et al. 2004; Kawahara et al. 2004). The following bacterial

representatives showed antifreeze activity: Rhodococcus erythropolis,Micrococcus
cryophilus (Duman and Olsen 1993), Stenotrophomonas maltophilia, Sphingo-
monas, Halomonas, Pseudoalteromonas, Psychrobacter, Enterobacter agglo-
merans (Gilbert et al. 2004), Pseudomonas fluorescens (Gilbert et al. 2004;

Kawahara et al. 2004), and Marinomonas protea (Gilbert et al. 2004; Mills

1999). Besides Marinomonas primoryensis (Gilbert et al. 2005) and Flavo-
bacterium xanthum (Kawahara et al. 2007), almost all other bacteria secrete AFP

into the culture broth (Table 11.4). Some AFPs from the genera denoted in bold

letters in Table 11.5 were characterized regarding molecular mass, antifreeze acti-

vity, and the localization of the AFPs.

Table 11.4 Comparison of various purified bacterial antifreeze proteins

Bacteria

Mol.

mass TH RI Compound Localization Reference

Pseudomonas
putida GR12–2

164

kDa

0.1 �C ++ Lipoglycoprotein Extracellular Xu et al.

(1998)

Moraxella sp. 52

kDa

0.1 �C + Lipoprotein Extracellular Yamashita

et al. (2002b)

Marinomonas
primoryensis

60

kDa

3.5 �C +++ Protein Intracellular Gilbert et al.

(2005)

Table 11.5 Taxonomic affiliation of bacteria producing phenotypically verified antifreeze

proteins (based on Cid et al. 2016)

Class Branch 1 Branch 2 Branch 3

Alphaproteobacteria Rhizobium
Ensifer

Bradyrhizobium

Betaproteobacteria Herbaspirillum

Gammaproteobacteria Marinomonas
Pseudomonas
Xanthomonas

Colwellia
Pseudomonas
Serratia

Deltaproteobacteria Stigmatella

Bacilli Paenibacillus
Bacillus

Flavobacteriia Flavobacterium

Fimbriimonadia Fimbriimonas

Bold letters denote the presence of phenotypically verified strains within the bacterial genus
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Although the TH activities of most bacterial AFPs are lower than those of THPs

from some insect larvae, a lysate supernatant of M. primoryensis containing 11 mg

protein ml�1 had a TH activity of 0.8 �C. The activity of this lysate is lost following
extensive dialysis using a 3500 MW cut-off membrane. The addition of 10 mM

CaCl2 to the dialysate restores full activity. When concentrated, the crude lysate has

a TH activity >2 �C, which is higher than the maximal activity of most fish AFPs.

This AFP is a Ca2+-dependent, superactive AFP like THP. Furthermore, ice crystals

formed in the presence of this lysate do not have distinct facets. They are typically

rounded in shape, and their morphology does not change during the course of the

TH measurement. The ice crystal ‘burst’ occurring at the end point of TH is

dendritic with hexagonal symmetry, suggesting growth from primary or secondary

prism faces or edges. A DNA fragment from P. putida GR12-2 with an open

reading frame encoding 473 amino acids was cloned by PCR and inverse PCR,

using primers elaborated from the partial amino acid sequence of the isolated AFP

(Muryoi et al. 2004). The predicted gene product, AfpA, has a molecular mass of

47.3 kDa, a pI of 3.51, and no previously known function. Although AfpA is a

secreted protein, it lacks an N-terminal signal peptide and was shown by sequence

analysis to have two possible secretion systems: a hemolysin-like calcium-binding

secretion domain and a type V auto-transporter domain typical of Gram-negative

bacteria. Also the expression of afpA in Escherichia coli yields an intracellular

72 kDa protein modified with both sugars and lipids and exhibits lower levels of

antifreeze and ice nucleation activities. The deduced amino acid sequence from

afpA shows 7 potential sites for N-glycosylation, 2 sites for O-glycosylation, and

20 sites for myristoylation. This AFP was secreted into the culture broth; the

physiological role of the AFP for the bacterial cell might be the stabilization of the

membrane lipids at a low temperature. Following transposon Tn5 mutagenesis of

strain GR12-2, five mutants with different freeze resistance were selected (Kawahara

et al. 2001). These mutants secreted low amounts of AFP (0.4–2.2 μg ml�1) into the

culture broth, compared to the wild type (4.8 μg ml�1). Furthermore, the decreased

freeze resistance of three mutants could be partially restored by adding purified AFP

to the mutant cell suspensions. We concluded that accumulation of AFPs is one

component of the mechanism for freeze resistance in bacteria.

We were also able to select 6 bacteria (ca. 5%) out of 130 strains, isolated from

Ross Island in the McMurdo Dry Valley region in Antarctica, capable of producing

AFPs (Yamashita et al. 2002a). Strain 82 has the highest antifreeze activity without

ice-nucleating activity and was identified asMoraxella sp. This AFP is a lipoprotein

with a molecular mass of 52 kDa. Its N-terminal amino acid sequence is very

similar to that of the outer membrane proteins from Moraxella (Branhamella)
catarrhalis. Both the isolation of ice-nucleating bacteria and AFP-producing bac-

teria may provide new insights into the elucidation of the freeze-resistance or

cryotolerance mechanisms in bacteria.

Recently, some yeasts isolated from the Antarctic and Arctic exhibited anti-

freeze activity in the culture broth (Lee et al. 2010; Hashim et al. 2013; Singh et al.

2014). Among these yeasts, Leucosporidium sp. (Lee et al. 2010) and Glaciozyma
antarctica (Hashim et al. 2013) produce extracellular AFPs that are glycoproteins
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or proteins with a molecular mass of 25 and 18 kDa, respectively, and with TH

activities of 0.30 (300 μm) and 0.10 (100 μm), respectively. No homology was

found between the amino acid sequences of the two AFPs.

Flammulina velutipes (Enokitake) has the highest level of freeze tolerance. Until
recently, it has been thought that all biological large molecular mass antifreezes

were proteins. Walters et al. (2009) reported the isolation of a novel

non-proteinaceous material, a glycolipid having xylomannan as the structural

moiety, from the freeze-tolerant beetle Upis ceramboides. It was predicted that

the xylomannan moiety of this glycolipid might play an important role in the TH

activity in this molecule. The cell wall of F. valutipes contains xylomannan as one

major component (Smiderle et al. 2006). This xylomannan was isolated by the

modified Smiderle method using KOH solution (Kawahara et al. 2016). After

purificating by gel filtration chromatography, the xylomannan purified from the

mycelium exhibited RI activity (RI ¼ 0.30, 0.5 mg ml�1) like various AFPs from

various organisms (Fig. 11.9). Also, the RI activity of this polysaccharide was

0.07� 0.01 �C at a concentration of 5 mg ml�1. This polysaccharide was composed

of mannose and xylose in a 2:1 molar ratio, the molecular mass was 320 kDa. It was

predicted that xylomannan in the cell wall has an important role of freeze tolerance

in F. velutipes (Kawahara et al. 2016).

11.4 Conclusions

Thus far, potential strategies for microbial surviving under extremely cold envi-

ronments have been investigated. Various ice crystal-controlling proteins and other

materials from some bacteria have been isolated and characterized. These proteins
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Fig. 11.9 Effect of RI activity on purified xylomannan
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have a high potential in biotechnology. For example, ice nucleation activators can

be used to regulate both the rate of freezing and the texture of frozen foods (Li and

Lee 1998), and AFPs can offer a new way of improving the quality of foods.

However, the structure and function of these proteins from various organisms,

especially from bacteria, are poorly characterized. The use of ice nucleation acti-

vators and AFPs in foods most likely will depend on the cost of their production and

also on the safety of the bacteria involved. Currently, our work is oriented towards

the search of ice sublimation-controlling proteins from bacteria as a new type of

ice-controlling proteins.
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Chapter 12

The Role of Exopolysaccharides in Microbial

Adaptation to Cold Habitats

Jody W. Deming and Jodi N. Young

Abstract The cellular exterior that a single-celled microorganism presents to its

surroundings marks its first line of defense against environmental pressures, from

energy deprivation, shifts in ionic strength, and thermal stress to viral and higher-

order attack. The extracellular production of complex sugar compounds (extracel-

lular polysaccharides or exopolysaccharides), whether to provide an individual,

multipurpose cell coating or be released for consortial arrangements such as biofilm

formation, is a hallmark of microbial life in soil, water, and host (plant and animal)-

associated environments. The basic features of exopolysaccharides and their func-

tions pertain to all manner of environments and forms of microbial adaptation,

regardless of ambient temperature. At very low temperatures, however, where a

phase change comes into play, special considerations arise. In this chapter, which

represents an update and reframing of previous work [Krembs and Deming

(Psychrophiles: from biodiversity to biotechnology. Springer, 2008)], we pay

particular attention to the role of microbially produced exopolysaccharides at

subfreezing temperatures. Given recent advances, we have kept the focus on sea

ice, that frozen yet brine-filled and exopolysaccharide-rich environment where the

physical, chemical, and viral challenges present in the space inhabited by microbes

greatly influence their ability to survive and evolve. In the last decade, the study of

exopolysaccharides in sea ice has advanced on several fronts, from ocean-scale

analyses of their microalgal production and iron-storage capacity to biochemical

analyses of their novel ice-binding functions in bacteria. The field has thus moved

closer to realizing the pervasive importance of exopolysaccharides in very cold

environments, including their biogeochemical, evolutionary, and biotechnological

potential.
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12.1 Introduction

The cellular exterior that a single-celled microorganism presents to its surroundings

marks its first line of defense against environmental pressures, from energy depri-

vation, shifts in ionic strength, and thermal stress to viral and higher-order attack.

The extracellular production of complex sugar compounds (extracellular polysac-

charides or exopolysaccharides), whether to provide an individual, multipurpose

cell coating or be released for consortial arrangements such as biofilm formation, is

a hallmark of microbial life in soil, water, and host (plant and animal)-associated

environments. The basic features of exopolysaccharides and their functions pertain

to all manner of environments and forms of microbial adaptation, regardless of

ambient temperature. At very low temperatures, however, where a phase change

comes into play, special considerations arise.

In this chapter, which represents an update and reframing of previous work

(Krembs and Deming 2008), we pay particular attention to the role of microbially

produced exopolysaccharides in habitats at subfreezing temperatures. Whereas the

earlier chapter generalized to exopolymers and used the term exopolymeric sub-

stances (and the abbreviation EPS) freely, we have attempted to highlight

exopolysaccharides and their unique features, for they comprise the dominant

portion of exopolysaccharides in the environment and are targeted by most methods

used to quantify naturally occurring exopolysaccharides. In favoring new develop-

ments, we relinquished a detailed discussion of the microscale physics of polymer

behavior at low temperature (see Krembs and Deming 2008). Given advances over

the last decade, however, we have kept the focus on sea ice (touching upon other

cold habitats), that frozen yet brine-filled and exopolysaccharide-rich environment

where the physical, chemical, and viral challenges present in the space inhabited by

microbes greatly influence their ability to survive and evolve. In the last decade, the

study of exopolysaccharides in sea ice has advanced on several fronts, from ocean-

scale analyses of their microalgal production and iron-storage capacity to biochem-

ical analyses of their novel ice-binding functions in bacteria. The field has thus

moved closer to realizing the pervasive importance of exopolysaccharides in very

cold habitats and particularly their roles in microbial adaptation and biogeochem-

ical cycles.
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12.2 Exopolysaccharides in the Environment

12.2.1 Terminology and Methodology

Although dominant in microbial exudates, complex sugar polymers are not the only

organic compounds produced and released into the environment by various micro-

organisms. Other extracellular macromolecules include proteins (from peptides to

large molecular mass enzymes), nucleic acids (free or virus-bound), lipids, phenols,

and flavones (Wingender et al. 2012). Together, such compounds have been termed

extracellular polymeric (or exopolymeric) substances (EPS). The environmental

microbiology literature uses the term EPS widely (Decho 1990; Krembs and

Deming 2008), though work in the pelagic ocean introduced the term transparent

exopolymeric particles (TEP; Alldredge et al. 1993), recognized as produced by a

wide range of organisms and processes. After the documentation of exopolymers in

sea ice (Krembs and Engel 2001; Krembs et al. 2002), authors of that literature

settled on the term EPS, as the producing organisms are clearly microbial (algae

and bacteria), and EPS has long been the term for microbially produced

exopolymers and specifically for exopolysaccharides (Sutherland 1972).

In this chapter, we do not use exopolysaccharides and EPS interchangeably,

reserving EPS for the greater complexity of exopolymers found in natural environ-

ments. Nevertheless, our primary focus is on microbial exopolysaccharides, for two

related reasons. First, despite the presence of other macromolecules, most of the

material in environmental EPS is composed of polysaccharides. The dominant

polysaccharides have carbon backbones of high molecular mass (up to 300 kDa;

Poli et al. 2010a; Krembs et al. 2011) and major components of hexose and pentose

(e.g., Underwood et al. 2010). They typically carry carboxylic acid groups in the

form of uronic acids (Fazio et al. 1982; McConville et al. 1999), imparting an acidic

nature, and show variable sugar compositions, including highly branched

heteropolysaccharides that can contain fructose, rhamnose, mannose, D-glucose,

xylose, D-glucuronic acid, galactose, and half-ester sulfate, among others (Percival

et al. 1980; Mancuso-Nichols et al. 2005; Underwood et al. 2010; Carillo et al.

2015; Casillo et al. 2017).

Second, methods commonly used to quantify EPS in the environment, even

when a wide array of compounds are present, have targeted the polysaccharide

components, and usually the largest size fraction, captured on a 0.4 μm filter,

termed particulate EPS (pEPS; Fig. 12.1a). Recently, methods have evolved to

address the size fraction called dissolved EPS (dEPS; typically < 0.2 μm by

filtration) and to analyze the sugar components specifically (Fig. 12.1). This

evolving methodology means that more recently available data sets from cold

habitats (since Krembs and Deming 2008) address exopolysaccharides of one size

class or another but not all of the complex polymers that comprise EPS. Moving

forward, more compound-specific chemical analyses and new analytical tools are

beginning to be applied to cold habitats, including those used in metabolomics,
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where unique chemical fingerprints of microbial activity can be evaluated in great

detail.

Although difficult to apply broadly in the environment, more sophisticated

analytical tools have been used to evaluate exopolysaccharides, including imaging

by atomic force microscopy and transmission electron microscopy (Santchi et al.

1998). These and various experimental approaches have revealed an important

feature of exopolysaccharides: they can form complex architectural structures and

hydrated gels, to variable degree depending on environmental conditions of pH,

salinity, and temperature (Verdugo et al. 2004; Verdugo and Santschi 2010;

Verdugo 2012). In the hydrated gels of natural biofilms, microbially produced

mucopolysaccharides (long unbranched polysaccharides with repeating sugar

units) establish networks of largely insoluble polymers, often strengthened by

cross-linking between ionizable functional groups on the polymers and ambient

calcium or magnesium ions (Koerstgens et al. 2001). The strength of this
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Fig. 12.1 Schematic depiction of the method-specific size spectrum of exopolysaccharides

measured in sea ice. The Alcian blue staining method (a) uses a colorimetric stain for acidic

polysaccharides to measure particulate EPS (pEPS), captured by filtration (> 0.4 μm) and

calibration against the exopolysaccharide xanthan gum (Krembs et al. 2002, 2011). The phenol-

sulfuric acid (PSA) extraction method (b) uses a colorimetric assay for neutral sugars that can

quantify both pEPS and dissolved EPS (dEPS) in terms of glucose equivalents (Ewert et al. 2013;

Colangelo-Lillis et al. 2016). In (b), the ratio pEPS/dEPS depends on choice of filter pore size. The

size spectrum for exopolysaccharides within a dEPS fraction can be obtained by an ethanol

precipitation approach (c), where dissolved carbohydrates (dCHO) are precipitated using a range

of ethanol solutions, then extracted by PSA, and converted to glucose equivalents (Underwood

et al. 2010, 2013). In (c), the dCHO fraction is first constrained in size by filtration (< 0.7 μm, as in

Underwood et al. 2010, and possibly < 0.2 μm, according to Underwood et al. 2013) and by

dialysis (> 10 kDa, or an estimated 0.001 μm size, in a step required to desalinate the sample;

Underwood et al. 2010)
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architecture changes with the nature and especially size of the polymers, as has

become evident in sea ice and other subfreezing habitats where even the relatively

simple, size-based ratio of pEPS to dEPS can be informative. For example, in the

dark subfreezing habitat of a cryopeg (liquid brine within permafrost), the pEPS/

dEPS ratio is high (and filtered material highly gelatinous) compared to that in icy

habitats exposed to sunlight and thus photolysis or UV-based degradation of the

polymers (Krembs et al. 2011; Colangelo-Lillis et al. 2016).

As form determines function, the choice of methodology for evaluating

exopolysaccharides and EPS in cold habitats, and the details involved (filter pore

size, pH, changing salt concentration, and temperature), will constrain the conclu-

sions that can be drawn about the role of these polymers in cold adaptation. No

standard method has been adopted by environmental researchers, limiting compar-

isons of the resulting data; each of the more commonly used methods provides a

different size-based result (Fig. 12.1). Common to the methods depicted, however,

is the focus on exopolysaccharides.

12.2.2 General and Cold-Specific Occurrence

Exopolysaccharides co-occur inseparably with microbial assemblages in both ter-

restrial and aquatic environments of wide-ranging conditions, underscoring their

importance and diverse functions in microbial ecology (Passow 2000; Lasa 2006;

Poli et al. 2010a). Their relatively recalcitrant character and tendency to stick to

each other and various surfaces can lead to accumulations that significantly alter the

physical properties of the environment on a large scale, including sediments

(Yallop et al. 2000) and aquifers (Battin and Sengschmitt 1999), and on a small

scale, including biofilms (Costerton et al. 1995) and aquatic aggregates (Alldredge

et al. 1993). Gelatinous EPS produced by aquatic microorganisms also clearly

affect the biogeochemical cycles of temperate lakes and oceans (Decho 1990;

Verdugo 2012), including the cold, high-latitude oceans (Schoemann et al. 2005).

Exopolysaccharides produced by microorganisms cultured from these and other

environments are the subject of numerous recent reviews highlighting the biotech-

nological potential of complex sugar compounds (Poli et al. 2010a; Freitas et al.

2011; Nwodo et al. 2012; Goff and Hartel 2013; Roca et al. 2015; Leroy and De

Vuyst 2016).

Although the effects of exopolysaccharide accumulations cascade through an

ecosystem, their roles at the organism level are critical in life histories and the

survival of stressful conditions. Many of the advantages of producing

exopolysaccharides are universal: protection against freezing (Kim et al. 2016),

desiccation (Hill et al. 1997), and variations in salinity (Krembs et al. 2011);

scavenging nutrients and small molecular mass compounds from solution (Decho

1990; Costerton et al. 1995), as well as free radicals (Sun et al. 2015); enhancing

metal chelation (Hassler et al. 2011); and aiding cell motility and adherence (Rinta-

Kanto et al. 2012). Of particular relevance to this chapter is that exopolysaccharides
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can provide a protective buffer zone around a cell against unfavorable shifts in the

environment, including changes in ionic, osmotic, desiccation, pH, salinity, or

toxic-metal conditions (Decho and Lopez 1993; Schlekat et al. 1998). Such shifts

pertain to the liquid phase within the sea-ice habitat (Ewert and Deming 2013), as

they do for other icy habitats like permafrost and the surface of glacial ice (Deming

and Eicken 2007; Boetius et al. 2015).

Under conditions of low or fluctuating water potential, which can lead to

desiccation and freeze-thaw stress in very cold habitats, microbes are stimulated

to increase production of exopolysaccharides. Diatoms produce high concentrations

of EPS when cultured in subfreezing brine (Aletsee and Jahnke 1992), a response

that helps to explain microscopic observations of exopolysaccharides coating

diatom cells in the brine pores of unmelted sea ice (Krembs et al. 2002; Krembs

et al. 2011). Subfreezing temperatures (�8 �C and below) also trigger the excessive

production of exopolysaccharides in cold-adapted bacteria (Marx et al. 2009),

which helps to explain the small but detectable increase in bulk concentrations of

exopolysaccharides in the coldest layers of Arctic sea ice during winter (where

algae are absent; Collins et al. 2008). Although sea-ice bacteria can have different

responses to temperature-driven fluctuations in brine salinity (Ewert and Deming

2014; Firth et al. 2016), the production of exopolysaccharides repeatedly appears in

their survival strategies (Ewert and Deming 2013).

Our planet hosts a wide range of frozen environments in which the microbial

inhabitants must cope with seasonal and annual fluctuations in temperature, water

availability, and solute concentrations (Deming and Eicken 2007; Ewert and

Deming 2013; Boetius et al. 2015). As importantly, individual microbes must

prevent intracellular (and extracellular) ice-crystal growth to avoid cell damage.

Although the role of exopolysaccharides in mitigating damage to cells in freshwater

(glacial) ice is still virtually unexplored, the body of relevant information for sea ice

has been growing (e.g., Krembs and Engel 2001; Meiners et al. 2004; Riedel et al.

2007; Ewert and Deming 2013): exopolysaccharides both protect individual

microbes and favorably alter the sea-ice environment for all inhabitants (Krembs

et al. 2002, 2011; Collins et al. 2008; Marx et al. 2009), affirming the importance of

these extracellular components to cold adaptation.

12.3 Exopolysaccharides in Sea Ice

12.3.1 Physical Considerations: Modification of Pore Space
and Contents

The processes involved in the formation and growth of the multiphase sea-ice

system are complex and dynamic (Petrich and Eicken 2017). The formation stage

involves brine rejection, downward into the ocean, though some brine also expels

onto the surface of the new ice. Once sea ice is formed, however, temperature, brine
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salinity, and solute concentrations, including exopolysaccharides, become insepa-

rably linked within the sea-ice system. As the temperature drops in winter, the

porosity of the ice decreases, with the salinity of the liquid phase rising as the brine

pore volume shrinks; concentrations of solutes (and particulate “impurities,”

including microbes and viruses) increase in parallel with the brine salinity. Win-

tertime in the Arctic presents the most severe shifts in temperature for sea ice, such

that adequate inhabitable (fluid-filled) pore space and restricted fluid flow between

pores become survival issues (Deming 2007). At the same time, the temperature-

driven brine-concentration effect leads to very high contact rates between microbes

and viruses (Wells and Deming 2006a; Fig. 12.2), increasing the potential for

interactions, including viral infection and cell lysis (if conditions allow for viral

reproduction; Wells and Deming 2006b) or horizontal gene transfer (Collins and

Deming 2011a, b, 2013; Boetius et al. 2015; Deming and Collins 2017). Critical to

the microbial experience within sea ice is the physical interplay between the ice

matrix and the entrained solutes as the temperature changes seasonally.

Although small molecular mass solutes may have little effect on the physics of

the sea-ice system, exopolysaccharides influence virtually every stage of the life

cycle of sea ice. During ice growth, when exopolysaccharides accumulate at the

phase boundary between ice and brine, they interfere with solute diffusion and

100 µm

A B Cwithout EPS with EPS

Fig. 12.2 Schematic depiction of brine veins in sea ice, formed in the presence and absence of

exopolysaccharides. The ice in (a) was grown from artificial seawater without organic additives,

yielding brine-filled (shaded) Euclidian-shaped pores separated from each other, while the ice

in (b) was grown from artificial seawater supplemented with EPS (75 mg xanthan gum equivalents

L�1 by Alcian blue staining; Fig. 12.1) produced by the sea-ice alga Melosira arctica, yielding
brine-filled, highly fractal, and interconnected pores with 15% greater inhabitable space. The

enlarged pore in (c) shows a conceptual cartoon of bacteria with capsular exopolysaccharides

(jagged exterior) and extracellular enzymes (“pacman” symbols) embedded in a gelatinous matrix

of large-sized (thick squiggles) and smaller exopolysaccharides (thinner curved lines). Larger
polysaccharides bind particulate forms of Fe (large black squares), while smaller ones yield

colloidal Fe (small black squares). Degree of gel hydration establishes microscale salinity

differences within the pore (dark versus light shading); microbes not well protected by the

hydrated gel matrix experience higher brine salinity, resulting in greater osmotic stress and higher

contact rates with viruses. The overall gel matrix, by inhibiting ice-crystal nucleation and growth,

provides a physical buffer zone not breached by ice crystals yet responsive to seasonal changes in

temperature. Panels (a) and (b) drawn to approximate scale (scale bar of 100 μm, based on Krembs

et al. 2011); features in panel (c) not drawn to scale
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reduce the salt flux from the advancing ice surface, constraining the thermodynamic

evolution of the system (Dash et al. 2006; Krembs and Deming 2008). During ice

melt, similar effects must pertain, as the presence of exopolysaccharides slows the

melting rate (Krembs et al. 2011). In high concentrations, exopolysaccharides

clearly reduce the loss of brine from the system, translating to more inhabitable

space within the ice, for microbes inhabit the liquid phase of the sea-ice matrix

(Junge et al. 2001). Exopolysaccharides do more than enhance brine retention,

however; they also alter the shape and connectivity of the ice pores, improving the

habitat for surface interactions and fluid flow (Krembs et al. 2011; Fig. 12.2).

12.3.2 Biological Considerations: Cryoprotection,
Osmoprotection, and Viral Defense

With more (ice) surface area within sea-ice pores, and the accumulation of

exopolysaccharides along those surfaces (Fig. 12.2c), microbes have greater access

to the various forms of protection offered by concentrations of exopolysaccharides,

from cryoprotection and osmoprotection to possible defense against viral attack.

The commercial field of cryobiology provides ample evidence that sugars and

synthetic polymers (such as ethylene glycol) function well as cryoprotectant addi-

tives (Allegretto et al. 1992), effectively decreasing the freezing point of the

solution of interest (Sutton 1991). At extremely low (eutectic) temperatures, their

addition even inhibits the crystallization of salt from solution (Izutsu et al. 1995); in

the case of very cold sea ice, ion precipitation as salt crystals could be extended to a

colder temperature by the presence of exopolysaccharides, retaining ionic balance

in the liquid phase for microbes (an untested hypothesis). Across the range of

temperatures that characterize sea ice, the naturally produced organic gels present

in the brine phase are also understood to depress the freezing point below that

achieved by salt concentrations (Krembs et al. 2002). Such gels achieve this state by

lowering the amount of available free energy for ice nucleation inside the hydrated

gel matrix and by increasing the salt concentration in the surrounding liquid phase

as salt ions are excluded from the gel (Hart et al. 1999, 2001; Fig. 12.2c). Any

limitation on ice-crystal formation constitutes a form of cryoprotection (against

ice-crystal penetration of membranes) beyond that of keeping liquid available to

enable metabolic activity.

The hydrated state of exopolysaccharide gels and resulting increase in the

salinity of surrounding fluids also constitute a form of osmoprotection for microbes

embedded in such gels within sea ice (Krembs and Deming 2008; Fig. 12.2c). The

more hydrated the gel, the greater the protective effect. The presence of low

molecular mass solutes within a gel of large exopolysaccharides increases the

hydration state of the gel; a microbe in sea ice may thus benefit from adjustments

to the composition (large versus small molecules) of its immediate gelatinous

buffers, whether by altered production schemes or enzymatic degradation of
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compounds already released. For those microbes surviving at the higher end of the

salinity gradient created in the gel-free area of an ice pore, other forms of

osmoprotection must come into play. Recent work shows that microbial commu-

nities inhabiting sea ice have efficient physiological mechanisms for avoiding an

influx of damaging salt concentrations when external brine salinities are high, as

well as an efflux of salt when the environment freshens during ice melt (Firth et al.

2016). These strategies involve the rapid uptake and retention of “compatible

solutes” (compatible with intracellular processes, unlike damaging high salt con-

centrations) when the cell is exposed to high brine salinities and the rapid release or

respiration of them when no longer needed for osmoprotection, as during freshen-

ing. Some of the most effective compatible solutes are small molecular mass sugars

(Roberts 2005), the ultimate breakdown products of exopolysaccharides. Among

the exopolymers in sea ice are cold-active extracellular hydrolytic enzymes (Huston

et al. 2000). Sea-ice microbes not protected against osmotic challenges by gelati-

nous exopolysaccharides (of both high and low molecular mass) may well be

benefitting from them indirectly by using their breakdown products as compatible

solutes.

The issues of viral infection and lateral gene transfer in sea ice, and in many

other very cold habitats, are the subjects of intense speculation and increasing

research efforts (e.g., Deming 2002; Anesio et al. 2007; Raymond et al. 2007;

Paterson and Laybourn-Parry 2012; Collins and Deming 2013; DeMaere et al.

2013; Boetius et al. 2015). The role of exopolysaccharides as a physical defense

against viral attack, either by blocking viral access to cell-surface receptors or

simply slowing the rate of viral diffusion toward the cell surface, has not been

clearly demonstrated for very cold habitats. Evidence of such a defense is accumu-

lating, however (Colangelo-Lillis and Deming 2013; Colangelo-Lillis et al. 2016),

and would appear to merit more research, especially given broad interest in the

evolutionary implications of gene flow at very low temperatures (Boetius et al.

2015).

12.3.3 Chemical Considerations: Nutrient and Metal
Binding and ROS Scavenging

The complexation of metals by organic compounds (ligands) strongly influences

microbial growth, by enhancing the bioavailability of essential trace metals (often

limiting in the surface ocean; Hassler et al. 2011) and through chelation and

subsequent detoxification of toxic heavy metals (De Philippis et al. 2011). Most

research on organic ligands has focused on the class of ligands with high binding

affinities (L1, such as siderophores), but interest in understanding organic ligands

with weaker binding affinities (L2) is increasing (Gledhill and Buck 2012; Norman

et al. 2015). Exopolysaccharides classify as L2 ligands. Despite lower binding

affinities in general, exopolysaccharides have the potential to outcompete the
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stronger class of ligands if present in high concentration, as in sea ice. Some of the

exopolysaccharides in seawater EPS, however, fall into the L1 class (Norman et al.

2015). Whether L1 exopolysaccharides occur in sea ice is not known.

The metal-binding abilities of exopolysaccharides, especially uronic acids

(which tend to dominate in sea ice), are due to their polyanionic nature, complex

structures, and varying degrees of hydration (Nichols et al. 2005). The strength of

their affinities for metals is highly variable, depending on the composition of

functional groups and environmental conditions, such as temperature, pH, and

salinity (Lamelas et al. 2006; Gutierrez et al. 2012; Causse et al. 2016). Bioavail-

ability of metals is enhanced by increasing solubility, retarding hydrolysis and

oxidation, and influencing photochemical reduction processes, thus slowing pre-

cipitation and removal (Boyd and Ellwood 2010; Hassler et al. 2011). Some protein

components of EPS are also able to bind metals, stimulating research to understand

the relative importance of exopolysaccharides as organic ligands.

Metal chelation by EPS is particularly important in the Southern Ocean where

dissolved Fe concentrations fall in the nano- to subnanomolar range (de Baar and de

Jong 2001), limiting phytoplankton growth (Boyd et al. 2000). Most (99%) of the

dissolved Fe in the surface waters of this ocean is complexed by organic ligands, to

which EPS (from both algae and bacteria) contribute significantly (Gledhill and van

den Berg 1994; Rue and Bruland 1995). The addition of EPS to Southern Ocean

phytoplankton communities clearly increases Fe bioavailability and enhances

growth (Hassler et al. 2011, 2015; Gutierrez et al. 2012; Norman et al. 2015).

Exopolysaccharides produced by several cold-adapted microbes in culture,

including the psychrotolerant bacterium, Hymenobacter aerophilus, the sea-ice

bacterium Pseudoalteromonas sp., and the sea-ice alga Phaeocystis antarctica,
bind not only metals but also macronutrients (NOx, NH3, PO4), albeit at different

affinities and with different elemental preferences (Baker et al. 2010; Norman et al.

2015). The role of naturally occurring exopolysaccharides as organic ligands within

sea ice, however, remains to be elucidated. As ice forms, the solutes that concen-

trate within the brine phase include not only organic compounds but also nutrients

and trace metals, with concentrations 1–2 orders of magnitude higher than in

underlying seawater (van der Merwe et al. 2009; De Jong et al. 2015; Janssens

et al. 2016). Although the sea-ice environment is thus not Fe-limited, the reliance of

organisms within the ice on the bioavailability of exopolysaccharide-bound Fe is

uncertain (Fig. 12.2c).

Exopolysaccharide concentration within sea ice does not correlate with Fe

concentration (van der Merwe et al. 2009), suggesting that metal chelation by

exopolysaccharides may take a secondary role to cryoprotection in the ice. The

binding affinities of ligands, however, are known to be affected by salinity, yet the

effects of high salinity sea-ice brine versus low salinity meltwater on the binding

kinetics of exopolysaccharides have not been measured; much remains to be

learned (Lannuzel et al. 2016). As sea ice is thought to be an important source of

trace metals to the underlying ocean (Noble et al. 2013; Wang et al. 2014), the role

of exopolysaccharide-bound metals within the ice is likely to be important to the

biogeochemical cycles and biological productivity of polar seas.
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In addition to the concentration of organic solutes, metals, and the nutrients that

occur in sea ice, high concentrations of reactive oxygen species (ROS, up to

500 nmol L�1) can be produced within its heterogeneous microenvironments

during periods of high irradiance and primary production (Neftel et al. 1984).

ROS can be highly damaging to cells, but cold-adapted organisms are well adapted

for avoiding ROS damage in sea ice through high levels of non-photochemical

quenching and low susceptibility to photoinactivation (Petrou et al. 2010). In

addition, the exopolysaccharides of sea-ice algae, the Arctic bacterium

Polaribacter SM1127 (Sun et al. 2015), and the marine Arctic fungi Keissleriella
sp. YS 4108 and Aspergillus versicolor (Sun et al. 2004; Yan et al. 2016) all show

strong ROS scavenging properties.

The mechanism by which exopolysaccharides scavenge ROS, however, is not

clearly understood. While crude polysaccharide extracts have shown strong anti-

oxidant activity, ROS scavenging by purified polysaccharides is much weaker

(Wang et al. 2016). Low concentrations of proteins, peptide moieties, phenols,

and flavones within an EPS matrix are thought to provide much of the ROS

scavenging. The amino acid proline, the peptide glutathione, and the enzymes

ascorbate peroxidase and disulfate reductase are all strong scavengers of ROS

(Hayat et al. 2012), as is dimethylsulfoniopropionate (Kirst et al. 1991; Lyon

et al. 2011) and its bacterial degradation product, the climate-active gas dimethyl

sulfide, which are produced in high concentrations in sea ice (Sunda et al. 2002).

Polysaccharides, however, that have bound metals, chemical modifications (e.g.,

sulfation, phosphorylation, and acetylation), large molecular masses, or high uronic

acid content (as in sea ice) display enhanced ROS scavenging properties (Wang

et al. 2016).

ROS are released by the irradiation and subsequent breakdown of the aromatic

chromophoric fraction of dissolved organic matter (including humic substances and

organic aggregates in Arctic waters). This breakdown process is enhanced in ice

compared to seawater due to high concentrations of organic matter in the brines

(Grannas et al. 2014). The in situ balance of ROS scavenging by EPS and ROS

production through photolysis of organic matter in sea ice has yet to be determined.

12.3.4 Biogeochemical Cycling: Sea Ice to Seawater
and Atmosphere

Exopolysaccharides and the hydrated gel matrix they create in sea ice play an

important role in the dynamic cycling of nutrients within the ice, influencing the

diffusion and bioavailability of the nutrients. The production and composition of

exopolysaccharides also help to maintain the essential cellular stoichiometry of the

ice inhabitants, while providing carbon sources for the heterotrophic regeneration

of other nutrients. Exopolysaccharides affect sea-ice melt and organic matter

aggregation, influencing the export of organic matter from the ice.
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The elemental composition of exopolysaccharides is predominately carbon, with

lower concentrations of other nutrients including nitrogen and sulfur. Many organ-

isms regulate exopolysaccharide production as a means to dissipate excess organic

carbon and maintain the desired cellular carbon stoichiometry, particularly as a

response to carbon overconsumption (Toggweiler 1993). For example, long-term

culture under conditions of high CO2 and replete nutrients results in enhanced

production of dissolved organic carbon by the sea-ice diatom Nitzschia lecointei
(Torstensson et al. 2015). This partitioning of carbon into different particulate and

dissolved organic pools can change elemental stoichiometry. In the cyanobacterium

Microcystis aeruginosa, production of soluble exopolysaccharides correlates with a
decrease in particulate C:N, whereas production of capsular exopolysaccharides

elevates particulate C:N (Pannard et al. 2016). The use of exopolysaccharides to

regulate and maintain elemental stoichiometry within a cell is particularly relevant

to sea-ice environments because nutrient concentrations can vary dramatically due

to physical concentration and biological uptake and regeneration, and organisms

adapted to cold temperatures likely have high concentrations of protein and ribo-

somes to compensate for slow catalytic rates, altering the cellular requirement for N

and P (Toseland et al. 2013).

Labile exopolysaccharides are an important carbon source for heterotrophic

consumption. Autotrophically produced dissolved organic carbon (< 0.4 μm),

which includes dissolved exopolysaccharides, is rapidly consumed by Arctic bac-

terial communities and by bacteria associated with cultures of the Antarctic diatom

Nitzschia lecointei (Engel et al. 2013; Torstensson et al. 2015). Exopolysaccharides
produced by algae can provide a carbon source that promotes the growth of only

specific bacteria, implying a mutualistic relationship (Haynes et al. 2007). Utiliza-

tion of exopolysaccharides as a carbon source can enhance heterotrophic activity,

resulting in higher rates of ammonium regeneration within sea ice (Lavoie et al.

2005; Riedel et al. 2007). We caution, however, that these apparent high rates may

also be an artifact of having melted the sea ice to measure ammonium regeneration,

thus triggering the respiration of nitrogen-rich compatible solutes no longer

required for osmotolerance (Firth et al. 2016).

Exopolysaccharides represent a significant source of carbon within sea ice, being

enriched by 1–2 orders of magnitude over that in seawater (Meiners et al. 2004;

Riedel et al. 2006). In first-year ice, most of the carbohydrates register as dissolved

and small-sized and correlate strongly with algal biomass (Aslam et al. 2016). In

thicker ice, a higher proportion of the carbohydrates are measured as particulates

(Aslam et al. 2016), indicating heterotrophic consumption of the small-sized

molecules and/or new production of large ones. Although particulate and dissolved

exopolysaccharides are entrained and concentrated by physical processes (Juhl

et al. 2011), and mechanical damage of cells during ice formation can contribute

to these pools (Meiners et al. 2004), the predominant source of exopolysaccharides

in sea ice is the in situ production by microorganisms. Their concentrations

regularly correlate with algal and bacterial biomass (Meiners et al. 2008; Niemi

et al. 2011; Aslam et al. 2016), as emphasized by a global-scale analysis (Under-

wood et al. 2013). In spring and summer, the correlation with chlorophyll is
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particularly strong, indicating the autotrophic community as the dominant source.

In winter, a decoupling occurs, indicating contributions of exopolysaccharides by

heterotrophic organisms (Niemi et al. 2011) or a change in algal physiology, as the

photosynthetic apparatus (including chlorophyll content) is reduced, and large

amounts of exopolysaccharides are produced for cryopreservation. Protists that

produce large amounts of exopolysaccharides (e.g., pennate diatoms) are more

likely to survive within the ice over winter than those that do not (e.g., dinoflagel-

lates; Niemi et al. 2011).

As sea ice melts, the released organisms can remain in the upper ocean or be

exported to depth. Key to their fate is the balance between buoyancy imparted by

gelatinous exopolysaccharides and ballast created as denser particles aggregate due to

the stickiness of exopolysaccharides. In the Arctic during the melting season, exam-

ples of both fates have been documented. In one study, little relationship was found

between exopolysaccharide and chlorophyll concentrations, suggesting little influ-

ence on the export of algal particles, yet the export of bacteria was strongly correlated

with exopolysaccharides, with the association of bacteria with diatom-bound poly-

mers enhancing the bacterial sinking rate (Riedel et al. 2006). Even after microbial

biomass is lost from sea ice, a network of exopolysaccharides can be retained within

the remaining sea-ice structure (Juhl et al. 2011), as happens when brines are drained

from thick ice into “sackholes” for sampling purposes. Thus the seasonal and within-

ice variations in exopolysaccharide production (and composition) can influence the

export of organic matter from sea ice. Once released from sea ice, however, buoyant

exopolysaccharides and other components of EPS can accumulate in a surface

microlayer at the air-sea interface, providing a potentially important sea-ice source

of organic aerosols (Galgani et al. 2016) not yet considered in models of cloud

formation at high latitudes (Orellana et al. 2011; Lohmann 2015).

What is clear is that all types of natural sea ice, regardless of source seawater,

growth phase, thickness, or longevity, contain exopolysaccharides (Fig. 12.3), as well

as bacteria (Deming 2010), with algae virtually always present in nutrient-bathed

locations during seasons that enable photosynthesis (Zhou et al. 2013). The correlation

between exopolysaccharides and chlorophyll is significant on the global scale (Under-

wood et al. 2013), despite differences between Arctic and Antarctic sea ice (e.g., the

surface of the latter is often flooded with seawater due to freeboard depression by

heavy snow cover) and relatively subtle shifts in composition as autotrophy is

displaced by heterotrophy in winter (Collins et al. 2008; Underwood et al. 2010).

Because chlorophyll also scales with the permeability and brine volume of sea ice

(Zhou et al. 2013), we have broadly depicted the scope of exopolysaccharides in sea

ice (Fig. 12.3) according to the contours of these physical parameters, as presented in

Zhou et al. (2013). The many co-linked attributes of sea ice, all driven by low

temperature, will continue to make sea ice an excellent natural laboratory for studying

the role of exopolysaccharides in microbial adaptation to the cold.
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12.4 Organism-Specific Exopolysaccharides

12.4.1 Advances with Cold-Adapted Bacteria

A hallmark of exopolysaccharides is their role in biofilm formation on virtually any

surface that occurs in nature. Although exopolysaccharides are clearly important in

creating additional surface area within the sea-ice matrix and forming hydrated gels

along those surfaces (Sect. 12.3; Fig. 12.2), observing their direct attachment to ice

crystals has been elusive. The focus has instead been on the ice-binding properties

of proteins (Chap. 11). Ice-binding proteins have a characteristic planar face that

interacts with ice crystals, preventing the conversion of small ice crystals into fewer

larger ones (a process called ice recrystallization or IR) that can be more damaging

to the cell (Davies 2014). The ice-binding protein of the sea-ice bacterium

Marinomonas primoryensis, for example, presents as its ice binding faces a flat,

repetitive two-dimensional array of specific amino acid residues, threonine and

asparagine (Dolev et al. 2016). Remarkably, and unique among ice-binding

       Oct       Nov           Dec          Jan          Feb          Mar         Apr         May         Jun

frost flowers

sinking 
aggregates

ice algal bloom

melt ponds

sea surface 
microlayer

aerosols

EPS gradient

low high

saline snow layer

Fig. 12.3 Schematic depiction of the seasonal occurrence of EPS in Arctic landfast sea ice and

surroundings. The presence and thickness of sea ice (shaded area) changes with season. EPS occurs

throughout the ice but varies in concentration (intensity of shading) according to initial content in

seawater (squiggles), season-based production by algae and bacteria, and the brine volume of the ice,

which generally correlates with algal production (Zhou et al. 2013). As ice forms in autumn, EPS

entrain into the ice matrix, concentrate in frost flowers and brine skim on the surface of the ice

(Bowman and Deming 2010; Barber et al. 2014), and wick into the saline snow layer following

snowfall (Ewert et al. 2013). Through winter, bacteria produce exopolysaccharides in the upper

colder portions of the ice for cryoprotection, while during spring, ice algae bloom in nutrient-bathed

bottom ice, and in some surface melt ponds, releasing copious amounts of exopolysaccharides. After

ice melt and before freeze-up, exopolysaccharides and other exopolymers derived from the ice

concentrate at the sea-surface microlayer where they are available for aerosolization, likely contrib-

uting to cloud formation (Galgani et al. 2016). Gelatinous exopolysaccharides contribute to the

formation and sinking of organic-rich aggregates. Ice growth and contours based on correlation

between brine volume and algal production in Zhou et al. (2013)
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proteins, this largeMarinomonas protein is held by the bacterium at the cell surface,

and its ice-binding region serves to adhere the organism to the face of an ice crystal

(Dolev et al. 2016). This discovery of a mechanism enabling bacterial attachment to

ice invokes early-stage biofilm formation on a mineral surface (ice) otherwise

largely ignored in the bacterial biofilm literature. Algal production of ice-binding

proteins is well known, including that algae may have received the genes for these

proteins via lateral gene transfer from bacteria (Raymond et al. 2007; Chap. 11).

Ice-binding proteins may contribute to the ability of diatoms to colonize natural

forms of ice; however, ice-active bacteria intimately associated with diatoms have

been directly implicated in the successful algal colonization of ice (D’souza et al.

2013).

Although proteins are by far the best-known ice-binding compounds, recent

work on EPS has uncovered some complex polysaccharides with amino acid

residues that impart an IR inhibitory activity to the polysaccharide similar to that

of ice-binding proteins. The possible existence of ice-binding polysaccharides was

considered in earlier work with natural sea ice, the sea-ice alga Melosira arctica,
and the model cold-adapted marine bacterium Colwellia psychrerythraea strain

34H, but in the absence of detailed structural information (only reactions to heat

treatment), the evidence for ice binding was ascribed to glycoproteins (Ewert and

Deming 2011; Krembs et al. 2011). Subsequent biochemical characterization of the

exopolysaccharides produced by C. psychrerythraea 34H, however, has revealed

two forms of IR-inhibiting polysaccharides, both of which are unique to the

biochemical literature: the capsular polysaccharide, held by the cell on its surface

(Carillo et al. 2015), and an extracellular polysaccharide, released into solution

when the organism is grown at 4 �C (Casillo et al. 2017). The capsular polysac-

charide is composed of a repetitive tetramer of sugar moieties (two galacturonic

acid and two glucuronic acid residues) decorated with threonine in a manner

accounting for IR inhibition, while the extracellular polysaccharide is a repetitive

sugar trimer (one quinovosamine and two galacturonic acid residues) decorated

with alanine (as are ice-binding proteins of fish; Davies 2014) for a similar effect

(Fig. 12.4). Although both polymers inhibit ice recrystallization, the capsular

exopolysaccharide, imparting immediately proximate protection for the cell,

appears to be the stronger inhibitor. Given the temperature growth range of this

organism, from �12 �C to 18 �C (Wells and Deming 2006b), and its superior

genomic capacity for membrane transport and responding to environmental infor-

mation (Huston et al. 2000; Methé et al. 2005; Techtmann et al. 2016), these two

structural forms of IR-inhibiting polysaccharides may only be examples of a larger

portfolio of ice-binding polymers for responding to the fluctuating and extreme

environmental conditions that define sea ice (Ewert and Deming 2014). The

potential ice-binding capacities of exopolysaccharides produced by other algae

and other organisms remain to be explored.
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12.4.2 Cyanobacteria and Algae

Cyanobacteria are generally absent from cold marine environments (Koh et al.

2012), though Trichodesmium-like cyanobacteria have been identified in sea-ice

brines in the Arctic (Dı́ez et al. 2012), and cyanobacterial sequences have been

detected in frost flowers on the surface of new sea ice in coastal Antarctica

(Bowman and Deming 2016). Cold-adapted cyanobacteria, however, are important

primary producers in other polar environments, in polar lakes (Taton et al. 2006;

Jungblut et al. 2016), streams (Rochera et al. 2013; Chrismas et al. 2016), sediments

(de los Rı́os et al. 2014), and cryoconites (Takeuchi et al. 2001; Hodson et al. 2010).

Metagenomic analysis of the microbial mats they form in close association with

bacteria on Arctic and Antarctic ice shelves shows that cyanobacteria are important

contributors to the exopolysaccharide biosynthesis gene pool (Varin et al. 2012).

Like many other cyanobacteria (and bacteria), cold-adapted cyanobacteria isolated

in culture produce large amounts of exopolysaccharides that aid survival of extreme

conditions, protecting against desiccation (Hill et al. 1997), high salt and heavy

outer bilipid
membrane

periplasmic space

capsular 
polysaccharides

extracellular 
polysaccharides

ice crystal

Fig. 12.4 Schematic depiction of the structure-based ice-binding function of the

exopolysaccharides produced by a cold-adapted marine bacterium. Colwellia psychrerythraea
34H produces both capsular and extracellular polysaccharides capable of ice binding. The struc-

ture of the capsular polysaccharide, shown attached to the outer bilipid membrane, involves

repeating tetramers of the sugars glucuronic acid (dark circles) and galacturonic acid (light circles)
decorated with the amino acid threonine (pentagons). In contrast, the extracellular polysaccha-
ride, shown assembled through the membrane and then free of the cell, involves repeating trimers

of quinovosamine (dark circles) and galacturonic acid (light circles) decorated with the amino acid

alanine (pentagons). In both cases, the amino acids impart the ability of the polysaccharide to bind

to ice crystals, thus impeding ice-crystal growth and damage to the membrane.

Exopolysaccharides are drawn to show the repeating sugar feature with amino acid decoration

but do not convey the extensive length or size and shape of the molecules. Primary structures and

impedance of ice-crystal growth based on data in Carillo et al. (2015) and Casillo et al. (2017)
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metals (De Philippis et al. 2011; Jittawuttipoka et al. 2013), UV radiation (Garcia-

Pichel and Castenholz 1991; Song et al. 2016), and ROS (Shirkey et al. 2000).

Recent advances on the genetic regulation of exopolysaccharide biosynthesis in

cyanobacteria (reviewed by Kehr and Dittmann 2015) include work with an Arctic

cyanobacterium Phormidesmis preistleyi BC1401 (Chrismas et al. 2016).

Eukaryotic algae are found across the spectrum of cold habitats: in sea ice, melt

ponds, the surface ocean, cryoconite holes, glacial runoff, snow, and freshwater

ponds and lakes. The cold-adapted algae encompass groups from evolutionarily

distinct backgrounds but appear to be dominated by green algae and diatoms. To

date, about 1000 species of unicellular eukaryotic species have been identified in

Arctic sea ice, though this count includes heterotrophic protists along with

microalgae (Poulin et al. 2011). Diatoms dominate sea-ice algal species (71%)

and thus exopolysaccharide production in the ice, with pennate diatoms being the

most prolific. Other ice algal groups include dinoflagellates, prasinophytes,

silicoflagellates, prymnesiophytes, and chlorophytes and chrysophytes. Given this

diversity, the biosynthesis pathways for exopolysaccharides are likely to be vari-

able, though only two completed genomes for polar algae are available to explore

the genetic aspects of exopolysaccharide production: the marine diatom

Fragilariopsis cylindrus (Mock et al. 2017) and the green algae Coccomyxa
subellipsoidea C-169 (Blanc et al. 2012).

Work with cultures, however, reveals that even within the same microalgal

group, exopolysaccharide production and composition can vary considerably. The

sea-ice diatoms Synedropsis sp., Fragilariopsis cylindrus, and F. curta all produce

frustule-associated and colloidal exopolysaccharides, but Synedropsis produces

small colloidal and relatively soluble compounds, while the Fragilariopsis species
produce less soluble colloidal forms (Aslam et al. 2012). The exopolysaccharides of

diatoms are often gelatinous and can be produced in a variety of forms, including

stalks, tubes, apical pads, adhering films, fibrils, and cell coatings; the latter range

from rigid fibrils to highly hydrated mucilaginous capsules (Hoagland et al. 1993;

Gügi et al. 2015). These distinctions suggest that the specific algal composition of

sea ice (and thus the specific exopolysaccharides produced within it) may be worth

exploring to better understand the microscale features of the habitable pore space in

sea ice (Sect. 12.3.1).

12.4.3 Other Microorganisms

Like other cold-adapted microbes, filamentous fungi and yeast also produce

exopolysaccharides for protection against harsh environments (Selbmann et al.

2002) and competition (Mukhopadhyay et al. 2014). While fungi have been

found in a number of cold environments (but generally not sea ice; Gunde-

Cimerman et al. 2003), their high molecular mass exopolysaccharides are produced

in highest concentrations at relatively warm temperatures (> 15 �C; Selbmann et al.

2002, Poli et al. 2010b; Buzzini et al. 2012). In contrast, the Archaea are known for
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their ability to thrive in low-energy environments, conserving energy in their

cellular lifestyles. Archaea are important in selected cold habitats (e.g., Antarctic

lakes; DeMaere et al. 2013), but present in (organic) energy-rich sea ice only in low

numbers (Deming and Collins 2017). Their role in exopolysaccharide production in

cold habitats is not evident, but they can be expected to benefit from all of the

protective properties of hydrated gels produced by other microbes (Sect. 12.3.2).

12.5 Conclusions

Focusing on the dynamic sea-ice environment has allowed us to bring forward

many of the fundamental aspects of exopolysaccharides and their role in microbial

adaptation to very cold habitats. The sculpting of the habitable space within sea ice

by exopolysaccharides highlights the power of organisms to improve their physical

setting by the release of extracellular products, as well as the accrual of resulting

benefits to all inhabitants, including those that do not produce their own

exopolysaccharides. These benefits, all tied to the gelatinous nature of

exopolysaccharides, include cryoprotection, osmoprotection, and possibly defense

against viral attack. The ability of hydrated polysaccharide gels to bind and

scavenge nutrients and metals also contributes to microbial success in such an

extreme environment, at the same time serving as a repository of essential elements

which upon release from melting ice can figure importantly in the overall produc-

tivity of the larger marine ecosystem. The high concentrations of

exopolysaccharides in sea ice, produced microbially for multiple benefits in situ,

eventually return to the ocean where their fate may include aerosolization and

contribution to cloud formation, a complex but important component of the overall

heat budget, especially in the Arctic.

In the last decade, several advances emerging from the study of environmental

exopolysaccharides, especially in relation to sea ice, help to define future directions

for both basic and applied research. How iron limitation is overcome in a cold ocean

has brought attention to the iron-storage capacity of sea ice which, in turn, has led to

the study of exopolysaccharides as organic ligands, binding nutrients and metal,

and potentially reactive oxygen species, at subfreezing temperatures. The precise

mechanisms and compounds involved, and their specific behaviors under the

fluctuating extremes of temperature and brine salinity that characterize sea ice,

remain to be determined. More sophisticated methodologies than those commonly

applied to quantifying EPS in sea ice will be required in this pursuit, as will

attention to potential depression of salt precipitation temperatures by

exopolysaccharides. The discovery of novel ice-binding exopolysaccharides in a

cold-adapted bacterium invites new ways to consider the microbial colonization of

icy habitats, and ice formation itself, and suggests the promise of examining

exopolysaccharides produced by other organisms for similar traits. Ice binding is

no longer the sole province of proteins, opening wide the potential for biotechno-

logical applications of ice-binding polysaccharides.
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characterization of exopolysaccharides from Antarctic marine bacteria. Microb Ecol

49:578–589

Niemi A, Michel C, Hille K, Poulin M (2011) Protist assemblages in winter sea ice: setting the

stage for the spring ice algal bloom. Polar Biol 34:1803–1817

Noble AE, Moran DM, Allen AE, Saito MA (2013) Dissolved and particulate trace metal

micronutrients under the McMurdo Sound seasonal sea ice: basal sea ice communities as a

capacitor for iron. Front Chem 1:25

Norman L, Worms IAM, Angles E, Bowie AR, Nichols CM, Ninh Pham A, Slaveykova VI,

Townsend AT, Waite TD, Hassler CS (2015) The role of bacterial and algal exopolymeric

substances in iron chemistry. Mar Chem 173:148–161

Nwodo UU, Green E, Okoh AI (2012) Bacterial exopolysaccharides: functionality and prospects.

Int J Mol Sci 11:14002–14015

Orellana MV, Matrai PA, Leck C, Rauschenberg CD, Lee AM, Coz E (2011) Marine microgels as

a source of cloud condensation nuclei in the high Arctic. Proc Natl Acad Sci U S A 108

(33):13612–13617

Pannard A, Pédrono J, Bormans M, Briand E, Claquin P, Lagadeuc Y (2016) Production of

exopolymers (EPS) by cyanobacteria: impact on the carbon-to-nutrient ratio of the particulate

organic matter. Aquat Ecol 50:29–44

Passow U (2000) Formation of transparent exopolymer particles, TEP, from dissolved precursor

material. Mar Ecol Prog Ser 192:1–11

Paterson H, Laybourn-Parry J (2012) Antarctic sea ice viral dynamics over an annual cycle. Polar

Biol 35:491–497

Percival E, Rahman MA, Weigel H (1980) Chemistry of the polysaccharide of the diatom

Coscinodiscus nobilis. Phytochemistry 19:809–811

Petrich C, Eicken H (2017) Overview of sea ice growth and properties. In: Thomas DN (ed) An

introduction to its physics, chemistry, biology and geology, 2nd edn. Wiley. in press

Petrou K, Hill R, Brown CM, Campbell DA, Doblin MA, Ralph PJ (2010) Rapid photoprotection

in sea-ice diatoms from the East Antarctic pack ice. Limnol Oceanogr 55:1400–1407

Poli A, Anzelmo G, Nicolaus B (2010a) Bacterial exopolysaccharides from extreme marine

habitats: production, characterization and biological activities. Mar Drugs 8(6):1779–1802

Poli A, Anzelmo G, Tommonaro G, Pavlova K, Casaburi A, Nicolaus B (2010b) Production and

chemical characterization of an exopolysaccharide synthesized by psychrophilic yeast strain

Sporobolomyces salmonicolor AL1 isolated from Livingston Island, Antarctica. Folia

Microbiol 55:576–581

Poulin M, Daugbjerg N, Gradinger R, Ilyash L, Ratkova T, von Quillfeldt C (2011) The pan-Arctic

biodiversity of marine pelagic and sea-ice unicellular eukaryotes: a first-attempt assessment.

Mar Biodivers 41:13–28

282 J.W. Deming and J.N. Young



Raymond JA, Fritsen C, Shen K (2007) An ice binding protein from an Antarctic sea ice

bacterium. FEMS Microbiol Ecol 61:214–221

Riedel A, Michel C, Gosselin M (2006) Seasonal study of sea-ice exopolymeric substances on the

Mackenzie shelf: implications for transport of sea-ice bacteria and algae. Aquat Microb Ecol

45:195–206

Riedel A, Michel C, Gosselin M, LeBlanc B (2007) Enrichment of nutrients and organisms in

newly formed sea ice on the Mackenzie shelf: significance of heterotrophic regeneration and

exopolymeric substances, nutrients and EPS in newly formed sea ice. Mar Ecol Prog Ser

342:55–67

Rinta-Kanto JM, Sun S, Sharma S, Kiene RP, Moran MA (2012) Bacterial community transcrip-

tion patterns during a marine phytoplankton bloom. Environ Microbiol 14:228–239

Roberts MF (2005) Organic compatible solutes of halotolerant and halophilic microorganisms.

Saline Syst 1(5):1–30

Roca C, Alves VD, Freitas F, Reis MA (2015) Exopolysaccharides enriched in rare sugars:

bacterial sources, production, and applications. Front Microbiol 6:288. doi:10.3389/fmicb.

2015.00288

Rochera C, Fernández-Valiente E, Van de Vijver B, Rico E, Toro M, Vincent WF, Quesada A,

Camacho A (2013) Community structure and photosynthetic activity of benthic biofilms from a

waterfall in the maritime Antarctica. Polar Biol 36:1709–1722

Rue EL, Bruland KW (1995) Complexation of iron(III) by natural organic ligands in the Central

North Pacific as determined by a new competitive ligand equilibration/adsorptive cathodic

stripping voltammetric method. Mar Chem 50:117–138

Santchi PH, Banois E, Wilkinson KJ, Zhang J, Buffle J (1998) Fibrillar polysaccharides in marine

macromolecular organic matter as imaged by atomic force microscopy and transmission

electron microscopy. Limnol Oceanogr 43:896–908

Schlekat CE, Decho AW, Chandler GT (1998) Sorption of cadmium to bacterial extracellular

polymeric sediment coatings under estuarine conditions. Environ Toxicol Chem 17:1867–1874

Schoemann V, Becquevort S, Stefels J, Rousseau V, Lancelot C (2005) Phaeocystis blooms in the

global ocean and their controlling mechanisms: a review. J Sea Res 53(1):43–66

Selbmann L, Onofri S, Fenice M, Federici F, Petruccioli M (2002) Production and structural

characterization of the exopolysaccharide of the Antarctic fungus Phoma herbarum CCFEE

5080. Res Microbiol 153:585–592

Shirkey B, Kovarcik DP, Wright DJ, Wilmoth G, Prickett TF, Helm RF, Gregory EM, Potts M

(2000) Active Fe-containing superoxide dismutase and abundant sodF mRNA in Nostoc
commune (Cyanobacteria) after years of desiccation. J Bacteriol 182:189–197

Song W, Zhao C, Zhang D, Mu S, Pan X (2016) Different resistance to UV-B radiation of

extracellular polymeric substances of two cyanobacteria from contrasting habitats. Front

Microbiol 7:1208

Sun C, Wang J-W, Fang L, Gao X-D, Tan R-X (2004) Free radical scavenging and antioxidant

activities of ePS2, an expolysaccharide produced by a marine filamentous fungus Keissleriella
sp. YS4108. Life Sci 75:1063–1073

Sun M-L, Zhao F, Shi M, Zhang X-Y, Zhou B-C, Zhang Y-Z, Chen X-L (2015) Characterization

and biotechnological potential analysis of a new exopolysaccharide from the Arctic marine

bacterium Polaribacter sp. SM1127. Scientific Rep 5:18435

Sunda W, Kieber DJ, Kiene RP, Huntsman S (2002) An antioxidant function for DMSP and DMS

in marine algae. Nature 418:317–320

Sutherland IW (1972) Bacterial exopolysaccharides. Adv Microb Physiol 8:143–213

Sutton RL (1991) Critical cooling rates to avoid ice crystallization in aqueous cryoprotectant

solutions containing polymers. Chem Soc Faraday Trans 87:3747–3751

Takeuchi N, Kohshima S, Seko K (2001) Structure, formation, and darkening process of albedo-

reducing material (cryoconite) on a Himalayan glacier: a granular algal mat growing on the

glacier. Arct Antarct Alp Res 33:115–122

Taton A, Grubisic S, Balthasart P, Hodgson DA, Laybourn-Parry J, Wilmotte A (2006) Biogeo-

graphical distribution and ecological ranges of benthic cyanobacteria in East Antarctic lakes.

FEMS Microbiol Ecol 57:272–289

12 The Role of Exopolysaccharides in Microbial Adaptation to Cold Habitats 283

http://dx.doi.org/10.3389/fmicb.2015.00288
http://dx.doi.org/10.3389/fmicb.2015.00288


Techtmann SM, Fitzgerald KS, Stelling SC, Joyner DC, Uttukar SM, Harris AP, Alshibli NK,

Brown SD, Hazen TC (2016) Colwellia psychrerythraea strains from distant deep sea basins

show adaptation to local conditions. Front Environ Sci 4:33

Toggweiler JR (1993) Carbon overconsumption. Nature 363:210–211

Torstensson A, Hedblom M, Mattsdotter Bj€ork M, Chierici M, Wulff A (2015) Long-term

acclimation to elevated pCO2 alters carbon metabolism and reduces growth in the Antarctic

diatom Nitzschia lecointei. Proc Roy Soc B Biol Sci 282:20151513

Toseland A, Daines SJ, Clark JR, Kirkham A, Strauss J, Uhlig C, Lenton TM, Valentin K, Pearson

GA, Moulton V, Mock T (2013) The impact of temperature on marine phytoplankton resource

allocation and metabolism. Nat Clim Change 3:979–984

Underwood GJ, Fietz S, Papadimitriou S, Thomas DN, Dieckmann GS (2010) Distribution and

composition of dissolved extracellular polymeric substances (EPS) in Antarctic sea ice. Mar

Ecol Progr Ser 404:1–9

Underwood GJ, Aslam SN, Michel C, Niemi A, Norman L, Meiners KM, Laybourn-Parry J,

Paterson H, Thomas DN (2013) Broad-scale predictability of carbohydrates and exopolymers

in Antarctic and Arctic sea ice. Proc Natl Acad Sci U S A 110(39):15734–15739

van der Merwe P, Lannuzel D, Nichols CAM, Meiners K, Heil P, Norman L, Thomas DN, Bowie

AR (2009) Biogeochemical observations during the winter–spring transition in East Antarctic

sea ice: evidence of iron and exopolysaccharide controls. Mar Chem 115:163–175

Varin T, Lovejoy C, Jungblut AD, Vincent WF, Corbeil J (2012) Metagenomic analysis of stress

genes in microbial mat communities from Antarctica and the High Arctic. Appl Environ

Microbiol 78:549–559

Verdugo P (2012) Marine microgels. Annu Rev Mar Sci 4:375–400

Verdugo P, Santschi PH (2010) Polymer dynamics of DOC networks and gel formation in

seawater. Deep Sea Res II 57(16):1486–1493

Verdugo P, Alldredge AL, Azam F, Kirchman DL, Passow U, Santschi PH (2004) The oceanic gel

phase: a bridge in the DOM-POM continuum. Mar Chem 92:67–85

Wang S, Bailey D, Lindsay K, Moore JK, Holland M (2014) Impact of sea ice on the marine iron

cycle and phytoplankton productivity. Biogeosciences 11:4713–4731

Wang J, Hu S, Nie S, Yu Q, Xie M (2016) Reviews on mechanisms of in vitro antioxidant activity

of polysaccharides. Oxid Med Cell Longev 2016:5692852

Wells LE, Deming JW (2006a) Modeled and measured dynamics of viruses in Arctic winter

sea-ice brines. Environ Microbiol 8(6):1115–1121

Wells LE, Deming JW (2006b) Characterization of a cold-active bacteriophage on two psychro-

philic marine hosts. Aquat Microb Ecol 45:15–29

Wingender J, Neu TR, Flemming HC (eds) (2012) Microbial extracellular polymeric substances:

characterization, structure and function. Springer Science and Business Media, Heidelberg

Yallop ML, Paterson DM, Wellsbury P (2000) Interrelationships between rates of microbial

production, exopolymer production, microbial biomass, and sediment stability in biofilms of

intertidal sediments. Microb Ecol 39:116–127

Yan M-X, MaoW-J, Liu X, Wang S-Y, Xia Z, Cao S-J, Li J, Qin L, Xian H-L (2016) Extracellular

polysaccharide with novel structure and antioxidant property produced by the deep-sea fungus

Aspergillus versicolor N2bc. Carbohydr Polym 147:272–281

Zhou J, Delille B, Eicken H, Vancoppenolle M, Brabant F, Carnat G, Geilfus NX, Papakyriakou T,

Heinesch B, Tison JL (2013) Physical and biogeochemical properties in landfast sea ice

(Barrow, Alaska): insights on brine and gas dynamics across seasons. J Geophys Res Oceans

118(6):3172–3189

284 J.W. Deming and J.N. Young



Chapter 13

Molecular Structure of Lipopolysaccharides

of Cold-Adapted Bacteria

Maria Michela Corsaro, Angela Casillo, Ermenegilda Parrilli,

and Maria Luisa Tutino

Abstract Cold-adapted Gram-negative bacteria inhabit snow, ice water, and fro-

zen grounds and are perfectly adapted to live at very low temperatures. They have

evolved several adaptation strategies, some of which concern the cellular mem-

brane. Bacterial outer membrane, that functions as a selective barrier allowing the

influx of nutrients and confers protection to the cell, is also considered a primary

sensor of the cold. It is well known that one of the main responses to cold

concerning the cell membrane is the increment of fluidity and the upregulation of

genes encoding for proteins and membrane transporters. In this context, also the

lipopolysaccharides, macromolecules constituting approximately 75% of the outer

surface, may be modified in their structure in response to the conditions prevailing

in the environment. In this chapter, for the first time, the role played by lipopoly-

saccharides structures in response to cold adaptation is analyzed. Some structural

features of the lipopolysaccharides are modified as a consequence of living at low

temperatures, thus confirming that all the outer membrane components are involved

in adaptation and survival molecular mechanisms.
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13.1 Introduction

The presence of liquid water represents one of the most important parameters for

the life on Earth and is obviously related to pressure and temperature. Among these

parameters, temperature is a key point (McKay 2014): for example, frozen water

impairs the habitability of an environment. Life in cold habitats, such as snow, ice

water, and frozen grounds, is still a challenge, as the combination of low temper-

atures and low liquid water availability contributes to making these regions

extremely inhospitable to all forms of existence (Casanueva et al. 2010). Never-

theless, cold environments represent an unexploited reservoir of microbial popula-

tion. Cold-adapted microorganisms are classified as stenothermal (true or obligate

psychrophiles) or eurythermal (facultative psychrophiles) (Feller and Gerday

2003). These microorganisms have evolved a complex range of structural and

functional adaptations to survive in harsh conditions. In particular, the membrane,

which acts as an interface between the external and internal environment of the cell,

is considered one of the primary sensors of the cold. In this chapter, the molecular

structures of several lipopolysaccharides of cold-adapted Gram-negative bacteria

are described, and their role in the physiological response to cold environments is

investigated.

13.2 The Lipopolysaccharide Molecule

Gram-negative bacteria cells are surrounded by a cell wall, which comprises two

membranes, an inner and an outer one. These two layers are separated by a thin

leaflet of a peptidoglycan, the structure of which is slightly different from that of

Gram-positive microorganisms. The inner membrane is mainly constituted by a

phospholipid bilayer, whereas the outer membrane (OM) contains also lipopoly-

saccharides (LPSs).

The LPSs are the major components of the OM of almost all Gram-negative

bacteria and of some cyanobacteria (Wilkinson 1977; Lüderitz et al. 1982;

Westphal et al. 1986; Carillo et al. 2014), constituting approximately 75% of the

outer surface. They are endotoxin heat-stable amphiphilic molecules indispensable

for the viability and survival of Gram-negative bacteria, as they heavily contribute

to the structural integrity of the OM and to the protection of the bacterial cell

envelope (Alexander and Rietschel 2001).

The colony morphology of Gram-negative bacteria can appear as smooth or

rough, as a consequence of a different structure of the LPSs, named smooth (S-LPS)

or rough (R-LPS), respectively (Fig. 13.1). The structure of a S-LPS molecule can

be divided into three covalently linked domains: (1) the glycolipid anchor, called

lipid A; (2) the intermediate core oligosaccharide (core); and (3) the O-specific

polysaccharide (O-chain) (Caroff and Karibian 2003). Instead, the R-LPSs (also

called lipooligosaccharides, LOSs) are completely devoid of the O-specific
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polysaccharide chain, either due to genetic mutation or to the inherent nature of

bacteria (Lüderitz et al. 1966).
The LPSs of Gram-negative bacteria are better represented as a family of

glycoforms, due to the structural variations that occur in each portion of the entire

molecule. The LPSs are anchored in the OM through the lipid A, that is the most

conserved region even among different species belonging to the same genus (Holst

et al. 1996). The phosphate groups, usually located on the lipid A, contribute to

maintain the integrity of the OM, through the bridging action of divalent cations,

such as Ca2+ and Mg2+ (Nikaido 2003).

The importance of LPSs mainly lies in their external location, being the closest

molecules to the surrounding environment. In particular, in pathogens they are

involved in all the aspects of host–bacterium interactions, such as recognition,

adhesion, colonization, and virulence, whereas in commensal bacteria they partic-

ipate in symbiosis and tolerance. It is then reasonable to suppose that LPSs are not

only involved in cooperation of surviving under harsh conditions, but also in cold-

adaptation mechanisms.

13.3 Methods for Structural Investigation

of Lipopolysaccharides

LPSs or LOSs can be isolated from intact bacteria cells by exploiting a variety of

solvent extraction methods. Conventional procedures are used for the extraction of

S- or R-type LPSs from bacteria, such as the hot phenol/water extraction procedure

(Westphal et al. 1952) or the phenol/chloroform/petroleum ether (PCP) method

(Galanos et al. 1969). Depending on the polarity of the glycolipid, it can be

recovered in the aqueous, phenol, or organic phase. To remove phospholipid

components, cell washing with chloroform is usually employed, while enzymatic

treatments with nuclease and protease are required to eliminate nucleic acids and

Smooth LPS

n
Lipid ACoreSpecific O-chain

Rough LPS

Monosaccharide Phosphate Fatty acid chain

Fig. 13.1 Chemical structure of a LPS from Gram-negative bacteria
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proteins. Moreover, the ability of these glycolipids to form micellar aggregates in

aqueous solution usually does not allow a trouble-free purification. One method to

check the purity of the glycolipid sample is an electrophoretic analysis using a

denaturating agent, that allows ascertaining of the typology of the extracted mate-

rial, too. In fact, a ladder-like profile suggests the presence of a S-LPS, whereas

bands exclusively at the bottom of the gel indicate a R-LPS.

Current methodologies to characterize the glycolipid exploit both chemical and

spectroscopic methods. The chemical methods are used to establish the mono-

saccharides types, mainly involving the gas chromatography-mass spectrometry

(GC-MS) analysis of sugar derivatives. For qualitative and quantitative sugar

analysis, a portion of the glycolipid is usually subjected to a complete degradation

with acids, either in water (hydrolysis) or in methanol (methanolysis). After neu-

tralization and concentration, the component sugars are converted into their alditol

acetates or acetylated methyl glycosides. The components are separated by GC and

identified by their relative retention times and electron ionization-mass spectrom-

etry (EI-MS) fragmentation patterns (Kenne and Lindberg 1983). Methylation

analysis is then performed to obtain information about the linkage positions. It

starts with a complete methylation of the polysaccharide by the Hakamori method

(Hakamori 1964), followed by hydrolysis with an acid to cleave the intact

permethylated polysaccharide into simple partially methylated reducing monosac-

charides. Following purification by gel chromatography and reduction with sodium

borohydride, these partially methylated monosaccharides are converted into open

chain alditols, which are subsequently acetylated to give partially methylated

alditol acetates (PMAAs). The analysis of the PMAAs is always carried by

GC-MS, where examination of the relative retention times and the MS fragmenta-

tion patterns unambiguously reveal the positions of attachment and the ring size of

the residues in the carbohydrate chain. The absolute configurations of the sugars are

normally determined by GC-MS analysis of their acetylated (R)-2-butyl (Gerwig
et al. 1979) or (R)-2-octyl glycoside derivatives (Leontein et al. 1978). The

anomeric configurations are usually deduced from 13C nuclear magnetic resonance

(NMR) chemical shifts and from the 1JH,H coupling constants of the anomeric

signals in the proton spectrum of the intact molecule.

Due to the amphiphilic nature of the LPSs, it is convenient to separate the lipidic

from the saccharidic portion to achieve a better solubility. Two different

approaches can be used, which lie in an acid or an alkaline hydrolysis.

The mild acid treatment exploits the labile glycosidic linkage of the 3-deoxy-D-

manno-oct-2-ulosonic acid (Kdo) residue, which links the core region to the lipid

A. This kind of procedure allows the isolation of the intact lipid A and of the oligo/

polysaccharidic portion (Fig. 13.2). The reaction conditions lead to dehydration of

Kdo with consequent formation of artifacts (Volk et al. 1972). This increases the

sample heterogeneity and can make the interpretation of NMR spectra arduous,

because the artifacts can be present in a not negligible amount.

The alkaline treatment consists of a first O-deacylation of the LPSs, and a

successive N-deacylation, which leads to the isolation of an oligo/polysaccharide

containing the glycosidic portion of the lipid A (Holst 2000). The reaction
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conditions for the N-deacylation are very strong and cause loss of information about

the presence of acetyl groups and pyrophosphates substituents (Fig. 13.3).

Both acid and alkaline treatments need a purification step, which in some cases

could be very hard, due to the strong similarity of the oligosaccharidic glycoforms.

After purification, the characterization of oligo/polysaccharidic chain is completed

by 1H/13C mono- and two-dimensional NMR spectroscopy and by Mass

Spectrometry.

13.4 Cold-Adapted Lipopolysaccharides

The single components of the LPS molecules isolated from several strains of cold-

adapted bacteria are described below.

O
O

O
NH

O

O

O

O

CH2OH

COOH

OH

O

Core

Lipid A

Bond cleavage 

O

n

Fig. 13.2 Schematic

illustration of the Kdo

linkage cleavage during the

mild acid treatment
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Fig. 13.3 Schematic

representation of the lipid A

deacylation. Dotted and

solid lines indicate the
linkages hydrolyzed during

treatment with hydrazine or

KOH, respectively
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13.4.1 O-Specific Polysaccharide Structures

The O-specific polysaccharide, named also O-antigen or O-polysaccharide, repre-

sents the outermost component of smooth LPSs, linked to the lipid A moiety

through the core oligosaccharide. The O-chain is made of oligosaccharidic repeats

consisting of 2–8 different monosaccharide residues (heteroglycans) or, in some

bacteria, of identical sugars (homoglycans) (Knirel 2011). The O-antigen provides

protection to the bacterium from host immune system and constitutes a physical

barrier necessary to prevent the cellular dehydration and promote the adhesion of

colonies (Knirel 2011).

The O-polysaccharide represents the most variable portion of the LPSs,

depending on the composition, the structure, and the length. The variability is

related to the occurrence of monosaccharides widely distributed in nature together

with unusual sugars (Jansson 1999) and for the presence of uncommon nonsugar

constituents. These decorations range from sulfate and phosphate groups to amino

acids, lactic, and hydroxybutyric acids (Jansson 1999; Whitfield 2006). Sometimes

these substitutions are in a non-stoichiometric amount and complicate the identifi-

cation of a precise O-repeating unit (Raetz and Whitfield 2002).

The number of identified LPSs produced by cold-adapted bacteria is constantly

increasing, although many of these lack the O-antigen portion. The O-antigen

structures that have been currently elucidated belong to LPSs from the bacterial

families ofMoraxellaceae, Moritellaceae, Alteromonadaceae, and Flavobacteriaceae.

The first group of polysaccharides here reported were isolated from LPSs of

bacteria belonging to the genus Acinetobacter. Bacteria of this genus are commonly

found as soil organisms (Gerischer 2008), and recently the structures of the

O-polysaccharide from the LPSs of cold-tolerant bacteria isolated from Siberian

permafrost soil were elucidated. Among the genus Acinetobacter, the species

Acinetobacter lwoffii EK30A, Acinetobacter sp. VS-15, and A. lwoffii EK67 were

described. Interestingly, all of them show in their repeating unit acidic residues and

substituents that increase the total negative charge density of the O-antigen moiety.

Acinetobacter lwoffii EK30A The strain was isolated from 1.6–1.8 million-year-

old Siberian permafrost subsoil sediments (Arbatsky et al. 2010) and produces a

smooth lipopolysaccharide at 25 �C. After purification and mild acid hydrolysis, an

O-chain with a tetrasaccharide repeating unit containing galactose (Gal), 2-amino-

2-deoxy-galactose (GalN), 2-amino-2,6-dideoxy-galactose (FucN), and 4-amino-

4,6-dideoxy-glucose (Qui4N) was isolated. The significance of this structure is the

presence of novel derivatives of 4-amino-4,6-dideoxy-D-glucose with N-acetyl-D-

homoserine and N-[(S)-3-hydroxybutanoyl]-D-homoserine.

!3
�
-β-D-Quip4NAcyl- 1!6ð Þ-α-D-Galp- 1!4ð Þ-α-D-GalpNAc- 1!3ð Þ-α-D-FucpNAc-�1!

Acyl¼N-acetyl-orN- Sð Þ-3-hydroxybutanoyl½ �-D-homoseryl
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Acinetobacter sp. VS-15 and A. lwoffii EK67 This structure was found to be very

different from those reported for O-polysaccharides of Acinetobacter sp. VS-15 and
A. lwoffii EK67, both isolated from 2 to 3 million-year-old Siberian permafrost and

structurally identical to each other. In fact, the O-polysaccharide of both strains

displays a pentasaccharide repeating unit containing only neutral sugars, such as

6-deoxy-mannose (Rha), Gal, GalN, 2-amino-2-deoxy-glucose (GlcN), and QuiN.

! 2
�
-α-L-Rhap- 1 ! 6ð Þ-α-D-Galp- 1 ! 4ð Þ-α-D-GalpNAc- 1 ! 3ð Þ-α-D-QuipNAc-�1 !

3

"
1

β-D-GlcpNAc

Psychrobacter cryohalolentis K5T The Psychrobacter genus comprises psychro-

philic to mesophilic, halotolerant, aerobic, nonmotile, Gram-negative coccobacilli

(Bowman 2005). These bacteria live in extremely cold habitats, such as Antarctic

ice, soil, and sediments, as well as in deep sea environments (Maruyama et al. 2000;

Romanenko et al. 2002). Studies on Psychrobacter macromolecules structures and

metabolic pathways may aid in research on potential extraterrestrial cryo-dwelling

organisms and provide better insight into the evolution of microbes (Kondakova

et al. 2012a).

Psychrobacter cryohalolentis K5T was recovered from permafrost samples

within the Kolyma lowland region of Siberia (Gilichinsky et al. 1992) and grown

at 24 �C. On the basis of structural characterization, the polysaccharide was found

to include D-Gal and L-Rha, together with several di-amino and tri-amino sugars,

including: 2,4-diamino-2,4,6-trideoxy-glucose (Qui2,4N), 2,3-diamino-2,3-

dideoxy-glucuronic acid (Glc2,3NA), and 2,3,4-triamino-2,3,4-trideoxy-arabinose

(Ara2,3,4N), which has not been hitherto reported in natural carbohydrates.

The polysaccharide is neutral, as the constituent acidic monosaccharide

Glc2,3NA occurs in the amide form (Glc2,3NAN). Another peculiar feature of

this polysaccharide is the presence of a novel unique triamino sugar, 2,3,4-triamino-

2,3,4-trideoxy-arabinose, which occupies the terminal position in a rather long,

tetrasaccharide side chain. The terminal monosaccharides of carbohydrate antigens

are most accessible to environmental factors, such as immune system and bacte-

riophages; their diversity provides specificity to the bacterial cell surface and is

believed to be important for bacterial survival and niche adaptation (Kondakova

et al. 2012a).

β-L-Arap2, 3, 4NAc- 1 ! 4ð Þ-β-D-Glcp2, 3NAcAN- 1 ! 3ð Þ-α-L-RhapII- 1 ! 2ð Þ-α-L-RhapI
1

#
4

! 3
�
-β-D-Quip2, 4NAc- 1 ! 3ð Þ-α-D-Galp-�1 !

Psychrobacter muricolla 2pST The strain was isolated from the same habitat as

reported for the previous bacterium and produces a polysaccharide displaying a
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disaccharide repeating unit. The peculiarity of this structure is the presence of the

amino acid glycine substituting the position C-6 of the 2-amino-2-deoxy-guluronic

acid (GulNA) residue, in turn linked to a D-GlcNAc residue, resulting in an acidic

polysaccharide (Kondakova et al. 2012b).

! 4
�
-α-L-GulpNAcA6Gly- 1 ! 3ð Þ-β-D-GlcpNAc-�1 !

Moritella viscosa strain M2-226 The Moritellaceaea family embraces the genera

Moritella and Paramoritella. All species, isolated from marine environments, were

characterized as halophilic anaerobes. In addition, the genus Moritella consists

solely of psychrophilic species (Hidetoshi 2014). Moritella viscosa strain M2-226

is a psychrophilic bacterium isolated from Atlantic salmon in Norway, Iceland, and

Scotland (Benediktsdottir et al. 1998) and is considered responsible for the salmon

winter ulcer. The strain was grown at 12 �C and was found to produce a low amount

of smooth LPSs under these conditions. However, mild acid hydrolysis afforded,

after purification, an O-polysaccharide with a trisaccharide repeating unit,

containing D-GlcNAc, D-glucuronic acid (D-GlcA), and L-Fuc.

! 3
�
-β-D-GlcpNAc- 1 ! 4ð Þ- α-D-GlcpA- 1 ! 3ð Þ½ �-α-L-Fucp-�1 !

Flexibacter psychrophilum strain 259-93 The genera belonging to the

Flavobacteriaceae family have colonized diverse ecological niches (Bernardet

and Nakagawa 2006), and the only genus Flavobacterium includes more than

106 validly described species (Verma and Rathore 2015). Flavobacterium
psychrophilum is the etiological agent of rainbow trout fry syndrome and bacterial

cold water disease, septicemic infections that can cause significant early losses in

hatchery-reared salmonids (MacLean 2001). Several immunogenic cell surface

molecules that may be involved in pathogenesis, including LPSs, were identified

as potential vaccine candidates (Crump et al. 2001). The structure of the antigenic

O-polysaccharide contained in the LPS of Flexibacter psychrophilum strain 259-93

was found to be an unbranched polymer of trisaccharide repeating units composed

of L-Rha, L-FucNAc, and D-Qui2,4N, where R is 3S,5S-3,5-dihydroxyhexanoyl
(MacLean 2001).

! 4
�
-α-L-FucpNAc- 1 ! 3ð Þ-α-D-Quip2NAc4NR- 1 ! 2ð Þ-α-L-Rhap-�1 !

R ¼ 3S; 5Sð Þ-CH3CH OHð ÞCH2CH OHð ÞCH2CO-

Idiomarina zobellii KMM 231T Idiomarina zobellii KMM 231T was isolated

from a seawater sample taken at a depth of 4000 m in the Pacific Ocean; this

deep-sea strain was found to be halophilic and psychrotolerant. On the basis of

chemical and spectroscopic analyses, it was concluded that a pentasaccharide is the

repeating unit of the O-antigen from Idiomarina zobellii KMM 231T lipopolysac-

charide. The polysaccharide is distinguished by the presence of both uronic acids

and amino sugars. In addition, another peculiarity is the absence of acyl substituents
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on two amino sugars of the repeating unit, thus conferring both positive and

negative charges to the entire polysaccharide (Kilcoyne et al. 2004).

!3
�
-α-D-Quip4N- 1!4ð Þ-α-D-GlcpA- 1!6ð Þ-α-D-GlcpNAc- 1!4ð Þ-α-L-GulpNA- 1!3ð Þ-α-D-FucpNAc-�1!

13.4.2 Core Structures

The core moiety consists of a linear or branched oligosaccharide that joins up the

lipid A to the polysaccharidic portion. In R-LPSs, the core constitutes the most

external region of the entire molecule, thus playing a key role in the bacterial cell

interaction with the external environment. The core structures of pathogenic bac-

teria typically contain 8–12 monosaccharides and in most cases are characterized

by the presence of Kdo (2!6)-linked to GlcNII of lipid A (Caroff and Karibian

2003). In addition, the majority of core regions possess L-glycero-D-manno-heptose
(L,D-Hep) substituting the Kdo in turn linked to the lipid A. These peculiar mono-

saccharides identify the inner core; the outer core, instead, is built up by common

hexose monosaccharides. The currently characterized core structures from cold-

adapted microorganisms belong to those of the genera Alteromonas,
Psychromonas, Colwellia, and Psychrobacter. Actually, none of these glycolipids
show smooth LPSs.

The genus Alteromonas, belonging to the family Alteromonadaceae, was

established by Baumann and coworkers (Baumann et al. 1972) for marine Gram-

negative heterotrophic bacteria. Later, the genus Alteromonas was revised in 1995

to contain only one species, A. macleodii, while the remaining species were

reclassified as Pseudoalteromonas (Bosi et al. 2015).
The marine Gammaproteobacteria Pseudoalteromonas haloplanktis strains TAC

125 and TAB 23 (Feller et al. 1992) were isolated from Antarctic coastal sea water

sample collected in the vicinity of the French Antarctic station Dumont d’Urville,
Terre Adelie. The LPSs isolated from both bacteria grown at 15 �C are rough and

share the same oligosaccharidic skeleton, except for nonreducing end monosaccha-

ride, that it is a 2-amino-2-deoxy-mannose (ManN) in PhTAC 125 whereas it is a

galactose in PhTAB 23 (Corsaro et al. 2001; Carillo et al. 2011). This is not

surprising, as they are phylogenetically close (Bosi et al. 2015). In addition, both

LOSs show the presence of the D-glycero-D-manno-heptose, a feature never

revealed in the genus Pseudoalteromonas (Silipo et al. 2004). An interesting

difference between the two strains is the phosphorylation pattern, as the structure

from PhTAB 23 shows up to five phosphate groups, whereas in PhTAC 125 only

three were found. This is an important feature, in consideration of the role that the

phosphorylation plays in cold adaptation (Ray et al. 1994; Kumar et al. 2002).

Pseudoalteromonas haloplanktis TAC 125:
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β-D-Galp3RI 1 ! 4ð Þ-α-D, D-Hepp- 1 ! 5ð Þ-α-D-Kdop4P, 8R-�2 !
R ¼ H2PO3 or H

RI ¼ α-D-ManpNAc

Pseudoalteromonas haloplanktis TAB 23:

α-D, D-Hepp3R,6R,4RI- 1 ! 5ð Þ-α-Kdop4P-�2 !
R ¼ H2PO3 or H

RI ¼ α-Galp- 1 ! 4ð Þ-β-Galp-�1 ! or H

Psychromonas arctica The LPSs from Psychromonas arctica grown at 4 �C also

showed to be rough, but with a longer oligosaccharidic portion, when compared to

Pseudoalteromonas haloplanktis strains. The occurrence in this structure of two

residues of galacturonic acid, together with five phosphate groups, indicates for this

structure a very high negative charge density (Corsaro et al. 2008). In addition,

another intriguing difference with respect to the LOSs of P. haloplanktis strains is
the presence of a terminal β-fructofuranose residue in P. arctica. The occurrence of
such a monosaccharide as terminal residue is quite rare in this type of structure and

has been found only in the core of LPSs from Vibrio cholerae strains (Vinogradov
et al. 1995; Knirel et al. 1997).

RI-P

3
α-D-GalAp3P 1 ! 2ð Þ-α-L, D-Hepp- 1 ! 5ð Þ-α-D-Kdop4P-�2 ! 6

�
-β-D-GlcN4P-

�
1 ! 6

�
-α-D-GlcN1P

4
RI-β-D-Glcp

R ¼ α-D-GalAp-
�
1 ! or H

RII ¼ β-D-Fruf - 2 ! 4ð Þ or H

Colwellia psychrerythraea 34H proved to be an obligate psychrophile (Ewert

and Deming 2013). It has been isolated from enriched Arctic marine sediments at

�1 �C, and it is considered a model organism for cold-adaptation mechanism

(Boetius et al. 2015). The LOS produced from Colwellia is almost unique, as it

does not show any heterogeneity relatively to the carbohydrate backbone (Carillo

et al. 2013). Indeed, it consists of only one glycoform, where the more frequently

found heptose linked to the inner core Kdo is substituted by a mannose. This

structural feature is commonly found in the Rhizobiaceae family, but has never

been found before in extremophiles. In addition, the structure displays the unusual

substitution of a phosphoglycerol moiety (GroP), which has sometimes found in

O-chain structures. Finally, differently from Pseudoalteromonas structures,

Colwellia shows a high negative charge density.
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α-L-Colp- 1 ! 2ð Þ-α-D-Galp- 1 ! 2ð Þ-α-D-Manp- 3P-D-Gro½ �- 1 ! 5ð Þ-α-D-Kdop4P-�2 !

Psychrobacter arcticus strain 273-4 is a Gram-negative bacterium isolated

from a 20,000–30,000 years-old continuously frozen permafrost horizon in the

Kolyma region in Siberia. The strain has been chosen as a model for cold-

adaptation mechanism in permafrost, due to its growth at subzero temperatures

and widespread prevalence (Ayala-del-Rı́o et al. 2010). The LOS isolated from the

cells of this bacterium grown at 4 �C has been characterized after acetic acid

hydrolysis and removing of lipid A (Casillo et al. 2015). The great majority of

the residues in the core oligosaccharides is constituted by neutral sugars, with a

muramic acid, a typical component of bacterial cell-wall peptidoglycan, as terminal

nonreducing residue.

β-D-Glcp
1

#
6

α-D-NAM- 1 ! 3ð Þ-α-L-Rhap- 1 ! 3ð Þ-β-D-Galp- 1 ! 4ð Þ-β-D-Glcp- 1 ! 4ð Þ-β-D-Glcp- 1 ! 5ð Þ-α-D-Kdop4P-�2 !
4 4

" "
1 2

β-D-Glcp α-D-Kdop

This feature has been found up to now only in O-chain structures. Other elements

quite unusual with respect to the marine cold-adapted LOSs are the substitution of

the first Kdo with a second unit of Kdo, which is characteristic of enteric bacteria,

and with a glucose unit instead of the heptose. The lack of this residue has been

found so far in the Moraxellaceae (Masoud et al. 1994) and Rhizobiaceae families

(Carlson and Krishnaiah 1992; Forsberg and Carlson 1998).

13.4.3 Lipid A

Lipid A moiety displays a quite conservative structure, even if there is a significant

structural variability among Gram-negative bacteria, even within a single genus or

species of the Gammaproteobacteria (Montminy et al. 2006). The lipid A, which

represents the hydrophobic anchor of LPSs in the OM, is the endotoxic principle of

the entire molecule; indeed, it acts as a potent elicitor of the host innate immune

system via Toll-like receptor 4/myeloid differentiation factor 2 (TLR4/MD2)

receptor complex.
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Chemically, lipid A consists of a typical structure characterized by a β-(1!6)-

linked amino sugar disaccharide backbone which, in most cases, comprises two D-

GlcpN. Usually, lipid A is phosphorylated at position 1 of the proximal α-GlcpN
(GlcNI) and 40 of the distal β-GlcpN (GlcNII), respectively, and both amino sugar

units are substituted with ester- and amide-linked fatty acids (primary fatty acids).

Some of them are peculiar because they bear a β-hydroxyl function, which can be

esterified in turn by other fatty acid residues (secondary fatty acids) (Fig. 13.4).

Sometimes, one of the phosphate groups may be absent or can be replaced with

another substituent (Holst and Molinaro 2009). As the lipid A portion is totally

embedded in the OM, it is crucial to understand the involvement of its chemical

structure in the maintenance of membrane integrity. At low temperatures, in

bacteria that are not naturally adapted to cold (mesophiles such as E. coli and
B. subtilis), cold shock induces homeoviscous adaptation of phospholipid acyl

chains, with the increased incorporation of unsaturated, short, and/or branched

fatty acids. This response is required to maintain membrane fluidity as part of a

set of physiological actions necessary to the survival in cold conditions (Carty et al.

1999; Graumann and Marahiel 1999). Despite a thorough biochemical study of

lipid A in the Enterobacteriaceae, little is known about its detailed structure in

psychrophilic species. The only lipid A structures from cold-adapted bacteria,

reported up to now, belong to the Acinetobacter, Pseudomonas, Psychromonas,
and Colwellia genera.

Psychromonas marina and Psychrobacter arcticus are two psychrophiles taxo-

nomically divergent, though both were originally cultured from cold marine

OO

NH
O

P

O

HO

HO

O
O

O
O

O
O

HO

NH
O

O

HO

OO
O

HO

OH

O
P

O

OH

OH

123

4 5

6
1'2'3'

4'
5'

6'
Fig. 13.4 Lipid A from

Escherichia coli

296 M.M. Corsaro et al.



environments (P. marina from �1 �C sea water and P. cryohalolentis from a

cryopeg embedded in a marine region of Siberian permafrost), and both are capable

of growth at temperatures below 0 �C (Kawasaki et al. 2002; Bakermans et al.

2006).

Psychrobacter cryohalolentis (Sweet et al. 2015) and Psychrobacter arcticus
273-4 (data not published) lipid A structures display features that are related to the

increasing of membrane fluidity. The lipid A of these bacteria displays a high

degree of acyl variations, including shorter acyl chains and odd-chain acyl variants.

The most abundant species, a hexa-acylated lipid A, displays four

3-hydroxydodecanoyl residues [C14:0(3-OH)] as primary fatty acids and two

decanoyl residues (C10:0) as secondary fatty acids at the positions 20 and 30 of
GlcNII (Table 13.1).

P. cryohalolentis lipid A structure was compared to that of a closely related

mesophile, Acinetobacter baumannii, to evaluate the effect due to the temperature

lowering. Looking at the hexa-acylated species, the two reported structures differ

significantly in both primary and secondary fatty acids substitution. The overall

results suggest that the psychrotolerant P. cryohalolentis counteracts the tempera-

ture lowering by producing shorter acyl chains.

With the same approach, the lipid A structure of Psychromonas marina was

compared with that of the closely related mesophile E. coli. The P. marina penta-

Table 13.1 Distribution of acyl and 3-acyloxacyl residues over hydroxyl and amino groups of the

lipid A backbone of cold-adapted bacteria in the main lipid A fraction

Bacteria

GlcNII GlcNI

O-40 O-30 N-20 O-3 N-2 O-1

P. cryohalolentis Pa 12:0 [3-O

(10:0)]

12:0 [3-O

(10:0)]

12:0 (3-OH) 12:0

(3-OH)

P

P. arcticus 273-4 P 12:0 [3-O

(10:0)]

12:0 [3-O

(10:0)]

12:0 (3-OH) 12:0

(3-OH)

P

P. marina P 14:0 [3-O

(12:0)]

14:0 [3-O

(14:2)]

14:0 (3-OH) 14:0

(3-OH)

P

P. arctica P 14:0 [3-O

(12:0)b]

14:0

(3-OH)

14:0 [3-O (14:1)b] 14:0

(3-OH)

P

C. psychrerythraea
34H

P 12:0

(3-OH)

14:1 [3-O

(12:0)]

12:0 [3-O(GroP

(10:0)(16:0))]

12:0

(3-OH)

P

C. piezophila P 14:0 11:0 [3-O

(10:0)]

14:0 11:0

(3-OH)

P

C. hornerae P 14:0 11:0 [3-O

(12:0)]

14:0 11:0

(3-OH)

P

P. haloplanktis
TAB 23

P 12:0

(3-OH)

12:0 [3-O

(12:0)]

12:0 (3-OH) 12:0

(3-OH)

P

P. haloplanktis
TAC 125

P 12:0

(3-OH)

12:0 [3-O

(12:0)]

12:0 (3-OH) 12:0

(3-OH)

P

aP indicates a phosphate group; bThe position of these acyl chains is interchangeable
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acylated lipid A structure displays, as that of E. coli, four C14:0(3-OH) as primary

fatty acids and one dodecanoyl residue (C12:0) as acyoxacyl at 20 position, whereas
the hexa-acylated one shows a tetradecenoic (C14:1) as additional secondary fatty

acid, in contrast to a tetradecanoic (C14:0) in the mesophile (Sweet et al. 2014). The

lipid A of another bacterium belonging to the Psychromonas genus, Psychromonas
arctica, is considered. This psychrotolerant seawater bacterium produces a lipid A

structure containing unsaturated fatty acids as secondary acyl chain, even if the

exact distribution is not yet defined.

The family Alteromonadaceae embraces different genera, including

Pseudoalteromonas and Colwellia, and comprises an essential part of the marine

microbial population with very different habitats. Regarding the Colwellia genus,

the lipid A structures currently elucidated belong to C. hornerae (Bowman et al.

1998), C. piezophila (Nogi et al. 2004), and C. psychrerythraea 34H (Methé et al.

2005) (Table 13.1).

Colwellia psychrerythraea 34H lipid A displays some features related to its

ability to enhance the fluidity of the membrane (unpublished results). In particular,

the acylation pattern of primary fatty acids is asymmetric, being the reducing GlcN

substituted at positions 2 and 3 by two 3-hydroxydodecanoic acids [C12:0(3-OH)]

while the distal GlcN carries a C12:0(3-OH) and a 3-hydroxy-tetradecenoic acid

[C14:1Δ4(3-OH)] linked at positions 30 and 20, respectively. In addition, this

structure displays a GroP moiety on a secondary acylation site at 3-position of the

reducing GlcN. To our knowledge, these characteristics were found only in the lipid

A of the closely related mesophile Vibrio fischeri (Phillips et al. 2011). A compar-

ison of C. psychrerythraea 34H lipid A with the structures of lipid A from

C. piezophila and C. hornerae revealed substantial differences, of which the most

important is the absence of the phosphoglycerol moiety and unsaturated fatty acids.

Instead, C. piezophila and C. horneraea lipid A structures share the same pattern of

primary fatty acids, that are 3-hydroxyundecanoic [C11:0(3-OH)] linked through

amide bonds, while those linked through ester bonds are tetradecanoic acids

(Table 13.1). The two structures differ only for the secondary acylation pattern,

that is a decanoic acid and a dodecanoic ones in P. piezophila and P. hornerae
species, respectively.

P. haloplanktis TAC 125 (Corsaro et al. 2002) and P. haloplanktis TAB

23 (Carillo et al. 2011) lipid A structures are the only structures, of this species,

currently characterized. The lipid A structures of these bacteria contain the classical

bisphosphorylated glucosamine disaccharide. The structures display the presence of

3-hydroxydodecanoyl residues linked both as esters and amides at 20 and 30 (GlcN
II), and 2 and 3 positions (GlcN I) of the sugar backbone, respectively. The only

difference between the main structures of P. haloplanktis TAB 23 and TAC 125 is

the position of the secondary fatty acid, constituted by a dodecanoyl residue.

Actually, in both cases it is localized on GlcNII, being acyloxyamide and

acyloxyacyl linked in TAB 23 and TAC 125 structures, respectively.
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13.5 The Role of Lipopolysaccharides in Cold Adaptation

Gram-negative psychrophiles can be isolated from sediments, marine water, and

sea-ice, and, for this reason, they require seawater-based culture media for their

optimal growth. In addition, the temperature parameter clearly influences microbial

growth. Then, the best way to establish if the LPS structure is correlated with cold

adaptation is to grow the bacterial cells at temperatures corresponding to those of

the natural environment of the strains.

Many papers report on the relationship between chilling and maintenance of

membrane integrity of Gram-negative bacteria. Indeed, membrane alterations

seemed to be the principal cause of the cold shock injury during a rapid temperature

variation (Cao-Hoang et al. 2010). Then, one physiological response to the cold

environment is the alteration of membrane components, such as the presence of

unsaturated and branched fatty acids in phospholipids that maintain membrane

fluidity (Chattopadhyay 2006). When Escherichia coli cells are grown at 12 �C,
they produce lipid A structures displaying an almost complete substitution of the

C12:0 with hexadecenoic acid (C16:1) (Carty et al. 1999). This replacement of

laurate with palmitoleate in lipid A may reflect the desirability of maintaining the

optimal fluidity of the OM, and lowers its phase transition temperature,

counteracting the effect of low temperature.

Consistent with these results are the structures of the lipid A of the obligate

psychrophiles Colwellia psychrerythraea 34H and Psychromonas marina, which
display unsaturated acyl chains both as primary and/or secondary fatty acids. In

addition, all the cold-adapted currently studied lipid As show shortened acyl chains

with respect to mesophiles. The only current case of a lipid A structure of eury-

thermals displaying unsaturated fatty acids chains is that of Psychromonas arctica.
An explanation could be the fact the P. arctica was isolated from cold marine

environments, which are usually dominated by stenothermal microorganisms.

All the core structures currently characterized belong to R-LPS and display a

high negative charge density. This last feature can be related to the capability to

sequester divalent cations, the concentration of which is higher in cold sea-water

and in brine channels. In addition, the appearance of shortened LPS molecules

could enhance the flexibility and stability of the outer membrane.

It is tempting to speculate that the growth temperature influences the production

of S-LPS and/or R-LPS molecules. Indeed, all the characterized O-chains here

reported were isolated from bacteria grown at temperatures above 20 �C. A proven

evidence of this correlation is Psychromonas arctica, the LOS molecule of which is

longer when the temperature shifts from 4 �C to 20 �C.
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13.6 Conclusions

All the molecular components of the outer membrane of Gram-negative bacteria are

entangled in the adaptation to extreme environments, including LPSs. In this

chapter, the involvement of each of the three domains of this complex glycolipid

has been described. The characterization of other LPSs from cold-adapted bacteria

together with an analysis of their physicochemical properties can shed light on a

better comprehension of cold-adaptation involvement of these membrane

constituents.
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Chapter 14

Polar Microalgae: Functional Genomics,

Physiology, and the Environment

Amanda Hopes, David N. Thomas, and Thomas Mock

Abstract Microalgae underpin most foodwebs in polar regions as terrestrial pri-

mary production is too limited to support these complex and productive ecosys-

tems. The success of microalgae in these extreme and highly variable ecosystems is

rooted in their evolution and adaptation. The recent application of omics

approaches in addition to biochemical and physiological measurements enabled a

step change in our understanding of how these important organisms are adapted to

their environment and how they have evolved from non-polar anchestors. This

chapter is focused on diatoms and green algae as both groups of microalgae are

most prevalent in polar regions. First genomes, transcriptomes, and reverse genetic

tools have recently become available for representative species from both groups.

They serve as important platforms to advance studies on their ecology, evolution,

and adaptation. We highlight some of the key findings from these studies and link

them with biochemical and physiological data to give insights into how genes and

their products have shaped important microalgae in their diverse polar environ-

ments such as oceans, sea ice, permanently frozen lakes, snow and glaciers. Data

from these studies will pave the way for understanding how these key organisms

and their communities are going to respond to global climate change. They already

provide novel genetic resources for various different biotechnological applications.
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14.1 Introduction

Protists inhabiting polar regions have been the subject of intense interest ever since

the first explorers ventured into the inhospitable seas of the Arctic and Southern

Oceans (Ehrenberg 1841, 1853; Hooker 1847; Sutherland 1852). The first records

of microbial biodiversity in extreme environments were made with the most basic

of microscopes, and until the mid 1900s (ultimately when scientific programs in

polar regions became more common) much of the work on protists remained largely

descriptive and restricted to the more robust physiological experiments that could

be attempted under unfavorable field conditions. Despite the fact that there has been

nearly 170 years of research into algae living in the Arctic and Antarctic it is only in

the last 20 years that there has been a revolution in laboratory facilities available at

remote sites, and of course the technological advances that allow collection,

extraction, and subsequent cultivation of organisms in home laboratories. Coupled

to this we now have the sophisticated molecular tools to determine the true extent of

this diversity, and in turn the molecular and physiological capabilities that permit

life to continue at the extremes of low temperature. That is not to belittle the need to

still look down the microscopes as works such as Scott and Marchant (2005) quite

eloquently demonstrate.

This review is restricted to a discussion of microalgae found in Arctic and

Antarctic regions, and most of the discussion will concentrate on diatoms and

green algae (Fig. 14.1) living in sea ice, lake waters and snow because most

physiological and molecular studies have been conducted with species from these

two groups. However, there are other seasonally ice covered sub-polar regions,

such as the Baltic Sea and Sea of Okhotsk where much of our understanding about

cryogenic adaptations and microbial ecology are forwarding our understanding (see

Granskog et al. 2006). Both in Polar and sub-Polar systems a huge diversity of

microalgal species exist that for the purposes of this review are split into either

psychrophiles, organisms with an optimal growth temperature at or below 15 �C,
and a maximum growth temperature below 20 �C, or psychrotrophes, organisms

with the ability to grow at temperatures below 15 �C but exhibiting maximum

growth rates at temperature optima above 18 �C (Deming 2002).

Naturally permanently low temperatures combined with strong seasonality of

solar irradiance are the most important environmental factors for evolution and life

of polar photosynthetic organisms. Despite this a wide range of phylogenetic

groups of algae have successfully adapted to these extreme environmental
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conditions despite the polar regions being a geologically young habitat in the Earth

System. The Antarctic continent, with the formation of a permanently cold-water

ocean (Southern Ocean), was formed ca. 25 Mio years ago whereas the Arctic

Ocean formed ca. 6 Mio years ago (Beil and Thiede 1990; Hansom and Gordon

1998; Thomas et al. 2008). However, most of the algal groups are older than 25 Mio

years (Kooistra and Medlin 1996). Thus, the formation of polar environmental

conditions was a major radiation event where new species developed that were able

to grow under these extreme conditions.

14.2 Environmental Conditions

14.2.1 Light

The strong seasonality of solar irradiance is the major factor that influences the

availability of light for photoautotrophic organisms at high latitudes. However,

snow and ice thickness very much determine how much of the light is able to

penetrate to regions where photosynthetic organisms are living (Eicken 1992). It

cannot be forgotten that despite high latitude regions being commonly thought of as

light limited systems, in fact during summer periods irradiances on snow and ice

surfaces can be extremely high with high doses of harmful ultraviolet radiation

being a commonly reported stress factor (reviewed by Brierley and Thomas 2002).

Therefore, a wide range of photoadaption is exhibited and is a prerequisite for

photoautotrophic organisms living at high latitudes (Kirst and Wiencke 1995).

Snow algae, which are mainly chlorophytes, grow on and within snow and ice

surfaces and may therefore be exposed to high doses of UV radiation. This is of

course true for the microalgal assemblages of glacial lakes, cryoconite holes on

glacial systems, and seasonally formed melt features both in terrestrial systems and

Fig. 14.1 Polar marine

microalgal community

composed of a green alga

(Chlamydomonas sp.) and a

chain-forming diatom

(Melosira arctica). Image

courtesy by Brian Eddie,

Arizona State University,

USA
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on the surfaces of pack ice (Vincent et al. 2000; Säwstr€om et al. 2002; Hodson et al.

2005; Mindl et al. 2007).

In contrast, microalgae growing inside or under sea ice, as well as in or under

permanent ice covers of the Antarctic dry valley lakes are photosynthetically active

in a light environment almost without UV radiation and less than 1% of incident

photosynthetically active radiation (PAR). Beyond the aquatic systems hypoliths—

mostly cyanobacteria and chlorophytes—that grow on the underside of stones and

rocks in periglacial systems, where they utilize irradiances far less than >0.1% of

the incident light for photosynthesis (Cockell and Stokes 2004). Far beyond these

habitat-specific light irradiance differences, all photoautotrophs in high latitude

regions must have the physiological ability to survive several months of darkness.

14.2.2 Seawater

In high latitudes, the Polar Oceans are the major habitat of microalgae in terms of

biomass, abundance, and species diversity. Most of these cold water masses are

characterized by seasonal surface-freezing and strong vertical mixing due to kata-

batic polar winds, convection at frontal zones or deep-water formation (Cottier

et al. 2017; Meredith and Brandon 2017). However, the central Arctic Ocean and

the Southern Ocean are not similar regarding their physical and chemical condi-

tions. The Arctic Ocean is a Central Ocean surrounded by landmasses with a

permanent cover of multi-year sea ice in its central area around the north pole.

The Southern Ocean surrounds the Antarctic continent with a series of circumpolar

fronts, and different water masses with distinct physical and chemical characteris-

tics occur between these fronts (Tomczak and Godfrey 2003).

Most of the sea ice in the Southern Ocean is seasonal with an advance and retreat

of 16 million km2 in sea ice around the continent within 1 year (Fig. 14.2). Multi-

year sea ice only occurs close to the continent in inlets or bays or in major ocean

gyre systems in the Weddell and Ross Seas (Stammerjohn and Maksym 2017). This

results in Antarctic sea-ice having a mean thickness of about 0.55 m. In contrast, the

mean thickness of Arctic sea ice is approximately 3 m, due to 50% of the Arctic

pack ice being multiyear ice lasting between 2 and 11 years (Dieckmann and

Hellmer 2003). The latitudinal influence of sea ice is greater in the Arctic covering

a region that extends from 90�N to 44�N, whereas in the Southern Ocean the region
is only 75�S to 55�S, although at the maximum extents Arctic ice covers an area of

16 million km2 and Antarctic sea ice 19 million km2 (Meier 2017; Stammerjohn

and Maksym 2017).

Overwhelmingly, in the past decade, it has been the reduction in summer sea ice

in the Arctic Ocean that has captured the imagination of policy makers, media, and

the non-specialized audience. This loss in the sea ice extent and volume in the

northern hemisphere has been contrasted by slight increases in overall sea ice extent

in the Southern Ocean (Stroeve et al. 2005; Stoeve and Notz 2015; Meier 2017;

Stammerjohn and Maksym 2017). This results in the overall global sea ice extent
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varying on average between 18 and 26 million km2, although in 2016 the range was

from 17 to 24 due to the changes in the Arctic sea ice compared to the 1981–2010

climatological mean (Fig. 14.2).

The Southern Ocean has the highest inventory of unused macronutrients in the

World Ocean (Fig. 14.3) and is the most important province for the export and

burial of biogenic silica from diatoms (Smetacek 1998; Smetacek and Nicol 2005).

The discovery of high macronutrient concentrations and relatively low phytoplank-

ton concentrations in the Southern Ocean led to the concept of the “Antarctic

Paradox” that was subsequently referred to as high nitrogen-low chlorophyll a

region (HNLC). Micronutrients such as iron are considered to be the reason for

this Antarctic Paradox, and several international large-scale iron fertilization exper-

iments confirmed this hypothesis (reviewed by Boyd et al. 2007). Thus, the supply

of iron to Southern Ocean phytoplankton (iron is a requirement for proteins

involved in photosynthetic carbon assimilation) resulted in marked increases in

both carbon fixation and nitrate utilization rates. However, it is assumed that many

offshore species do have a lower requirement for iron and therefore are well

adapted to these conditions.

In contrast, the Arctic Ocean is relatively rich in micronutrients such as iron

because of terrigenous sources of micronutrients primarily via river runoff and also

dust and sediments deposited in shallow coastal water masses. Thus, macronutri-

ents are more important in limiting phytoplankton biomass in the Arctic Ocean

compared to the Southern Ocean. However, the most important factors regulating

the large-scale distribution of phytoplankton production and biomass in the Arctic

Fig. 14.2 Time series of daily global sea ice extent (Arctic plus Antarctic). It shows the global sea

ice extent for 2016 tracking below the 1981–2010 average. Image provided by the National Snow

and Ice Data Center, University of Colorado, Boulder, USA (http://nsidc.org/arcticseaicenews/)
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Ocean are probably the surface ice cover and the depth of the surface mixed layer,

thus the availability of light (Sakshaug and Slagstad 1991). The distribution of

macronutrients in the Arctic Ocean is highly heterogeneous between basins

resulting in significant regional differences in primary production dynamics

(Wheeler et al. 1997; Dittmar and Kattner 2003; Jones et al. 2003).

Beside the dominance of diatoms in both polar oceans, Prymesiophytes such as

Phaeocystis spp. and Emiliania spp. are the second most abundant algal group.

They even may form large blooms under more stable conditions and therefore

outgrow bloom-forming diatoms (e.g., Smith et al. 1991; Merico et al. 2003).

Dinoflagellates, Chlorophytes, Prasinophytes, and other algal groups are underrep-

resented in polar oceans (Kopczynska et al. 1986; Smetacek et al. 2002). However,

a study by Lovejoy et al. (2006) who used 18S rRNA clone gene libraries indicated

a high diversity of microbial eukaryotes in the Arctic Ocean. This is either indic-

ative of a large number of endemic species or a high number of under-sampled taxa.

Nevertheless, the dominance of diatoms in polar oceans makes this group ecolog-

ically the most important group of polar microalgae (Lizotte 2003a, b). Diatoms in

general are estimated to contribute to at least 50% of the global marine primary

production (Nelson et al. 1995).

Due to the presence of glaciers and permafrost, photosynthetic biomass on land

in polar regions is negligible compared to that found in the ocean. Consequently,

polar diatoms are of interest not only because of their important role as the main
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Fig. 14.3 Map of high nutrient-low chlorophyll (HNLC) regions around the world. Measurement

in map is of nitrate, with the scale as a gradient of color pictured on the bottom (http://www.

atmosphere.mpg.de/media/archive/1058.gif)
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food source for the whole polar food web (terrestrial and aquatic) but also because

of their ability to thrive in this extreme ecosystem.

14.2.3 Sea Ice

Sea ice being one of the most extreme and largest habitats in polar oceans is

important in structuring the whole polar ecosystem (Eicken 1992; Brierley and

Thomas 2002; Arrigo and Thomas 2004). At its maximum, it covers 13% of the

Earth’s surface (Comiso 2003). The physical characteristics pertinent to the biology

living in sea ice have been reviewed by Petrich and Eicken (2017): Sea ice, in

contrast to fresh water ice, is not solid but is comprised of a system of brine

channels (Fig. 14.4) that provide a habitat characterized by low temperature

(ca. �2 to �20 �C), high salinity (35–200), high pH (up to 11), and low irradiances

that can be below 1 μmol photons m�2 s�1 despite the fact the ice is only 1–2 m

from the ocean surface (Eicken 1992; Gleitz et al. 1995; Kirst and Wiencke 1995).

Sea water typically containing about 34 g of dissolved salts and ions (mostly

sodium, chloride, sulfate, magnesium, calcium, and potassium) does not begin to

freeze until temperatures drops below �1.86 �C. At this temperature, ice crystals

begin to form and rise to the surface. These initial ice crystals (termed frazil ice)

vary in shape, from plates to needles, and size, from � millimeter to centimeter in

length. The crystals consolidate by wind and water motion within hours to form

loosely aggregated discs (termed pancakes). After a few days of growth by accu-

mulation of more and more ice crystals that form in the upper water column,

pancakes can be several meters across and up to 50 cm thick. They freeze together

and after 1 or 2 days a closed ice cover has formed (termed pack ice). As

temperatures continue to decrease this pack ice thickens, not necessarily by the

accumulation of more ice crystals but by the growth of columnar ice at the

ice–water interface. This type of ice is formed by the vertical elongation of frazil

Fig. 14.4 Brine channel

system in columnar sea ice

made visible by filling the

system with epoxy resin

under a vacuum. Picture by

Alfred-Wegener Institute

for Polar and Marine

Research, Bremerhaven,

Germany, based on the

work of J. Weissenberger

et al. (1992)
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ice crystals. The proportion of frazil ice to columnar ice depends largely on the

turbulence of the water in which it was formed. The more turbulent the water the

more frazil ice is usually formed. Antarctic sea ice thus contains up to 80% frazil ice

as it is formed under more turbulent conditions. In the Arctic, sea ice is formed

under more calm conditions containing up to 80% columnar ice (Petrich and Eicken

2017; Fig. 14.5 ¼ ice from Arctic and Antarctic, polarization).

When ice is formed from seawater, salt ions and air in the water cannot be

incorporated into the ice crystals and are therefore concentrated as salty brine either

into inclusions of pockets and channels (Fig. 14.4) or released into the water below

the ice. Thus, sea ice is a solid matrix penetrated by a labyrinth of channels and

pores that contain highly concentrated brine and air bubbles (Fig. 14.4). Brine

channels vary in size from a few micrometers through several millimeters in

diameter and are the main habitat for all microorganisms in sea ice (reviewed by

Brierley and Thomas 2002; Deming 2002; Lizotte 2003a; Mock and Thomas 2005).

Their volume and the concentration of salt in them is directly proportional to

temperature (Fig. 14.5) (Weissenberger et al. 1992; Krembs et al. 2000; Petrich

and Eicken 2017). When temperatures decrease, brine volume decreases and salt

content increases. Thus, the colder ice contains brine channels with highly salty

brines and overall fewer, smaller, and less interconnected channels than warmer ice.

Since ice at the sea-ice air interface is usually colder than ice in contact to the

underlying water, a temperature gradient exists through the ice, resulting in a

gradient in brine salinity and the overall volume of brine in sea ice as well. A

host of protists and zooplankton have been recorded from sea ice (Horner 1985;

Palmisano and Garrison 1993; Lizotte 2003a; Werner 2006; Bluhm et al. 2017),

Fig. 14.5 Color-enhanced

magnetic resonance images

of the same piece of ice

shows how the pore space

and size of the brine

channels and pockets

reduces with decreasing

temperature, with

corresponding increase in

salinity of brines contained

within the pores. Image

after Thomas and

Dieckmann (2002), based

on the work of Eicken et al.

(2000)
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although among the photoautotrophs the most studied are the diatoms. All organ-

isms living within the sea ice matrix have to have plastic physiologies to cope with

these ever-changing physical and chemical conditions of their environment, which

are dominated by the temperature and salinity changes.

Microalgae are mainly introduced into the ice as it is forming. They get caught

between ice crystals or simply stick to them as crystals rise through the water when it

freezes in fall. During the formation of consolidated ice, diatoms become trapped

within brine channels. Pennate diatoms are the most conspicuous organisms in sea ice

along with other microalgae (e.g., Dinoflagellates, flagellates), heterotrophic protists

(e.g., ciliates) and bacteria (Brierley and Thomas 2002; Thomas and Dieckmann

2002; Caron et al. 2017). These micrometer-sized algae, with their main light-

harvesting pigment being fucoxanthin, can reach such concentrations in sea ice that

they discolor the ice visibly brown (Fig. 14.6). The time for acclimation to the new

conditions in sea ice is not very long since day light hours are continually decreasing

as winter approaches. Nevertheless, diatoms, especially at the ice–water interface

where conditions are most similar to the water below the ice, are often able to

photoacclimate rapidly and can accumulate to high biomass even before the winter

begins (Gleitz and Thomas 1993). Sea-ice diatoms are very efficient in using solar

irradiance and are able to grow at irradiance levels below 1 μmol photons m�2 s�1

(Mock and Gradinger 1999). Light levels are minimal during high latitude winters,

not only due to short days or complete darkness, but also due to snow cover on top of

the ice that is a very efficient reflector of solar irradiance (Perovich 2017).

Sea ice is mostly an ephemeral feature since after its formation and consolidation

the majority of it melts resulting in the release of all organisms within to the

underlying water. Increase in solar irradiance is the most important factor that

causes the ice to melt. A common feature and a sign for the beginning of the ice

melt is the formation of melt ponds on the surface of the ice (Fig. 14.7). They are

more common in the Arctic than Antarctic. One reason for fewer melt ponds in the

Antarctic is that more heat is derived from underlying water and melting from

Fig. 14.6 Ice floe (upside
down, about 80 cm thick)

with dense populations of

pennate diatoms at the

sea-ice water interface

(indicated by brown color

that is caused by their main

light-harvesting pigment

fucoxanthin). Image from

David N. Thomas
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above is less significant (Haas 2017). When melting continues due to increasing

water temperatures and solar irradiance on top of the ice, the ice gets thinner and

more porous. Large pores and brine channels that are filled with seawater charac-

terize warm ice, and the ice itself has very little strength and is easily broken

up. However, not all the ice that is formed in fall actually melts during next

summer. If it survives the summer, refreezing occurs during the following winter

that makes the ice even thicker. The longevity of the ice depends on the geograph-

ical location, on the wind, and ocean currents. Sea ice of northern Greenland and the

Canadian archipelago can be up to 15 years old with an average thickness of 6–8 m

(Haas 2017), although the extent of such thick multiyear ice is considerably reduced

in the past 20 years. Such differences in physical properties of the ice also result in

differences in the abundance, activity, and composition of the microbial commu-

nities within sea ice.

Despite the high diversity of autotrophs within sea ice, that also includes

Prasinophytes, autotrophic dinoflagellates and cilliates, two small pennate diatoms,

Fragilariopsis cylindrus (Grunow) Krieger and F. curta (Van Heurck) Hustedt, and
the prymnesiophyte Phaeocystis antarctica Karsten are the dominant species in

blooms in the Antarctic sea ice zone (Leventer 1998; Lizotte 2001). Gleitz et al.

(1998) found that at high diatom standing stocks species diversity decreases. This

has also been reported by Gleitz and Thomas (1993), who showed that as first-year

sea ice grew and high algal standing stocks established, the assemblages were

dominated by only a very few small diatom species. Taking into consideration

the findings of other studies, Gleitz and Thomas (1993) suggested that pore and

channel size was the major factor in the preferential accumulation of a few smaller

species within sea ice. However, Gleitz et al. (1998) subsequently concluded that it

was the physiological capacity of these species to maintain high growth rates in the

spring and summer, in connection with their life history cycles, that may be the key

to the prominence of so few diatom species in the ice.

Phaeocystis species are more usually found in sea-ice habitats not constrained by

the brine channel systems, such as surface ponds, rotten summer sea ice, or

Fig. 14.7 Melt ponds on

top of Arctic sea ice. This

picture is 100 m across. The

melt ponds have different

shades of green-blue, which
is determined by the optical

properties of the ice

underneath the water in the

melt ponds (http://www.

arcticice.org/close100m.

htm)
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freeboard/infiltration layers. Especially in the latter, these are situations where the

constraints of salinity, temperature, and low light do not inhibit primary production

as they do in interior ice assemblages, thereby enabling high standing stocks

(including diatoms) to accumulate (Haas et al. 2001; Kennedy et al. 2002; Kattner

et al. 2004).

Dense dinoflagellate and chrysophyte assemblages can develop in the upper

sea-ice interior, and high rates of primary production have been measured at these

sites, especially in spring when the upper sea ice temperature is low and brine

salinities are high (Stoecker et al. 1997, 1998, 2000). These algal assemblages are

often poorly defined, but they may make an important additional contribution to

total sea-ice primary production.

Even psychrophilic, halotolerant Chlamydomonas spp. have been isolated from

sea ice in both the Arctic and Antarctic (Hsiao 1983; Ikävalko and Gradinger 1997;

Krembs and Engel 2001; Eddie et al. 2008). While diatoms have received most of

the research attention in sea ice work, other groups of organisms such as

Chlamydomonas species will increasingly attract effort, especially since similar

organisms are routinely isolated from saline and freshwater lakes in Arctic and

Antarctic sites.

14.2.4 Snow

In regions where snow persists during the summer such as in high-altitude and in

the low-latitude polar regions, its color may change from white to red, pink, green,

yellow, or orange. The largest patches are often red and therefore called “blood

snow” or “watermelon snow” (Fig. 14.8). These macroscopic expressions are based

on massive growth of unicellular psychrophilic green algae. These algae are

reviewed by Hoham and Duval (2001). Most snow algae belong to the genera

Fig. 14.8 Watermelon

snow pits superimposed

with an orange bootprint.

The coloration is caused by

Chlamydomonas nivalis
(https://en.wikipedia.org/

wiki/Watermelon_snow)
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Chlamydomonas and Chloromonas (Chlorophyta, Volvocales), and these are most

active in spring and summer. The beginning of snow melt in spring provides liquid

water between ice crystals that is essential for the vegetative stages. The snow has

to be neither too cold nor too dry such as freshly fallen snow. Green flagellated

stages are often observed within this wet snow (Fig. 14.9a). They are able to move

within the snow layer to reach optimal depths for their light and temperature

requirement. They can form massive blooms and color the snow green if enough

nutrients are available as is commonly found close to bird colonies or nutrient-rich

streams or ponds.

During summer and fall, they have to acclimate to extreme temperature regimes,

high irradiance and UV radiation, and low nutrient levels. For instance, in high-

altitude regions (above 2500 m), UV radiation can be very high and spherical

integrated photosynthetic active radiation (PAR) can often reach 4500 μmol pho-

tons m�2 s�1 and occasionally up to 6000 μmol photons m�2 s�1. If less liquid

water becomes available and therefore also nutrients, most flagellated stages turn

into immotile hypnoblast stages (Fig. 14.9b) because this form is the most resistant

to environmental changes. The transformation into hypnoblasts is characterized by

a massive incorporation of reserve material, including sugars, lipids, and by for-

mation of esterified extraplastidal secondary carotenoides. Studies have shown that

the cells mainly form oxycarotenoides and in particular astaxanthin that has a red

color and therefore gave the snow its name “blood snow” (Müller et al. 1998).
Theses hypnocygotes and other resting cells have thick cell walls and sometimes

mucilaginous envelopes (Müller et al. 1998). They can survive dry and warm

periods in a dormant state and tolerate high pressure such as under thick snow.

They also tolerate freezing in ice blocks at temperatures down to �35 �C during

winter. However, some of these resting stages can remain photosynthetically active

even under very high photon flux densities because of well-protected photosystems

by secondary carotenoids (Remias et al. 2005).

14.2.5 Rock Surfaces

Most of the Antarctic continent is covered with a several kilometer thick layer of

meteoric ice. However, parts of this continent are ice free such as the McMurdo Dry

Valleys in southern Victoria Land (Fig. 14.10). With ca. 4500 km�2, this is the

largest ice-free area on this continent. Precipitation in this region is below

10 cm year�1 that makes it one of the driest deserts on earth, and air temperature

ranges from 5 to �55 �C (Priscu 1998).

Periglacial activity, the freezing and thawing of ground water, often sorts rocks

and stones into defined patterns in Polar deserts, regions of permafrost, and high

altitude stone rubble fields. The sorting of the stones results in a high degree of

spatial heterogeneity in the light incident under different parts of the stone/rock

patterning and vegetation patterns. In turn, this results in regions of the stone field

where light penetrating the stones is sufficient to support photosynthetic carbon
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Fig. 14.9 (a) Vegetative stages of Chlamydomonas nivalis. Some of the single cells show two

flagella. Picture from UTEX Image Bank: (http://www.bio.utexas.edu/research/utex/photogallery/

c/Chlamydomonas %20nivalis %20LB %202824.htm); (b) Chlamydomonas nivalis aplanospores
filled with the red pigment astaxanthin and with attached particles. Image courtesy by Brian Duval

and Lynn Rothschild
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assimilation by the hypoliths inhabiting the underside of the stones (Cannone et al.

2004; Cockell and Stokes 2004).

The patterning of stone fields influenced by periglacial activity is often polygonal,

and both the Arctic and Antarctic rocks at the edges of the polygons support well-

developed assemblages of photosynthetic organisms, whereas in the center of the

polygons colonization by hypoliths is significantly reduced (Cockell and Stokes

2004). These cyanobacteria and unicellular algae are growing, even thriving, in an

extreme environment, where temperatures sink below�30 �C, water is minimal, and

light conditions are reduced to virtually nothing. Likewise, there are microalgae

associated with cryptoendolithic layers growing within sandstones in regions such

as the Dry Valleys. Typically, these communities have layers of fungi and

cyanobacteria, but microalgae such as Hemichloris antarctica are frequently found

in the lowest bands of endolithic systems where the irradiance can be as low as

0.05 μmol photons m�2 s�1 (Johnston and Vestal 1991; Friedmann et al. 1993).

14.2.6 Permanently Ice Covered Lakes

Besides short-term glacier melt events, most of the liquid water, and therefore

accumulation of organisms, is available in the perennial ice-covered lakes that are

characteristic for the Dry Valleys and also regions such as the Vestford Hills.

However, the source of lake waters is assumed to be glacier meltwater that

penetrates the lakes without melting the surface ice cover (Priscu 1995). A sensitive

balance of freeze-thaw cycles is assumed to keep the lakes permanently covered

with ice but also accessible for water in- and outflow from underneath. There are

numerous permanently covered lake systems in the McMurdo Dry Valleys, but the

best studied are Lake Bonney, Hoare, and Fryxell that are located within the Taylor

Valley (Fig. 14.10).

Taylor Glacier

Lake Bonney

Lake Hoare

Lake Fryxell

Lake Vanda

Lake Vida

Victoria upper lake

Fig. 14.10 Satellite image

(NASA, USA) from

McMurdo Dry Valleys.

Best studied lakes are Lake

Bonney, Hoare, and Fryxell

that are located within the

Taylor Valley
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The major food-web components in all lake systems are unicellular eukaryotes

and prokaryotes. The main groups are green algae, diatoms, ciliates, rotifers,

heterotrophic nanoflagellates, bacteria, and viruses. Autotrophic phytoplankton

play an essential role in functioning of the food web by production of organic

carbon. However, photosynthesis is strongly limited by the availability of solar

irradiance. Measured irradiance below the ice cover of Lake Bonney never exceeds

50 μmol photons m�2 s�1, and the wavelength of maximum transmission through

the water column is in the range from 480 to 520 nm with longer wavelengths

(>600 nm) being diminished. This light is only available from late September

through mid-March and this seasonality is the trigger for spring phytoplankton

growth in these non-turbulent waters. Vertical stratification is very pronounced in

most of the lakes and is sometimes accompanied with strong gradients in salinity

and nutrients. Vertical stratification is also pronounced for many phytoplankton

species. The water layer immediately beneath the ice cover in Lake Bonney is

dominated by the crytomonad Chroomonas sp. and Chlamydomonas intermedia
whereas Chlamydomonas raudensis is confined to the deep saline and

low-irradiance layers of the photic zone (Morgan-Kiss et al. 2006).

14.3 Adaptation of Microalgae at High Latitudes

14.3.1 Diatoms (Bacillariophyceae)

Psychrophilic diatoms are one of the most abundant groups of phytoplankton in

polar oceans. This is mainly due to the presence of higher silicate concentrations in

these waters and to their successful adaptation to strong vertical mixing in polar

waters, strong seasonality in solar irradiance, freezing temperatures, and extremes

of salinity (Cota 1985; Fiala and Oriol 1990; Boyd 2002; Mock and Valentin 2004;

Ryan et al. 2004; Ralph et al. 2005). Due to their importance as primary producers,

many physiological studies with polar diatoms were related either to growth and its

dependency on nutrients and temperature or to regulation of photosynthesis under

typical polar condition. This section aims to provide a comprehensive overview of

new data regarding physiological and in particular molecular adaptation for this

important group of polar algae.

Maximum growth rates for many polar diatoms are in the range of 0.25–0.75

divisions per day, that is two- to threefold slower than growth at temperatures above

10 �C (Sommer 1989). Many of these diatoms are psychrophilic and not able to live

at warmer temperatures (above ca. 15 �C), which is indicative of the presence of

specific molecular adaptations that enable these diatoms to grow under freezing

temperatures.
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14.3.1.1 Functional Genomics

Approaches to uncover the gene repertoire of a polar diatom have been dominated

by the genus Fragilariopsis, in particular Fragilariopsis cylindrus, a marine indi-

cator species for cold water, found at both poles (von Quillfeldt 2004) and in

seasonally cold waters (Hendey 1974; Hällfors 2004).

The first approaches involved constructing and sequencing two expressed

sequence tag (EST) libraries, one generated under freezing temperatures (Mock

et al. 2005) and the another under increased salinity (Krell 2006). 966 EST were

generated from the cold stress library and 1691 from the salt stress library. There

are now over 21,000 EST from F. cylindrus on the EST-databank at NCBI and

about 200 gene-specific oligonucleotides (70mers) from the original EST libraries

for functional gene-array experiments (Mock and Valentin 2004). An important

addition to algal research, particularly in terms of understanding polar adaptation, is

the recent publication of the F. cylindrus genome and RNA-sequencing data

generated under a range of polar conditions (Mock et al. 2017). This is the third

diatom genome to be published and the first polar diatom. There is only one other

polar microalga with a published genome, the psychrotolerant freshwater green

alga Coccomyxa subellipsoidea (Blanc et al. 2012).

All EST-sequences were compared against the genomes of Thalassiosira
pseudonana and Phaeodactylum tricornutum. In addition, 11 algae and plant

databanks were consulted to annotate sequences that were not found in the tem-

perate diatom genomes. Nevertheless, over 50% of sequences showed no similarity

to known sequences in these databanks and to both diatom genomes even when

using a comparatively high e-value of �10�4 (Mock et al. 2005).

In the cold-stress EST library, the most abundant functional categories were

related to translation, posttranslational modification of proteins, and transport of

amino acids and peptides by ABC transporters. Some of these ABC transporters

displayed homology to bacterial permeases and others appeared to be involved in

translational or posttranslational control. However, most of them could not be

assigned a function.

The presence of six different DNA/RNA helicases in the cold-stress library

indicated that DNA and RNA coiling and uncoiling are important under freezing

temperatures. Minimizing the likely formation of secondary structures and

duplexes of mRNAs under low temperature stress is necessary to initiate transla-

tion. However, protein domains of DNA/RNA helicases are also the eighth most

abundant protein domain in the genome of T. pseudonana (Armbrust et al. 2004),

and therefore more evidence is necessary to conclude that these enzymes are

essential to cope with freezing temperatures. The most abundant sequences in this

library in terms of their redundancy were either sequences that were related to

energy generation (e.g., fucoxanthin-chlorophyll a, c-binding proteins) or

completely unknown sequences (Mock et al. 2005).

In the salt-stress library, the most abundant functional categories of sequences

were related to posttranslational modification of proteins (e.g., heat-shock proteins;
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hsps) and ion-transport (Krell 2006). Most of them were hsps and different ionic

transporter genes reflecting the requirement to reestablish homeostasis under salt

stress. Several sequences of different kinds of V-type H+-ATPases and antiporters

for various ions such as sodium, potassium and calcium were found in this library.

V-type H+-ATPases are of great importance in establishing an electrochemical

proton gradient across the tonoplast to drive sodium sequestration into the vacuole

(Shi et al. 2003).

One important organic osmolyte under salt stress in diatoms is the amino acid

proline. Many genes involved in proline synthesis were found in the salt-stress-EST

library indicating that this pathway was active under experimental conditions (Krell

2006). The gene coding for pyrroline-5-carboxylate reductase (P5CR, catalyzing

the final step in proline synthesis) could be identified among the most abundant

sequences in the salt-stress library (Krell 2006). Furthermore, seven proteins

involved in the proline synthesis pathway increased in abundance in response to

high salinity (Lyon et al. 2011). This indicates that proline may be important for salt

stress acclimation.

One of the interesting aspects of the F. cylindrus genome is the high number of

divergent alleles. Approximately, 25% of the diploid genome consists of alleles that

are highly divergent, particularly in comparison to the temperate diatom genomes

of T. pseudonana and P. tricornutum (Mock et al. 2017).

Differential expression can be seen between divergent alleles under different

conditions, many of which are commonplace in the polar environment, including

prolonged darkness, freezing and elevated temperatures, iron starvation, and

increased CO2 concentration (Fig. 14.11b). In addition, dN/dS analysis suggests

that there may be a positive correlation between allelic differentiation and diversi-

fying selection (Mock et al. 2017).

Copper rather than iron-binding proteins are enriched in the F. cylindrus genome

as are plastocyanin/azurin-like domains. This may facilitate electron transport

during photosynthesis while reducing iron dependence. In terms of photosynthesis,

a large number of light-harvesting complex (LHC) proteins are also present includ-

ing Lhcx, which is involved in stress response. There are also a larger number of

methionine sulfoxide reductase (MSR) genes in the F. cylindrus genome compared

to T. pseudonana or P. tricornutum that are linked to oxidative stress under cold

temperatures (Lyon and Mock 2014).

A large number of zinc-binding proteins can be found in this genome compared

to the sequenced temperate diatoms. These contain myeloid-Nervy-DEAF-1

domains (MYND) which are associated with protein–protein interactions and

regulation.

Enrichment of specific gene groups can be found within the diverged alleles;

these include: catalytic activity, transport, membrane proteins, and metabolic

processes (Fig. 14.11a). Furthermore, divergent alleles were found to be differen-

tially expressed under different conditions, suggesting that they may be involved in

adaptation to polar conditions. Given the low sequence identity between promoters

of divergent alleles and their differential regulation, it is seems likely that individ-

ual copies are under different regulatory controls. RNA-seq data focused on
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changes in expression under prolonged (7 days) darkness as this condition gave rise

to the highest number of up- and downregulated genes (Fig. 14.11b).

Downregulated genes include those involved in photosynthesis, light harvesting,

photoprotection, and translation. Genes involved in regulation of gene expression,

DNA replication, signal transduction, and starch, sucrose, or lipid metabolism were

upregulated (Mock et al. 2017). RNA-seq data suggests that during darkness,

photosynthetic activity and supporting processes are reduced while processes

such as chrysolaminarin and fatty acid storage are used instead.

Interestingly, as well as displaying the largest differential expression, growth

under prolonged darkness also led to double the number of RNA-seq reads (30%)

that did not map to predicted genes compared to any other condition. Alleles with

the largest dN/dS ratios tended to show strong differences in expression between

conditions; in addition, the majority of these alleles have no known function. As

mentioned, this suggests a positive correlation between diversifying selection and

allelic differentiation. It also highlights the necessity for reverse genetics in polar

species to determine the function of these sequences and in turn understand how

they are adapted to polar environments.

One of the most interesting discoveries in the F. cylindrus EST salt-stress library

was a gene involved in antifreeze processes (Krell 2006; Krell et al. 2008). The

Fig. 14.11 Bi-allelic transcriptome and metatranscriptome profiling. (a) REViGO semantic

similarity scatterplot of biological process gene ontology terms for Fragiariopsis cylindrus-like
sequences (E-value �1 � 10�10) in Southern Ocean metatranscriptome samples. Gene ontology

terms that are overrepresented in the set of diverged alleles compared to non-diverged alleles are

shown in bold. (b) Hierarchical clustering of 4030 differentially expressed allelic gene pairs in

F. cylindrus (likelihood ratio test, P < 0.001; log2 fold change ��2 or �+2) under low iron,

freezing temperature (�2 �C), elevated temperature (+11 �C), elevated carbon dioxide (1000 ppm
CO2) and prolonged darkness, relative to optimal growth conditions. Each experimental treatment

corresponds to two separate columns for both allelic variants and each single-haplotype gene to a

single row. Image is taken from Mock et al. (2017)
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presence of ice-binding protein (IBP) genes in this species was verified following

sequencing of the genome (Mock et al. 2017). Shortly after, IBPs were identified

and characterized in the polar diatom Navicula glaciei (Janech et al. 2006). Since

then several papers have been produced which explore the function of IBPs in polar

diatoms; this is discussed in more detail in the next section. In diatoms, ice-binding

proteins have been identified in F. cylindrus, Fragilariopsis curta, N. glaciei,
C. neogracile, Attheya sp., Amphora sp., and Nitzschia stellate (Janech et al.

2006; Krell et al. 2008; Bayer-Giraldi et al. 2010; Gwak et al. 2010; Raymond

and Kim 2012).

The N-terminal sequences of the identified IBPs of N. glaciei, F. cylindrus, and
each of the T. ishikariensis antifreeze isoforms are most likely signal peptides and

have low probabilities of being mitochondrial- or chloroplast-targeting peptides

(Janech et al. 2006; Fig. 14.12). N-terminal sequences were found in Attheya sp. but
not Amphora sp. or Nitzschia stellate and therefore may not be secreted (Raymond

and Kim 2012).

Many diatom genes show homology to bacterial or fungal genes suggesting

origins from horizontal gene transfer (HGT). N. glaciei and F. cylindrus IBPs show
sequence similarity to several antifreeze isoforms of the Basidomycete fungus

Typhula ishikaiensis (Figs. 14.12 and 14.13), which is known to inhabit sea ice

(Janech et al. 2006). Sorhannus (2011) also found homology between IBPs of

F. cylindrus and F. curta to IBPs from basidomycetes; however, in contrast to

findings from Janech et al. (2006), IBPs from N. glaciei are placed in a separate

clade and are suggested to originate from ancestral genes along with IBPs from

C. neogracile.
Similarities between F. cylindrus and N. glaciei IBPs to hypothetical proteins

from Gram-negative bacteria such as Cytophaga hutchinsonii and Shewanella
denitrificans (between 43 and 58% amino acid sequence identity) have been

observed. These bacteria have frequently been isolated from Arctic and Antarctic

sea ice (Junge et al. 2002), and Cytophaga–Flavobacterium–bacteroides, which

include C. hutchinsonii, are important in well-established sea-ice algal assemblages

(Bowman et al. 1997) and the coldest (wintertime) sea ice (Junge et al. 2004).

Raymond and Kim (2012) found IBPs from Attheya sp., Amphora sp., and Nitzschia
stellate to show greatest homology to bacterial IBPs. These diatom IBPs contain no

introns, and furthermore, Flavobacterium frigoris, which produces an IBP with

47% amino acid identity to an IBP in Nitzschia stellate, was isolated from Antarctic

sea ice in the same layer as diatoms.

Expression of IBPs have also been demonstrated in the Antarctic bacterium

Marinomonas primoryensis, where they aid adherence to ice, allowing

M. primoryensis to remain near the top of the water column (Guo et al. 2012) and

in an Antarctic Colwellia sp. where they inhibit ice recrystallization (Raymond

et al. 2007). In other organisms, antifreezes appear to have arisen from a variety

of proteins with other functions, although some retain the original functions (Cheng

1998). Other genes with homology to bacteria found in the F. cylindrus genome

include ABC transporters with similarities to bacterial permeases and proton-
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pumping proteorhodopsins, for trace-metal-independent ATP synthesis (Strauss

et al. 2013).

14.3.1.2 Molecular Physiology

The presence of genes in a genome only indicates the potential for physiological

adaptation, but knowledge of the expression and regulation of genes and their

respective proteins leads to an actual understanding of how these diatoms cope

with the extreme polar conditions. Expression analysis can be done by focusing on

Fig. 14.12 Neighbor-joining tree constructed from amino acid sequences of selected ice-binding

proteins (IBP) and IBP-like proteins. The Chlamydomonas raudensis IBPs (olive) are closest to

IBP-like proteins in several bacteria and relatively distant from other algal IBPs. The tree was

rooted with the Flavobacterium 3519-10 IBP. Numbers at nodes indicate bootstrap values for 500

replications. Values less than 50 are not shown. Colors: black, fungi; light green, diatoms; dark
green, prasinophyte and prymnesiophyte; blue, archaea; red, bacteria; olive, C. raudensis
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single genes (e.g., northern blots or quantitative PCR) or multiple genes through

gene arrays or RNA sequencing. Arrays can be composed of known genes (gene-

specific arrays) or the whole genome sequence (tiling arrays).

One of the most dramatic environmental changes in polar marine sea-ice habitats

is the freezing of seawater and melting of the ice. The inclusion of organisms into

newly formed sea ice represents a strong selective pressure. Only those organisms

that are capable of acclimation to the relatively fast-changing conditions of tem-

perature, irradiance, and salinity can survive.

Several experiments have been conducted to investigate gene expression under

polar conditions including freezing temperatures, high salinity, high irradiance, and

Navicula      ----MMFLAKTVTLLVALVASSVAAEQ-SAVDLGTAGDFAVLSKAGVSTT 45
Fragilariopsis MMNLNLFLISAAAMVSVASASTALPPSPPAVNLGTAEDFVILAKAGVTNV 50
Typhula       -----MFSASSLLAVIALAVSSVSAAGPSAVPLGTAGNYVILASTGVSTV 45
Cytophaga       TGIKDAAGAALPSNVTWSFTTGANASVLAVVNLRTAVNYVLLAKTAINNN 146
Ferroplasma     VSPASPVTVNGAAITVNVSFTKLAPVSISPVNLGTAGNYAILAKTGISNT 129

Navicula      GPTEVTGDIGTSPIASTALTGFALIKDSSNTFSTSSLVTGKIYAADYTAP 95
Fragilariopsis PGGAITGDIGVSPIAASAMTGFDLVMDSSNEFSTSTEITGKAYAPDYMSP 100
Typhula       PQSVITGAVGVSPGTAASLTGFSLILSGTGTFSTSSQVTGQLTGADYGTP 95
Cytophaga     PTSAVTGAIGLSPAATSYITGFSLT-NATG-YATSSQVTGHIFAADMVSP 194
Ferroplasma   GTTSIVGNIGVSPASSTYITGLSLTMNSSGQFSTSSMVTGNVYAATYASP 179

Navicula      TPSKMTTAISDMSTAFTDAAGR-----------SDPDFLELGAGSIEGET 134
Fragilariopsis TGTKLTTAVSDMLTAYNDAAARPVTGGPFGNSLSGETYTNLGAGEIGGLT 150
Typhula       TPSILTTAIGDMGTAYINAATR-----------SGPDFLEIYTGALGGTT 134
Cytophaga     TSSNLTTAINDMQTAYTDAAGR-----------KTPDYVELGTGNIGGKT 233
Ferroplasma   TPSTLTTAVGDMQTAYTNAAGR-----------TNPNYVNLGAGDLNGMT 218

Navicula      LVAGLYKWGTDVSFTS-SLVFDGSATDVWILQVAKDFIVGNGAQMYLTGT 183
Fragilariopsis LTRGVYTYDINVSITSGKVTFHGGADDVFIIKTSKSVLQAANTEVVLTGG 200
Typhula       LLPGLYKWTSSVGASA-DFTISGTSTDTWIFQIDGTLDVATGKQITLVGG 183
Cytophaga     LQPGLYKWTSSVSVPS-DVTISGGANDVWIFQISGNLSLSAGAKITLSGG 282
Ferroplasma   LVPGLYKWGTGVSIST-SITLTGNSSSVWIFQISGGLTFGNGAHIILSGG 267

Navicula      AKAENIFIQVSGAVNIGTTAHVEGNILSATAIALQTGSSLNGKALSQTAI 233
Fragilariopsis AQAKNIFWSVAQEVNVGAGAHMEGILLVKTAVKFITGSSFVGRVLSATAV 250
Typhula       AQAKNIIWVVAGAVNIEVGAKFEGTILAKTAVTFKTGSSLNGRILAQTAV 233
Cytophaga     AQAKNIFWQVAGTVTAGTTSHIEGVILSKTGITFNTGASLKGRALAQTAI 332
Ferroplasma   AQPQNIFWQVASGATIGTGATFYGTILSQTAITIATGSSMTGLALAQTAV 317

Navicula      TLDSVTIVS----------------------------------------- 242
Fragilariopsis TLQSAAITAPATSAPTTRRGPRGLQVA----------------------- 277
Typhula       ALQSATIVEK---------------------------------------- 243
Cytophaga     ILDGNTVTQP---------------------------------------- 342
Ferroplasma   TLQSDTITAPLEPQSITAAMYGVTFTEAGLPSGTQWNVTLNGVLLSSTVP 367

Fig. 14.13 ClustalW alignment of ice-binding proteins from Navicula glaciei (Acc. no.

DQ062566), Fragilariopsis cylindrus (CN212299), and Typhula ishikariensis (AB109745), and
hypothetical proteins from Cytophaga hutchinsonii (ZP_00309837) and Ferroplasma
acidarmanus (ZP_500309837). Predicted signal peptides are underlined. Gaps have been inserted
to improve alignment. Conserved residues are shaded. The N-terminal sequence of Cytophaga

protein and the N- and C-terminal sequences of Ferroplasma protein are truncated. Residue

numbers are shown at right. Alignment is taken from Janech et al. (2006)
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prolonged darkness. Some study multiple genes using macro-arrays (Mock and

Valentin 2004) or RNA-seq (Mock et al. 2017) while others focus on specific genes

such as ice-binding proteins (Bayer-Giraldi et al. 2010, 2011).

Data from EST libraries has been used to produce arrays for two polar diatom

species, F. cylindrus (Mock and Valentin 2004) and C. neogracile (Hwang et al.

2008; Park et al. 2010). About 200 70mer oligonucleotides were compiled into a

nylon-membrane-based macro-array to study short-, mid-, and long-term acclima-

tion to freezing temperatures under high and low irradiance in F. cylindrus. 1400
C. neogracile transcripts were analyzed using micro-arrays to observe expression at

4 and 10 �C (Hwang et al. 2008) as well as under high, moderate, low, and changing

light intensities (Park et al. 2010).

The short-term response to freezing temperatures, which simulates the incorpo-

ration into newly formed sea ice during fall, was characterized by downregulation

of genes encoding proteins for photosystem II (psbA and psbC) and carbon fixation

(RUBISCO large subunit, rbcL) regardless of light intensity used (3 and 35 μmol

photons m�2 s�1). However, under higher irradiance (35 μmol photons m�2 s�1),

upregulation of genes encoding chaperons (hsp 70) and genes for plastid protein

synthesis and turnover (elongation factor EfTs, ribosomal rpS4 and plastidial ftsH

protease) were observed (Mock and Valentin 2004).

In Chaetoceros neogracile, increased irradiance led to both up- and

downregulation of particular LHCx proteins and fucoxanthin-chlorophyll a,

c-binding proteins (FCPs) (Park et al. 2010). Several genes for cell division,

transcription, and signaling were upregulated while many genes for photosynthesis

(including LHC, FCPs, and PSII-associated proteins) were downregulated along

with some transporter genes including members from the ABC-transporter family.

In Fragilariopsis cylindrus, freezing accompanied with a reduction in irradiance

(from 35 to 3 μmol photons m�2 s�1) showed a typical response to low-light

acclimation by upregulation of genes encoding specific FCPs without signs of a

cold stress response. FCPs are a diverse gene family composed of genes involved in

light harvesting as well as dissipation of light (see Sect. 14.2; Mock and Valentin

2004). Low irradiance in this species also leads to an increase in chloroplast PUFAs

which can maintain electron flow by increasing fluidity of the thylakoid membrane

(Mock and Kroon 2002a).

Upregulation of stress response genes and genes for protein turnover only under

higher light intensities and decreasing temperatures indicates that a decrease in

temperature at such light intensities mimics a further increase in light that could be

more stressful than the actual decrease in temperature was by itself (Mock and

Valentin 2004). This phenomenon is probably part of a cold-shock response that is

also known from temperate plants when they get exposed to lower temperatures

(Allen and Ort 2001).

Entomoneis kufferathii, a sea-ice diatom, showed high catalase activity, which is

linked to protection against oxidative damage, in response to high irradiance and

low temperatures (Schriek 2000). Genes for glutathione metabolism, an important

antioxidant, were upregulated soon after exposure to high light in C. neogracile,
although glutathione S-transferase and superoxide dismutase (SOD), two enzymes
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involved in scavenging ROS, were downregulated (Park et al. 2010). A gradual

increase in heat-shock proteins was observed under the same conditions over

6 h. Shifts in irradiance from either low to high or high to low light resulted in an

increase in SOD in Chaetoceros brevis (Janknegt et al. 2008). An increase in

temperature in C. neogracile from 4 �C to 10 �C resulted in the upregulation of

several antioxidant genes including monoascorbate reductase, glutaredoxin, gluta-

thione peroxidase, glutathione S-transferase, and alternative oxidase (Hwang et al.

2008). Polar diatoms appear to have tailored multiple resources for dealing with

stress caused by the extreme polar environment.

Psychrophilic plants and diatoms are able to acclimate to higher irradiances

under low temperatures (Streb et al. 1998; Mock and Hoch 2005; Ralph et al. 2005;

Morgan-Kiss et al. 2006; Park et al. 2010). Long-term acclimation experiments to

higher irradiances at freezing temperatures, when compared to the same light

intensity but higher temperatures (+5 �C), revealed that cells kept at lower temper-

atures showed a typical response known from high-light acclimation: higher

non-photochemical quenching, upregulation of the gene psbA, and upregulation

of high-light FCPs that are involved in energy dissipation (Mock and Valentin

2004; Mock and Hoch 2005). A rapid increase in diatoxanthin (Dtx) in

C. neogracile under high light also demonstrates energy dissipation through

NPQ, along with an increase in expression of specific FCPs (Park et al. 2010).

In F. cylindrus, a reduction in expression of other photosynthesis-related genes

(such as rbcL) was not observed after several months under freezing conditions

indicating that long-term acclimation had been achieved.

Temperature effects that are less dependent on adjustments of the energy flow

under freezing temperatures could also be identified by gene expression analysis

(Mock and Valentin 2004). In the Mock and Valentin (2004) study, genes were

selected that were either abundant in the EST libraries (e.g., ABC transporters) or

were important for general acclimation to freezing temperatures (e.g., IBP, fatty-

acid desaturase). Three unknown but abundant genes (in EST libraries) were also

selected to see whether at least one of them is upregulated under freezing temper-

atures. Expression of these genes was investigated at +5 �C and 9 days after

reducing the temperatures to �1.8 �C.
Upregulation of a gene encoding a delta5-desaturase under freezing tempera-

tures indicated the necessity for production of polyunsaturated fatty acids (PUFAs)

to maintain membrane fluidity at lower temperatures. Delta-5 desaturases produce

omega3-fattyacids such as EPA (20:5 n�3), one of the most abundant fatty acid in

diatoms and the main fatty acid in the galactolipids MGDG and DGDG. Thus, it can

be assumed that more EPA is necessary under freezing temperatures to keep the

thylakoid membrane fluid for electron transport or other membrane-bound

processes.

Teoh et al. (2013) also found that PUFA concentration increased in N. glaciei
with a decrease in temperature. In contrast, a delta-12 desaturase gene also known

for producing PUFAs was not upregulated in temperate cyanobacteria (Nishida and

Murata 1996). This indicates a different mechanism of gene regulation for this

enzyme in psychrophilic diatoms.
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An ABC-transporter gene was strongly upregulated at �1.8 �C in F. cylindrus,
however, the family of ABC transporters is composed of genes with very diverse

functions so it unclear of its specific function in response to freezing temperatures

(Mock and Valentin 2004).

Extracellular polymeric substances (EPS) are linked to adaptation of diatoms in

polar environments as both cryoprotectants and through maintenance of the cells

microclimate (Underwood et al. 2010). An example of this can be seen in the

sea-ice diatom Melosira arctica, in which EPS from the sea-ice diatom Melosira
arctica altered the microstructure of ice-pore morphologies leading to salt retention

(Krembs et al. 2011). EPS can include, but are not limited to substances such as

polysaccharides (Aslam et al. 2012), uronic acid, peptides, proteins and glycopro-

teins (Krembs et al. 2011; Underwood et al. 2013).

Cryoprotectants can also help to maintain both the internal and external envi-

ronment in polar cells and include solutes such as proline, DMSP and betaine (Lyon

and Mock 2014). Proline synthesis genes were enriched in the F. cylindrus cold
stress EST library (Mock et al. 2005).

DMSP pathway-linked protein concentrations were also increased in response to

high salinity as were two protein isoforms with homology to bacterial/archaeal

glycine betaine methyltransferase (Lyon et al. 2011). DMSP, which has been found

in high concentrations in ice-diatom communities, has been shown to protect

enzymes against denaturation in freezing conditions (DiTullio et al. 1998).

Studies on ice-binding proteins in diatoms show that they have antifreeze

properties and are able to inhibit ice recrystallization (Gwak et al. 2010; Bayer-

Giraldi et al. 2011; Raymond 2011). As several IBPs have similarities to bacterial

or fungal sequences, it is hypothesized that they have been acquired through HGT

(see Sect. 14.3.1.1) and may have allowed diatoms to colonize sea ice.

An IBP protein in F. cylindrus was strongly upregulated (ca. 50-fold) under

freezing temperatures (Mock and Valentin 2004), while Bayer-Giraldi et al. (2011)

found several isoforms in F. cylindrus and F. curta to be differentially regulated

depending on temperature and salt stress. F. cylindrus IBPs in both of these studies

have been identified in the recently published genome (Mock et al. 2017). Proteo-

mics studies on C. neogracile also showed an increase in concentration of IBPs in

response to freezing conditions (Gwak et al. 2010). Furthermore, isolation of IBP

transcripts from Arctic and Antarctic sea ice suggests that they are found at similar

levels as genes with essential metabolic processes such as photosynthesis (Uhlig

et al. 2015). Within the same study, it was found that most IBP transcripts

originated from diatoms, haptophytes, and crustaceans; however, many of the

IBPs have not been previously characterized (Uhlig et al. 2015). These results

support the hypothesis that these proteins are of great importance not only under

salt stress but also under freezing temperatures to protect the cells from injury by

growing ice crystals.

An important adaptation for polar photosynthetic organisms is the need to

survive for periods of prolonged darkness. As discussed in Sect. 14.3.1.1, 7 day

darkness in F. cylindrus leads to a decrease in photosynthesis and associated

processes. Genes which are involved in starch, sugar, and fatty acid metabolism
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are upregulated (Mock et al. 2017) suggesting that F. cylindrus is able to use

existing cellular resources in place of photosynthesis. Diatoms are able to store

glucan for use in periods of extended darkness (van Oijen et al. 2003) and are able

to uptake molecules such as sugar and starch (Palmisano and Garrison 1993). The

urea cycle in diatoms has been suggested as a means to process inorganic carbon

and nitrogen, particularly during low nitrogen availability (Allen et al. 2011). All

genes for the urea cycle can be found in the F. cylindrus genome. Proton-pumping

proteorhodopsins, for trace-metal-independent ATP synthesis (Strauss et al. 2013),

were upregulated under darkness, suggesting a role in energy production. There are

also ATP-independent enzymes available to F. cylindrus which may save chemical

energy such as pyrophosphate-dependent phospho-fructo-kinase which was ele-

vated during salinity acclimation (Lyon et al. 2011).

Information is steadily becoming available for polar diatoms. New insights are

being gained into their adaptations and the importance of their roles in polar

communities. Although much has been learned, there are vast numbers of genes

with unknown or partially characterized functions in many of these studies. For

example, many identified transcripts have no homology to existing sequences

(Mock et al. 2005, 2017; Krell 2006), and different FCPs and LHC proteins are

both up- and downregulated under the same conditions (Park et al. 2010). Reverse

genetics is needed in order to establish the function and roles of these genes and

their pathways. A transformation system for F. cylindrus has been successfully

established—as far as we are aware, this is the first transformation system for any

eukaryotic polar species (Hopes and Mock, unpublished). Furthermore, CRISPR-

Cas for gene knock-out and gene silencing in the temperate diatoms Thalassiosira
pseudonana (Hopes et al. 2016; Kirkham and Mock, unpublished) and

Phaeodactylum tricornutum (Nymark et al. 2016; De Riso et al. 2009) have been

established. Work on CRISPR-Cas in F. cylindrus is also currently ongoing.

With the establishment of additional, elegant molecular tools for diatoms, there

is a much greater scope for potential research and therefore our understanding of

these psychrophilic and psychrotolerant organisms and their environment.

14.3.2 Green Algae (Chlorophyceae)

Most polar green algae live in freshwater ecosystems such as snow, permanently

ice-covered lakes, or more ephemeral habitats like creeks or melt ponds on top of

snow or sea ice. Most species belong either to the genera Chlamydomonas,
Chloromonas, or Chlorella, and many of them are very motile due to the presence

of flagella.

Ecologically important species that are physiologically and molecularly well

characterized are Chlamydomonas raudensis, Chlamydomonas nivalis, and

Chlamydomomas sp. ICE-L. C. raudensis is an abundant species in permanently

ice-covered lakes and the clone UWO241 has been studied for decades (see review

by Morgan-Kiss et al. 2006). C. nivalis is a dominant representative of the snow-
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algae community and also intensively studied (Williams et al. 2003). Therefore,

this discussion will mainly focus on Chlamydomonas sp. There is less research in

this area in terms of functional genomics; however, the genome sequencing of

Coccomyxa subellipsoidea provides some insight into polar adaptations within the

Chlorophyceae as does the cold shock EST library for Pyramimonas gelidicola.

14.3.2.1 Functional Genomics

Coccomyxa subellipsoidea is a psychrotolerant green alga that has been isolated

from dried algal peat in Antarctica, and although it can grow at low temperatures it

shows optimal growth at around 20 �C (Blanc et al. 2012). Despite not being a true

psychrophile, its genome has some pronounced differences to mesophilic

chylorphytes and offers several insights into polar adaptation. Although the

genomes of several green algae have been sequenced, this is the first genome to

be published from a polar microalga. An EST library has also been generated under

cold shock conditions for the psychrophilic Pyramimonas gelidicola, a dominant

primary producer from Antarctic sea ice (Jung et al. 2012).

In comparison to other sequenced chlorophytes, C. subellipsoidea has a large

number of mitochondrial and chloroplast sequences integrated into its nuclear

genome. GC content of these organelle genomes is also comparatively high. It is

important to maintain homeostasis and efficient cellular functions under the

extreme conditions found in polar regions. This includes lipid metabolism and

membrane fluidity. Four lipid protein families were over-represented in

C. subellipsoidea: type-I-fatty acid synthases, FA elongases, FA ligases, and type

3 lipases. There were also three fatty acid desaturases present that were not found in

temperate counterparts (Blanc et al. 2012). An increase in double bonds in mem-

brane based lipids helps to increase fluidity at cold temperatures (Los and Murata

2004). Within the same species, there were a high number of genes involved in

polysaccharide and cell wall metabolism (Blanc et al. 2012). As previously men-

tioned, both glycoproteins and polysaccharides can act as cryopreservants in

microalgae. Two genes involved in cryoprotection with homology to late embryo-

genesis abundant (LEA) proteins have also been found in C. subellipsoidea (Liu

et al. 2011).

Structural parts such as the cytoskeleton of the cell also have to be adapted to

low temperatures in order to conduct mitosis, meiosis, secretion, and cell motility.

The tubulin alpha chain protein domain was the fifth most abundant in the EST

library from P. gelidicola (Jung et al. 2012). Willem et al. (1999) showed that

alpha-tubulin from two Chloromonas spp. had five amino acid substitutions com-

pared to the mesophilic Chlamydomonas reinhardtii. Two of these substitutions

occurred in the region of inter dimer contacts that could therefore positively

influence microtubule assembly under low temperatures.

Translation elongation factor-1a was prominent in ESTs from P. gelidicola
(Jung et al. 2012). Furthermore, a translation elongation factor-1a was found in

the C. subellipsoidea genome that is able to functionally replace elongation factor
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like EFL found in previously sequenced chlorophytes. Upregulation of an elonga-

tion factor involved in protein synthesis has also been observed in cold shock

diatoms (Mock and Valentin 2004).

Given that polar species may be exposed to freezing temperatures and high light,

many adaptive strategies include proteins involved in stress response and protection

against ROS. DOPA-dioxygenase which provides protection against solubilized

oxygen was identified in the C. subellipsoidea genome, as were two genes with

homologs to phospholipase D and chalcone synthase. The former is involved in

stress response, while homologs of the latter are involved in metabolites for UV

photoprotection and antimicrobial defense in plants (Blanc et al. 2012).

Both heat shock protein 70 (hsp70) and stress-related chlorophyll a/b binding

protein were enriched in P. gelidicola ESTs. Heat shock protein 70 appears to be a

key component involved in adaptation of several polar microalgae species (Mock

and Valentin 2004; Krell 2006; Liu et al. 2010).

When comparing C. subellipsoidea to temperate chlorophytes, Blanc et al.

(2012) found that as well as enrichment of certain gene families and gene additions

there were also several key genes missing. This includes PsaN, which is involved in

docking plastocyanin to the PSI complex. This leads to a drop in electron transfer

from plastocyanin to PSI which may be beneficial in a polar environment as low

temperatures create an excess of electrons through this system which in turn leads

to an increase in ROS. As PsaN is not crucial for photosynthesis, loss of this gene

may protect the cell from oxidative damage (Blanc et al. 2012). C. subellipsoidea
also has genes for dioxygenase and FA desaturases that utilize dioxygen and

therefore may provide further protection against ROS (Blanc et al. 2012).

One gene loss which could reduce cellular efficiency in C. subellipsoidea,
however, is a pyruvate phosphate dikinase (PPDK), which produces ATP through

glycolysis. Function of this gene appears to be replaced by three pyruvate kinases,

which potentially produce less chemical energy (Blanc et al. 2012).

In terms of nutrient acquisition, C. subellipsoidea has a large number of genes

for amino acid permeases and transporters which may enhance uptake of organic

nutrients. It also has cobalamin-dependent methionine synthase but lacks the

cobalamin-dependent version of this gene MetH (Blanc et al. 2012), suggesting

that this species is not dependent on this often bacteria-associated cofactor (Croft

et al. 2005) for synthesis of this important amino acid.

There is still much to discover in establishing the function and origins of many

genes specific to polar species. There were a higher number of ESTs with unknown

functions under freezing conditions in P. gelidicola compared to 4 �C (Jung et al.

2012). Furthermore, there are over 2300 genes in the C. subellipsoidea genome with

no known homologs in sequenced mesophilic chlorophytes. The majority of these

genes show homology to Streptophytes and other Eukaryotes, suggesting origins

from a common ancestor to chlorophytes. Interestingly rather than displaying

homology to green algae, most of the genes involved in defense, detoxification,

and carbohydrate metabolism show higher sequence similarity to bacteria,

suggesting possible acquisition by HGT.
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As discussed in Sect. 14.3.1.1, ice-binding proteins in diatoms appear to have

bacterial or fungal origins. Several IBPs have also been identified in psychrophilic

or psychrotolerant green algae including Pyramimonas gelidicola (Jung et al.

2014), Chlamydomonas raudensis (Raymond and Morgan-Kiss 2013),
Chlamydomonas sp. strain CCMP681 (Raymond et al. 2009), Chloromonas sp.
(Jung et al. 2016) and Chloromonas brevispina (Raymond 2014). Raymond and

Morgan-Kiss (2013) separate ice-binding proteins into two different groups: IBP I,

a group of similar proteins appearing to have fungal or bacterial origins (Raymond

and Morgan-Kiss 2013; Sorhannus 2011; Raymond and Kim 2012; Jung et al. 2014;

Raymond 2011) and IBP II. So far all studied algal species have type I IBPs with the

exception of Chlamydomonas sp. strain CCMP681 which has four type II isoforms

isolated from ESTs (Raymond et al. 2009; Raymond and Morgan-Kiss 2013). A

polyphyletic origin for IBPs has been suggested given their sequential and struc-

tural differences, as well as a lack of IBPs in temperate species (Fig. 14.13;

Raymond and Morgan-Kiss 2013).

As more genomes and transcriptomes become available for polar chlorophytes,

more light can be shed on their intricacies and adaptations to extreme environments.

The genome of an important Antarctic sea ice chlorophyte, Chlamydomonas ICE-L,
has been recently sequenced (personal communication with Naihao Ye, Yellow Sea

Fisheries Research Institute, Chinese Academy of Fishery Sciences, Qingdao

266071, China) and Raymond and Morgan-Kiss (2013) plan to compare the

transcriptome of C. raudensis to a temperate counterpart.

14.3.2.2 Molecular Physiology

Maximum growth rates of polar green algae are comparable to those from polar

diatoms. They range from 0.2 to 0.4 day�1 (Tang et al. 1997). Temperatures above

18 �C are mostly lethal to these algae. C. raudensis has its maximum photosynthetic

rates at 8 �C, which declines steadily with increasing temperatures (Morgan-Kiss

et al. 2006). This indicates maximal efficiency in converting light into photosyn-

thetic energy at low temperatures. The quality of light also plays an important role,

and C. raudensis is not able to grow under red light (Morgan-Kiss et al. 2005). This

is probably a consequence of almost never being exposed to a longer wavelength

spectrum in the natural habitat of permanently ice covered lakes where the ice

absorbs all longer wavelengths of solar irradiance (Fritsen and Priscu 1999;

Morgan-Kiss et al. 2006). However, the majority of this light is reflected on the

white surface of ice and scattered while passing through ice. Thus, the environment

below the ice is characterized by low intensities enriched in blue-green wavelengths

(Lizotte and Priscu 1992).

Many physiological and molecular investigations have been conducted with

C. raudensis to find the reasons for successful photo adaptation under these extreme

conditions. A comparison with the temperate C. reinhardtii partly uncovered the

mechanisms of photo adaptation in C. raudensis (Morgan-Kiss et al. 2005, 2006):

In contrast to the temperate C. reinhardtii, the psychrophile has lost its ability to
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live under high light but increased its efficiency of light harvesting under low light

in the blue-green spectrum. This adaptation can be seen in structural changes of the

photosynthetic apparatus (Fig. 14.14). For instance, C. raudensis has an unusually

high ratio of photosystem II to I and significantly higher levels of light-harvesting II

complexes than its temperate counterpart C. reinhardtii. These changes are prob-

ably an adaptive advantage under constant exposure to blue light of low photon flux

densities because the light-harvesting apparatus of photosystem II (PSII) utilizes

chlorophyll b and short-wavelength-absorbing chlorophyll a to absorb light pre-

dominantly in the blue region. Interestingly, most marine algae (e.g., red algae,

diatoms), which are also living in a blue-green light environment because of optical

properties of the seawater, also show a high ratio of PSII to PSI due to chromatic

regulation (Fujita 2001). However, most of them, and even psychrophilic diatoms,

have the physiological ability to grow under high irradiance levels.

While the ability to dissipate excess energy through NPQ has been reduced in

C. raudensis (Morgan-Kiss et al. 2006), other polar species in this genera have

retained this ability which allows them to photosynthesize under high-light condi-

tions. Chlamydomonas sp. ICE-L shows an upregulation of light-harvesting com-

plex (LHC) genes LhcSR1 and LhcSR2, accompanied by an increase in NPQ

Fig. 14.14 Model for organization of thylakoid pigment–protein complexes of the electron

transport chain in the psychrophilic Chlamydomonas raudensis UWO 241. In the natural,

extremely stable light environment of extreme shade and predominantly blue-green wavelengths

(blue lines), the majority of available light would be preferentially absorbed by PSII. Adaptation in

C. raudensis to this light environment has led to an unusually high PSII/PSI stoichiometry and

highly efficient energy transfer from LHCII to PSII. Conversely, PSI and associated light-

harvesting complexes are both structurally and functionally downregulated. Given the severe

reduction in light-harvesting capacity of PSI, it is proposed that PSI centers are largely excited

via a spillover energy transfer mechanism from PSII (dotted line). Photosynthetic membranes may

be arranged as loose stacks rather than distinct granal and stromal regions to promote energy

spillover between the photosystems. Picture from Morgan-Kiss et al. (2006)
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following high light, UV-B radiation, and high salinity. This suggests that these

LHC genes play a role in stress response and energy dissipation (Mou et al. 2012).

In order to mitigate photoinhibition, a psychrotolerant Chlorella sp. isolated from

Arctic glacier melt water decreases the size of its light-harvesting complex (Cao

et al. 2016).

Another interesting similarity between diatoms (psychrophilic and temperate)

and C. raudensis is the biochemistry and architecture of the thylakoid membrane.

Diatoms, as well as C. raudensis, have high concentrations of polyunsaturated fatty
acids in their thylakoid lipids classes, and their thylakoid membranes are not

organized in grana and stroma (Mock and Kroon 2002a, b; Morgan-Kiss et al.

2006). This possibly means that looser membrane stacks in C. raudensis and

homogeneously folded membranes in diatom plastids promote energy spill over

between photosystems and therefore light energy transfer between photosystems

(Morgan-Kiss et al. 2006).

An increase in transcripts for omega-3 fatty acid desaturase (CiFAD3) was

measured in a Chlamydomonas sp. ICE-L under both high (12 �C) and low

temperatures (0 �C) compared to a control at 6 �C, as well as at high salinity

(Zhang et al. 2011; An et al. 2013). This suggests that PUFAs may also play a role

in heat stress and high salinity acclimation. Consumption of PUFAs was also

observed in the same species during darkness (Xu et al. 2014), indicating that

PUFAs are an important aspect of adaptation to several extreme conditions found

in the polar regions. As with diatoms, antioxidants also play an important role in

cold-shock adaptation, as seen in an Antarctic Chlamydomonas sp. in which an

increase in glutathione S-transferase was observed (Kan et al. 2006).

The snow alga C. nivalis is exposed to the full spectrum of solar irradiance (UVC

to infrared) and must therefore have a completely different photosynthesis perfor-

mance compared to the low light adapted C. raudensis (Remias et al. 2005). The

most striking difference between photosynthesis of both psychrophilic green algae

is that C. nivalis does not seem to be inhibited by high solar irradiances. Even an

exposure of cells to photon flux densities of 1800 μmol photons m�2 s�1 for 40 min

at 1.5 �C did not inhibit net photosynthesis (Remias et al. 2005). This extreme

photosynthetic performance is only possible by a change in the life cycle. A

combination of factors may trigger the formation of immotile red hypnoblast stages

that are most resistant to environmental changes (Müller et al. 1998; Remias et al.

2005).

The transformation into hypnoblasts is characterized by a substantial incorpo-

ration of sugars and lipids and by the formation of esterified extraplastidal second-

ary carotenoids (Hoham and Duval 2001). The most important carotenoid is

astaxanthin which is located in cytoplasmatic lipid globuli (Müller et al. 1998;
Remias et al. 2005) and is assumed to be responsible for the high photostability and

therefore the absence of photoinhibition under strong solar irradiance on top of

snow (Remias et al. 2005). Mature hypnoblasts can contain about 20 times more of

this pigment than chlorophyll a, where the astaxanthin is possibly acting as a filter

to reduce the irradiance that would otherwise be damaging to the photosynthetic

activity inside the plastids. Exposure to UV-B in Chlamydomonas sp. ICE-L led to
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an increase in expression of heat shock protein 70 (Liu et al. 2010) which suggests a

role in protection against high irradiance.

High solar irradiance is not the only harsh condition on top of snow. Drought due

to freezing of water is another main stress on the hypnoblast stages of

Chlamydomonas nivalis. Like cacti in the desert, these stages have very rigid cell

walls as the outer boundary to an extreme environment (Müller et al. 1998; Remias

et al. 2005). Sometimes cells secrete carbohydrates to produce a visible mucilage

sheet around them (Müller et al. 1998). These carbohydrates are not only attractive

to bacteria that use them as a substrate but they also trap particles transported into

the snow by wind. These particle-covered cells increase the absorption of solar

irradiance and therefore the production of heat. This heat might cause melting of

surrounding snow crystals and therefore provide liquid water to the cells (Takeuchi

2002). Such small spots of melt events around warm bodies (e.g., rock debris, cells)

are called cryoconite holes (Takeuchi 2002). However, these adhering particles

may also shade and thus protect C. nivalis against high irradiance. This is not

universal and hypnoblasts from C. nivalis, for example, never show such attached

structures.

Chemical reactions are influenced by temperature according to the relationship

described by Arrhenius. In general, a 10 �C reduction in growth temperature causes

biochemical reaction rates to decline 2–3 times. However, doubling times of

psychrophilic algae can be comparable to mesophilic algae (Sommer 1989)

which means that rates of enzyme catalyzed reactions must be optimized to low

temperatures in these organisms (Feller and Gerday 2003). Studies with the enzyme

nitrate reductase (NR), for instance, showed that these enzymes from psychrophilic

algae possess structural modifications that make them more cold adapted, being

more catalytically efficient at lower temperatures but at the same time less ther-

mally stable, than NRs from mesophilic species (Di Martino Rigano et al. 2006). It

also appears that light and salinity may influence nitrogen metabolism in

Chlamydomonas sp. ICE-L (Wang et al. 2015).

In contrast to NR, the temperature maximum for carboxylase activity of

ribulose-1-5-bisphosphatecarboxylase/oxygenase (RUBISCO), one of the most

critical enzymes for inorganic carbon fixation in photoautotrophes, was not altered

in some psychrophilic green algae and the specific activity at low temperatures was

actually lower in the psychrophilic if compared to the mesophilic Rubisco (Devos

et al. 1998). Decreased catalytic efficiency of these RUBISCOs under low temper-

ature seems to be at least partly compensated by an increased cellular concentration

of the protein. This is supported by the presence of RUBISCO as the fifth most

abundant EST in P. gelidicola (Jung et al. 2012). An increase in ribosomal proteins

seen at colder temperatures may counteract reduced efficiencies in translation

(Toseland et al. 2013); alternatively, it may help to cope with upregulation of

proteins due to reduced activity. Cao et al. (2016) found that a strain of arctic

Chlorella increased both proteins and lipids at lower temperatures.

Expression and secretion of ice-binding proteins in polar Chlorophytes helps to

maintain a fluid environment and reduce damage from ice crystals. Studies which

look at IBPs through recombinant proteins and culture supernatant have demon-

strated functions including changes in ice morphology, ice pitting, recrystallization
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inhibition, and the creation of smaller brine pockets which helps to maintain salinity

(Raymond et al. 2009; Raymond and Kim 2012; Raymond and Morgan-Kiss 2013;

Jung et al. 2014).

As with diatoms, molecular tools are constantly improving for Chlorophytes,

including techniques for activating gene expression with transcription activator-like

effectors (TALEs) (Gao et al. 2014) and gene editing with CRISPR-Cas (Shin et al.

2016; Wang et al. 2016). So far only temperate green algae have been selected for

targeted gene knock-out, but as molecular tools such as these become available in their

polar counter-parts, the potential to discover the function and role of important genes

and pathways in polar adaptation drastically increases.

14.4 Conclusions

The application of omics approaches in combination with biochemical and physio-

logical measurements has revealed unique adaptations in polar microalgae. Unsur-

prisingly, there is evidence that the extreme and highly variable conditions in polar

ecosystems were driving those adaptations. While some of these adaptations (e.g.,

allelic divergence, gene duplications) were the consequence of mutations and subse-

quent diversification, others were based on biotic interactions that enabled transfer of

genes (e.g., ice-binding) between different species and therefore the entire commu-

nity to thrive under the extreme conditions of polar ecosystems. These mechanisms of

adaptive evolution are not unique to polar microalgae but how they are used to

produce unique phenotypes required to survive temperatures below freezing, long

periods of darkness, strong seasonality, and fluctuations in nutrients and salinity is

still unknown. Once we have obtained genetically tractable model species such as

Fragilariopsis cylindrus and Chlamydomonas sp. ICE, we’ll be able to better under-
stand how genotypes impact phenotypes that matter to thrive under polar conditions.

With these model species, we will be able to test, through experimental evolution

approaches, how their populations respond to global warming, which is still largely

unknown. Results from these model species can be used to inform studies on natural

populations (e.g., barcoding, metatranscriptomes, and metagenomes) in terms of

identifying their standing pool of genetic variation and evolutionary potential to

respond to global warming. Identification of genetic diversity in these organisms

not only provides new insights into their evolution and adaptation but also contributes

to extend the pool of marine genetic resources, which so far is dominated by genes

and their products from non-polar organisms.
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Chapter 15

Genomics of Psychrophilic Bacteria

and Archaea

John P. Bowman

Abstract Genomes are available for a wide range of psychrophilic bacteria and

archaea. As of early 2017, approximately 130 cold-adapted species have genome

sequences. Several studies complement this data with functional studies. In this

review the cold adaptation traits of psychrophilic microorganisms are explored

from a genome-centric point of view including surveys of traits across genomes. A

broader view of psychrophiles in terms of growth rates amongst life on Earth

explaining what a psychrophile represents is presented. Trait surveys, limited to

the perspective of gene gain, reveal prevalence of genes demonstratively providing

better growth at low temperature including compatible solute uptake and synthesis,

antifreeze proteins and polyunsaturated fatty acids and investigate their functional

relevance to psychrophily. This includes revealing prevalent antifreeze DUF3494-

type proteins that occur in all domains of life but is limited to cold-adapted taxa and

is absent in higher-temperature adapted life.
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15.1 Introduction

Psychrophilic organisms grow best at low temperature and fail to grow or grow

slowly at temperatures significantly above room temperature (Morita 1975). This is

distinct from organisms termed “psychrotolerant” (or psychroactive; Panikov and

Sizova 2006) that typically grow from refrigeration temperatures (4–5 �C) to a

temperature equivalent to that of the human body (37 �C). In most taxonomic

studies, temperature growth ranges of bacteria and archaea are tested at these

temperatures as they are well-known signposts. A few bacteria and even fewer

archaea available in culture are bona fide extreme psychrophiles, unable to grow

appreciably on agar at 20 �C or higher temperatures. This is not necessarily due to

them being hard to grow, but rather environmental conditions do not select from

them strongly, and consistently very cold ecosystems will contain many microor-

ganisms that only have mild levels of cold adaptation and are fully capable of

growing under standard laboratory temperature environments (22 �C to >30 �C).
Given this, psychrophiles have an interesting place in biology and have represen-

tatives in all domains of life. Indeed, highly psychrophilic eukaryotic microorgan-

isms are just as likely to be encountered in cold habitats since their inherently more

complex structure and biology can be particularly fine-tuned to external tempera-

tures (Mock and Junge 2007; Cvetkovska et al. 2017). Bacteria, on the other hand,

have a greater degree of flexibility, and depending on the situation, fast growth rates

are not generally selected for in ecosystems with sporadic resource distribution

(Roller and Schmidt 2015); thus perfect alignment of growth optima to in situ

temperatures of low temperature environments does not occur. For example, most

bacteria that dwell in sea ice, which is typically�1 to�10 �C, have optimal growth

at 10–25 �C (Bowman et al. 1997). In frozen permafrost, glacier, boreal forest and

tundra soils, which can be lower than �10 �C, many bacteria and archaea are found

to occur and still show metabolic activity at subzero temperatures (Steven et al.

2008; Drotz et al. 2010; Tuorto et al. 2013), suggesting many could be psychro-

philic but usually have reasonably wide growth temperature ranges, for example,

Planococcus halocryophilus (�15 �C to >30 �C; Mykytczuk et al. 2013) and

Psychrobacter arcticus (< �5 �C to ~30 �C; Bergholz et al. 2009).
The ability of psychrophiles to grow is also influenced by the presence of other

hurdles present in the given ecosystem, for example, pH, water activity and nutrient

availability. In the example of sea ice, hurdles include nutrient availability, salinity

(water activity), freezing (ice crystal formation and desiccation) and oxidative

stress (O2 supersaturation). Thus, a psychrophile often has a host of adaptations

that suit its particular niche inclusive of cold adaptation traits. Typically extreme

pH and saline ecosystems have few if any psychrophiles since the organisms would

need to successfully develop adaptations to overcome the challenge of multiple

hurdles, which have an additive effect on reducing growth rates (McMeekin et al.

2000). Temperature-dependent growth optima as the combination of the rate and

biomass generation capability (growth yield) also should be considered in relation

to psychrophilic growth. This is because the fastest growth rates are typically close
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to the maximum temperatures for growth, and additional stressors reduce the

growth rate limits. Cold adaptation traits overlap with traits also required for

other forms of stress. For example, compatible solutes (osmolytes), low molecular

weight compounds that can be concentrated to high concentrations in the cell

cytoplasm (Roberts 2005), are generally beneficial for survival at low temperature

as well as salty ecosystems as they stabilise proteins, DNA and cell membranes

from temperature-induced entropy in general and help maintain osmotic pressure

control. Psychrophilic microorganisms in general have to make trade-offs since the

available biological innovation that has evolved on Earth to low temperature

appears to have had limits. The innovations are of course coded in and stored in

genomes; thus, the study of genomes provides a window into what the diversity and

patterns of adaptations of psychrophiles possess within our current state of under-

standing of biology. This review investigates the state of knowledge of psychro-

philic bacteria and archaea in terms of genome-level data. Using the available data,

in which approximately 127 genomes are available (compared to only a dozen

10 years ago), the prevalence of cold adaptation traits is examined. The overall

consensus of many studies on cold-adapted microorganisms indicates psychrophilic

microorganisms achieve efficient growth aided by specific cold adaptation traits

and through elimination of unnecessary and deleterious traits. Genomes open the

way to study known traits, discover novel proteins and determine the associated

biological processes they carry out in greater detail.

15.2 A Broadscale View of Growth Rates and Psychrophily

Crucial to understanding psychrophiles is the concept where they fit in terms of life

on Earth. Psychrophiles are determined purely via temperature and growth. In this

respect biokinetic temperature/growth rate distributions have notional maximums

(Tmax) and minimums (Tmin) which are modelled values as they are points in which

growth rate is zero (Ratkowsky et al. 1982, 1983). A point in the distribution, Topt,
indicates where growth rate is most rapid. The Topt position is usually skewed to the
left on the temperature x-axis, and the temperature region between Topt and Tmax is

termed the supraoptimal temperature domain. This represents a range of tempera-

tures and, though growth permissive, causes an organism to experience thermal

stress that is compensated for by energy-dependent maintenance processes

(Zakhartsev et al. 2015). Since energy for maintenance is finite and entropy from

heat grows as the temperature increases, the supraoptimal domain features a rapid

decline in growth rate usually within a window of 5–10 �C. At temperatures>Tmax,

the temperature is lethal resulting in permanent inactivation (cell death). It has been

found where growth is otherwise not possible—due to some other limitation of the

system (pH, salt level, lack of nutrients, radiation and more)—that temperature

governs the inactivation rate (Ross et al. 2008; Zhang et al. 2010). As a result

psychrophiles are constrained by a temperature barrier but are compensated by

traits that give them fitness advantages in their particular cold habitats. Some
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microorganisms by virtue of a range of stress tolerance traits can achieve high

levels of ubiquity, for example, common bacteria of permafrost and Antarctic soils,

Psychrobacter and Exiguobacterium, can be found worldwide in all climatic zones

(Rodrigues et al. 2009) partly because the members have wide temperature ranges

(<0 �C to ~35–40 �C).
On the opposite side of Topt, growth rate declines as temperature declines. This

response essentially follows Arrhenius kinetics (Arrhenius 1889) in that cell reac-

tions are governed by temperature and that activation energies of enzymes within

cells collectively operate over defined temperature ranges that set the organisms’
temperature growth range. Psychrophiles have enzymes that have low activation

energy requirements due to the greater flexibility of the structures (Feller 2013) that

aids in formation of enzyme-substrate complexes. Cold temperatures can also cause

proteostasis-related problems (Bednarska et al. 2013) for cells due to protein

denaturation (Privalov 1990).

It was found quite some time ago that a square-root growth rate model

(Ratkowsky et al. 1983) readily interprets temperature growth responses and is

able to derive Tmin, Tmax and Topt values. The Ratkowsky model forms a reliable

albeit empirical interpretation of temperature/growth relationships (Heitzer et al.

1991). The exact same model can be applied to estimate temperature/growth

relationships of communities (Pietikäinen et al. 2005). Attempting to bring a

level of mechanistic understanding to this relationship is useful and relevant to

understanding psychrophily since it provides a better working knowledge of how

organisms operate in nature. The main approach is to increase the biological

connectivity of models, such as the development of thermodynamic models that

try to explain responses to temperature with a biochemical basis. Some recent

examples include a soil-oriented model based on activation energy (Schipper

et al. 2014); a second utilising the concept of ‘exergy’, the available energy in a

cell for biochemical reactions that takes into account entropy or reduction of

available energy (Desmond-Le Quéméner and Bouchez 2014); and a third on

protein stability (Corkrey et al. 2012, 2014).

To explore patterns of growth rate temperature, a large number of data sets were

compiled from as many sources in the scientific literature as possible to create what

is referred to as the biokinetic spectrum of temperature (Corkrey et al. 2016) or the

‘BKS’. This triangle-shaped relation peaks at a temperature of about 45 �C,
corresponding to the rapid growth rate of Clostridium perfringens, and has two

distinct descending curves towards increasingly colder and hotter temperatures.

The BKS provides an interesting overview of temperature relationships for bacteria

and archaea that makes up the bulk of the data used by Corkrey and colleagues.

Cold-adapted bacteria occupy the right-hand corner of the BKS (Fig. 15.1). A close-

up view shows the overlay of growth rate relationships but also shows that the data

has a degree of limitation in that it is especially sparse below 0 �C (Fig. 15.1).

Nevertheless, the protein stability thermodynamic model (Corkrey et al. 2014) was

found to fit the BKS concept quite well though it only provides so far a partial

understanding of the underpinning mechanistics of low- and high-temperature

adaptation. The BKS, however, does provide a credible means of assessing the
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limits to life on Earth in terms of temperature as well as in terms of growth rate.

Consequently, the BKS was used to predict maximum growth rates—essentially the

largest possible rates for life on Earth across the entire temperature spectrum. The

fastest rates are those performed by mesophiles and moderate thermophiles such as

Vibrio natriegens and E. coli (Topt 35–39
�C, generation time (GT) 10–20 min;

Weinstock et al. 2016), C. perfringens (Topt 42–46
�C, GT 10 min; Juneja et al.

2010) and Thermobrachium celere (Topt 60
�C, GT 10–15 min; Engle et al. 1996).

Cold-adapted bacteria obviously grow considerably more slowly, and at the tem-

perature extremes of ��5 �C, growth rates cannot be estimated easily due to

freezing problems. Bacteria from permafrost and sea ice show growth down to

�10 to �15 �C, including Colwellia psychrerythraea (Junge et al. 2003),

Psychrobacter spp. (Bakemans et al. 2003; Bergholz et al. 2009), Psychromonas
ingrahamii (Breezee et al. 2004) and Planococcus halocryophilus (Mykytczuk

et al. 2013) with GT calculated at 10–50 days. Planococcus halocryophilus,
which doubled roughly every 40–50 days at about �15 �C, is an exemplar of the

type of microorganism that would be expected to compete well in frozen and other

Fig. 15.1 Compilation of temperature versus growth rate curves forming the biokinetic spectrum

of temperature (Corkrey et al. 2016). The insetted graph magnifying the bottom right hand corner
of the BKS shows growth curves of psychrophilic bacteria and archaea and also shows data

sparseness below 0 �C. The graph was adapted from Corkrey et al. (2017)
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cold soils. The maximum growth rate predicted at �20 �C by Corkrey et al. (2017)

was estimated at 250 h (95% confidence limits and when pure water is the solute).

This is compared to the smallest GT estimated at 6.2–8.5 min at 45–46 �C, a
difference of 1800–2400-fold. These data are only inferred from what is currently

available in the literature, which as mentioned above tends to be sparse at the

extreme ends of the BKS. More data would be valuable in providing more accurate

concepts of what is truly the limit to life in the cryosphere and how fast micro-

organisms grow under subzero conditions taking into account in situ factors of the

environment.

15.3 Genome Availability Amongst Cold-Adapted Bacteria

Currently, as of early 2017, there are about 91,000 bacterial genomes and 2200

archaeal genomes. A general metadata survey of bacterial and archaeal genera from

polar regions, deep sea and marine locations, alpine and glacial environments and

other low temperature natural and artificial ecosystems (such as chilled food) was

performed. In general the state of metadata for genomes on databases (such as

NCBI and PATRIC) is patchy and often of limited value as they usually include

scant data and even data that is misleading and inaccurate. As a result literature

surveys were necessary to largely cover the available state of knowledge as of the

end of 2016 on psychrophilic bacterial and archaeal genomes. Out of 257 bacterial

and archaeal genera (1335 species) with sequence data surveyed that had some

connection to low-temperature ecosystems, only 59 genera contain genome-

sequenced strains that could be considered highly cold adapted. A further 137 gen-

era include a proportion of species that are psychrotolerant, while the remaining

genera examined had genome-sequenced species that were exclusively mesophilic.

Of the 59 genera with cold-adapted bacteria, almost all also contain psychrotolerant

and/or mesophilic sister species; 23 genera contained all three types and so are

especially useful for temperature-oriented genome comparisons. A total of 16 gen-

era had only psychrophilic species, but most of these only have a few extant species

and are likely incomplete in terms of the coverage of diversity. Time will tell if

mesophilic species relatives are found for these genera. These genera are also

denoted in Table 15.1. It is notable that at the species level strains can vary in

temperature growth range. For example, one strain of Acetobacterium bakii grew
well at 30 �C, while two other strains stopped growing at 30 �C (Kotsyurbenko et al.

1995). Thus, the distinctions of what is psychrophilic, psychrotolerant and

mesophilic are fairly arbitrary. Taken together organisms listed as psychrophilic

grow well at low temperatures (~5–10 �C) while mesophiles by comparison will not

grow or grow slowly and with reduced biomass levels.

From the data 137 genomes were found that belonged to psychrophilic bacteria

(n ¼ 134) and archaea (n ¼ 3) where corroborating growth data is generally

available. The phylogenetic relationship of these bacteria is given in Fig. 15.2.

These included strains that grow optimally at 20 �C or less (Table 15.2). Most of the
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strains are type strains. All speciated strains are taxonomically valid except for

Methanolobus psychrophilus (Zhang et al. 2008). A temperature of 25–30 �C
represents supraoptimal to lethal temperatures for these strains. Many strains that

are not speciated, and potentially represent undescribed species, are also available

with genomes, but a few have any available growth data and so were not considered

further here except in a few cases where data was available. Genomes extracted

from environmental metagenomes are also not considered for the same reason since

little data is available that provides credible growth rate versus temperature data for

uncultured microorganisms, let alone microorganisms of low-temperature systems.

The use of amino acid distributions could be used to assess their potential for

psychrophily (see next section); however, this was not done here. Overall a much

Fig. 15.2 A phylogenetic tree showing 16S rRNA gene sequences of genome-sequenced psy-

chrophilic species. The coloured sections correspond to the major taxonomic groups to which the

species belong (see Table 15.1). The tree was created using the Interactive Tree of Life online

application (itol.embl.de/) using maximum likelihood and neighbour joining algorithms
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Table 15.2 Distribution of DUF3494 type AFPs in cold-adapted bacteriaa

Taxonomic group Species or strain

Bacteroidetes

Aequorivita A. sublithincola

Arcticibacter A. eurypsychrophilus, A. barbardensis

Chryseobacterium C. antarcticum, C. gregarium, C. jeonii, C. luteum

Flavobacterium F. degerlachei, F. frigoris, F. fryxellicola, F. geldilacus, F. gillisiae,
F. micromati, F. noncentrifugens, F. omnivorum, F. urumqiense, F. xanthum,
F. xinjiangense, F. xueshanense

Gelidibacter G. algens

Gillisia G. limnaea, Gillisa sp. CAL575, Gillia sp. JM1

Hymenobacter Hymenobacter sp. DG5B

Lacinutrix Lacinutrix sp. Hel_I_90

Lutibacter Lutibacter sp. BRH_c52

Mucilaginibacter M. paludis

Pedobacter P. arcticus, P. oryzae, P. ruber

Polaribacter P. irgensii

Psychroflexus P. sediminis, P. torquis

Psychroserpens P. burtonensis

Rhodonellum R. antarcticum

Spirosoma S. spitsbergense

Firmicutes

Paenibacillus P. wynnii

Paenisporosarcina Paenisporosarcina sp. TG-14

Actinobacteria

Demequina D. aestuarii, D. lutea

Cryobacterium C. flavum, C. luteum, C. roopkundense, C. psychrotolerans, Cryobacterium
sp. MLB-32

Gammaproteobacteria

Colwellia Colwellia hornerae PAMC 20917, Colwellia sp. SLW05

Dasania D. marina

Idiomarina I. salinarum, Idiomarina sp. A28L

Marinobacter Marinobacter sp. ELB17, M. subterrani

Pseudomonas P. xinjiangensis, P. pelagia

Psychromonas P. ingrahamii

Saccharospirillum S. impatiens

Shewanella S. frigidimarina, S. denitrificans

Thiomicrospira T. arctica

Deltaproteobacteria

Desulfovibrio Desulfovibrio sp. DV

Geospychrobacter G. electrodiphilus
aAlso detected in the following species and strains: Cytophaga aurantiaca, Cytophaga hutchinsonii,
Sulfuricaulis limicola, Roseivirga echinicomitans, Nafulsella turpanensis, Marivirga tractuosa,
Pontibacter akesuensis, Pelosinus sp. UW01, Streptomyces spp. and some other actinomycetes,

Rhodoferax ferrireducens, Janthinobacterium sp. CG3, Candidatus ‘Gallionella acididurans’,
Sphaerochaeta spp. and some other spirochaetes. Also observed in several uncultured taxa from

metagenomes (e.g. Candidatus ‘Ignavibacteria’). Archaea that contain orthologs includeMethanoregula
boonei from a cold acidic bog, Haloterrigena sp., Halohasta litchfieldiae (from Deep lake, Antarctica)

and Halovivax asiaticus from a lake from Inner Mongolia. Eukaryotes possessing similar proteins

include fungi (Piloderma croceum, Fibulorhizoctonia sp., Typhula ishakariensis and others) and

sea-ice diatom (Fragilariopsis cylindrus)
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improved pool of data is available for comparative analysis as compared to a decade

ago. Amongst psychrophilic strain genomes, the specific statistics (Table 15.1) do

not show any unusual features, genome lengths are typical and G+C mol% content

is consistent with the genus where they belong and includes high and low values

depending on the source phyla. The number of rRNA operons (were available) and

tRNAs also highly varies between taxa but is generally consistent with higher-

temperature relatives.

15.4 Protein Amino Acid Content as Markers

for Psychrophily as Discerned from Genomes

Cold-active enzymes and low-temperature adjusted cell structures, such as tRNA

and ribosomes, make life possible in freezing conditions since they can process

biochemical reactions and mechanically function at low temperature successfully.

For example, tRNA nucleotide content in Archaea seems to increase with increas-

ing Topt and thus alters in flexibility based on genome data (Saunders et al. 2003);

however, psychrophiles cannot be readily distinguished from mesophiles on this

basis. The G+C content of genomes has not been found to be related to Topt when
relatively large genome sets are compared (Zeldovich et al. 2007). Similarly for

proteins the differences in amino acid content between psychroactive and

mesophilic counterparts are subtle (Georlette et al. 2004; D’Amico et al. 2006;

Siddiqui and Cavicchioli 2006; De Vendittis et al. 2008). Only specific changes are

needed to affect significantly the temperature-based catalytic properties of an

enzyme. Folding also effects discrete changes in protein structure that affect

catalytic efficiency at different temperatures (Feller 2013). It was found that the

Hsp70 (GroEL/GroES) complex from Oleispira antarctica (Table 15.1) when

expressed in E. coli resulted in E. coli being able to grow at low temperature

where before it could not (Ferrer et al. 2003). Based on their data, the growth rate

of the E. coli transgenic train was improved 141-fold at 8 �C (close to the wild-type

strain notional Tmin value) and was threefold faster at 15 �C. Growth occurred at

4 �C, and the notional Tmin was estimated to be�13.7 �C after using the Ratkowsky

square-root model. The result importantly shows that the capability of

psychrotolerant bacteria to grow at low temperature is strongly controlled by

rate-limiting steps in protein folding, a process that requires a substantial invest-

ment of cell energy (Rothman and Schekman 2011). Other traits possessed by

E. coli seem to provide fitness for low-temperature growth, in the absence of

other challenges of cold ecosystems (such as freezing).

Cold-active enzymes are generally comparatively thermolabile due to a different

distribution of non-polar and charged amino acid residues. This allows substantial

activity at ecosystem relevant temperatures, such as �0 �C in sea ice (Huston et al.

2000). Several studies have examined genome data to determine trends in amino

acid substitutions affecting low-temperature catalytic rates and/or stability. Some
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groups of microorganisms such as the haloarchaea seem to have an inherent limit to

the flexibility of their enzymes. For example,Halorubrum lacusprofundi, one of the
dominant life forms in Deep Lake, Antarctica, and one of the most extreme still

liquid environments on Earth (annual temperature 5 �C to �21 �C, ~30% salinity),

has subtle changes to proteins that help with both high-salinity and low-temperature

adaptation (DasSarma et al. 2013). This is of interest when considering the limits of

life on Earth. Examination of a substantial number of proteomes of psychrophilic

versus mesophilic bacteria and archaea have provided further insights into amino

acid preferences and the locations of amino acid changes that influence protein

structure (Metpally and Reddy 2009; Ayala-del-Rı́o et al. 2010). A number of

criteria have been defined for cold-active proteins that can be useful in predicting

psychrophily of overall proteomes when compared to mesophilic relatives:

1. Relative levels of arginine (R) versus arginine plus lysine (E). Arginine creates

more salt bridges than lysine, promoting stability (Siddiqui et al. 2006). It should

be noted higher levels of lysine also stabilise thermophilic proteins through

entropic processes (Berezovsky et al. 2005).

2. Relative amount of acidic residues—glutamate (Q) and aspartate (D). Collec-

tively reduced levels of Q and D reduce the number of salt bridge forming with R

and E.

3. Amount of proline (P). Less proline enhances chain flexibility of protein sec-

ondary structure (Sakaguchi et al. 2003). Less proline also helps avoid the

limitations of the rate-limiting step of proline isomerisation during protein

folding, which is slowed further at low temperature (Feller 2013). Trigger factor,

which acts as a prolyl cis-trans isomerase, is more abundant at low temperature

(Piette et al. 2010), and cold-active versions have efficient prolyl isomerase

activity (Godin-Roulling et al. 2015).

4. Lower levels of hydropathicity, scored as the grand average of hydropathicity

(GRAVY) (Kyte and Doolittle 1982). Typically cold-adapted bacteria have less

buried hydrophobic residues that would affect folding processes (Sælensminde

et al. 2009; Feller 2013).

5. A fifth criterion is the measure of the aliphatic index, which provides an estimate

of the protein packing volume (Ikai 1980). However, this measure appears less

sensitive unless buried amino acids are specifically analysed since the link with

cold-active enzymes seems to mainly relate to buried amino acid residues and

overall measurements lose information (Ayala-del-Rı́o et al. 2010).

Though there is little universality of these amino acid substitutions, they can

provide valuable insight into modifications that can be applied to improve enzyme

function for practical applications (Metpally and Reddy 2009). In the big picture

sense, seven amino acids (I, V, Y, W, R, E, L) were found to be collectively the

most influential, correlating broadly to overall bacterial and archaeal Topt
(Zeldovich et al. 2007). For psychrophilic bacteria the ratios of these amino acids

are typically 38–39% of total amino acid residues versus 40–41% for most meso-

philes. The relationship of IVYWREL content to Topt is not strong enough for it to

be able to accurately predict the Topt of psychrophiles. In the study of the
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Planococcus halocryophilus strain Or1, which has a large temperature growth

range (Mykytczuk et al. 2013), only three of the five above criteria fitted. The

wide temperature growth range of this organism suggests it has not undergone

selection for enhanced protein flexibility and thus allows it to maintain fitness under

a range of conditions. It is also recognised that low temperature effects the perme-

ability of the lipid bilayer and could denature membrane proteins that carry out vital

processes such as transport, adhesion and motility. Data suggests that exposed parts

of membrane proteins seem more likely to have amino acid differences that provide

cold adaptation benefits (Kahlke and Thorvaldsen 2012). This in turn suggests the

lipid portion of the membrane is also crucial for cold adaptation.

15.5 Comparative and Functional Studies of Genomes

of Psychrophilic Bacteria and Archaea

Comparative genomic studies provide a perspective on traits acquired and lost in

microorganisms and are especially useful when empirical phenotypic, biochemical

and genetic data is available to support interpretations. Furthermore, annotated

genomes can provide predictions on unrealised functionality as well as provide a

detailed view of evolutionary and taxonomic relationships. For psychrophilic

archaea and bacteria, comparative genomics places emphasis on the basis of cold

adaptation. This includes questions related to what are the cold adaptation-linked

traits present; how they might contribute to temperature preferences, and how these

traits collectively relate to the ecosystem the psychrophile inhabits.

Comparative and functional studies have been performed utilising sequenced

complete and draft genomes of single psychrophilic strains and, where available,

multiple genomes from closely related species. In several cases these studies have

been coupled with transcriptomic and proteomic analysis. Comparative studies

have been performed on groups of species including cold-adapted archaeal species

Methanococcoides burtonii and Methanogenium frigidum (Saunders et al. 2003)

and species of the bacterial genera Shewanella (Zhao et al. 2010), Octadecabacter
(Vollmers et al. 2013), Glaciecola (Qin et al. 2014), Psychroflexus (Feng et al.

2014, 2015), Paenibacillus (Moreno Switt et al. 2014), Arctic seawater-derived

Psychrobacter strains (Moghadam et al. 2016), cold-water fish pathogens (Touchon

et al. 2011; Castillo et al. 2016; Vincent et al. 2016) and Pseudoalteromonas (Bosi
et al. 2017). Examples of intensive genome studies on specific psychrophilic and

psychrotolerant strains include Colwellia psychrerythraea strain 34H, the first

psychrophile to be genome sequenced (Methé et al. 2005; Nunn et al. 2015);

Methanococcoides burtonii (Allen et al. 2009; Burg et al. 2010; Campanaro et al.

2011; Williams et al. 2010a, b, 2011); Methanolobus psychrophilus R15 (Chen

et al. 2012, 2015); the deep sea species Luteimonas abyssi (Zhang et al. 2015);

Arctic Mesorhizobium strain N33 (Ghobakhlou et al. 2015); Shewanella
livingstonensis Ac10 (Kawamoto et al. 2007; Park et al. 2012); Psychromonas
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ingrahamii strain 37 (Riley et al. 2008); Planococcus halocryophilus Or1

(Mykytczuk et al. 2013); Pseudoalteromonas haloplanktis TAC125 (Fondi et al.

2015); the type strain of Pseudomonas extremaustralis (Tribelli et al. 2015); and
Antarctic desert-soil strain Nesterenkonia sp. AN1 (Aliyu et al. 2016). The

genomes of these species have been investigated in terms of ecology, lifestyle,

metabolic models, environmental processes, and almost universally cold adaptation

strategies.

Through research and bioinformatics investigations, certain cellular traits can be

discerned that are closely connected to psychrophily and cold adaptation though it

is rare to find any that are exclusively connected to only cold adaptation since most

traits have broad functionality and thus have a degree of temperature independence.

The main traits discussed further in this review have been distilled from genomic

comparisons and functional studies as listed above. In some cases relevant traits are

firmly linked to cold adaptation either because they are induced at low temperature

or when disabled result in poor or no growth at low temperature, for example,

osmolyte uptake (Angelidis et al. 2002) and fatty acid biosynthesis (Zhu et al.

2005). Psychrophily also can represent the loss of traits that allow growth at higher

temperatures. These are much more difficult to discern since the phenotype of

psychrophily needs to be evaluated in the context of temperature by empirical

experiments. Thus, this review focuses only on traits gained rather than lost.

Furthermore, the traits considered are generally stable within genomes since they

would theoretically contribute to positive and purifying selection (Bosi et al. 2017)

in a given cold ecosystem.

More specifically comparisons of genomes coupled with functional studies

provide insights that in general suggest that psychrophiles in their diversity have

arrived at their psychrophily in a myriad of different ways though they use a limited

pool of traits that are just part of a fundamental conserved framework found in

psychrophilic to at least mesophilic species. For example, gene expression and

proteome studies on the saline Antarctic lake-derived methanogen Methano-
coccoides burtonii have demonstrated that cell envelope, RNA and protein struc-

ture are compromised at low temperatures if not appropriately maintained and

managed (Williams et al. 2010a, b, 2011; Campanaro et al. 2011). This lead to

the discovery of TRAM domain proteins that seem to act as RNA chaperones

analogous to cold-shock proteins (CspA family proteins) in bacteria. These proteins

are found in most if not all archaea (Taha et al. 2016). The studies also demon-

strated that growth rates are directly linked with metabolic and energy-generation

pathway activity as inferred from transcript levels and via proteomics. The overall

activity declines with temperature as would be expected with a declining growth

rate with lowering temperature. In M. burtonii transporters that import glycine

betaine, molybdate, iron and phosphate were more abundant indicating the greater

need for the resources for maintaining fitness under cold conditions.

A second example is the species Psychroflexus torquis ATCC 700755, a strictly

aerobic flavobacterial epiphyte which occurs in sea ice algal assemblages. Genome

comparative analysis with the closely related Antarctic hypersaline lake species

P. gondwanensis was performed (Feng et al. 2014) (Fig. 15.3). Genome data
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revealed P. torquis has a consistently larger genome than all of its five genome-

sequenced sister species (4.3 Mb vs. 2.7–3.3 Mb) (Table 15.1). This extra genetic

material forms ‘genomic islands’ (Langille et al. 2010) that are completely absent in

the other genomes and are likely acquired through horizontal gene transfer (HGT)

processes based on their divergent G+C values and the presence of HGT-related

genes (transposases, integrons) that might be selfish (addiction modules, group II

retrons) (Zimmerly and Wu 2015) and thus could affect fitness. Likewise, the other

species have their own unique genomic islands but on a smaller scale and which are

not linked to cold adaptation. There seems extensive evidence of both gene gain and

loss through HGT processes in P. torquis (Feng et al. 2014). This has been observed
in other cold-adapted bacteria such as Octadecabacter arcticus and O. antarcticus
(Vollmers et al. 2013) and in fish pathogen Aeromonas salmonicida (Vincent et al.

2016). In the case of P. torquis ATCC 700755, these islands contain genes that

provide psychrophilic traits including the ability to synthesise polyunsaturated fatty

acids (see following section), compatible solute uptake, putative antifreeze proteins

and exopolysaccharides (EPS) (Feng et al. 2014).

Similar cold traits have been frequently identified in the genomes of other

psychrophiles. For example, in the analysis of the Psychromonas ingrahamii strain
37 genome there was suggestion of:

1. Hypothetical proteins that seem cold adapted based on their amino acid

composition.

2. An EPS gene cluster that formed an EPS that seems to protect cells from freezing

by acting as a cryoprotectant (Breezee et al. 2004); a similar phenotype was

found for Colwellia psychrerythraea 34H (Methé et al. 2005; Marx et al. 2009;

Nunn et al. 2015).

3. The main osmolyte accumulated seemed to be glycine betaine.

4. A large number of TRAP family transporters could aid nutrient acquisition

(Riley et al. 2008). Similar types of adaptations though never exactly the

same are noted in other studies.

The study of theM. burtonii genome suggested it had high plasticity and seemed

to have acquired traits that allowed it to fit into a cold niche (Allen et al. 2009). A

similar observation was observed in the genomes of O. arcticus and O. antarcticus
isolated from sea ice, which have very high levels of infiltration of HGT elements

that have brought along features to the cell that could aid in survival, including

xanthorhodopsin, a means to energise membrane electron transport via light

harvesting, and also cyanophycinase, a means to obtain nitrogen from poly-L-

aspartic acid (cyanophycin), a nitrogen storage polymer common in algae

(Vollmers et al. 2013). The ability to combat oxidative stress was also noted as a

significant trait, for example, aiding the cold adaptation and survival of Nesteren-
konia sp. AN1, in soils of the Antarctic Ross Desert, one of the driest and coldest

environments on Earth that can sustain some life. This strain relative to its warm

temperature-adapted relatives (such as Nesterenkonia alba) had a greater propor-

tion of cold-shock protein, DNA repair, fatty acid biosynthesis, osmoprotective and
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oxidative management stress genes in terms of genome gene proportion (Aliyu

et al. 2016).

In the case of Colwellia psychrerythraea 34H, a number of cold adaptation traits

are identified including those already mentioned including EPS, compatible solutes,

omega-3 polyunsaturated fatty acids, oxidative stress management and enzyme

flexibility (Methé et al. 2005). Proteomics performed on cells of 34H grown at

�1 �C and at �10 �C in ice confirmed these observations especially in regards to

EPS and osmolyte management (Nunn et al. 2015). At �10 �C more effort was

emphasised in cells in terms of DNA repair, chemotaxis and sensing processes.

Modulation also occurred in cell envelope, metabolism, iron and nitrogen uptake

(Nunn et al. 2015). Overall, the differences were still rather subtle and tend to

suggest that the strain uses a similar array of traits and works at a slowed pace at

subzero temperatures and that energy is directed to cell maintenance and stress

responses, which are largely compensatory in nature ensuring cell survival. This is

not unlike other forms of stress where when growth permissiveness is challenged,

the overall processes become increasingly temperature dependent since disorder

(entropy) in the system rapidly increases, especially when moving beyond growth

limits (Ross et al. 2008; Zhang et al. 2010; Corkrey et al. 2014).

The genome of Planococcus halocryophilus strain Or1 featured several cold

adaptation traits, such as a large number of compatible transporters (Mykytczuk

et al. 2013). Expression studies revealed cell envelope modification including EPS

synthesis, energy metabolism (increased ATP synthesis), ion transport, transcrip-

tion and translation modulation that were important for survival at ��10 �C. The
studies of Nunn et al. (2015) and those on M. burtonii mentioned above parallel

these findings. The overall interpretation is that psychrophily relies at least to some

extent on adaptive plasticity to acquire more cold-adaptation-relevant traits. These

seem to be coupled with efficient use of resources allowing generation of residual

energy above and beyond what is needed to counter deleterious effects of extremely

low temperature including protein denaturation, slow enzymatic reactions and

associated metabolic bottlenecks and membrane permeability limitations. The

combined use of genomics, gene expression and proteomic analysis has the

power to develop a more systems-based understanding of psychrophily in model

organisms, for example, as done with Pseudoalteromonas haloplanktis TAC125 in

terms of metabolic models (Fondi et al. 2015). Studying strains spread over a

number of phyla and from contrasting ecosystems would be illuminating for

investigating the limits to life.

Metagenomic studies also clearly have their place in this area. Many

psychrophiles are likely being uncovered by the ever growing number of population

genomes and metagenomes created in recent times from samples collected from

cold ecosystems (Simon et al. 2009; Berlemont et al. 2011; Han et al. 2012;

DeMaere et al. 2013; Lay et al. 2013; Ugalde et al. 2013; Wright et al. 2013;

Bowman et al. 2014; Choudhari et al. 2014; Glass et al. 2014; Klippel et al. 2014;

Tveit et al. 2014; Anderson et al. 2015; Bowman and Ducklow 2015; Lee et al.

2015; Chrismas et al. 2016; Colangelo-Lillis et al. 2016; Le et al. 2016; Lopatina

et al. 2016; Raymond 2016; Tschitschko et al. 2016; Goordial et al. 2017).
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However, proving they are psychrophilic may require use of predictive tools such as

using developing inferences from amino acid content and the presence of genes

found in cultured psychrophilic and psychrotolerant species. This has yet to be done

in any systematic way and could be useful, especially aligned with larger scale

concepts such as the BKS.

An exemplary example of a metagenomic analysis of cold ecosystems was the

study of Ace-C, a dominant bacterial taxon within meromictic, marine saline Ace

Lake located in the Vestfold Hills of Eastern Antarctica (Ng et al. 2010). Ace-C, a

phototrophic member of the phylum Chlorobia (green sulphur bacteria), is the only
reported cold-adapted bacteria within this phylum to date with substantial data,

including genomic, transcriptomic and proteomic information. The study by Ng

et al. (2010) revealed the traits these organisms use to survive without needing to

culture, though this was aided by the microbe completely dominating a particular

depth of Ace Lake, at about the oxycline. Primary adaptations used by Ace-C

include (1) specific bacteriochlorophyll and pigment production that likely maxi-

mises photon capture; (2) tight regulation of its sulphur metabolism in addition to

syntrophic relations developed with sulphate-reducing bacteria in the anoxic layer

of Ace Lake for sulphur supply; and (3) oxidative stress management that was

found to be important for its survival since its biomass concentrated near the

oxycline where it could be periodically exposed to cold O2-rich waters in the

upper layer of the lake.

Genomics has been useful in revealing features of cold adaptation including

cold-inducible proteins that provide a perspective on how bacterial and archaeal

cells manage low temperature at a fundamental level. For example, cold shocking

of Shewanella livingstonensis Ac10 (Kawamoto et al. 2007) revealed via proteo-

mics that it increased the abundance of proteins associated with RNA synthesis

(RpoA, GreA, CspA), protein folding (including Tuf, Efp, LysU, Tig), membrane

transport (OmpA and OmpC) and flagella proteins (FlgE and FlgL). Experiments

can also tend to be more practical and provide underpinning knowledge in

man-made systems. An example of such a study investigated enzymes produced

by pasteurisation of cold-adapted Paenibacillus spp. at 6–7 �C (Moreno Switt et al.

2014). This is useful since most wastage of food via spoilage in modern systems is

due to a ‘food microbiome’ consisting largely of psychrotolerant and psychrophilic
bacteria including Pseudomonas, Shewanella, Psychrobacter, Photobacterium,
Carnobacterium and other cold-adapted lactobacilli, Brochothrix, Clostridium
and other spore-forming bacilli for which much genome data is available now.

Genomic approaches may also pave the way to counter cold-water fish infectious

diseases caused by the pathogens Flavobacterium psychrophilum (Castillo et al.

2016), Aeromonas salmonicida (Vincent et al. 2016) and Aliivibrio salmonicida
(Kashulin et al. 2017).

It was found that by examining the evolutionary connections of cold-adapted

traits between Pseudoalteromonas spp. (Bosi et al. 2017) and Glaciecola spp. (Qin

et al. 2014), there is support of the concept that they are highly beneficial and would

support increased fitness in appropriate cold ecosystems. Traits that have been

highlighted tended to focus on central processes or comprise a particular pool of
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traits. The distribution of major cold adaptation traits amongst psychrophilic micro-

organisms as determined by examining genome data is covered in the next sections.

15.6 Membrane Phospholipid Content in Psychrophiles

and Associated Gained Genes and Proteins

Membrane fluidity homeostasis is critical for growth at low temperature. Disabling

the ability to synthesise certain enzymes in model bacterial species leads to mutants

unable to grow at low temperature. For example, disabling branched chain fatty

acid synthesis in the psychrotolerant human pathogen Listeria monocytogenes leads
to a mutant with very poor growth at 10 �C (Zhu et al. 2005). The proportionally

increased levels of fatty acids that relatively promote increased fluidity are a major

tactic by bacteria to enable growth over a wide temperature range. The shift by

some microorganisms to the colder end of the BKS may suggest that the fluidisation

of membranes becomes ‘fixed’ and that the ability to apply thermotolerance to

membranes becomes lost. Fatty acid profiles tend to be relatively conserved at the

genus level with quantitative rather than qualitative differences predominating.

Changes in the ratios of acyl chain length, proportion of unsaturated and branched

chain fatty acid types, comprise a homeostatic mechanism that involves enzymes in

at least some bacteria activated transiently by a thermosensory two-component

histidine kinase/response regulator system. These systems are likely widespread in

bacteria and archaea (Sengupta and Garrity 2013; Inda et al. 2014; Porrini et al.

2014). Thus, psychrotolerant versus mesophilic bacteria could differ in that

psychrotolerant strains can better fluidise their membranes via either desaturation

of lipids or changing branched chain fatty acid (BCFA) levels, for example, by

increasing anteiso C15:0 levels as found in L. monocytogenes. Various mesophiles

like E. coli already have some flexibility in this sense, while other bacteria, such as

Campylobacter jejuni, seem inflexible and may reflect their econiche preferences

and degree of host adaptation (Hughes et al. 2009). Various psychrophiles as well as

psychrophilic piezophiles have overtly adapted to low temperature by gaining

genes that allow synthesis of omega-3 polyunsaturated fatty acids (PUFA) includ-

ing eicosapentaenoic acid (EPA, 20:5ω3) and docosahexaenoic acid (DHA,

22:6ω3c). Some PUFA-producing bacteria also can produce arachidonic acid

(AA, 20:4ω6c). AA, EPA and DHA all increase membrane fluidity while shorter

chain, less unsaturated lipids such as oleic acid (18:1), linoleic acid (18:2), and

α-linolenic acid (18:3) have substantially weaker effects (Yang et al. 2011).

The synthesis of PUFA has come through the apparent HGT of a polyketide

synthase (PKS) gene cluster that includes five genes (pfaABCDE). Three classes of
bacterial PUFA synthesis PKS are known (Shulse and Allen 2011a, b) (Fig. 15.4).

One class termed group A by Shulse and Allen (2011b) creates EPA, group B

creates DHA, and class D creates AA and EPA depending on the species. PUFA pfa
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gene clusters are only found in marine bacteria (Shulse and Allen 2011a), so far

restricted to Gammaproteobacteria and Bacteroidetes, primarily in psychrophiles.

Based on surveys of the list of psychrophilic and other cold-adapted bacterial and

archaeal genomes mentioned previously (Table 15.1), group A pfa genes are mainly

possessed by members of the genus Shewanella as well as in the deep sea moderate

piezophile Photobacterium profundum and include all psychrophilic species with

genomes available, as well as some psychrotolerant species (such as

S. putrefaciens). Group A pfa cluster genes are also found in some psychrotolerant

Vibrio spp. such as V. splendidus and V. tasmaniensis. Group B pfa genes are found
in most if not all Colwellia, Psychromonas and Moritella species, as well as in the

species Pseudoalteromonas denitrificans, the most cold-adapted species of that

genus. Group D pfa genes are found in members of the phylum Bacteroidetes and
is rare, spread across several genera but typically just in specific psychrophilic

species or strains including Psychroflexus torquis, Maribacter antarcticus,
Psychroserpens jangbogonensis, Aureispira spp. and unclassified strains within

the genera Ulvibacter and Dokdonia. Aureispira species, which predate other

bacteria (via ixotrophy), produce large amounts of AA, and this has been shown

to be made by the class D pfa/PKS system (Ujihara et al. 2014). Ujihara and

colleagues also showed PUFA synthesis requires the PfaE protein, a 4-
0-phosphopantetheinyl (40-PP) transferase that post-translationally modifies

apo-acyl carrier protein to holo-ACP by adding a 40-PP moiety to an invariant

serine residue. Holo-ACP is activated to allow thioesterification of the bound fatty

acid acyl chain from the 40PP distal end. In P. torquis the pfa cluster is located on a
genomic island (see Fig. 15.3) and unlike Aureispira spp. instead makes mainly

EPA and only some AA. Regulatory systems involved in controlling expression of

PUFA proteins are unstudied, but a putative regulator gene is located between pfaA
and pfaE in all PUFA-producing strains suggesting it plays a role in controlling

expression of some or all pfa genes. There is possibly a link to thermosensing since

in P. torquis the EPA/AA ratio increases as temperature drops (Nichols et al. 1997)

suggesting expression is temperature dependent. At 2 �C proteomics revealed the

pfa cluster in P. torquis was strongly translated (Feng et al. 2014); however, the

specific thermosensory regulation if any remains to be elucidated.

pfaD pfaC pfaB pfaA pfaR pfaE

pfaD pfaBC pfaA1 pfaA2 pfaR pfaE

Pfa cluster Type
A

B

D

Fig. 15.4 Polyketide synthase type pfaABCDE gene clusters that allow synthesis of PUFA as

defined by Shulse and Allen (2011a, b). Group A, B and D pfa gene cluster synthesise EPA, DHA
and EPA and/or AA, respectively. The gene pfaR is a putative transcriptional regulator.
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15.7 Antifreeze Proteins with the DUF3494 Domain Are

Prevalent Amongst Psychrophilic Bacteria

Freezing of water is potentially detrimental to microorganisms with cryodamage

worsened when the freezing process is relatively slow. This is due to formation of

larger ice crystals than what is found in flash freezing. Ice crystals that form in the

cytoplasm act as a solute, and large amounts lead to the intake of water resulting in

the increase of osmotic pressure and subsequent membrane rupture. Alternatively,

external ice formation causes water loss from cells as it reduces water availability.

Bacteria combat freezing in two ways: first by concentrating compatible solutes in

the cytoplasm and second by utilising ice-active or antifreeze proteins (AFPs) that

hinder or control the recrystallisation of water in the immediate region around the

cell or within the cytoplasm itself (Lorv et al. 2014; Bar Dolev et al. 2016a, b;

Cheung et al. 2017). Compatible solutes are discussed in the next section.

AFPs are a diverse set of proteins belonging to a number of different protein

superfamilies, several with no classification. In general AFPs are not subgrouped

owing to their diverse nature both structurally and functionally. Until more data is

available, AFPs are generally only associated with the groups of organisms they are

found (Lorv et al. 2014; Bar Dolev et al. 2016b; Cheung et al. 2017). AFPs have

been studied extensively in bacteria and eukaryotes.

One famous group of AFPs are called ice-nucleation proteins (INPs). INPs are

mainly restricted to plant-associated bacteria including Pseudomonas spp.,

Xanthomonas spp. and Pantoea spp. and can trigger ice crystal nucleation events

at high-subzero temperatures (Bar Dolev et al. 2016a, b). The ice crystal formation

is used as a means to disrupt plant cells to gain access to nutrients. INP-forming

bacteria, such as the plant pathogen Pseudomonas syringae, are psychrotolerant but
not psychrophilic. Screening for INPs has failed to find them in freezing ecosystems

such as sea ice or polar lakes where one theory was that they could act as nucleators

of ice formation. However, they are ubiquitous in precipitation worldwide

(Christner et al. 2008), and thus wind- and rain-transported bacteria with INPs

could act as nuclei for ice formation. INPs are large proteins of around 130 kDa

with numerous repeat domains. No INP-type orthologs are found in the strain

genomes listed in Table 15.1 and seem entirely restricted to pseudomonads and

some other members of class Gammaproteobacteria.
Several diverse proteins have been found to have antifreeze properties, which

allow bacteria and eukaryotes living in freezing-prevalent environments to control

the size and shape of ice crystals in supercooled liquids. These proteins do this by

thermal hysteresis and by controlling ice recrystallisation. Based on the literature,

AFPs use both of these processes though the level of hysteresis can be quite

minimal. Some AFPs can strongly depress the equilibrium freeze-temperature

point (by up to 6 �C), a process called hyperactive thermal hysteresis, and simul-

taneously raise the melting temperature of ice (hysteresis melting), essentially

heating the ice by up to around 0.1–0.2 �C. Ice crystals neither grow nor melt in

the hysteresis-controlled-temperature range; however, when the temperature drops
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below the equilibrium point, crystal formation occurs, often explosively, in a burst

pattern. The temperature range of hysteresis varies widely, and in general it was

thought bacterial thermal hysteresis ranges of bacterial AFPs tend to be smaller

(0.1–0.3 �C) than those of fish, plants and insects (Middleton et al. 2012; Lorv et al.

2014). Several recently studied recombinant bacterial hyperactive AFPs (see

below) have hysteresis temperatures equivalent to insect and fish AFPs (2–5 �C)
(Kawahara et al. 2007; Hanada et al. 2014) when at sufficient concentrations and in

the presence of ligands and solutes. Bacterial extracts alone give weak results likely

because the protein is not highly abundant and possibly because it requires some

form of activation.

Reducing ice recrystallisation by AFPs seems a prevalent activity and prevents

ice crystal size increasing in size. This is because the amount of protein required can

be very low, indeed nanomolar levels (Mangiagalli et al. 2017). This is important

since as subzero temperatures drop ice crystals tend to be bigger due to small ice

crystals combining together. This impediment of crystal size reduces the probabil-

ity of cryodamage and applies to either the cytoplasm if the AFP is cytosolic or the

external environment if the AFP is secreted. AFPs have been noted in a range of

bacteria, but relatively few examples have been studied in depth with functionality

characterised and crystal structures of proteins also obtained. An AFP from Pseu-
domonas putida strain GR12–2 (Sun et al. 1995; Muryoi et al. 2004) was

characterised that had modest thermal hysteresis activity but promoted survival of

the bacterium in freezing conditions. The protein precursor of this AFP is 50 kDa in

size and is unusual in that is highly glycosylated and lipidated (increasing molec-

ular mass to 164 kDa). Based on genome comparisons performed here, this AFP is

restricted to only strain Gr12–2 so far based on conserved domain structure and

homology. Another AFP was isolated from an Antarctic psychrophile classified

oddly as Moraxella catarrhalis (Yamashita et al. 2002); most likely this is a

member of the genus Psychrobacter; however, no sequence is available to confirm

this nor is there a protein sequence for the AFP. This is the case for many other

reports of AFP activity in bacteria but still suggests AFP activity is widespread

(Wilson and Walker 2010; Wilson et al. 2012; Wu et al. 2012).

An isolate of the species Marinomonas primoryensis (not the type strain)

detected in a large screen for bacterial AFP activity from Antarctic lakes in the

Vestfold Hills region produces an unusual large (1.5 MDa) adhesin-like AFP that

has a large thermal hysteresis (2 �C) and seems to be used by the bacterium to

survive freezing (Gilbert et al. 2005). This AFP is complex in having five subunits

and requires Ca2+ for stabilisation of the complex that forms (Garnham et al. 2011).

Only subunit IV interacts with ice clathrates and is about 30 kDa in size. It was

shown that this definitively is able to bind to ice and that the ice interaction is not

just a chance feature (Bar Dolev et al. 2016a). Most of the size of this adhesin is due

to 120 tandem repeats of subunit II that forms a kind of cell extension to provide

better access to surfaces. Comparison with available genomes indicates this

AFP/adhesin is unique to the M. primoryensis strain it is from. The type strain of

the species has not been sequenced yet, and so no data is available if it is prevalent
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in the species M. primoryensis or relatively unique being acquired by horizontal

gene transfer.

Proteins that have been classified with functionally unknown DUF3494 domains

have been shown to be AFPs. These AFPs were initially characterised from a

number of polar environment-sourced bacteria including Flavobacterium frigoris
PS1 (Raymond et al. 2007), Flavobacterium xanthum (Kawahara et al. 2007) and

Colwellia sp. SWL05 (Hanada et al. 2014) (Fig. 15.5). Similar proteins have been

found in metagenome surveys of Antarctic moss bacteria (Raymond 2016), and

orthologs are found in yeast and other ascomycetous fungi, algae and ciliates.

Crystal structures have been solved for the versions from F. frigoris PS1

(Do et al. 2014), Colwellia sp. SWL05 (Hanada et al. 2014) and the snow mould

Typhula ishikariensis (Kondo et al. 2012) (Fig. 15.5). These AFPs have large

thermal hysteresis values, lack repeat domains and can control recrystallisation

and formation of ice crystals. Surveying psychrophile genomes here reveals

orthologs of this AFP family are prevalent in psychrophilic bacterial species and

are also found in some archaea from cold ecosystems (Table 15.2). Most impor-

tantly they rarely if at all appear in bacteria that do not have some level of cold

adaptation, either proven or inferred (from their ecosystem source). Orthologs

detected in archaea include a methanogen Methanoregula boonei (Bräuer et al.
2011) and haloarchaea, including Halohasta litchfieldiae from Deep Lake, Antarc-

tica (Mou et al. 2012) (Table 15.2). Some interesting variations of DUF3494 AFPs

occur including 35 kDa orthologs in the Antarctic species Aequorivita sublithincola
that have C-terminal T9SS secretion domains. The type IX secretion system (T9SS)

terminal domains represent characteristic signal peptide domains used by members

of the Bacteroidetes for the export of many proteins (McBride and Nakane 2015),

including those involved in gliding motility. Another version occurs in

Psychroflexus torquis in which the DUF3934 domain is located at the N-terminal

ends of putatively T9SS secreted proteins of 100–110 kDa. The DUF3494 domains

Fig. 15.5 Diagrammatic

representation of the

structure of the DUF3494-

type antifreeze protein from

Flavobacterium frigoris
PS1 as determined by Do

et al. (2014). The two chains

forming the protein are

separately coloured and

viewed from the front. The

associated single Na+

(purple sphere) and four

sulphate ligands are also

shown. Image obtained

from the EMBL-EBI

Protein Data Bank
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in this case are quite divergent. The aforementioned AFP from F. xanthum has

several repeat regions accompanying the DUF3494 domain (Hanada et al. 2014).

Orthologs of this protein are prevalent in Flavobacterium and some other members

of the phylum Bacteroidetes. Other proteins with DUF3494 domains occur with

additional domains in other taxa. Functionally it remains to be seen if these proteins

also have antifreeze activity. The survey suggests AFPs are commonly distributed

in bacteria and other life forms from cold regions though they require further study

to verify functionality and cellular roles.

15.8 Compatible Solute Uptake Transporters

and Synthesis Pathways Revealed by Genomics

in Psychrophiles

Compatible solutes are low molecular mass compounds that can be accumulated to

high levels in the cytoplasm without affecting protein and other cell functions.

Their main role is to act as osmoprotectants and stabilise proteins and membranes;

doing so provides defence against a range of stress including mainly low water

activity but also low temperature, freezing, heat, starvation, desiccation and solvent

stresses (Wood et al. 2001; Roberts 2005; Hoffmann and Bremer 2011, 2017;

Vyrides and Stuckey 2017).

Bacteria and archaea can accumulate compatible solutes from the external

environment via a range of transporters (Hoffmann and Bremer 2011, 2017).

Compatible solutes can also be synthesised de novo (Roberts 2005). Most bacteria

and archaea have a capacity to either accumulate or create compatible solutes, and

so distinctions in terms of capability are usually not relevant when comparing

psychrophiles to mesophiles. This is also complicated further by the fact that

osmoprotection by accumulated solutes is also highly important for halophilic

and halotolerant species. The most simple solute that is accumulated and usually

held at constant levels in the cytoplasm is K+, commonly used by haloarchaea and

other archaea as their means of osmotic control (Grant 2004). Transporters for K+

come in several forms and occur virtually universally. Thus, it is assumed most

psychrophiles accumulate K+ as part of normal cytoplasmic homeostasis (Binepal

et al. 2016; Checchetto et al. 2016). The main organic compatible solutes include

amino acids such as L-proline; amino acid derivatives such as glycine betaine,

carnitine and ectoine; and disaccharides and polyols, in particular trehalose, sucrose

and inositol. A range of other compounds are formed as compatible solutes in

thermophilic archaea and bacteria (Roberts 2005; Empadinhas et al. 2007; Lamosa

et al. 2013; Borges et al. 2014).

Most psychrophilic taxa contained betaine-choline-carnitine transporter

(BCCT)-type uptake systems that take up a combination of glycine betaine, choline,

carnitine or (hydroxy)ectoine. By comparing sequences of BCCT transporters to the

genomes listed in Table 15.1, they appear to be quite prevalent in psychrophiles
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(Fig. 15.6). Not all species possess them, and the pattern seems random, not linked

to halophily or halotolerance. Many species have multiple paralogs present in their

genomes, for example, Planococcus halocryophilus contains four paralogs likely
working together to allow growth at both low temperatures and high-salt levels

(Mykytczuk et al. 2013). The distribution of transporters is widespread in terms of

phylogenetic groups.

Proline can also be transported by the MHS-type transporter called ProP. This

transporter has an osmosensor regulatory domain and is activated by the effector

protein ProQ. ProP and ProQ were only detected in Pseudomonas spp. and Devosia
spp. amongst the cold-adapted taxa. Virtually all taxa could in any case synthesise

proline from glutamate (via proABC), but whether proline is used as a compatible

solute requires direct chemical investigation. Data from studies on B. subtilis
suggests L-proline accumulation does not provide cold tolerance (Hoffmann and

Bremer 2011), which may explain the limited distribution of ProPQ. Various

halophilic and halotolerant species that include many marine psychrophiles,

for example, species of Colwellia, Glaciecola, Oleispira, Paraglaciecola,
Psychrobacter, Psychromonas, Shewanella, Planococcus, Psychroflexus and

Psychroserpens, can transport proline via Na+-based symporter OpuE (Fig. 15.6).

Whether L-proline only provides osmotolerance protection requires further analysis

in marine psychrophiles.

choline, glycine
betaine, carnitine,
ectoine

L-proline

L-proline
Na+

ectoine,
hydroxyectoine

TeaABC

OpuE

ProPQ

OpuA/ProVWX

OpuB/OpuC

BCCT type
(BetP/EctP/LpoP/
OpuD)

glycine betaine
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glucose trehalose
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aspartate
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glucose +
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SOLUTE TRANSPORTER

Fig. 15.6 The main types of compatible solute uptake systems and synthesis pathways present in

bacterial and archaeal psychrophiles. Proteins shown in bold are the most extensively distributed
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Compatible solutes can also be transported via ABC-type transporters, notably

the OpuA/ProVWX and OpuB/OpuC systems (Hoffmann and Bremer 2017). The

OpuA/ProVWX system mainly transports glycine betaine and proline while OpuB/

OpuC transports choline, carnitine and glycine betaine (Fig. 15.6). These trans-

porters occur primarily in the more cold-adapted species, but this was not a strict

relationship. It is likely that Opu-type transporters contribute equally to osmotic and

cold tolerance as found in other bacteria such as L. monocytogenes (Angelidis et al.
2002) and B. subtilis (Hoffmann and Bremer 2011).

Ectoine and hydroxyectoine have been found to be transported by TRAP-type

proteins called TeaABC (Grammann et al. 2002). TeaABC proteins are only found

amongstHalomonas and its relatives includingMarinobacter spp. and the Antarctic
hypersaline lake psychrophile Saccharospirillum impatiens (Labrenz et al. 2003).

Ectoine and hydroxyectoine are synthesised from aspartate semialdehyde by a

pathway including three enzymes (EctABC) for ectoine and an additional hydro-

xylase EctD for hydroxyectoine (Cánovas et al. 1997; Roberts 2005). Devosia,
Marinobacter, Marinomonas, some Paenibacillus spp., Photobacterium halo-
tolerans, Pseudomonas, Dasania marina and the permafrost ice species Tomitella
biformata (Katayama et al. 2010) possessed either EctABC or EctABCD pathways

(Fig. 15.6). The results suggest only a small proportion of psychrophiles accumu-

lates these compounds and most that do have both psychrotolerant and halotolerant

capabilities. Ectoine, like proline, was found not to confer cold tolerance to

B. subtilis (Hoffmann and Bremer 2011) and is likely more used for survival at

low water activity.

De novo synthesis of compatible solutes is very prevalent but not universal

amongst cold-adapted bacteria and occurs as frequently as in their more warm-

temperature adapted relatives. The pathway for glycine betaine synthesis (BetA/

GpsB and BetB/GpsB) was, however, very commonly detected in taxa listed in

Table 15.1 across all major taxonomic groups. The ability to synthesise trehalose

(via OtsAB) was also relatively common, especially in the more salt-tolerant taxa

but was more species specific in terms of distribution. Sucrose synthase or sucrose

phosphate synthase, which can potentially allow accumulation of sucrose as a

compatible solute, often observed in cyanobacteria and proteobacteria with low

halotolerance (Roberts 2005), was found in a few taxa including several Flavo-
bacterium species and the glacial soil species Planomicrobium glaciei (Zhang et al.
2009).

Overall, psychrophiles have a broad capability to take up and synthesise com-

patible solutes of conventional sorts. The BCCT and OpuA/OpuB/OpuC trans-

porters are the most prevalent accumulating choline, glycine betaine and

carnitine. Many can make glycine betaine from choline or synthesise and accumu-

late trehalose. Whether there are any other forms of solutes present that are more

novel in nature or known compounds not covered here requires direct chemical and

biochemical analysis to be conducted.
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15.9 Other Traits Relevant to but Not Directly Connected

to Psychrophily

Certain stress protective traits seem universal at least in many well-known meso-

philes often used as genetic models, including E. coli, B. subtilis, P. aeruginosa and
Streptomyces coelicolor. All these species have wide growth temperature ranges

(typically 40 �C) and are well endowed with protective systems. These species

seem to have equal or more capability than many psychrophiles in some aspects of

stress defence such as oxidative stress management and possession of multiple

cold-shock proteins (CspA family proteins), which act as RNA chaperones, and

other enzymes linked to cold temperature survival. These additional enzymes

include, for example, as tRNA-dihydrouridine synthetases (Dus proteins) and

ATP-dependent RNA DEAD-box helicases (CshA, CshB, RhlB, SrmB) that pro-

vide flexibility to tRNA and stabilise ribosomes against cold denaturation

(Saunders et al. 2003). Chill stress and low-temperature shocks often lead to

these proteins becoming more abundant as mentioned previously.

Low temperature encourages greater solubility of O2, which can become super-

saturated especially where there is active primary production (Marks 2008); thus,

cold environment-associated bacteria likely need some form of oxidative stress

protection. But this equally applies to any aerobic environment where high

dissolved O2 levels can accumulate or where production of reactive oxygen is

used as a chemical defence. The above model species have 17–22 proteins associ-

ated with dealing with toxic oxidative reaction products including catalases (KatE,

KatG, KatN), thiol peroxidases (peroxiredoxin Tpx and Bcp types), glutathione

peroxidase (BtuE), cytochrome c and heme-type peroxidases, dye-reducing peroxi-

dase (EfeB), vanadium-dependent haloperoxidases and superoxide dismutases

(SodN, SodA/SodB, SodC). They also have multiple cold-shock proteins, Dus

and RNA helicase proteins and compatible solute uptake systems and often some

flexibility in terms of fatty acid synthesis. It is possible psychrophiles may possess

unknown means for oxidative stress protection synthesising unusual or novel anti-

oxidants; however, data suggests at present psychrophiles do not generally possess

innovative or unusual distributions of stress protection mechanisms.

Light-harvesting proton and Na+ pump proteins proteorhodopsin and xantho-

rhodopsin (Pinhassi et al. 2016) seem concentrated in psychrophilic species. These

membrane proteins have a β-carotene-derived cofactor; thus, most strains produce

carotenoid-pigmented colonies. Glacieola spp. are exceptions, and their pigmenta-

tion (pale to bright pink) is due to the accumulation of proteorhodopsin in cell

membranes. Psychrophiles possessing these proteins are listed in Table 15.3. Most

are marine where rhodopsins abound in marine bacteria to such an extent genes

have been observed in viruses through which they are believed to have been spread

via HGT (Philosof and Béj�a 2013). Proteorhodopsin likely accumulates because

large marine systems are cold, and in all probability most marine bacteria are thus

cold-adapted to some extent. It is possible rhodopsins provide energetic advantages
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Table 15.3 Psychrophilic and psychrotolerant bacterial species and strains possessing rhodopsin

family proteins

Genus Species or strain

Bacteroidetes

Bizionia Bizionia sp. PZ-13

Cellulophaga Cellulophaga sp. He1_I_12

Chryseobacterium C. frigidisoli, C. humi

Erythrobacter Erythrobacter sp. QSSC1–22Ba

Flavobacterium F. antarcticum, F. aquatile, F. fontis, F. frigidarium, F. frigoris,
F. fryxellicola, F. gelidilacus, F. gillisiae, F. micromatib, F. omnivorum,
F. segetis, F. sinopsychrotolerans, F. urumqiense, F. xanthum,
F. xinjiangense F. xueshanense, F. cucumis, Flavobacterium sp. ACAM

123

Gelidibacter G. algens

Gillisia G. limnaeab, Gillisia sp. JM1

Lacinutrix L. jangbogonensis, Lacinutrix sp. He_I_90

Maribacter M. antarcticus, M. orientalis

Pedobacter P. glucosidilyticus

Polaribacter P. irgensii, P. dokdonensis

Pricia P. antarctica

Psychroflexus P. torquis, P. gondwanensis, P. salarius, P. sediminisb, P. tropicus

Psychroserpens P. burtonensis

Rhodonellum R. psychrophilum

Spirosoma S. linguale, S. spitsbergense

Alphaproteobacteria

Devosia D. psychrophila

Octadecabacter O. antarcticus, O. arcticus

Gammaproteobacteria

Glaciecola G. punicea, G. pallidula, G. nitratireducens

Marinobacter M. psychrophilusa

Paraglaciecola P. psychrophila

Photobacterium P. angustum

Pseudomonas P. psychrotolerans, P. graminis, P. coleopterorum (very diverged

orthologs)

Actinobacteria

Cryobacterium C. arcticum, C. flavum, C. levicorallinum, C. luteum, C. roopkundense

Leifsonia L. rubra

Firmicutes

Carnobacterium C. iners, C. funditum (diverged orthologs)

Exiguobacterium E. profundum, E. acetylicum, E. antarcticum, E. aurantiacum, E. enclense,
E. indicum, E. sibiricum, E. undae

Deinococcus-Thermus

Deinococcus D. pimensis, D. marmoris, D. aquatilis, D. puniceus
aXanthorhodopsin present
bAlso has a Na+ pump rhodopsin
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in marine systems such as sea ice (Koh et al. 2010; Feng et al. 2013, 2014, 2015)

where several species with proteorhodopsin were isolated.

In summary, a rate-limiting step, such as protein folding (Ferrer et al. 2003),

likely stops mesophiles from growing at low temperature. Otherwise many envi-

ronmental mesophiles, not closely linked to host systems (such as gut microbiota),

are not any different to psychrophiles in the sense of stress protection and thus have

the ability to survive chill stress. Furthermore, gene content does not necessarily

translate to a heightened tolerance; such phenotypes need to be empirically tested.

15.10 Conclusions and Future Prospects

Beneficial traits that seem more species (or strain) specific and potentially more

concentrated in psychrophiles include traits mentioned above. They provide fitness

in the context of particular econiches where psychrophiles abound. Since cold

ecosystems are diverse—ranging from high mountains to the deepest oceans—the

adaptations though having some general similarity have substantial variation in

terms of specific details. The sum of these differences likely defines the ecophys-

iological profile of the psychrophile, including the temperature range for growth

and their inherent growth rate. Genomes provide sources of knowledge and a start

point to further explore evolved cold adaptation traits and other phenotypes, some

potentially innovative and unrealised. From genome surveys and functional dis-

covery, some traits could indeed develop greater significance, for example, proteins

that provide unrealised cold stress protection but have unknown functionality. One

recent example was a sequence extracted from an Antarctic desert soil metagenome

that coded a protein with a WHy (water stress and hypersensitivity response)

domain (Singh et al. 2005) that when expressed in E. coli provided chill and

desiccation stress protection (Anderson et al. 2015). When WHy proteins are

compared to psychrophile genomes, they can only be found in some psychro-

tolerant Pseudomonas species. The protein type seems associated with species

with limited halotolerance and could act to protect bacteria against desiccation

stress possibly by acting as an effector protein. There could be other proteins with

analogous functions that could be found in psychrophilic bacteria that tangibly

provides benefits for survival. Further research into the functional aspects of

psychrophilic bacteria and archaea is now well served with the abundance of

genome data currently available.
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Chapter 16

Metagenomic Analysis of Low-Temperature

Environments

Habibu Aliyu, Pieter De Maayer, Sara Sj€oling, and Donald A. Cowan

Abstract The Earth’s permanently cold biosphere is known to harbour abundant

microbial biomass and represents a rich resource for the discovery of novel cold-

adapted microorganisms, many of which form part of the ‘microbial dark matter’
which cannot be analysed using traditional culture-dependent approaches. The recent

development of metagenomics and related multi-omics strategies has provided a

means by which entire microbial communities can be studied directly, without the

prerequisite of culturing. The advancement of the ‘omic’methods is directly linked to

recent progress in high-throughput sequencing, robust data processing capabilities and

the application of cutting-edge analytical tools for high-throughput detection of bio-

molecules. The combined application of these tools and strategies has provided an

unprecedented access to the structure and potential function of microbial communities

in cold environments, providing increasingly comprehensive insights into the taxo-

nomic richness and functional capacity of the indigenous microorganisms. Applica-

tions of ‘omic’ strategies have enhanced our understanding of psychrophilic adaptation
mechanisms, revealing the versatility and adaptability of life in the ‘cryosphere’. In
addition to the predicted roles of psychrophiles in biogeochemical cycling, recent

multi-omic studies have further emphasised the importance of the ‘cryosphere’ in
influencing global atmospheric conditions. Finally, metagenomic bioprospecting of

cold environments has yielded a variety of novel bioactive molecules including novel

‘psychrozymes’, with a wide range of potential industrial and biotechnological appli-

cations. Here, we have provided an overview of recent developments in metagenomic

technologies and their application in the study of the cold biosphere.
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16.1 Introduction

Cold environments collectively constitute the predominant portion (ca. 80%) of the

Earth’s biosphere. These include the oceans, the polar terrestrial masses, layers

above the troposphere and artificial environments such as refrigerators and freezers

(De Maayer et al. 2014a). While long considered to be inhospitable to life, natural

cold environments have been shown to harbour abundant and diverse bacterial and

archaeal communities, which form a significant proportion of the Earth’s microbial

biomass (Rodrigues and Tiedje 2008; Casanueva et al. 2010; Margesin and Miteva

2011; Cavicchioli 2015). This biomass represents a largely untapped resource for

the identification of novel psychrophilic species, biochemical pathways, genes and

novel compounds with potential biotechnological applications (Margesin and Feller

2010).

It has been estimated that over 99% of the predicted 106 distinct prokaryotic

‘species’ on Earth represent the so-called microbial dark matter that are

uncultivable using standard protocols (Gasc et al. 2015). This created a ‘bottleneck’
in prokaryotic biology for decades, as pure cultures of microorganisms were

required for taxonomic characterisation and bioprospecting (Schloss and

Handelsman 2005b). This bottleneck has largely been resolved in recent years

through the development of the field of metagenomics, which involves the use of

genomic tools to analyse the collective genomes of a microbial community in an

environmental sample, without the requisite isolation and cultivation of each

member of the community. Metagenomics has thus provided primary insights

into the ‘true’microbial diversity in a given environment, has revealed the complex

functions of microbial ecosystems and has served as a tool for bioprospecting novel

genes and gene products.

In its initial form, metagenomics involved the extraction of DNA directly from

an environmental sample, shearing of the DNA into fragments of a suitable size and

cloning of these fragments into a suitable vector. Subsequently, the cloned com-

munity DNA was sequenced using whole-genome shotgun approaches. This has

been extensively reviewed elsewhere (Sj€oling et al. 2006; Sj€oling and Cowan 2008;
De Maayer et al. 2014b). The development of next-generation sequencing technol-

ogies has, however, greatly facilitated the sequencing of metagenomes. As such,

community DNA can now be sequenced directly without the need for prior cloning

strategies (Forde and O’Toole 2013; Reuter et al. 2015). The classical cloning-
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based approach, however, still serves as the backbone for functional metagenomics

studies, whereby the cloned DNA is transformed into a suitable host, and the

transformants are screened for a particular function, such as antibiotic or enzyme

activities.

In a previous version of this chapter (Sj€oling and Cowan 2008), we provided

extensive coverage of the functional and sequence-based metagenomics approaches

and discussed results from studies of microbial communities associated with cold

environments. Given the rapid evolution of this field, and the progressive develop-

ment of novel metagenomic technologies, we here provide an update of recent

developments with a particular focus on the metagenomics of psychrophiles.

16.2 Approaches in Metagenomic Analysis

Generally, metagenomic analysis starts with the extraction of nucleic acids from an

environmental sample. The method of collection and processing of the samples,

efficiency of the nucleic acid extraction protocol and post-extraction procedures

have direct influence on subsequent downstream analyses of the metagenome data

(Nayfach and Pollard 2016). For example, differences in the integrity of the cell

walls of the microorganisms in a given environment may give rise to a bias in the

amount and quality of the DNA recovered. The completeness, quality and quantity

of DNA obtained from environmental samples have also been shown to signifi-

cantly vary with the method of extraction employed (Kennedy et al. 2014; Brooks

et al. 2015). The efficiency of DNA extraction from soil is also greatly affected by

the presence of inhibitors such as humic compounds, which are co-extracted with

the DNA (Handelsman et al. 2002; Howeler et al. 2003). Two methods, namely,

direct and indirect extraction, are widely applied for the extraction of DNA. Direct

extraction entails approaches in which microbial cells are lysed without separation

from the environmental sample, while the indirect method involves the initial

separation of the cells from the sample prior to lysis (Delmont et al. 2011). The

indirect approach minimises the contamination of the extracted DNA, but the

procedure is tedious and requires specialised equipment when compared with the

direct method (Delmont et al. 2011).

Several techniques have also been developed to maximise the amount of DNA

obtained from environments where low numbers of organisms are present. For

example, large volumes of marine water are pumped through a series of selective

filters (0.16–0.22 μm) that recover different particulate sizes (Gilbert et al. 2011).

DNA is subsequently extracted from the retentate on the filters that are imperme-

able to the microorganisms contained in the sample (Tseng et al. 2015). Similarly,

airborne microorganisms are collected using pumps fitted with filters that trap

bioaerosols or by using liquid impingers in which the microorganisms become

trapped in a liquid medium (Fahlgren et al. 2011; Gandolfi et al. 2013; Behzad et al.

2015).
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16.2.1 Metagenome Sequencing

16.2.1.1 Metagenome Sequencing in the High-Throughput

Sequencing Era

In classical metagenomic approaches, the nucleic acid extraction step was followed

by metagenomic library construction and subsequent prospecting for desired genes/

gene products (discussed below) or shotgun metagenome sequencing using Sanger

sequencing chemistry (Sanger et al. 1977). Sanger sequencing produces long (up to

1000 bp) and highly accurate reads (Shendure and Ji 2008). Major drawbacks of the

Sanger chemistry, however, included low throughput and the high cost of sequenc-

ing (Perkel 2009), both of which are prohibitive when applied in metagenomic

projects that typically generate gigabases or terabases of sequencing data

(Sunagawa et al. 2015; White et al. 2016). In addition, the tedious nature of

producing clone libraries and the inherent cloning bias (Thomas et al. 2012; De

Maayer et al. 2014b) have limited the application of shotgun libraries and sequenc-

ing approaches in metagenomic projects. However, Sanger sequencing was instru-

mental in pioneering a number of large-scale metagenomic projects. For instance,

the shotgun sequencing of the Sargasso Sea yielded 1.6 Gb of DNA sequence and

the discovery of 140 novel bacterial species (Venter et al. 2004).

Current metagenomic approaches utilise an array of available high-throughput

sequencing (HTS) technologies which offer massively parallel sequencing and

generate several orders of magnitude greater throughput at much lower cost than

Sanger sequencing (Escalona et al. 2016). For instance, a single sequencing run

using the Illumina HiSeq 2000 produces ca. 600 Gb of sequences per run at a much

lower cost than with Sanger sequencing chemistries (Liu et al. 2012). The major

limitation of the current HTS technologies is the short read length, which ranges

between 50 and 500 bases. However, this is compensated for by the depth of

sequencing (Loman and Pallen 2015). The recent development and optimisation

of long read sequencing technologies are significantly enhancing genomics and

metagenomics by offering unprecedented read lengths (up to kilobases in length)

which are less amenable to misassembly in subsequent downstream analyses (Land

et al. 2015; Reuter et al. 2015). For example, the long read single molecule real-

time (SMRT) chemistry of the PacBio RS II sequencing platform (Pacific Bio-

sciences, http://www.pacificbiosciences.com/) produces reads up to 40 kb in length,

while the portable MinION™ platform manufactured by Oxford Nanopore (Quick

et al. 2014) yields reads that are between 6 and 60 kb in length (Ashton et al. 2014;

Jain et al. 2015). The SMRT technology is, however, subject to high levels of

sequencing errors (mainly indels), with up to 15% errors in reads produced using

PacBio platform (Carneiro et al. 2012; Kremkow and Lee 2015) and 18% for the

MinION™ technology (Jain et al. 2015). These errors could be minimised by

performing multiple sequencing runs and subsequently generating consensus

reads (Quick et al. 2016). The application of SMRT technologies in metagenomic

studies may also be limited by the relative low throughput of the currently available
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platforms (White et al. 2016). Despite these challenges, long read sequencing

technologies have been used recently to sequence metagenomes from clinical

samples (Greninger et al. 2015; Schmidt et al. 2016) and cryoconite hole debris

samples and red snow algal bloom samples from a glacier adjacent to the Foxfonna

ice cap at Svalbard (Edwards et al. 2016).

16.2.1.2 Assembling Metagenomic Reads

In order to gain access to the genetic and biological information within a

metagenome dataset, which is generally comprised of millions or billions of short

DNA sequence fragments, metagenomic reads must be assembled; whereby

overlapping sequencing reads are positioned into correctly ordered and properly

oriented long contiguous sequences (contigs) (Earl et al. 2011; Edwards and Holt

2013). The ultimate objective is to reproduce a complete nucleotide sequence

identical to the original DNA template from which the reads were produced

(Paszkiewicz and Studholme 2010). The assembled contigs provide access to

syntenous coding regions and facilitate the accurate prediction of functions (Kim

et al. 2013).

Two approaches, namely, de novo and reference-based assembly, have been

implemented to assemble metagenomic reads (Zhang et al. 2011; Thomas et al.

2012). The complex nature of metagenomic data, the size of the dataset, differences

in microbial abundance and the occurrence of highly conserved genomic regions

across different genomes all affect the process by which metagenomic reads are

assembled (Logares et al. 2012; Leung et al. 2015). As such, regular genome

assemblers, which were designed for the assembly of reads in the mega- to gigabase

range, are limited in their applicability to terabase-sized metagenomes (Leung et al.

2015). Consequently, several assemblers have been optimised for the assembly of

very large metagenomic read datasets. For instance, IDBA-UD (Peng et al. 2012),

Meta-IDBA (Peng et al. 2011), MetaRay (Boisvert et al. 2012) and MetaVelvet

(Namiki et al. 2012) have been optimised for reads obtained from Illumina

sequencers (Leung et al. 2015).

16.2.1.3 Binning of Metagenomic Contigs

Sequences assembled from metagenomic data originate from different organisms,

and the genomic composition, distribution and number of contigs reflect the

diversity and abundance of members within the microbial community from which

the data was obtained. On the basis of the nucleotide composition (GþC contents,

codon usage and tetranucleotide frequencies) and/or sequence homology, these

contigs can be sorted, or binned, into taxonomic clusters representing the organisms

of their origin (Simon and Daniel 2011; Thomas et al. 2012). Some of the widely

applied sequence binning tools, including PCAHIER (Zheng and Wu 2010),

PhyloPythia (McHardy et al. 2007) and TETRA (Teeling et al. 2004) implement
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algorithms that bin the metagenomic contigs on the basis of nucleotide composi-

tion. Several homology-based tools have also been developed based on algorithms

that take into account the percentage sequence similarity to sort the metagenomic

contigs into distinct clusters. These include CARMA (Krause et al. 2008), MEGAN

(Huson and Weber 2012) and MetaPhyler (Liu et al. 2010). Other tools, such as

PhymmBL (Brady and Salzberg 2009) and RITA (MacDonald et al. 2012), incor-

porate both composition- and sequence alignment-based classification approaches,

which could be used to improve binning accuracy.

16.2.1.4 Recovering Novel Genomes from Metagenome Data

As an extension to the metagenome binning strategies, several complete and high-

quality draft genome sequences of both known and novel microorganisms have

been reconstructed from metagenomes. This endeavour began with the recovery of

near-complete genomes of Leptospirillum group II and Ferroplasma type II, by

assigning scaffolds assembled from shotgun sequencing metagenome data into

distinct species clusters on the basis of average GþC contents (Tyson et al.

2004). With the advent of HTS, binning of genome fragments into genomic bins,

or metagenome assembled genomes (MAGs), and reconstructing genomes from

metagenome dataset are now becoming routine (Sharon and Banfield 2013;

Hugerth et al. 2015). For example, Albertsen et al. (2013) proposed a pipeline for

binning high-quality genomes from metagenomes. The principle involves (1) de

novo assembly and scaffolding of the metagenome sequences; (2) binning of the

sequences using information about population coverage, genome composition

metrics (% GþC content, tetranucleotide frequency) and essential single copy

genes; (3) extraction of reads associated with the cluster (or organism) of interest

and (4) reassembly of the extracted reads to recover the genome of the predicted

organism (Albertsen et al. 2013). Several tools for automated binning which

implement variants of this protocol have been developed, including CONCOCT

(Alneberg et al. 2014), MaxBin (Wu et al. 2014), MetaBAT (Kang et al. 2015) and

MyCC (Lin and Liao 2016). Since the environmental sample may contain multiple

strains of the same species and closely related species, the recovered genomes may

be subject to chimeric assembly or binning (Sangwan et al. 2016). To assess the

quality of population genomes, Parks et al. (2015) developed the CheckM method

which ascertains the levels of completeness and contamination in the recovered

genomes using a set of taxa-specific genetic markers and information regarding

their colocation (Parks et al. 2015).

Metagenome sequence datasets from various cold habitats have been used for

the reconstruction of genomes of novel psychrophiles and the prediction of their

potential survival strategies. For instance, a novel 1.9 Mb draft methanogen genome

was identified from an Alaskan permafrost site. Given evidence of the abundance of

these organisms, a major potential role in methane production under cold condition

was predicted (Mackelprang et al. 2011). Similarly, a novel methanogen genome

binned from a thawing permafrost metagenome (Candidatus Methanoflorens
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stordalenmirensis) has recently been described. (Mondav et al. 2014). Binning of

metagenomes from the Alaskan permafrost active layers and bog soils yielded a

novel Acidobacterium genome that encodes the dissimilatory iron reduction sys-

tem. In addition, a novel member of the phylum Proteobacteria with the capacity

for iron and nitrate reduction and two novel members of the phylum Chloroflexi
(Anaerolinea spp.) encoding sulphate reduction and iron utilisation capabilities

were recovered (Hultman et al. 2015).

16.2.1.5 Annotation of Metagenomic Contigs

Annotation involves the assignment of putative functions to genes in assembled

genomes or metagenome datasets (Zhang et al. 2011; Pareja-Tobes et al. 2012) and

is accomplished using bioinformatic tools which work on the basis of one of two

approaches: homology-based searches or algorithm-based prediction (Logares et al.

2012). The homology-based approach relies on comparison of the genomic or

metagenomic data against annotated reference genomes (Richardson and Watson

2013). The algorithm-based approach involves de novo gene prediction, using an

array of different gene prediction tools which delineate genes based on a combina-

tion of criteria, including information regarding the genetic code and gene length.

Thereafter the resultant coding sequences are searched against specific genomic or

metagenomic databases using various computational tools (Stothard and Wishart

2006; Edwards and Holt 2013). Predicted coding sequences which differ signifi-

cantly from those deposited in the databases are considered as putative novel genes

(Stothard and Wishart 2006). Unlike single genome annotation, the annotation of

metagenome data involves the processing of huge amounts of data, which may

contain sequences from eukaryotes, prokaryotes and viruses. A number of software

packages and web servers, including SEED (Overbeek et al. 2014), KEGG

(Kanehisa et al. 2012), LCA (last common ancestor) (Huson et al. 2007), CAMERA

(Seshadri et al. 2007; Altintas et al. 2010), EBI metagenomics (Hunter et al. 2014),

IMG/M (Markowitz et al. 2014), MG-RAST (Meyer et al. 2008) and VMGAP

(Lorenzi et al. 2011), have been developed specifically for the functional annotation

of metagenome data.

16.2.1.6 Metagenome Sequencing from Cold Environments

Recent advances in the field of metagenomics have resulted in the accumulation of

unprecedented volumes of metagenomic data from a wide range of environmental

and man-made environments. Sequence reads are typically deposited in public

databases, e.g. European Nucleotide Archive (ENA), the Integrated Microbial

Genomes & Microbiomes (IMG/M) (Markowitz et al. 2014) at the Department of

Energy Joint Genome Institute or the MG-RAST server. Currently (September

2016), 264,406 metagenomes, totalling 118.96 terabases and 917 billion sequences,

have been deposited in the MG-RAST server (Meyer et al. 2008) by over 12,000
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users. Of these, a total of 36,628 ‘metagenomes’, consisting of 15,062 Gb and

128,714 sequences, are publicly available. Metadata searches against the

MG-RAST database, using keywords such as ‘cold’, ‘ice’, ‘marine’, ‘ocean’,
‘permafrost’ and ‘sea’, identified 1395 ‘metagenome’ datasets derived from cold

environments. This includes 910 amplicon sequences or metataxonomic datasets

(described in further detail below) and 463 metagenome sequencing datasets. The

number of metagenomes from cold environments are underestimated, due to

non-compliance of metagenome depositors with the requirement for minimum

metadata information (Field et al. 2008; Yilmaz et al. 2011) regarding the deposited

projects and also the number of metagenomic projects which have deposited

sequences in other databases. Some of the pertinent cold-environment

metagenomes in the MG-RAST, ENA or IMG/M databases are highlighted in

Table 16.1.

Table 16.1 Metagenome studies of cold environments

Source of metagenome Location References

Hunt Ice and the Markham Ice

Shelves

Canadian High Arctic Varin et al. (2012)

McMurdo Ice Shelf Ross Sea, Antarctica Varin et al. (2012)

Marine water Southern Ocean and

Ross Sea, Antarctica

Brown et al. (2012)

Sea ice Offshore of Pt. Barrow,

Alaska, USA

Bowman et al. (2014)

University Valley permafrost McMurdo Dry Valleys,

Antarctica

Goordial et al. (2016a)

McKelvey Valley soil and rock

surfaces

McMurdo Dry Valleys,

Antarctica

Chan et al. (2013)

Miers Valley soil McMurdo Dry Valleys,

Antarctica

Wei et al. (2015)

Glacier ice Northern Schneeferner,

Germany

Simon et al. (2009)

Seawater Off Palmer Station,

Antarctica

Grzymski et al. (2006)

Deep sea >2000 m North Pacific Subtropical

Gyre

Konstantinidis et al. (2009)

Miers Valley hypolith McMurdo Dry Valleys,

Antarctica

Le et al. (2016)

Peatland, permafrost and

thermokarst bog soil

Fairbanks, Alaska Hultman et al. (2015)

Permafrost Hess Creek, Alaska Mackelprang et al. (2011)

Taylor Valley soil

High-latitude coastal sediments

McMurdo Dry Valleys,

Antarctica

Antarctica, Patagonia,

Arctic, Baltic Sea

Van Horn et al. (2014)

Matos et al. (2016)

Deep seawater and sediment

Lower terrace surface soil

Baltic Sea, Landsort Deep

Mars Oasis, Antarctic

Peninsula

Thureborn et al. (2013,

2016)

Pearce et al. (2012)
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Analyses of metagenomic data obtained from cold environments have contrib-

uted significantly to our understanding of the adaptations and ecological functions

of various microbial communities (Boetius et al. 2015). For example, evaluation of

the metagenome of the Northern Schneeferner glacier provided one of the first

detailed insights into the adaptations of microorganisms living in a permanently

cold environment. The data predicted a wide range of potential metabolic capacities

among the microbiota from this environment, with a predominance of autotrophic

lifestyles as indicated by abundance of genes encoding enzymes of both the

tricarboxylic acid (TCA) and carboxylate cycles. This represents a probable adap-

tation to cope with the scarcity of nutrients in the cold environment (Simon et al.

2009). A large variety of genes involved in psychrophilic adaptation were also

identified, including those involved in the production of unsaturated fatty acids and

carotenoids (associated with maintaining membrane fluidity), antioxidants (cata-

lases and superoxide dismutase) and cryo- and osmoprotectants (betaine, choline,

glycine and glutamate) (Simon et al. 2009). Metagenomic analyses of supraglacial

cryoconite sediments from Pakistan and glaciers in the Italian Alps showed that

light directly supplements the energy demand of some of the glacial bacterial

strains, allowing them to use organic molecules which otherwise would be respired

as carbon source. In these cold environments, CO2 could also be produced by

microbiologically mediated oxidation of CO, produced by photodegradation of

organic matter (Franzetti et al. 2016). With declining mountain glacier environ-

ments, these results give insights into the potential climatic effects on the global

cryosphere.

Other studies have addressed molecular adaptation of psychrophiles. For exam-

ple, fosmid clone sequencing of Antarctic coastal surface water bacterioplankton

revealed aspects of low-temperature protein adaptation. In order to reduce confor-

mational rigidity and enhance catalytic efficiency, psychrophilic proteins showed

an under-representation of arginine, aspartic acid and glutamic acid residues

(reducing salt-bridge formation) and reduced proline and hydrophobic contents

(Grzymski et al. 2006).

Metagenomic surveys of microbial mat communities from both Arctic and

Antarctic ice shelves have provided significant evidence on psychrophilic adaptive

strategies in response to multiple stress factors (Varin et al. 2012). For instance, in

addition to a retinue of known cold stress response genes encoding cold-shock

proteins, cryo- and osmoprotectants and proteins linked to modulation of mem-

branes and response to oxidative stress, which were common to both metagenomes,

the data showed greater representation of genes involved in copper homeostasis,

which may be due to exposure of the Arctic ice shelf to pollutants. The Antarctic

microbial mat showed significant over-representation of genes encoding proteins

involved in photosystems I and II, phycobilisome biosynthesis and circadian

rhythms, reflecting the dominance of Cyanobacteria in this sample (Varin et al.

2012).

Comparisons of the metagenomes of cryptoendolithic and permafrost commu-

nities from University Valley in the Quartermain Mountains, Antarctica, revealed

an abundance of genes linked to catabolism of a wide range of organic compounds
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in both communities. The permafrost community was enriched with genes involved

in cell wall degradation, a significant nutrient recycling adaptation in this nutrient

scarce environment, while the cryptoendolith community showed enrichment of

genes associated with CO2 fixation and photosystems, reflecting their versatile

metabolic capacities for survival under fluctuating environmental conditions

(Goordial et al. 2016a). Overall, the data highlighted two divergent strategies for

coping with cold: (1) in freezing temperatures beneath the threshold for metabo-

lism, organisms ‘overwinter’ in dormant forms, as indicated by the higher propor-

tion of genes involved in dormancy and sporulation and the under-representation of

stress response genes, and (2) where the temperatures are within the limits where

normal metabolic activities can occur, such as is typical for cryptoendolithic

conditions, the organisms utilise a wide range of adaptation genes, including

genes encoding antioxidants, cold-shock proteins, cryo-and osmoprotectants,

phage shock proteins and sigma B response proteins and genes linked to nutrient

cycling (Goordial et al. 2016a).

Consistent with the depauperate nature of the Antarctic Dry Valleys, a recent

comparison of hypolith metagenome datasets from both hot and cold arid deserts

showed an under-representation of genes associated with carbohydrate metabolism

in the Antarctic samples, compared to the seasonally vegetated Namib desert

(Le et al. 2016). Antarctic hypolith metagenomes were dominated with genes

involved in DNA replication and repair, which is linked to the capacity of the

microorganisms to acquire genomic elements that confer competitive advantages

under extreme conditions. There was also an enrichment of sigma factor genes,

which have been linked to cold stress responses. Genes involved in the response to

oxidative stress and oxygen limitation were more prevalent in the Namib desert

hypolith’s metagenome (Le et al. 2016).

Comparisons of 23 marine sediment metagenomes from four high-latitude

regions of both hemispheres revealed that alginates, with a key role in the marine

carbon cycle, exhibited a similar profile in Arctic and Antarctic marine sediment

communities, whereas brackish sediment communities showed distinct structures

with a higher proportion of novel genes (Matos et al. 2016). Since alginates are

important in converting brown algae polysaccharides into an energy source for

marine heterotrophic bacteria, this information is valuable for understanding carbon

fluxes in cold coastal environments (Matos et al. 2016).

Metagenomic and metatranscriptomic analyses of communities along a steep

oxygen gradient to the base of the eutrophied and polluted Baltic Sea provided an

understanding of ecosystem functions in this environment with community inter-

actions providing links between carbon, nitrogen and sulphur cycling through

fermentation, sulphate reduction, methanogenesis and methane oxidation

(Thureborn et al. 2013, 2016). The analyses also showed the presence of heavy

metal-resistant communities with a lifestyle adapted to sinking organic material,

oxygen depletion and low temperature. An over-representation of integron-

integrase transcripts, compared with other metatranscriptomes globally, suggested

an adaptational capacity of the sediment community despite the fact that the

environment is relatively stable at 500 m of depth (Thureborn et al. 2016).
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16.2.2 Targeted Gene Discovery and Bioprospecting

A valuable objective of metagenomic studies is the screening of community DNA

extracted from environmental samples for novel biomolecules for industrial and

biotechnological applications. Permanently cold environments are of special inter-

est because the ‘indigenous’ microorganisms and biomolecules derived from them

are adapted to function optimally at low temperatures (Cavicchioli et al. 2002;

Struvay and Feller 2012). These biomolecules, particularly cold-adapted enzymes

(psychrozymes), are potentially cost-effective and energy-efficient biocatalysts for

some biotechnological and industrial processes, especially in the detergent, food,

paper and textile industries (Cavicchioli et al. 2011; Adrio and Demain 2014;

Vester et al. 2014). The metagenomic bioprospecting of environmental samples

for novel biomolecules typically involves one of two approaches, namely, sequence

homology or functional product-targeted screening. Sequence homology-based

screening targets genes directly from environmental DNA. Product-targeted func-

tional metagenomic strategies rely on the construction of metagenomic clone

libraries and the subsequent screening for predetermined bioactive products

(Thomas et al. 2012).

16.2.2.1 Sequence-Based Screening

Several sequence-dependent screening approaches have been widely applied to the

identification of genes or gene clusters in metagenomes (Tuffin et al. 2009). One

common approach involves the design of consensus or gene-specific primers and

subsequent PCR amplification, including genome walking strategies, to obtain the

full-length target gene (Kotik 2009). An alternative method involves the use of

hybridisation probes to identify gene clusters in metagenomic libraries (Jogler et al.

2009; Ausec et al. 2011). A third approach is the sequencing of pooled fosmids

which can be combined with HMM (hidden Markov model) screening of the data to

identify clones of interest (Ausec et al. 2011, 2015). Novel gene clusters can also be

identified using PCR amplification methods (Courtois et al. 2003). Gene-targeted

metagenomic (GT metagenomics) methods, whereby PCR amplification with

degenerate primer sets is coupled with amplicon sequencing, have been

implemented to recover full-length gene sequences (Iwai et al. 2009, 2011).

Large genomic regions harbouring gene clusters of interest have been explored

using target capture probes combined with NG sequencing of the enriched genomic

fragments (Denonfoux et al. 2013).

Although homology-directed metagenomic screening is limited to the identifi-

cation of genes encoding new variants of known enzymes (Simon and Daniel 2011),

heterologous expression of genes identified on the basis of homology has resulted in

the discovery of large number of novel enzymes from metagenomic samples (Uria

and Zilda 2016). Sequence-based screening of fosmid libraries constructed from a

South China Sea metagenome has yielded a novel thermostable fumarase (FumF)

16 Metagenomic Analysis of Low-Temperature Environments 399



showing a maximum of 43% similarity to class II fumarases (Jiang et al. 2010).

Sequence-based screening of fosmid libraries constructed from the Sargasso Sea

metagenome database and from a metagenome derived from the western Arctic

Ocean was used to identify a new variant of an endoglucanase gene (celM) (Cottrell

et al. 2005). Screening of a BAC metagenomic library constructed from surface

water samples obtained from the South China Sea has also yielded a novel ther-

mostable laccase (Fang et al. 2011).

Sequence data obtained from whole metagenome sequencing can also be mined

for specific genes that encode novel and potentially useful enzymes using synthetic

metagenomic strategies (Bayer et al. 2009). Using this approach, genes of interest,

identified via homology screening of NGS metagenome data, are chemically

synthesised (often codon optimised for subsequent heterologous expression),

cloned and tested for protein expression (Bayer et al. 2009; Allgaier et al. 2010;

Iqbal et al. 2012).

16.2.2.2 Function-Based Screening

One of the primary pitfalls of sequence-based genomics is that it targets the

identification of gene or gene products on the basis of homology to existing or

characterised genes or functions, thereby restricting this approach to the identifica-

tion of new variants of known genes (Handelsman 2004). In addition, to recover the

entire genes or the entire gene clusters which are required for the biosynthesis of

some products, homology screening requires genome walking strategies which are

often complex and tedious in the metagenomic context (Meiring et al. 2011). This

limitation is surmounted by function-based metagenomics whereby specific gene

functions or activities of interest, e.g. antibiotic or enzymatic activities

(Handelsman 2004), can be detected from the metagenome. Function-based screen-

ing of metagenomes also holds an enormous potential for the recovery of unknown

genes that may encode highly novel gene products (Culligan et al. 2014).

Functional metagenomics involves several steps that start with the isolation and

fragmentation of environmental DNA using strategies that will enable maximum

nucleic acid yield and suitable mean insert size (Mirete et al. 2016). The

metagenomic DNA fragments are then cloned into a suitable vector, such as a

plasmid, fosmid, cosmid, phage or bacterial artificial chromosome (BAC). The

fragment-containing vectors are subsequently transformed into a suitable expres-

sion host, and phenotypic assays are performed for the screening of the desired

function (Simon and Daniel 2011; Ufarté et al. 2015). The chance of a successful

screening assay (i.e. hit rate) in function-based metagenomics is generally low due

to problems that can arise at any point between the environmental DNA extraction

and heterologous expression of the gene (Uchiyama and Miyazaki 2009; Ferrer

et al. 2016). However, wide variations in hit rates have been reported, ranging from

one phosphatase-positive test per 2.7 Mb library (Lämmle et al. 2007) to one clone

with antifungal activity in 113,700 (ca. 3.9 Gb) clones constructed from forest soils

(Chung et al. 2008). Despite these limitations, hundreds of biomolecules have been
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identified and characterised via metagenomic expression screening (Adrio and

Demain 2014; Mirete et al. 2016).

In order to improve hit rate, Uchiyama et al. (2005) developed a substrate-

induced gene expression (SIGEX) methodology (Uchiyama et al. 2005; Uchiyama

and Watanabe 2008). SIGEX was designed on the premise that certain substrates

induce catabolic genes by interacting with regulatory genetic elements. The strat-

egy involves the construction of metagenomic libraries using a vector in which

green fluorescent protein (GFP) gene has been incorporated (Uchiyama et al. 2005;

Uchiyama and Watanabe 2008). Positive hits are detected by gfp expression in the

presence of the inducing substrate (Uchiyama et al. 2005; Yun and Ryu 2005;

Uchiyama and Watanabe 2008).

In an extended version of the reporter assay, the product-induced gene expres-

sion (PIGEX), gfp, is coupled with an upstream product inducible promoter which

initiates the expression of gfp gene upon the formation of products from the activity

of a specific enzyme positive clone (Uchiyama and Miyazaki 2010). A similar

approach is the metabolite-regulated expression (METREX) in which a quorum-

sensing promoter induces the production of GFP when the concentration of signal

molecules produced by a clone reaches a certain threshold (Williamson et al. 2005;

Simon and Daniel 2011).

The genetic enzyme screening system (GESS) allows the in vivo detection, and

measurement of the activities of enzymes such as cellulases, esterases, lyases and

phosphatases, whose activities release p-nitrophenol, has been reported (Choi et al.

2013). In the GESS, the promoter (Po dmp) of the phenol degradation operon (dmp),

which is induced by the DmpR transcriptional activator, is placed upstream of the

gfp gene (Choi et al. 2013). Enzymatic hydrolysis of p-nitrophenyl phosphate
releases p-nitrophenol which binds to the DmpR transcriptional activator to trigger

the expression of the enhanced gfp gene (Lee et al. 2015).

High-throughput bioprospecting of metagenomic libraries using microfluidic-

based screening strategies was recently incorporated in functional metagenomics

and has proven valuable in improving both hit rates and sensitivity with which

bioactive molecules could be recovered (Hosokawa et al. 2015; Ufarté et al. 2015).

Such methods involve the use of microfluidic devices to produce emulsion

microdroplets, each containing single metagenomic clones and a fluorogenic sub-

strate system. The system is often coupled with other reactions such as cell lysis and

PCR to enhance recovery of the targeted genes and gene products (Colin et al. 2015;

Hosokawa et al. 2015). Microdroplets containing positive clones are typically

identified using fluorescence sorting chips (Najah et al. 2014; Colin et al. 2015;

Hosokawa et al. 2015).

Function-based metagenomic screening approaches have proven effective for

the identification and subsequent characterisation of a wide array of cold-active

enzymes from cold environments (Table 16.2). For instance, a cold-active and

alkali-tolerant carboxymethyl cellulose hydrolysing enzyme (RBcel1) was mined

by screening BAC clones obtained from an Antarctic metagenome (Berlemont et al.

2009). The first metagenomically derived low-temperature lipase was isolated via

expression screening of a Baltic Sea sediment fosmid library (Hårdeman and
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Sj€oling 2007). Screening of various fosmid libraries, constructed from Antarctic

soil samples, has revealed a novel cold-adapted and alkaliphilic esterase, which is

active at temperatures ranging from 5 to 54 �C (Heath et al. 2009; Hu et al. 2012).

Similarly, functional screening of Arctic metagenomes has resulted in the charac-

terisation of several novel cold-active esterases; e.g. EstM-N1 and EstM-N2 (active

between 0 and 35 �C) obtained from Arctic soils (Yu et al. 2011) and Est-97 (active

between 0.5 and 55 �C) isolated from an Arctic intertidal metagenomic library

(Fu et al. 2013).

A combination of culture- and function-based screening strategies has been used

for the isolation of novel cold-adapted carbohydrate-active enzymes, including

α-amylase, α-galactosidase, β-galactosidase, β-mannanase, β-xylanase and cellu-

lose, from cultures and metagenomic libraries from ikaite (calcium carbonate)

columns in Greenland (Vester et al. 2013, 2014). In a separate approach, Lee

et al. (2015) recently isolated a novel cold-adapted alkaline phosphatase

(AP) from a metagenomic library produced from samples of tidal flat sediments

using the GESS approach (Lee et al. 2015).

Table 16.2 Example of novel cold-active enzymes identified via functional metagenomics

Isolation source Enzyme Vector Reference

Antarctic soil Alkali-tolerant carboxymethyl

cellulose hydrolysing

enzyme (RBcel1)

BAC Berlemont et al.

(2009)

Antarctic soil Alkaliphilic esterase Fosmid Heath et al. (2009)

Hu et al. (2012)

Arctic soil Esterases (EstM-N1 and EstM-N2) Fosmid Yu et al. (2011)

Arctic intertidal

sediment

Esterase Est97 Fosmid Fu et al. (2013)

Arctic seashore

sediment

Esterases (EstAT1 and EstAT11) Fosmid Jeon et al. (2009)

Ikaite columns,

Greenland

Carbohydrate-active enzymes:α-amylase,

α-galactosidase β-galactosidase,
β-mannanase β-xylanase, cellulose

BAC Vester et al. (2013,

2014)

Tidal flat sedi-

ments, west coast

of Korea

Alkaline phosphatase Fosmid Lee et al. (2015)

Baltic Sea

sediment

Lipase h1Lip1 (DQ118648) Fosmid Hårdeman &

Sj€oling (2007)

Baltic seawater Glycoside hydrolase BAC Wierzbicka-Woś

et al. (2013)

South China Sea Laccase Lac21 BAC Fang et al. (2012)
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16.2.2.3 Metataxonomics

The power of metagenomics is not restricted to the insights it can provide into the

functional diversity of organisms in an environment or the identification of indus-

trially or biotechnologically relevant biomolecules. The combination of total com-

munity DNA extraction, targeted PCR amplification of specific genomic markers

[e.g. 16S rRNA genes in bacteria; eukaryal internal transcribed spacers (ITS)] and

high-throughput sequencing can be used to evaluate both the taxonomic diversity

and abundance of organisms in an environmental sample (Fierer et al. 2007;

Uyaguari-Diaz et al. 2016). This approach, now known as metataxonomics or

amplicon sequencing (Marchesi and Ravel 2015), is particularly pertinent when

considering microbial ‘dark matter’, the fraction of microbial community missed

when using traditional culture-dependent techniques. Metataxonomic methodolo-

gies have provided key insights into the phylogenetic species richness and biodi-

versity of cold environments (Table 16.3; discussed in greater detail in Chaps. 3, 4,

5, 6, 7, 8 and 9 of this book).

An essential first step in taxonomic analyses of environmental samples is the

selection of a suitable phylogenetic marker depending on the specific objectives of

the study (De Maayer et al. 2014b). For example, the 16S rRNA gene is a widely

used phylogenetic marker, because of its universality among the prokaryotes and

the availability of a very large volume of highly curated 16S rRNA sequence data

(Sunagawa et al. 2013; Aguiar-Pulido et al. 2016). Although highly conserved, the

16S rRNA gene incorporates nine highly variable regions (V1–V9) which provide

sufficient resolution for the discrimination of prokaryotes in environmental samples

(Claesson et al. 2010; Nguyen et al. 2016). The conserved regions flanking the

hypervariable region(s) are used as templates for primer (Baker et al. 2003; Wang

and Qian 2009).

Both older (Sanger’s) and modern high-throughput sequencing technologies are

routinely used for the sequencing of the phylogenetic markers. Amplicon reads

obtained from these platforms are assessed for quality using various in silico

techniques and tools such as AmpliconNoise (Quince et al. 2011) and PRINSEQ

(Schmieder and Edwards 2011). After the quality control step, the sequences are

clustered into taxonomic bins known as operational taxonomic units (OTUs) based

on sequence and/or composition similarity thresholds (Liu et al. 2008; Schloss and

Westcott 2011). The distinct OTUs are then queried for homology to known taxa

against curated databases, for example, the Ribosomal Database Project (RDP),

SILVA or Greengenes databases (DeSantis et al. 2006; Pruesse et al. 2007; Cole

et al. 2009). Various tools have been developed for these homology searches, and

phylogenetic classification has been developed, including ARB (Ludwig et al.

2004), Greengenes classifier (DeSantis et al. 2006), MEGAN (Huson et al. 2007),

PPLACER (Matsen et al. 2010), Ribosomal Database Project (RDP) classifier (Cole

et al. 2009) and SILVAngs (Pruesse et al. 2007).

Ecological indices can be computed to assess the distribution of the clustered

OTUs (Sogin et al. 2006). Some of the most pertinent statistics include measures of
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taxon diversity and richness (Whittaker et al. 2001). Alpha diversity, which mea-

sures species diversity within microbial communities, and beta diversity, which

measures species diversity between communities, are among the most widely

applied diversity indices (Lozupone and Knight 2008; Gotelli and Colwell 2011).

Table 16.3 The most abundant taxa identified from different cold environments using

metataxomic approaches

Isolation site Location

Genomic

regions Dominant phyla References

Mitchell

Peninsula

Antarctic 16S

rRNA/fun-

gal ITS

Chloroflexi/Ascomycota Ji et al.

(2016)

Russian Ant-

arctic Progress

Station

Antarctic 16S rRNA Proteobacteria Lopatina

et al. (2016)

Upper dry val-

ley permafrost

Antarctic 16S

rRNA/fun-

gal ITS

Proteobacteria
Halobacteria
Dothideomycetes

Goordial

et al. (2016b)

Dry valley

permafrost

Antarctic 16S rRNA ProteobacteriaFirmicutes Gilichinsky

et al. (2007)

Taylor Valley

permafrost

Antarctic 16S

rRNA/

rpoB

Acidobacteria Bakermans

et al. (2014)

Antarctic Dry

Valley soils

Antarctic 16S rRNA Niederberger

et al. (2015)

Wet soils Cyanobacteria

Arid soils Bacteroidetes

Arctic

permafrost

Arctic 16S rRNA Actinobacteria Wilhelm

et al. (2011)

Canadian high

Arctic

permafrost

Arctic Actinobacteria Steven et al.

(2007)

Arctic

permafrost

Arctic 16S rRNA

microarray

Yergeau et al.

(2010)

Surface layer

2 m depth

Actinobacteria
Betaproteobacteria

Drake Passage

and Gerlache

Strait (3000 m

deep sea)

Antarctic Polar

Front

16S rRNA Gammaproteobacteria López-Garcıa

et al. (2001)

30 deep ocean

sites

North and South

Atlantic, Indian,

North and South

Pacific Oceans

16S rRNA Gammaproteobacteria Salazar et al.

(2016)

Coastal waters Oarai, Ibaraki,

Japan

16S rRNA Alphaproteobacteria Haider et al.

(2016)

Coastal waters Off Plymouth, UK 16S rRNA Alphaproteobacteria Gilbert et al.

(2012)
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Several online and stand-alone software packages have been developed for the

computation of these taxon indices. These include DOTUR (Schloss and

Handelsman 2005a), EstimateS (Colwell 2013), MOTHUR (Schloss et al. 2009),

Phylocom (Webb et al. 2008), QIIME (Caporaso et al. 2010) and SPECIES (Wang

2011).

16.3 Combining Metagenomics and Other Omic

Technologies

Metagenomic approaches have proven to be highly successful as culture-

independent means of exploring the structure and potential functional capacity of

communities inhabiting different environments (Handelsman 2004; Franzosa et al.

2015). The major limitation of metagenomic methods, however, is the uncertainty

about what proportion of the community DNA comes from extant life forms, from

organism existing in dormant forms, or from dead cells as legacy DNA (Prosser

2015). Several other ‘omic’ technologies, such as metatranscriptomics,

metaproteomics and meta-metabolomics, which target the community transcripts,

proteins and metabolites, respectively, have been developed and applied to com-

plement metagenomic approaches (Hultman et al. 2015; Roume et al. 2015).

Metatranscriptomics, which involves the sequencing of total mRNA from envi-

ronmental samples, provides access to the gene expression profiles of microbial

communities under a given set of environmental conditions and/or at a specific time

point (Warnecke and Hess 2009). Early metatranscriptomic analyses (Poretsky

et al. 2005) were based on DNA microarrays involving the hybridisation of

cDNA to oligonucleotide probes which were designed on the bases of previously

known gene sequences (Shendure 2008; Van Vliet 2010). Because these probes

were based on information from sequenced organisms, detection of community

gene expression will be restricted to variants of known transcripts (Shendure 2008;

Siezen et al. 2010). Additionally, the application of microarrays was also limited by

low transcript detection efficiency and low quantitative sensitivity (Shendure 2008;

Siezen et al. 2010). These problems have largely been circumvented through the

development of high-throughput RNA sequencing (RNA-seq) technologies (Van

Vliet 2010; Mutz et al. 2013).

RNA-seq-based metatranscriptomic approaches involve the extraction of RNA

from environmental samples, messenger RNA (mRNA) enrichment and nucleic

acid sequencing (Carvalhais et al. 2012). Owing to the instability of RNA (Moran

et al. 2013), several protocols have been developed that include snap freezing in

liquid nitrogen or sample storage in solutions such as RNAlater (Ambion, USA)

and LifeGuard™ Soil Preservation Solution (MO BIO Laboratories, CA) that

ensure the integrity of extracted RNA (Warnecke and Hess 2009; Moran et al.

2013).
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Various estimates have shown that mRNA comprised only about 1–5% of the

total RNA in environmental samples (He et al. 2010). It is thus frequently necessary

to include an mRNA extraction step prior to sequencing. The most commonly used

methods include subtractive hybridisation and exonuclease digestion, incorporated

in kits such as MICROBExpress Bacterial mRNA Enrichment kit (Ambion, USA)

and Prokaryotic mRNA Isolation kit (EPICENTRE Biotechnologies, USA)

(He et al. 2010). The enriched mRNA is either converted to cDNA prior to

sequencing (Warnecke and Hess 2009) or sequenced directly using methods that

circumvent the cDNA synthesis step (Ozsolak and Milos 2011).

Metatranscriptomic analyses have revealed the precise functioning of different

communities in a number of marine systems and a few other cold ecosystems (Jones

et al. 2016). For instance, a survey of the deep marine subsurface using samples

obtained from the continental shelf of Peru has provided insights into the versatile

anaerobic metabolism occurring in sea floor sediments (Orsi et al. 2013). Similar

studies have revealed the functional roles of the novel taxa, Candidatus Thiopilula
spp. and Ca. Thiophysa spp., in deep cold microbial communities (Jones et al.

2015). Metatranscriptome data revealed the expression of several transcripts linked

to sulphur oxidation and nitrogen reduction, suggesting their potential roles in

global sulphur cycling (Jones et al. 2015).

The study of transcriptome profiles allows for the identification and quantifica-

tion of genes that are expressed at a given point in time and leads to inferences

about their potential roles in metabolic processes (Croucher and Thomson 2010;

Sorek and Cossart 2010; Cho et al. 2013). However, this approach does not account

any post-transcriptional and/or post-translational changes that may ultimately

determine molecular activity (Vogel and Marcotte 2012; Payne 2015). Thus, in

order to elucidate the functional roles of predicted genes and their transcripts within

a given environment, metaproteomic methods have been developed for the identi-

fication and quantification of the collective community protein fraction (Wilmes

and Bond 2004). Several strategies have been widely applied for the study of

environmental proteomes (Wang et al. 2014). These include gel-based approaches,

such as ‘two-dimensional polyacrylamide gel electrophoresis’ (2D-PAGE)

(Rabilloud et al. 2010; May et al. 2012) and mass spectrometry (MS) techniques,

e.g. electrospray ionisation (ESI) and matrix-assisted laser desorption ionisation

(MALDI) (Zhang et al. 2010; Catherman et al. 2014; Jungblut 2014). These MS

approaches are often combined with different analysers such as ion trap, time of

flight and triple quad analysers (Kelleher 2004; De Maayer et al. 2014b).

Metaproteomics has provided significant insight into the mechanisms of microbial

adaptions in cold environments. For example, capillary liquid chromatography

(LC) coupled with mass spectrometry was used to identify the metaproteome

associated with various adaption strategies in the oligotrophic Sargasso Sea (Sowell

et al. 2008). Similarly, LC-MS/MS studies of metaproteomes isolated from Oregon

shelf revealed abundance of methylotrophic proteins supporting previous predic-

tions that methylotrophs were the major drivers of coastal biogeochemistry (Sowell

et al. 2011).
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Metabolomics refers to a set of techniques which are used to profile the total

small molecule or metabolites content (metabolome or metabolic profile) of a given

biological sample (Lankadurai et al. 2013; Cortassa et al. 2015). Environmental

metabolomics (or meta-metabolomics) can be applied to identify the metabolic

activities of natural communities under different environmental conditions

(Simpson and Bearden 2007; Lankadurai et al. 2013). This approach has consider-

able potential for detecting subtle shifts in microbial community composition

caused by changing environmental conditions (Jones et al. 2013). Analytical

techniques used in profiling metabolites include various nuclear magnetic reso-

nance (NMR) techniques (Simpson and Bearden 2007) and mass spectroscopy

coupled with various techniques such as Fourier transform (FT), gas chromatogra-

phy (GC), capillary electrophoresis (CE) and liquid chromatography (LC) analyses

(O’Malley 2013).

Various ‘omics’ methods have been integrated to enhance the understanding of

the functional capacity of microbial communities under cold conditions

(Mackelprang et al. 2014). For example, metagenomic and metaproteomic

approaches were employed to investigate the molecular determinants of adaptation

in permanently cold deep (746 m) marine sediments (Stokke et al. 2012). Meta-

omic data revealed that the adaptation of the sediment community was defined by a

large number of well-known cold-adapted proteins and those involved in gas

vesicle production (Stokke et al. 2012). Multi-‘omic’ approaches have also been

used to study the phylogenetic diversity and functional potential of the microbial

communities in permafrost, active layer and thermokarst bog samples from Alaska

(Hultman et al. 2015). The catalogue of sequences obtained using targeted 16S

rRNA metataxonomics, metagenomics, metatranscriptomics and metaproteomics

yielded over 100 Gb of sequence data and ca. 7000 proteins (Hultman et al. 2015).

The combined data was consistent with previous findings on the low taxonomic

diversity and functional potential of the permafrost communities. The permafrost

and active layer of metatranscriptome revealed abundant cold tolerance and other

stress response proteins compared to the bog soil (Hultman et al. 2015). However,

new observations were made; it was concluded that certain microorganisms were

capable of active metabolism under the extreme permafrost conditions. Dissimila-

tory iron reduction was identified as the potential energy conserving metabolic

strategy used by some permafrost organisms. The possibility that all the sequences

were derived from preserved genomic materials in the permafrost cannot, however,

be overruled (Hultman et al. 2015).

16.4 Concluding Remarks

Since its inception three decades ago, the field of metagenomics has developed

from a concept on how to disentangle the phylogenetics of mixed bacterial cultures

(Pace et al. 1986) to a formidable and powerful tool for the study of the diversity,

ecology and function of complex communities in virtually every accessible part of
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the Earth, from the depths of the ocean floor to the remotest parts of the polar

regions. The enormous progress achieved in the field is tightly linked to advances in

HTS sequencing technologies and the concurrent development of bioinformatic

tools specifically optimised for metagenomic analysis. Initial concerns regarding

the wastage of much of the enormous data generated using these tools are now

being addressed by the improvements in advanced computational strategies and the

development of supercomputers and various data storage options, including cloud

storage.

Metagenomic strategies have provided unprecedented access to the structure and

function of the cold biosphere, revealing the detailed taxonomic richness and

functional capacity of the inhabiting communities. The information has added a

wealth of knowledge on the versatility and expanse of life in cold ecosystems and

even rekindled the hope of finding life on other planets (Bonilla-Rosso et al. 2012;

Siddiqui et al. 2013). Metagenomic analyses have also provided insights into

ecosystem health and sustainability: for instance, recent surveys have shown that

permafrost traps a volume of carbon that equals or even surpasses the carbon

reserves in plant biomass (Mackelprang et al. 2011). Continued melting of perma-

frost as a consequence of anthropogenic activities and global warming can poten-

tially alter the global carbon biogeochemical cycle (Mackelprang et al. 2011;

Franzetti et al. 2016).

There is no doubt that our knowledge of cold environments has been greatly

enhanced through the application of metagenomic and related omic tools. However,

numerous pertinent questions still remain unanswered regarding the ecological

relevance of ‘omics’ data, especially when considering the complex and dynamic

biological interactions that occur in nature (Vilanova and Porcar 2016). This

problem is even more complex in the cryosphere where nucleic acids and proteins

are likely to be preserved over long periods, and logistical problems may hinder in

situ tracing of metabolic signals. Furthermore, because functional annotation of

biomolecules recovered from environmental samples depends on reference

genomes of cultured microorganism, many derived sequences (up to 60% in

some instances) (Prakash and Taylor 2012) remain uninformative. Thus, despite

the current accomplishments in microbial ecology resulting from the age of meta-

omics, continued and focused research is still needed to establish the complex

biology of natural populations.
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Boisvert S, Raymond F, Godzaridis É, Laviolette F, Corbeil J (2012) Ray meta: scalable de novo

metagenome assembly and profiling. Genome Biol 13(12):R122

Bonilla-Rosso G, Peimbert M, Alcaraz LD, Hernández I, Eguiarte LE, Olmedo-Alvarez G, Souza

V (2012) Comparative metagenomics of two microbial mats at Cuatro Ciénegas Basin II:
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Chapter 17

Proteomic Insights of Psychrophiles

Jun Kawamoto, Tatsuo Kurihara, and Nobuyoshi Esaki

Abstract Proteomics is a comprehensive quantification and identification of pro-

teins synthesized in the target of interests and, based on their whole genome

sequences, provides a deep understanding of molecular basis for various biological

processes that occur in the target. In the field of microbiology, proteomic studies

have uncovered the molecular basis for metabolic systems, infection to host cells,

stress adaptation, and so on. As for studies on psychrophiles, proteomics is also a

powerful approach to quantitatively identify the proteins involved in their cold

adaptation. In this chapter, we review various isolates from cold environments and

research on their proteomics to understand how psychrophiles adapt to their cold

habitats widely spread over the surface of the Earth. In order to highlight the

growing of the proteomic studies on psychrophiles, we also discuss the proteomics

of the next era, which has been developed by the combination of next-generation

DNA sequencing technologies and high-throughput mass spectrometry.
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17.1 Introduction

The rise of next-generation DNA sequencing technologies allows the accurate, rapid,

and cost-effective genome sequencing and has been providing an opportunity to obtain

whole genome information of isolates from various environments and also environ-

mental genome samples. As for psychrophilic organisms [in this chapter, psychrophilic

and psychrotolerant (or psychrotrophic) microorganisms are not distinguished, and the

term “psychrophilic microorganisms” is used throughout], about 190 complete and draft

genome sequences have been registered in the Genomes OnLine Database (as of

September 2016, http://www.genomesonline.org/), and the number of available genome

sequences of psychrophilic organisms has been increased more than 10 times compared

to those of a decade ago (Pagani et al. 2012; DeMaayer et al. 2014). The availability of

a large number of genome information on psychrophiles and related mesophilic strains

has significantly enhanced the comparative genomic analyses and also the proteomic

identifications based on the vast microbial genomic database. As well as the whole

genome sequencing, the workflow for the proteomic researches has become more

comprehensive by using two-dimensional electrophoresis (2DE) and one-dimensional

(1D) or two-dimensional liquid chromatography (2D-LC) coupled with MS (tandem

mass spectrometry MS/MS) analysis, which has provided a deep understanding of the

microbial cold adaptation. In this chapter, proteomic studies of psychrophilic microor-

ganisms, Methanococcoides burtonii, Bacillus psychrosaccharolyticus, Psychrobacter
cryohalolentisK5,Psychrobacter arcticus 273-4, and Shewanella livingstonensisAc10,
as well as those of an unsequenced strain, Pedobacter cryoconitis A37T, are reviewed.

17.2 Global Identification of Proteins Produced at Low

Temperatures

Living organisms, including psychrophilic microorganisms, produce different sets of

proteins depending on environmental temperatures. Because proteins that are

inducibly produced at low temperatures are supposed to play important roles at low

temperatures, many studies have been carried out to identify cold-inducible proteins

to gain insight into cold-adaptation mechanisms of psychrophilic microorganisms.

17.2.1 Proteomics of a Nonsequenced Cold-Adapted
Bacterium, Pedobacter cryoconitis A37T

Identification of cold-inducible proteins is greatly facilitated by whole genome

sequence data. However, comprehensive identification of cold-inducible proteins

is possible without whole genome sequence data by a recently developed method.

Pereira-Medrano and coworkers reported a high-throughput proteomic workflow by

424 J. Kawamoto et al.
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using Pedobacter cryoconitis A37T as a model bacterium without whole genome

information (Pereira-Medrano et al. 2012). Although the lack of whole genome

information and a comprehensive bioinformatics database of the targeted strain has

critical disadvantages in identification, quantification, and validation of the cold-

inducible proteins comprehensively, the authors developed a rapid and confident

proteome profiling of the unsequenced strain by the combination of 15N-metabolic

labeling, 2DE, de novo sequencing of peptide by MS/MS, and informatics tools.

P. cryoconitis A37T was isolated from alpine glacier cryoconite and is a Gram-

negative, rod-shaped, non-flagellated, motile by gliding, and non-spore forming

bacterium. This strain can grow at a temperature range of 1–25 �C. The cells were

grown with 14N- or 15N-labeled ammonium sulfate as a sole nitrogen source at 1 and

20 �C. The soluble protein extracts of two different cell mixtures at 1:1 (v/v) were

applied to 2DE. Protein spots having similar normalized volume reproducibly (size,

shape, and intensity) between biological replicates, as well as having the highest

normalized volume, were analyzed by LC-coupled Q-TOF-MS/MS (quadrupole

time-of-flight mass spectrometer) system. As the result, 13 proteins were identified

as cold-inducible proteins of P. cryoconitis A37T (ratio 1/20 �C: >1.5-fold), which

are involved in carbohydrate metabolism, translation, protein metabolism and mod-

ification, and oxidative stress response. Among them, superoxide dismutase might

function as antioxidation defense and reduce the intracellular level of the reactive

oxygen species (ROS) at low temperatures where oxygen solubility is increased.

Although proteomic identification of unsequenced bacteria still demands con-

siderable data analysis compared to that by using sequenced strains, rapid and

confident proteome analysis of unsequenced strains remains required and likely to

increase in the future, especially in the field of environmental proteomics and

systems biology.

17.2.2 Methanococcoides burtonii

M. burtonii is a flagellated, motile methanogen isolated from permanently cold

(1–2 �C), methane-saturated waters from the bottom of Ace Lake, Antarctica. Cold-

inducible proteins that are predicted to be important for cold adaptation of this

archaeon were examined by comparing 2DE profiles for cells grown to late log

phase at low temperature (4 �C) and at the optimum temperature for growth (23 �C)
(Goodchild et al. 2004). Cold-inducible proteins were also identified by isotope-

coded affinity tag chromatography and LC-MS (Goodchild et al. 2005). Proteins

identified in these studies are listed in Table 17.1.

These studies revealed that key aspects of cold adaptation of this archaeon relate

to transcription, protein folding, and metabolism. In particular, specific roles for

RNA polymerase subunit E, a response regulator, and peptidyl-prolyl cis-trans
isomerase were suggested. RNA polymerase subunit E was unique to growth at

4 �C. This protein may fulfill a specific role in regulating the transcription of genes

involved in low-temperature growth or in facilitating transcription at low

17 Proteomic Insights of Psychrophiles 425
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temperatures in general. A response regulator consisting of a CheY-like receiver

domain and a winged-helix DNA-binding domain was also unique to growth at

4 �C. The increased abundance of the response regulator reinforces the finding that

cold adaptation involves transcriptional regulation, and that it may involve a

temperature-responsive two-component regulatory system similar to those found

in bacteria. Peptidyl-prolyl cis-trans isomerase was one of the most abundant

proteins with higher (3.1-fold) spot intensity at 4 �C and probably plays an

important role in protein folding at low temperatures.

Proteins with increased spot intensities at 4 �C included the 40 kDa subunit of

F420H2 dehydrogenase involved in methanogenesis. F420H2 dehydrogenase is a

membrane-bound proton pump, which generates a proton gradient that drives

most cellular processes including ATP synthesis. In methylotrophic methanogens,

ATP can also be produced by a sodium motive force. However, at low tempera-

tures, a proton motive force is easier to maintain than a sodium motive force.

Higher level of F420H2 dehydrogenase at 4
�C probably leads to the generation of a

proton motive force, which is preferred in M. burtonii during low-temperature

growth.

In addition to these reports, more comprehensive proteomic analysis of

M. burtonii was carried out by using isobaric tag labeling (iTRAQ) of the

N-terminus of expressed proteins and 2D-LC-MS/MS (Williams et al. 2010). To

identify new proteins involved in cold adaptation, the soluble, membrane, and

secreted protein fractions were collected from the cells grown at different temper-

atures (4 and 23 �C) with different carbon sources (trimethylamine and methanol).

The results demonstrated the presence of a complex adaptive process to cold

environments, in which proteins involved in the archaeal cell envelope synthesis,

protein transport, cell division, transcriptional regulation, oxidative stress, transla-

tion, and protein folding might play important roles in the cold adaptation of

M. burtonii (Williams et al. 2010).

17.2.3 Bacillus psychrosaccharolyticus

B. psychrosaccharolyticus is a facultative anaerobic sugar-digesting bacterium

found in soil and lowland marshes. It grows well in glucose broth under anaerobic

conditions. It grows at 0 �C, but does not grow at temperatures above 30 �C. Spores
are produced at 0 �C and germinate at 0 �C. Proteomic analysis was conducted for

this bacterium to identify abundantly expressed proteins and cold stress response

proteins (Seo et al. 2004). The cells were grown to mid-log phase at 30 �C and

further incubated at 0, 15, and 30 �C for 1 h. Proteins extracted from the cells were

analyzed by 2DE. Proteins inducibly synthesized by temperature downshift are

listed in Table 17.1. Cold-induced proteins in B. psychrosaccharolyticus were

similar to the proteins expressed for the cold shock response in B. subtilis (Brigulla
et al. 2003). Cold-induced proteins included chaperonin HSP10. It was suggested
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that recomposition of proteins involved in metabolic functions and stress response

is a major factor for psychrophily of B. psychrosaccharolyticus.

17.2.4 Psychrobacter cryohalolentis K5

P. cryohalolentis K5 is a Gram-negative, nonmotile bacterium isolated from Sibe-

rian permafrost. It grows at temperatures from �10 to 30 �C. Patterns of protein
abundance were examined for the cells grown at 16, 4, and�4 �C (Bakermans et al.

2007). It was found that growth temperature substantially reprogrammed the

proteome: about 31% of the proteins at each growth temperature responded to

temperature. Proteins whose relative abundance increased at �4 �C are listed in

Table 17.1.

Two ribosomal proteins (S2 and the Ctc form of L25) were inducibly synthe-

sized at �4 �C, suggesting that these proteins specifically contribute to ribosomal

function at low temperatures. S2 and Ctc are among the eight ribosomal proteins

(of 53 in total) that are transcribed individually in P. cryohalolentis K5, suggesting
that they are regulated independently of the “core” of ribosomal proteins. Two

elongation factors (EF-Ts and TypA) and CspA, which probably exhibit RNA

chaperone activity, were also induced at low temperatures. Induction of these

proteins involved in translation suggests that modulation of the translation machin-

ery is required for the growth of this bacterium at subzero temperatures.

Six transport-related proteins, AfuA, FecA, LolD, TolC, DctP, and Uup, were

upregulated at low temperatures. These proteins are probably required to counteract

lower rates of diffusion and transport across the membrane at low temperatures.

Induction of the lipoprotein transporter, LolD, suggests an increased need for

lipoproteins for maintaining fluidity of the membrane or activity of membrane

proteins at low temperatures. The observation that two of the four iron transporters

of this bacterium, AfuA and FecA, were upregulated at low temperatures suggests

that this bacterium employs cold-adapted alleles to ensure adequate transport of

iron into the cell.

Two enzymes of the glyoxylate cycle, malate dehydrogenase and isocitrate

lyase, were upregulated at �4 �C. Acetate kinase, which is involved in the intro-

duction of acetate into the glyoxylate cycle, was also upregulated at low tempera-

tures. Acetate was the only carbon and energy source provided in these

experiments, and these enzymes probably contribute to efficient assimilation of

the carbon source and generation of energy. This speculation is supported by the

fact that a possible acetate transporter, DctP, is inducibly produced at �4 �C.
Another cold-inducible protein, OsmC, is supposed to detoxify organic hydro-

peroxides that are produced during aerobic respiration. Oxidative stress increases at

low temperatures because the concentration of oxygen radicals is higher at low

temperatures due to higher solubility and slower consumption of oxygen. It is likely

that OsmC counteracts higher oxidative stress at low temperatures.
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17.2.5 Psychrobacter arcticus 273-4

P. arcticus 273-4 was isolated from a 20,000–40,000-year-old Siberian permafrost

core, which is characterized by low temperature, low water activity, poor nutrition,

and high salinity. It survives at �10 �C and shows optimal growth rate at 22 �C. To
explore how it survives in the permafrost environment, proteins in four samples of

cells cultured at 4 and 22 �C in media with and without 5% sodium chloride (saline

medium and nonsaline medium, respectively) were profiled and comparatively

studied by 2D HPLC and MS (Zheng et al. 2007). Proteins upregulated at 4 �C
are summarized in Table 17.1. These proteins are supposed to increase the resis-

tance of cells to the cold environment.

When nonsaline medium was used, putative chaperonin HSP10 and putative

cold-shock proteins were detected only in the cells grown at 4 �C. In addition,

HSP60 and peptidyl-prolyl cis-trans isomerase (cyclophilin type) were inducibly

produced at 4 �C in nonsaline medium. HSP60, together with HSP10, prevents

misfolding and promotes the refolding and proper assembly of unfolded polypep-

tides generated under stress conditions. The overexpression of HSP60 is consistent

with the increase of HSP10 at 4 �C. Peptidyl-prolyl cis-trans isomerase (cyclophilin

type) probably accelerates protein folding at 4 �C. tRNA synthetase and EF-Tu

were also upregulated at 4 �C in nonsaline medium. tRNA synthetase promotes

tRNA synthesis, and EF-Tu promotes the GTP-dependent binding of aminoacyl-

tRNA to the A-site of ribosomes during protein biosynthesis. These results suggest

that the modulation of protein expression at the translational level is an important

mechanism involved in cellular response to low temperature.

Ribosomal proteins S3, S4, S6, S15, L2, L7/L12, L15, and L28 were

downregulated more than twofold at 4 �C in nonsaline medium. The decrease of

ribosomal proteins at low temperature suggests that protein synthesis is decreased

at low temperature to conserve energy.

It is noticeable that proteins that are significantly regulated due to temperature

effects in saline medium differ from those in nonsaline medium by the amount

and/or the direction of regulation. For example, HSP60 and peptidyl-prolyl cis-
trans isomerase (cyclophilin) type were downregulated more than twofold in saline

medium at 4 �C, whereas they were upregulated more than twofold in nonsaline

medium at 4 �C. Downregulation of these general stress-related proteins at 4 �C in

saline medium suggests that a temperature of 4 �C is favored over 22 �C in saline

medium by this bacterium. The phenomenon may be related to the chemical

properties of salt in solution. It is known that the ionic strength and the ion activity

of salt in the solution decrease with the decline of the temperature, which results in

lower external osmotic pressure exposed on cells in saline media at 4 �C than at

22 �C. High salt concentration probably exposes less stress on cells at 4 �C than at

22 �C.
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17.2.6 Shewanella livingstonensis Ac10

S. livingstonensis Ac10 is a cold-adapted bacterium isolated from Antarctic seawa-

ter. The cells grow most rapidly at 18 �C, but can also grow well at 4 �C. The
doubling time of this strain is 2.5 h at 18 �C and 8.8 h at 4 �C in LB medium. To

elucidate the cold-adaptation mechanism of this bacterium, we conducted proteo-

mic analysis based on the draft genome sequence (Kawamoto et al. 2007; Park et al.

2012). The cells were grown at 4 and 18 �C, and soluble and membrane proteins

were analyzed by 2DE. Moreover, Park et al. (2012) developed a method for

isolating the inner-membrane proteins by sucrose density gradient ultracentrifuga-

tion and performed proteomic analysis of this fraction of the strain, which contains

various proteins involved in many key cellular processes such as energy generation,

energy conversion in the respiratory chain, cell division, signal transduction, and

transport processes. Proteins whose relative abundance increased at 4 �C more than

twofold were identified by peptide mass fingerprinting and are listed in Table 17.1.

Two transcription-related proteins, RpoA and GreA, were upregulated at 4 �C.
RpoA is a subunit of RNA polymerase playing an important role in assembly of

RNA polymerase and promoter recognition. GreA induces cleavage and removal of

the 30 proximal dinucleotide from the nascent RNA to control transcriptional

fidelity. Since the secondary structure of mRNA is greatly influenced by tempera-

ture, different set of proteins and/or different amount of proteins are probably

required to ensure efficient and accurate transcription at different temperatures.

CspA, which is supposed to function as an RNA chaperone, was also inducibly

synthesized at 4 �C, suggesting that this protein is required to make the secondary

structure of mRNA suitable for translation. Cold-inducible Tig probably contrib-

utes to efficient translation at low temperatures. Tig is a ribosome-associated

chaperone with peptidyl-prolyl cis-trans isomerase activity, which facilitates

proper folding of newly synthesized proteins. It is composed of three domains, an

N-terminal domain, which mediates association with the large ribosomal subunit, a

central substrate-binding domain with homology to FKBP proteins showing the

peptidyl-prolyl cis-trans isomerase activity, and a C-terminal domain of unknown

function. Peptidyl-prolyl cis-trans isomerase has been identified as a cold-inducible

protein of Shewanella sp. SIB1 (Suzuki et al. 2004). This bacterium grows most

rapidly at 20 �C and can grow at a temperature as low as 0 �C. Total soluble proteins
extracted from the cells grown at 4 and 20 �C were analyzed by 2DE, and it was

found that the amount of an FKBP family member protein with peptidyl-prolyl cis-
trans isomerase activity increased at 4 �C compared to that at 20 �C. The results

suggest that this protein facilitates protein folding when the bacterium grows at low

temperatures. Although Tig of S. livingstonensis Ac10 is similar to FKBP22 in that

it is supposed to have the peptidyl-prolyl cis-trans isomerase activity, it is different

from FKBP22 in that Tig has two additional domains, N-terminal and C-terminal

domains, that are not found in FKBP22.

Two putative outer membrane porin homologs, OmpA and OmpC, were

inducibly produced at 4 �C. Homologs of these proteins from other bacteria have
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been shown to form channels for hydrophilic solutes and play important roles in

uptake of nutrients. Upregulation of these proteins probably counteracts low diffu-

sion rate of solutes at low temperatures and enables efficient uptake of nutrients.

The bacterial signal recognition particle (SRP) receptor FtsY was identified as a

cold-inducible inner membrane protein. FtsY, which is a key protein for membrane

protein synthesis, provides the essential link between the soluble SRP-ribosome-

nascent chain complexes and the membrane-bound Sec translocon (Koch et al.

2003) and interacts with the SRP protein Ffh (Parlitz et al. 2007) to dissociate SRP

from the nascent-peptide chain. It is suggested that FtsY inducibly produced at low

temperatures facilitates dissociation of membrane protein precursors from SRP to

produce membrane proteins efficiently.

The amounts of hook-related proteins of flagella, FlgE and FlgL, were increased

at low temperatures, suggesting that S. livingstonensis Ac10 modulates its motility

by altering the expression of these proteins. Consistent with this speculation, we

found that the cells are more motile at 4 �C than at 18 �C. The physiological

significance of higher motility of this strain at low temperatures remains to be

clarified.

17.3 Conclusions

Proteomic studies have been performed for several psychrophilic microorganisms.

A set of cold-inducible proteins produced by one psychrophilic microorganism

were shown to be different from those produced by another (Table 17.1). The

results suggest that different psychrophilic microorganisms take a different strategy

to cope with cold environments. Nevertheless, some of those strategies appear to be

common in several psychrophilic microorganisms. For example, an RNA chaper-

one, CspA, is inducibly produced at low temperatures by several microorganisms

including P. cryohalolentis K5 and S. livingstonensis Ac10. Another example is

peptidyl-prolyl cis-trans isomerase, which facilitates protein folding. Cold induc-

tion of this protein was observed for several psychrophilic microorganisms includ-

ing Shewanella sp. SIB1, M. burtonii, P. arcticus 273-4, and S. livingstonensis
Ac10, although the type of peptidyl-prolyl cis-trans isomerase inducibly produced

at low temperatures is different in different psychrophilic microorganisms: FKBP-

type protein, cyclophilin-type protein, and Tig-type protein are produced by these

strains. Isomerization of peptidyl-prolyl bonds for proper protein folding is proba-

bly a crucial process for many microorganisms to survive at low temperatures.

Modulation of RNA polymerase and ribosome is also supposed to be important for

the cells to grow at low temperatures because subunits of these complexes are

upregulated at low temperatures in several psychrophilic microorganisms. More

distinctive features of proteomes of psychrophilic microorganisms will be clarified

by proteomic studies supported by next-generation DNA sequencing of many other

psychrophilic microorganisms and high-throughput protein identification by 1D- or

2D-LC MS/MS. Proteomic studies will undoubtedly provide us with more clues to
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understand how psychrophilic microorganisms adapt to cold environments in the

near future, and the information will also be useful for engineering of these

microorganisms for biotechnology.
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Chapter 18

From Transcriptomes to Metatranscriptomes:
Cold Adaptation and Active Metabolisms
of Psychrophiles from Cold Environments

Isabelle Raymond-Bouchard and Lyle G. Whyte

Abstract Transcriptomic and metatranscriptomic studies have yielded important

insights into the mechanisms and metabolisms that allow psychrophiles to remain

active in cold environments. Psychrophiles undergo numerous changes to their

transcriptional profiles at colder temperatures and change the regulation of genes

involved in most cellular processes, including primary metabolism and biosynthetic

pathways, cell wall and peptidoglycan biosynthesis, lipid biosynthesis and cell

membrane composition, translation/transcription/replication processes, protein

turnover and chaperone functions, and stress responses. Increases in the expression

of cold shock proteins, RNA/DNA helicases, protein chaperones, osmoprotectants,

and proteins involved in the oxidative stress response are common features of cold

adaptation in psychrophiles, as are changes to the cell membrane to increase fluidity

and thickening of the cell wall. Metatranscriptome studies from permafrost and

marine environments have begun to lay the groundwork for our understanding of

the active metabolisms in these ecosystems and their potential impact on greater

global processes such as biogeochemical cycles and greenhouse gas emissions.

Community-specific microbial interactions, changes in temperature, degree of

thaw, and nutrient, water, and organic matter availability, are all important drivers

and regulators of microbial activity and metabolism, and changes in any of these

factors can have significant impacts on microbial community function.
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18.1 Introduction

Since the discovery of active, diverse, and unique microbial communities in polar

environments, there has been significant interest in understanding how these organ-

isms are capable of sustaining their growth and survival in such harsh environments

and the adaptations, whether physiological, morphological, metabolic, and/or

-omic, that underline this ability. Our knowledge of psychrophiles has grown

significantly in the last 20 years, with numerous cold-adapted organisms isolated

and cultured. To date over 50 psychrophilic genomes have been sequenced, pri-

marily bacterial and archaeal, providing us with important clues regarding their

unique capabilities (see Chap. 15 and Bakermans et al. 2012). The number of

available metagenomic analyses from cold environments is rapidly increasing,

leading to the genomic characterization of novel un-culturable organisms, as well

as potential microbial function and adaptions to their natural habitats (see Chap. 15

for a discussion of metagenomes). However, genomic and metagenomic analyses

are limited in scope, able to focus only on gene presence and thus functional

potential. It is through expression and proteomic analyses looking at active tran-

scription of genes and presence of proteins, that we will ultimately understand the

mechanisms and metabolisms that allow psychrophiles to live in cold environ-

ments. Proteomics of psychrophiles are discussed in depth in Chap. 17; this chapter

will focus exclusively on current transcriptomic and metatranscriptomic studies of

psychrophiles and their habitats. This first half of the chapter will aim to look at

current transcriptome studies of isolates, while the latter half will look at the use of

metatranscriptomics to elucidate the active members and the metabolisms of cold

microbial communities.

18.2 Transcriptomics of Psychrophiles

Over 20 transcriptomes have been described for eurypsychrophiles (formerly

psychrotrophs; Tmax > 20 �C) and stenopsychrophiles (formerly “true

psychrophiles,” Tmax < 20 �C), including bacteria, archaea, algae, ciliates, and

diatoms, isolated from polar and cold environments (Table 18.1). Here, we will use

the term psychrophile to include both eury- and steno-psychrophiles. These organ-

isms have been isolated from diverse cold environments, including permafrost,

active layer, marine systems, ice, and lakes. In almost all cases, the aim of current

transcriptomic studies has been to gain insight into the metabolisms and adaptations

that are important for growth at colder (<10 �C) temperatures. Currently, only five
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Table 18.1 Summary of current transcriptomes from psychrophiles

Organism Location Taxa Temp. (�C) Key findings Reference

Nesterenkonia
sp. AN1

Antarctic

dry

permafrost

Bacteria 5 and 21 Upregulation of

oxidative response,

universal stress

proteins, chaperone

functions, protein

turnover, and cell

membrane biogene-

sis and induction of

glyoxylate cycle at

5 �C

Aliyu et al.

(2016)

Psychrobacter
arcticus 273-4

Siberian

permafrost

Bacteria �6, 0, 17

and 22

Transcription,

translation, energy

production, most

biosynthesis path-

ways decreased at

lower temps, but

AA synthesis,

RNases, and pepti-

dases increased.

Evidence for iso-

zyme exchange and

shift to resource

efficiency at lower

temperatures

Bergholz

et al. (2009)

Exiguobacterium
antarcticum B7

Antarctic

lake

Bacteria 0 and 37 Cold shock proteins

most highly

expressed tran-

scripts at 0 �C.
Transcripts

involved in transla-

tion, transcription,

RNA helicases

higher at 0 �C

Dall’Agnol
et al. (2014)

Shewanella
oneidensis MR-1

Bacteria 8, 15, and

30

Lipid fluidity and

catabolic processes

for NADH and

NADPH enhanced

at lower temps. Dif-

ferential regulation

of cold shock pro-

teins observed.

Increase in transla-

tion, chemotaxis,

chaperones, and

DNA metabolism at

lower temperatures

Gao et al.

(2006)

Psychrobacter
sp. PAMC 21119

Antarctic

permafrost

Bacteria �5 and 20 Translation, ribo-

some structure and

biogenesis, protein

folding, and mem-

brane fluidity

upregulated at

�5 �C. Decrease in

Koh et al.

(2017)

(continued)
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Table 18.1 (continued)

Organism Location Taxa Temp. (�C) Key findings Reference

lipid transport,

energy production,

and metabolism.

Isozyme exchange

of cold shock

proteins

Planococcus
halocryophilus
Or1

Arctic

active

layer

Bacteria �15 and 25 Cell envelope for-

mation, membrane

remodeling, and

increased protein

flexibility at�15 �C.
Isozyme exchange of

genes involved in

cell division, fatty

acid synthesis, solute

binding, oxidative

stress response, and

transcriptional

regulation

Mykytczuk

et al. (2013)

Exiguobacterium
sibiricum 255-15

Siberian

permafrost

Bacteria �2.5,

10 and 39

Constitutive adap-

tation to cold.

Decrease in satura-

tion and length of

fatty acids in mem-

brane, thickening of

peptidoglycan at

�2.5 �C. Shift in
carbon source utili-

zation and isozyme

exchange at differ-

ent temperatures

Rodrigues

et al. (2008)

Pseudomonas
extremaustralis

Antarctic

pond

Bacteria 8 and 30 Transcription regu-

lation, signal trans-

duction

overexpressed at

8 �C, but primary

and AA metabolism

repressed. Ethanol

oxidation pathway

induced and impor-

tant for growth at

low temperatures

Tribelli

et al. (2015)

Methanolobus
psychrophilus R15

Tibetan

wetland

Archaea 4 and 18 Methanogenesis,

biosynthesis, and

protein synthesis

downregulated at

4 �C, but transla-
tion, protein turn-

over and

chaperones, and

signal transduction

increased

Chen et al.

(2012)

(continued)
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Table 18.1 (continued)

Organism Location Taxa Temp. (�C) Key findings Reference

Methanococcoides
burtonii

Antarctic

Ace Lake

Archaea 4 and 23 Transcriptional reg-

ulation, not transla-

tion, largely

responsible for con-

trolling gene

expression.

Increase of cell sur-

face and secretory

proteins, protein

turnover, and main-

tenance of transla-

tion and initiation at

4 �C. Energy gen-

eration and

methanogenesis

higher at 23 �C

Campanaro

et al. (2011)

Chlamydomonas
sp. ICE-L

Antarctic

algal mat

Algae �20, �10,

0, 5, 10 and

15

Upregulation of

11 DEAD-box RNA

helicase genes after

36 h cold stress.

Fatty acid

desaturases

increased at low

temps with higher

proportion of poly-

unsaturated fatty

acids

An et al.

(2013), Liu

and Huang

(2015)

Chlorella
UMACC 234

Antarctic

snow

Algae 4, 20 and

30

Higher expression

of photosystem II

reaction center at

4 �C

Chong et al.

(2011)

Chaetoceros
neogracile KOPRI
AnM0002

Antarctic

ocean

Algae 4 and 10 Metabolism and

photosynthesis

highest at 4 �C.
Photosynthesis

genes made up 15%

of downregulated

genes at 10 �C

Hwang

et al. (2008)

Euplotes focardii
and Euplotes
nobilii

Antarctic

pore

waters

Ciliate 4 and 20 Heat shock protein

not induced in

response to heat

shock; low constitu-

tive expression at

4 �C

La Terza

et al. (2001)

Chlamydomonas
sp. ArF0006

Norway

pond

Algae 4 Cold response and

photosynthesis

prominent at 4 �C,
including heat

shock proteins,

transport functions,

lipid biosynthesis,

Kim et al.

(2013)

(continued)
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transcriptomes exist for growth at temperatures below zero, in the bacteria

Exiguobacterium sibiricum (�2.5 �C) (Rodrigues et al. 2008), Psychrobacter
arcticus (�6 �C) (Bergholz et al. 2009), Psychrobacter sp. PAMC 21119 (�5 �C)
(Koh et al. 2017), Planococcus halocryophilus (�15 �C) (Mykytczuk et al. 2013),

and in the psychrophilic diatom Fragilariopsis cylindrus (�1 �C) (Mock et al.

2005). Interestingly, while these organisms are capable of growth at some of the

coldest temperatures recorded to date, all, except Fragilariopsis cylindrus, are
considered eurypsychrophiles rather than “true” psychrophiles and grow best at

temperatures higher than 15 �C (Rodrigues et al. 2008; Bergholz et al. 2009;

Mykytczuk et al. 2013; Koh et al. 2017). The remaining psychrophilic

transcriptomes use above zero temperatures (4–5 �C) as their cold representative

temperature.

18.2.1 Cold Shock Proteins and Chaperones

Cold shock proteins (CSP), which bind to nucleic acids and function as regulators

of various cellular functions including translation, transcription, protein folding,

Table 18.1 (continued)

Organism Location Taxa Temp. (�C) Key findings Reference

fatty acid

desaturase, ribo-

somal proteins,

antifreeze protein

Chlorella vulgaris
NJ-7

Antarctica Algae 4 and 20 Abundant expres-

sion of antifreeze

proteins, highest at

4 �C, and higher

than C. vulgaris
UTEX259. Two

novel cryoprotec-

tants identified and

highly expressed in

NJ-7

Li et al.

(2009), Liu

et al. (2011)

Fragilariopsis
cylindrus Grunow

Antarctic

sea ice

Diatom �1, �1.8,

5 and 7

Translation, ribo-

somal structure,

biogenesis, post-

translation modifi-

cations dominated

transcripts. Expres-

sion of six different

DNA/RNA

helicases. Increase

in numerous photo-

synthesis genes at

�1 �C

Mock and

Hoch

(2005),

Mock et al.

(2005)
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and RNA degradation (De Maayer et al. 2014), and other predicted chaperones,

such as heat shock proteins (HSP; protein chaperones) and DEAD-box and associ-

ated RNA helicases, are amongst the most studied features of cold shock and

adaptation in microorganisms, owing in large part due to their significant impor-

tance in aiding transcription and translation processes. Almost all transcriptome

studies conducted on psychrophiles to date have found increased transcript levels of

at least one of the CSPs, HSPs, DEAD-box, and associated helicases and other

chaperones at colder temperatures (La Terza et al. 2001; Mock et al. 2005; Gao

et al. 2006; Bergholz et al. 2009; Campanaro et al. 2011; Chen et al. 2012; Mazzon

et al. 2012; Kim et al. 2013; Dall’Agnol et al. 2014; Liu and Huang 2015; Koh et al.
2017). The psychrophilic alga, Chlamydomonas sp. ICE-L, possesses 39 DEAD-

box RNA helicase genes, over 10 of which are strongly upregulated at lower

temperatures (Liu and Huang 2015). Four of the six CSPs found in the genome of

Exiguobacterium antarcticum B7 are expressed at 0 �C (Dall’Agnol et al. 2014). In
the bacteria Psychrobacter arcticus (Bergholz et al. 2009) and Shewanella
oneidensis (Gao et al. 2006), two isozymes of a DEAD-box RNA helicase and a

CSP, respectively, are differentially expressed at colder and warmer temperatures.

Psychrobacter sp. PAMC 21119 also makes use of differentially expressed CSP

isozymes at �5 and 20 �C, with the �5 �C isozyme showing signs of possible cold

adaptation with increased protein flexibility (Koh et al. 2017). CSPs and chaperones

are not always upregulated at low temperatures. They may be constitutively

expressed across all temperatures in some organisms, suggesting perhaps a readi-

ness of these organisms to react quickly to changing temperatures. A CSP from

P. arcticus was found constitutively expressed at high levels across all temperatures

(22, 17, 0 and �6 �C) (Bergholz et al. 2009). Euplotes focardii, an Antarctic

stenopsychrophilic ciliate from benthic coastal sediments, grows optimally at

4–5 �C and, while it possesses many copies of hsp70, expression of these proteins

changes only minimally over a large change in temperature, contradictory to its

relative, the eurypsychrotroph Euplotes nobilii; this indicates that E. focardii may

have lost thermal adaptation mechanisms as a result of long-term influence of the

thermally (~�2 �C) stable waters from which it was isolated (La Terza et al. 2001).

18.2.2 Cell Wall and Cell Membrane

Modifications to fatty acid biosynthesis and cell wall structure allow organisms to

overcome decreased membrane fluidity at lower temperatures and perhaps increase

protection from environmental challenges such as ice crystals. As a result, elevated

transcription of genes involved in cell wall membrane and fatty acid biosynthesis is

observed (Gao et al. 2006; Rodrigues et al. 2008; Bergholz et al. 2009; An et al.

2013; Kim et al. 2013; Mykytczuk et al. 2013). For example, the bacteria

Exiguobacterium sibiricum, isolated from Siberian permafrost, increases expres-

sion of fatty acid desaturase and peptidoglycan biosynthesis genes, leading to a

decrease in saturation and length of fatty acids in its membrane and a thickening of

18 From Transcriptomes to Metatranscriptomes: Cold Adaptation and Active. . . 443



the cell wall, respectively, at subzero temperatures (Rodrigues et al. 2008). The

extreme cryophile (capable of subzero growth) Planococcus halocryophilus, capa-
ble of growth down to �15 �C, undergoes extensive modifications in its cell wall

and membrane at subzero temperatures leading to the formation of a unique cellular

envelope, initially observed through microscopy analyses, and confirmed by

transcriptomic analysis showing significant increase in cell wall biosynthesis tran-

scripts at �15 �C (Mykytczuk et al. 2013).

18.2.3 Universal and Oxidative Stress Responses

Universal stress response genes and genes involved in the oxidative stress response

have also been established as important for cold adaptation (Chen et al. 2012; De

Maayer et al. 2014). Universal stress proteins are small cytoplasmic proteins often

transcribed in response to multiple cell stressors including nutrient starvation, heat

shock, cell growth inhibition, presence of reactive oxygen species (ROS) (Kvint

et al. 2003), and to cold conditions (Gao et al. 2006; Aliyu et al. 2016). An

association between cold stress and oxidative stress has been observed, and ROS

concentrations are known to increase at lower temperatures, likely the result of

increased gas solubility and higher rates of enzyme activity to compensate for

reduced reaction rates (Chattopadhyay et al. 2011; De Maayer et al. 2014). As a

result the oxidative stress response, expression of genes encoding antioxidative

enzymes, is often induced at lower temperatures by many psychrophiles (Bergholz

et al. 2009; Chen et al. 2012; Mykytczuk et al. 2013; Tripathy et al. 2014; Aliyu

et al. 2016). Interestingly, in Pseudomonas extremaustralis, genes involved in the

oxidative stress response are repressed at colder temperatures, although iron-related

proteins, including uptake and iron-binding proteins, were upregulated, which is

theorized to play a redundant role in the reduction of oxidative stress (Tribelli et al.

2015).

18.2.4 Compatible Solutes and Antifreeze Proteins

Compatible solutes, small water soluble organic compounds such as glycine beta-

ine, ectoine, and trehalose, are used by bacteria to maintain turgor pressure during

growth. In cold-adapted bacteria, compatible solutes play an important role in

allowing psychrophiles to resist osmotic pressure and prevent water loss caused

by extracellular ice formation and increases in salinity often associated with cold

environments (Doyle et al. 2012). Compatible solutes also play a role as cryopro-

tectants and increase the stability of macromolecules, membranes, and proteins, as

well as enhancing folding and ligand binding in the latter (Thomas et al. 2001;

Yancey 2005). Genes for the biosynthesis or transport of compatible solutes are

widespread in psychrophilic microbes and increase in expression at cold
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temperatures in several instances (Rodrigues et al. 2008; Bergholz et al. 2009;

Campanaro et al. 2011). Ice nucleating proteins or antifreeze proteins also function

as cryoprotectants; they bind directly to the ice surface and prevent the growth of

ice crystals (Davies et al. 2002). Higher expression of these proteins at cold

temperatures is described in a number of psychrophilic organisms, including the

Antarctic green algae Chlorella vulgaris NJ-7 and Arctic Chlamydomonas
sp. ArF0006 (Li et al. 2009; Liu et al. 2011; Kim et al. 2013).

18.2.5 Metabolisms and Energy/Nutrient Acquisition

Temperature can have a significant impact on expression of genes involved in

metabolism and energy and nutrient acquisition. While psychrophiles are able to

grow at low temperatures, their optimum growth temperatures usually remain

above 10 �C, and in the case of eurypsychrophiles, maximum productivity is

usually in the 20–30 �C range (Lauro et al. 2011; Siddiqui et al. 2013). Given

that eurypsychrophiles are generally psychrotolerant rather than truly psychrophilic

and tend to have growth rates that are highest above 20 �C, it is not surprising that at
lower temperatures transcripts for metabolic pathways and energy production will

often be downregulated. Energy production and most biosynthetic pathways are

downregulated in Psychrobacter arcticus 273-4 (Bergholz et al. 2009), while in

Pseudomonas extremaustralis, primary metabolism, the TCA cycle, and amino acid

metabolisms are repressed (Tribelli et al. 2015). Energy metabolism is also

repressed in Planococcus halocryophilus at �15 �C (Mykytczuk et al. 2013).

Transcripts for methanogenesis and energy production in the methanogens

Methanococcoides burtonii and Methanolobus psychrophilus R15 are more abun-

dant at higher temperatures, as was core carbon and nitrogen metabolism in

M. burtonii (Campanaro et al. 2011) and biosynthesis pathways in

M. psycrhophilus R15 (Chen et al. 2012). This is not the case for

stenopsychrophiles, however, historically recognized as true psychrophiles, which

may grow optimally at fairly low (<10 �C) temperatures. In these organisms, the

opposite trend can be observed. The stenopsychrophilic algae Chaetoceros
neogracile is very well adapted to its natural Antarctic environment, growing better

at 4 �C than at higher temperatures (10 �C). This is in part due to an increase in

photosynthesis and photosynthesis efficiency at lower temperatures (Hwang et al.

2008). More than 15% of all downregulated genes at 10 �C belonged to part of the

photosynthesis pathway. Photosynthesis systems were>3-fold higher at 4 �C in the

Antarctic algae Chlorella sp. UMACC 234 (Chong et al. 2011). Similar results were

seen for Fragilariopsis cylindrus, a stenopsychrophilic diatom that increases pho-

tosynthesis and abundance of some photosynthesis transcripts at �1 �C compared

to 7 �C (Mock and Hoch 2005; Mock et al. 2005).

Transcriptome studies of psychrophiles have yielded incredibly useful clues

with regard to their survival and growth in extreme cold environments. However,

in vitro studies occur in synthetic media and cannot replace the natural

18 From Transcriptomes to Metatranscriptomes: Cold Adaptation and Active. . . 445



environments of these organisms and therefore cannot answer the more complex

question of how these organisms function and interact in their native ecosystems.

This question is next explored.

18.3 Metatranscriptomics of Cryoenvironments

While metagenomics has proven incredibly useful to increase our knowledge of the

diversity, abundance, and functional potential of cold ecosystems,

metatranscriptomics allows us to go one step further and gain insight into the active

members of these communities and the metabolisms that fuel their growth, adap-

tation, and survival in situ within their habitats. Indeed, often, metatranscriptomic

data reveals significant differences in the relative abundance and function of active

members as compared to metagenomic data (Mackelprang et al. 2016). RNA-based

studies from numerous cryoenvironments, including microarrays from high Arctic

and Antarctic soils (Yergeau et al. 2007, 2009), rRNA transcript analyses from

thawing permafrost (Crevecoeur et al. 2015), glacial ice (Hamilton et al. 2013;

Cameron et al. 2016), and subzero saline springs (Lay et al. 2013; Lamarche-

Gagnon et al. 2014), and metatranscriptomics of permafrost and permafrost-

affected soils (Coolen and Orsi 2015; Hultman et al. 2015; Lau et al. 2015; Tveit

et al. 2015; Buelow et al. 2016) as well as polar seawater and sea ice (Toseland et al.

2013; Bertrand et al. 2015; Pearson et al. 2015) have all added to the mounting

evidence that active and cold-adapted microorganisms exist in situ in

cryoenvironments and are providing novel insights into their ecosystem function.

Since this chapter aims to highlight current transcriptomic research, we will focus

almost exclusively on metatranscriptome studies (Table 18.2).

18.3.1 Permafrost

Concerns about climate change and the potential for the large amounts of frozen

organic carbon in thawing permafrost to become a significant contributor to green-

house gas emissions, predominantly methane and carbon dioxide, have directed

much of the interest in current metatranscriptome permafrost research (Davidson

et al. 2006; Olefeldt et al. 2013).

Overall, permafrost microbial communities exhibit high plasticity and adapt

quickly to changing temperatures (Tveit et al. 2015). In Alaskan permafrost, the

transcriptional response is dominated primarily by amino acid transport and metab-

olism, energy production, and stress-specific mechanisms, focusing on survival and

long-term cellular maintenance (biofilm formation, pilus assembly, virulence, hor-

izontal gene transfer, DNA repair, and the general SOS response) (Coolen and Orsi

2015). In contrast, the thawed Alaskan soils have increased microbial activity as

indicated by higher levels of transcripts involved in translation, ribosomal structure,
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biogenesis, extracellular protein degradation, and carbohydrate transport and deg-

radation. Active microorganisms from spore forming phyla Bacteroidetes and

Firmicutes increased in abundance in thawed samples, compared to Proteobacteria,

Acidobacteria, and Actinobacteria which were more dominant active members in

the frozen Alaskan permafrost (Coolen and Orsi 2015). Increases in metabolic

activities, as determined by the ratio of functional gene transcripts to genes, was

also seen in thawed soils sequenced as part of a comparison study of three soils

(permafrost, active layer, and thermokarst) in different states of thaw from Fair-

banks, Alaska (Hultman et al. 2015). Indeed, the active layer community exhibited

more functional diversity than the permafrost and thermokarst bog samples. Many

transcripts involved in specific biogeochemical cycles including methane oxida-

tion, nitrate reduction, denitrification, and iron reduction were detected in the active

layer samples. Fewer functional processes could be assigned to the permafrost,

although dissimilatory ferric iron reduction was noted as a potentially important

metabolic process.

In artificially warmed (1–30 �C gradient) Arctic peat soils, CH4 production

increased rapidly, with an accompanying shift in the active methanogens

(Tveit et al. 2015). Active hydrogenotrophic methanogens shifted from

Methanobacteriales to Methanomicrobiales, and acetotrophic methanogens

Methanosarcinaceae were replaced by Methanosaetaceae. In addition,

Methanosarcinaceae showed a high degree of flexibility during thermal adaptation

and changed their methanogenic metabolism from acetotrophic to methylotrophic,

likely due to increased substrate availability, over the temperature increase.

Thermokarst bog soil from Alaska, which experiences higher temperatures than

neighboring permafrost soil (~6 to �2 �C for bog vs ~ �0.05 to �2 �C for

permafrost), has a high relative abundance of transcripts involved in

methanogenesis, with a correspondingly very high measured rate of methane

production, compared to permafrost. This was attributed partly toMethanosarcina,
which comprised 6.8–10.5% of all 16s rRNA gene sequences (Hultman et al. 2015).

Similarly, transcripts for heterotrophic methanogenesis, using acetate, methanol,

and methylamine, were predominant in thawed Alaskan permafrost compared to

the frozen sample, while acetogenesis was exclusive to the thawed samples (Coolen

and Orsi 2015). It has been suggested that organisms within these complex com-

munities have adapted the capacity to shift their metabolisms, and consequently

community metabolic contributions, across a temperature gradient, allowing them

to remain competitive for available substrates (Hall et al. 2008; Tveit et al. 2015).

The relationship between permafrost and net methane flux on a global scale remains

unclear however. While thawed or warmed permafrost from the above studies

shows increased transcripts for methanogenesis and acetogenesis, correlated with

higher rates of methane production, organic poor Arctic permafrost in the Canadian

high Arctic acts as a methane sink, with CH4 uptake increasing with rising temper-

atures, potentially due to atmospheric methane oxidizing bacteria identified as

active through transcriptomics (Lau et al. 2015).

In addition to thawing permafrost, the melting of glaciers and buried ice are also

expected to be important contributors to changes in permafrost environments
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through the increase of water availability and soluble nutrients. In the oligotrophic

soils of the lower elevation McMurdo Dry Valleys (MDV), surface soils have active

heterotrophic organisms as well as active photoautotrophic cyanobacteria and algae

(Buelow et al. 2016). Transcripts indicate the use of simple carbon sources includ-

ing maltose, maltodextrin, and methylotrophy (serine-glyoxylate cycle), as would

be expected in these low nutrient soils. These soils contain high concentrations of

inorganic nitrate, and this was reflected in the transcripts of the nitrogen metabolism

subsystem, 31% of which could be assigned to nitrate and nitrite ammonification

and 48% to ammonia assimilation. When water and nutrients (organic matter) were

added to MDV surface soils, losses occurred in both taxonomic and functional

diversity. There was a large decline in abundance of eukaryotes, and significant

losses of transcripts could be assigned to specialized pathways in bacteria and

cellular function in eukaryotes. Pathways for glycolysis, solely assigned to the

Actinobacteria, and maltose/maltodextrin utilization, mapping mostly to

Actinobacteria (67%) and Gammaproteobacteria (30%), were more often under-

expressed in the amended soils. Positive transcriptional responses were only seen in

the OM amended soils, specifically the pentose phosphate pathway (mostly

Actinobacteria and Firmicutes), sulfur metabolism (Actinobacteria), and transport

systems (Firmicutes and Proteobacteria), perhaps indicative of the increased nutri-

ent availability in the amended soils.

18.3.2 Sea Ice, Seawater, and Sediments

Phytoplankton are the dominant primary producers in marine ecosystems and are

important contributors to global biogeochemical cycles, especially carbon cycling

systems (Field et al. 1998). Differential transcript expression by similar microbial

populations across different temperature regimes in the environment, highlighting

the importance of temperature on metabolic activity, can be illustrated by eukary-

otic phytoplankton from polar, temperate, and tropical temperature zones of the

ocean (Toseland et al. 2013). Translation of proteins is significantly affected by

temperature, with ribosomes and transcripts of key enzymes involved in purine and

pyrimidine metabolism highest in polar waters, though the rate of protein synthesis

decreases at lower temperatures, indicating that translation may be the rate-limiting

step for phytoplankton protein synthesis at lower temperatures. Evidence for cold

adaption is seen in colder waters with heat shock proteins, DEAD-box RNA

helicases, and fatty acid desaturases abundantly transcribed.

In order to gain a better understanding of ecological diversity and function in

diatom rich communities from the Southern Ocean, Pearson et al. (2015) performed

comparative metatranscriptomic analyses of three sites, the Wilkins Ice Shelf, the

Bransfield Straight, and western Weddell Sea. While a core set of expressed genes

are shared across the three communities, a significant proportion (40%) of identified

transcripts are community specific. Organisms in the sea ice sample are clearly in

the more stressful environment, with the transcriptome showing lower levels of
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carbohydrate and energy metabolism compared to the pelagic communities. These

communities show increased levels of ice-binding (antifreeze) proteins and cold

shock transcription factors. Similarly to the work described in the above paragraph,

temperature was found to have a strong impact on transcript expression, especially

transcription, translation, and ribosome processes which decreased with increasing

temperature, highlighting the potential pressure that cold sea environments place on

efficient protein synthesis.

Phytoplankton growth in coastal Antarctic seawaters near the sea ice edge is

highly susceptible to nutrient availability. Iron and cobalamin availability can

greatly influence late-summer phytoplankton growth, which in turn influences

biogeochemical processes (Bertrand et al. 2015). In these waters, cobalamin and

iron limitation is mediated by intricate phytoplankton and bacterial interactions.

Diatoms, the dominant primary producers in these waters, are dependent on cobal-

amin synthesis by bacteria and archaea, most importantly by members of the

Gammaproteobacteria Oceanospirillaceae ASP10-02a. In a metatranscriptome

analysis, the Oceanospirillaceae ASP10-02a population largely dominated expres-

sion (70%) of cobalamin biosynthesis transcripts. Oceanospirillaceae ASP10-02a

are in turn dependent on phytoplankton to provide organic compounds that fuel

cobalamin production, as shown by high levels of transcripts involved in organic

matter acquisition and cell surface attachment. However, phytoplankton must also

compete with other bacterial groups for these nutrients, including Methylophaga,
who not only rely on phytoplankton for carbon and energy but are also important

iron and cobalamin consumers. (Bertrand et al. 2015). This study highlights the

intricate and delicate association between microbes and phytoplankton in Antarctic

coastal ecosystems and helps lay the groundwork to better understand what controls

primary productivity in these marine systems.

18.4 Conclusions

Transcriptomics and metatranscriptomics have begun to bridge the gap between

microbial activity and function in polar habitats and their impact on the environ-

ment and on larger global processes including biogeochemical cycles and global

warming. However, there are still few metatranscriptomes available from psychro-

philic habitats and more will be needed if we are to gain a more complete

understanding of the interconnections between microbial activity and ecosystem

function.

Some important caveats should be kept in mind, however, as we move forward

in this field. While the presence of mRNA transcripts tells us which genes are being

transcribed, this is not always representative of the final proteome. In fact, there can

be significant differences between the abundance of transcripts and those that are

translated to proteins (Budde et al. 2006; Bergholz et al. 2009). Furthermore, with

regard to metatranscriptomics, the abundance of rRNA transcripts, in relation to the

abundance of rDNA, is not always indicative of activity, as the relationship between
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growth and activity is complex (Blazewicz et al. 2013). For these reasons, care must

be taken when attempting to interpret transcriptomic and metatranscriptomic data

and linking these to microbial adaptations, function, and activity.

Finally, it will be important to look more closely at the relationship and interplay

between the growth ranges of psychrophiles, their metabolisms, their differing

environments, and the range of temperatures and conditions they are likely to

encounter in these habitats, when we look to make larger statements about cold

adaptation and ecosystem function. Each of these will, individually, impact active

transcription of genes in psychrophiles and may explain some of the differences and

contradictions observed in transcriptome and metatranscriptome studies of

psychrophiles and their environment.
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Part IV

Biotechnological Perspectives



Chapter 19

Biotechnological Aspects of Cold-Active

Enzymes

Mário Barroca, Gustavo Santos, Charles Gerday, and Tony Collins

Abstract Cold-adapted enzymes produced by organisms inhabiting permanently

low temperature environments are typically characterized by a high activity at low

to moderate temperatures and a poor thermal stability. Such characteristics make

these enzymes highly attractive for various applications where they can enable

more efficient, cost-effective, and environmentally friendlier processes than higher

temperature-adapted enzymes. In this chapter, the biotechnological aspects of cold-

adapted enzymes and their application in industry are reviewed and discussed with

a focus on cleaning/detergents, food and beverages, molecular biology, biomedi-

cine, pharmaceuticals, cosmetics, textiles, biofuels, and materials applications.
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19.1 Introduction

Enzymes are highly specific biological catalysts that accelerate the rate of chemical

reactions in the cells of living organisms. These natural catalysts are biodegradable,

fast, efficient, and selective, and produce low amounts of by-products while also
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being less demanding with respect to process energy, raw materials and toxic

components than many traditional chemical catalysts. Their exquisite catalytic

power, specificity of action and reduced environmental footprint makes them

seemingly ideal tools for numerous biotechnological applications. Indeed, they

have already found application in many diverse industries including food, bever-

ages, pharmaceuticals, detergents, textiles, leather, chemical, biofuels, animal feed,

personal care, pulp and paper, diagnostics, and therapy, and are continuously

developing into new areas. They are employed to enable improved and/or more

economic and eco-friendly end-products and bioprocesses and can even facilitate

the development of novel products and processes. The current market value of

industrial enzymes is estimated at almost USD 5 billion (BCC Research 2017), up

from USD 3.3 billion in 2010 (Blamey et al. 2017), and is expected to reach almost

USD 6.3 billion by 2021 (BCC Research 2017).

The International Union of Biochemistry and Molecular Biology (IUBMB) and

the International Union of Pure and Applied Chemistry (IUPAC) have classified

enzymes into six main classes (Enzyme Commission, EC, numbers 1–6) based on

the types of reactions catalyzed. Enzymes belonging to all six classes have found

application, but the hydrolases (EC number 3) are the most widespread used, with

lipases, proteases, glycosidases, and other hydrolytic enzymes accounting for

almost 90% of the total industrial enzymes market share (Blamey et al. 2017).

These are mainly used as high volume, commodity, or bulk enzymes in the

manufacture of food, beverage, cleaning agents, textiles, biofuels, and pulp and

paper. On the other hand, specialty enzymes, for use in high value, low volume

products such as in diagnostics, research and development, and as biocatalysts,

currently have a small market share but have shown strong growth in recent years.

Improved health care and the adaption of a “personalized” medicine approach drive

this growth in diagnostics. Similarly, the development of “Green chemistry,”

making use of the high substrate-, regio-, and enantio- selectivity of enzymes for

the sustainable production, modification, and/or functionalization of pharmaceuti-

cals, fine chemicals, flavors, fragrances, etc., drives growth in biocatalysis. Indeed,

the current societal shift towards greener technologies and a more sustainable low

carbon resource-efficient economy as well as the expansion of biotechnology into

new fields previously dominated by petroleum-based chemicals will continue to

drive growth of enzymes in the future. In fact, currently only about 11% of all

chemicals are made from renewable raw materials, with the remaining being

obtained from crude oil, natural gas, and coal (Blamey et al. 2017), and it is

believed that enzymes will play a major role in the shift towards a greater utilization

of renewables in the future and in the development of efficient, improved, environ-

mentally friendly, and sustainable bio-based processes.

For successful integration into a particular application, the ideal enzyme needs to

appropriately catalyze the desired reaction with the desired specificity under the

conditions used. That is to say, the enzyme needs to have the required specificity

and selectivity as well as a high activity and stability in the process environment.

Unfortunately, and due mainly to the harsh conditions frequently used in industrial

processes, few naturally occurring enzymes fulfill all of these requirements
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(Bommarius and Paye 2013; Sarmiento et al. 2015). High temperatures, as used, for

example, in pulp and paper manufacture and in bioconversion, are often required in

processes to enable a better breakdown and improved solubility of substrates and

products as well as reduced viscosity, higher mass transfer rates, easier separation

of volatile products, reduced contamination, and a shift in the equilibrium of

endothermic reactions towards products (Siddiqui 2015). Conversely, low temper-

atures are more suited for processes involving heat-sensitive or/and volatile com-

ponents or/and where undesirable chemical side-reactions occurring at high

temperatures and contamination problems are to be avoided, such as in the manu-

facture of many foods, beverages, fine chemicals, and pharmaceuticals. Further-

more, in addition to extremes of temperature, many industrial processes are also

carried out under extremes of pH, pressure, salinity, and/or in the presence of

detergents, non-aqueous solvents, etc. (Bommarius and Paye 2013; Sarmiento

et al. 2015; Barroca et al. 2017). Hence, standard, naturally occurring enzymes,

which are typically stable and active over a narrow range near moderate physical

and chemical conditions, are unsuited for use in numerous industrial processes in

which “unnatural” conditions are used. In an attempt to overcome this, scientists

have turned to extremophilic enzymes (Liszka et al. 2012; Elleuche et al. 2014;

Littlechild 2015; Siddiqui 2015) and protein engineering (Liszka et al. 2012;

Bommarius and Paye 2013). The use of rational design or directed evolution to

fine-tune or engineer the properties of a protein for a particular application has

achieved some success, but the use of extremophilic enzymes already adapted to

extreme conditions offers a more direct route. Indeed, extremophilic enzymes,

produced by organisms inhabiting and adapted to extreme environments, have

already been shown to be valuable tools for processes in which extreme conditions

prevail. A large number of extremophilic enzymes are already commonly used in

various diverse applications with the vast majority being thermophiles, these being

active and stable at high temperatures and frequently also in the presence of harsh

chemicals and detergents. In contrast, use of enzymes from other extreme environ-

ments appears much less developed. As an example, a search of patenting databases

for patents on enzymes with the keywords “cold-active,” “cold-adapted,” “cold-

resistant,” or “psychrophilic” in the title or abstract identified 53 patents whereas a

similar search using the keywords “thermostable,” “heat-stable,” “heat-resistant,”

and “thermophilic” gave over 60-times more hits. Interestingly, while currently being

much less employed than thermophilic enzymes, cold-adapted enzymes have an

enormous potential as highly valuable tools for various biotechnological applications,

and this review will focus on these enzymes and their biotechnological aspects.

19.2 Cold-Adapted Enzymes

As discussed in Chap. 10 of this book and in numerous previous review papers on

the subject (Santiago et al. 2016; Fields et al. 2015; Siddiqui 2015; Gerday 2013,

2014; Collins et al. 2002a, 2007, 2008; Huston 2008; D’Amico et al. 2006),
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cold-adapted or psychrophilic enzymes, produced by organisms inhabiting perma-

nently low temperature environments, are typically characterized by a high activity

at low temperatures and a reduced stability as compared to their mesophilic and

thermophilic homologs. They are believed to have overcome the low temperature

challenge and maintained high activities at low temperatures by increasing the

flexibility of specific regions of their molecular edifice. This increased flexibility

enables a continued mobility of those regions important for enzyme activity, even

in the low energy environment characteristic of low temperatures, and is achieved

via a reduction in the number and/or strength of stabilizing interactions in the

protein structure which in turn leads to the observed reduced structural stability

of cold-adapted enzymes. Importantly, this balancing of flexibility, activity, and

stability is believed to be key in enzyme adaptation to temperature, with thermo-

philic enzymes, in contrast to those from psychrophiles, being generally character-

ized by a high stability, low flexibility, and reduced low temperature activity.

The intrinsic attributes of a high activity at low temperatures and reduced

stability of cold-adapted enzymes offer many advantages for use in a variety of

commercial applications. Low temperature processes are common in the food and

beverages industries and cold-adapted enzymes, highly active under these condi-

tions, offer obvious benefits for such processes. Also, it is important to note that

cold-adapted enzymes are not only more highly active than their mesophilic and

thermophilic homologs at low temperatures, but frequently also show a higher

activity at moderate temperatures. Hence, processes can be carried out at ambient

temperatures without the need for energy input (for heating or cooling) and with

lower quantities of cold-adapted enzyme being required as compared to enzymes

adapted to higher temperatures. That is to say that these enzymes can be instru-

mental in developing processes with an improved economic and environmental

impact. Furthermore, the thermolability of these enzymes offers solutions for those

processes where a greater control is required and where a simple selective inacti-

vation of the enzyme can be achieved by mild heat treatment (Margesin et al. 2003).

Such a characteristic may prove beneficial for preserving product quality in the food

and beverages industry and in biocatalysis or for sequential multi-step processes

such as those used in molecular biology (Huston 2008). In fact, cold-adapted

enzymes have already found application in these industries and their now common-

place application in cleaning/detergents applications as well as development into

new markets underscores the potential and market value of these enzymes. In effect,

market research by the Freedonia Group (The Freedonia Group 2016) has indicated

that, in the mature commodity enzymes markets where competition among enzyme

makers is intense, novel enzymes presenting efficient performance at lower tem-

peratures will play an important role in allowing for market expansion in the future.

In addition, while little explored at present, it is believed that in the future,

psychrophilic enzymes will offer valuable tools as specialty enzymes in the prep-

aration of temperature-sensitive pharmaceutical ingredients, fine-chemicals,

flavors, and fragrances. In the following sections, the application of cold-adapted

enzymes in various industrial enzymes markets will be discussed.
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19.3 Cleaning/Detergents

This is probably the best developed market for cold-adapted enzymes with a large

number of different hydrolytic enzymes (EC 3) being commercialized for this

application by various companies throughout the world. See Sarmiento et al.

(2015) for an in-depth review.

Enzymes are used as cleaning agents in household and industrial scale laundry

and dishwashing, as well as for cleaning-in-place in the food, dairy, and brewing

industries and even in the cleaning of buildings, carpets, contact lenses, etc.

(Cavicchioli et al. 2002; Damhus et al. 2013; Sarmiento et al. 2015; Siddiqui

2015). This market currently accounts for approximately 20–25% of total industrial

enzymes sales (BCC Research 2017). Enzymes break down stains, soiling, and

deposits into more soluble products, thereby allowing for improved cleaning

performance in, for example, laundry and dishwashing as well as for the deblocking

and cleaning of filters and equipment in the food and beverages industries. Lipases

hydrolyze lipids as found, for example, in grease, butter, oil, sauces, tears, molds,

and biofilms; proteases break down proteins common in grass, blood, egg, milk,

cheese, yoghurt, sweat, tears, molds, etc., and amylases are used for breakdown of

starch soiling from cereals, pasta, potatoes, molds, biofilms, etc. Cellulases have

also been used and act on oat products, such as cereals and snack bars. Furthermore,

in laundry detergents, cellulases have an added benefit of contributing to fabric

care; they degrade accessible broken cotton fibers (known as fuzz or pills) and

thereby remove any captured dirt but at the same time reduce fuzz build up and

hence also increase the softness and color brightness of cotton fabrics. Recently,

attention has also been turned to mannanases and pectinases for use in cleaning

detergents for removal of difficult stains due to gum, fruit products, juices, may-

onnaise, tomato sauce, salad dressing, body lotions, personal care products, etc.

Pullulanases have also been shown to have potential for biofilm removal

(Antranikian et al. 2004). The action of enzymes allows for improved cleaning

performance and in turn this improved effectiveness enables a reduction in the use

of other more hazardous components, e.g., detergents, surfactants, polymers, alka-

line builders (in laundry), phosphates (in dishwashing), and organic solvents (for

cleaning-in-place), as well as reduced water consumption (Damhus et al. 2013;

Sarmiento et al. 2015). Indeed, up to 25–50% reduction in a laundry detergent

surfactant system has even been demonstrated upon use of enzymes (Damhus et al.

2013; Siddiqui 2015). Such modifications obviously lead to environmentally

friendlier wash water wastes and more sustainable wash processes.

The major benefit of using cold-adapted enzymes in cleaning/detergents is

that the process temperature and hence energy input can be reduced and thus

enables an improved economic and environmental impact. It has been estimated

that a reduction in wash temperature from 40 to 30 �C allows for a 30% saving in

energy, corresponding to 100–300 g of CO2 per wash (Cavicchioli et al. 2011;

Siddiqui 2015), and already over 50% of laundry machine washes are carried out at

low temperatures (Sarmiento et al. 2015). Furthermore, in laundry washing, low
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temperatures also extend garment life by being less aggressive, reducing garment

degradation, and lessening shrinkage and/or dye bleeding. Currently, the focus is on

further reducing temperatures to approx. 20 �C and leading to further savings, and a

continued growth in the use of cold-adapted enzymes in this application is thus

forecast. In cleaning in-place applications in the food and beverages industries, the

use of cold-adapted enzymes would avoid the need for warm cleaning washes and

the poor stability of these enzymes would give a greater assurance of complete

enzyme inactivation following heat treatment, a desirable characteristic for the

cleaning of food, dairy, and brewing industry equipment. Additionally, cold-

adapted enzymes could offer advantages in the cleaning of large immovable objects

where heating is not viable, and indeed glucose oxidases, proteases, amylases, and

lipases have already been shown to be effective in mold and biofilm removal from

building surfaces (Webster and May 2006; Valentini et al. 2010). These were

shown to enable effective building cleaning and conservation while also reducing

the use of more aggressive cleaning agents. Similarly, enzymes have been shown

to be effective in contact lens cleaning, and a thermolabile fish waste isolate

protease has been shown to have potential as an efficient, non-hazardous cleaning

agent for the removal of tear films and proteinaceous deposits on contact lens

(Pawar et al. 2009).

19.4 Food and Beverages

Industrial enzymes for use in the food and beverages industries represent a

relatively well developed market with current sales of nearly USD 1.5 billion

(BCC Research 2017). They are used as food additives and processing aids in

such diverse areas as the more traditional processes of cheese manufacturing, wine

making, brewing, and bread making to the more recent applications in the prepa-

ration of functional foods and nutraceuticals (Chandrasekaran 2015). Enzymes

are used in the manufacture, processing, preparation, and treatment of foods and

beverages. They can enable improved process efficiency, reduced processing costs,

and reduced environmental impact and, frequently also, enhance the flavor, nutri-

tional value, appeal, digestibility, texture, and/or shelf life of the final product.

Growing consumer preference for more natural, healthier, and flavorsome foods as

well as an improved awareness of environmental issues and food safety is driving

continued growth in the use of enzymes in this sector, and a compound annual

growth rate of 4.7% through 2021 has been forecasted (BCC Research 2017).

Cold-adapted enzymes are particularly attractive in food and beverages prepa-

ration due to their high catalytic activity at temperatures that minimize spoilage,

alterations in taste, and loss of nutritional value as well as their ease of inactivation

(Huston 2008). They have found application in the dairy, baking, beverages, meat,

and fish processing industries and in the production of functional foods.

In the dairy industry, a number of cold-adapted β-galactosidases, or lactases,
have been developed for the production of lactose free milk and treatment of the
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waste by-product whey. Approximately 65% of the human population has a

reduced ability to digest lactose after infancy, with Asian and African populations

being the most affected. β-Galactosidases hydrolyze lactose to glucose and galac-

tose and hence can be used to remove lactose from dairy products and improve

product digestibility while also enhancing sweetness. A variety of β-galactosidases
are currently being marketed, but cold-adapted β-galactosidases offer the advantage
of efficient hydrolysis at refrigeration temperatures which minimize problems

associated with contamination and alteration of product organoleptic properties

(Hoyoux et al. 2001; Ghosh et al. 2012; Stougaard and Schmidt 2012; Pawlak-

Szukalska et al. 2014). In the valorization of whey, a by-product of cheese produc-

tion and a waste disposal problem, the glucose and galactose produced by

β-galactosidase treatment can be used as sweeteners in soft drinks and confection-

ary products, in the production of functional foods/nutraceuticals (Van de Voorde

et al. 2014), and in biofuel production (Huston 2008). A recent study showed

the potential of using a cold-adapted β-galactosidase for the initial steps of prepa-
ration of tagatose, a novel, low-calorie sweetener (Van de Voorde et al. 2014).

Similarly, cold-adapted β-galactosidases have also been shown to be useful in the

preparation of other low calorie sweeteners, namely, galactooligosaccharides

(Karasova-Lipovova et al. 2003; Nakagawa et al. 2007; Schmidt and Stougaard

2010; Pawlak-Szukalska et al. 2014). In effect, in addition to hydrolysis, many

β-galactosidases also display transglycosylation activities where monosaccharides

are transferred to oligosaccharides with the production of di-, tri-, tetra-, and

pentasaccharides. These can be produced in the milk or from whey, and in addition

to functioning as low calorie sweeteners, they have also been found to be effective

prebiotics, selectively stimulating the growth of beneficial intestinal microorgan-

isms (Pawlak-Szukalska et al. 2014). Proteases are another family of enzymes

which play an important role in the dairy industry and in particular during clotting

and ripening in cheese making. Lipases and phospholipases are also used and due to

the low temperatures employed, cold-adapted variants have been suggested for this

(Huston 2008).

Amylases, xylanases, oxidases, asparaginases, and lipases are all commonly

used in baking applications so as to improve product quality (dough machinability,

bread texture, and shelf life), reduce the use of chemical additives (e.g., potassium

bromate, emulsifiers, etc.), and reduce the production of acrylamide (in baked

or fried products including biscuits, crisps, crackers, etc.). As yet, the majority of

enzymes used appear to be of mesophilic or thermophilic origin whereas dough

preparation and proofing is typically carried out at moderate temperatures at which

cold-adapted enzymes offer considerable cost and efficiency advantages. Never-

theless, it appears that currently only one cold-adapted enzyme has found applica-

tion in baking, namely, a cold-adapted xylanase (Collins et al. 2002b, 2006, 2012;

Dornez et al. 2011; Dutron et al. 2012). Xylanases improve dough machinability,

giving rise to a more flexible, easier-to-handle dough, larger loaf size, and improved

crumb structure, and the cold-adapted xylanase was shown to be more effective

than the other commercial xylanases studied (Collins et al. 2006, 2012; Dutron et al.

2012).
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In the brewing, wine, and fruit and vegetable processing industries, pectinases

(polygalacturonases, pectin lyases, and pectin methylesterase) and hemicellulases

such as xylanases are used to increase extraction yield, improve clarification,

reduce viscosity, and enhance color and flavor (Tu et al. 2013; Adapa et al.

2014). Rhamnogalacturonases, galactanases, and arabinanases have also been

recently developed for these applications. Apparently no cold-adapted enzymes

have been commercialized in this sector as yet but low temperature active enzymes

are available, e.g., Lallzyme EX (Lallemand) is active between 5 and 20 �C
(Sarmiento et al. 2015). Pectin esterases can also be used in the manufacture of

fruit preparations composed of intact fruit pieces, and a cold-active pectin

methylesterase was found to increase gelling and enhance fruit integrity during

processing (Pan et al. 2014). Finally, pectinases, in addition to other glycoside

hydrolases (EC 3.2.1), lipases, and proteases, can likewise be used for the treatment

of food and beverage industry wastes with cold-adapted enzymes allowing for a

more effective ambient temperature waste management (Margesin et al. 2005;

Naga Padma et al. 2011; Tsuji et al. 2013).

In meat and fish processing, cold-active proteases can be used for tenderization

and taste enhancement as well as improving the nutritional and functional proper-

ties of refrigerated products (He et al. 2004; Bjarnason and Benediktsson 2010;

Venugopal 2016). They can be employed in the preparation of soluble protein

hydrolysates for use as flavor enhancers, meat extracts, emulsifiers, and foaming

agents and which have also been shown to exert health benefits such as antihyper-

tensive, antioxidant, and immunoregulatory activity (Cazarin et al. 2015). A study

by He et al. (2004) showed how a cold-adapted protease released more taste amino

acids and essential amino acids from meat than a mesophilic protease during cold

storage. Similarly, a marine protease was shown to be effective in the preparation of

protein hydrolysates for use as flavor enhancers in foods for human consumption and

animal feed (Bjarnason and Benediktsson 2010). Finally, the use of cold-adapted

enzymes (proteases, lipases, chitinase etc.) in seafood processing (fish descaling, skin

removal and degreasing, waste treatment, oil extraction, etc.) has also been discussed

(Shahidi and Janak Kamil 2001; Junpei et al. 2016; Venugopal 2016).

19.5 Molecular Biology

Cold-adapted alkaline phosphatases (Kobori et al. 1984; Sullivan et al. 1988; Rina

et al. 2000; Nilsen et al. 2008; Muller-Greven et al. 2012), both single and double

stranded nucleases (Awazu et al. 2011) and uracil-DNA N-glycosylases (Lanes

et al. 2002), are currently being commercialized as molecular biology tools by

various companies (New England Biolabs Inc., ArcticZymes, Takara-Clontech,

Affymetrix, Inc.). Alkaline phosphatases are most commonly used in the dephos-

phorylation of the 50 end of DNA or RNA during cloning and end-labeling pro-

cedures. Nucleases, depending on their specificity, degrade single and/or double

stranded DNA and/or RNA and are used, e.g., in removing contaminating
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DNA/RNA from RNA preparations, PCR master mixes, and protein solutions.

Uracil-DNA N-glycosylases are used in PCR, RT-PCR, site-directed mutagenesis,

and SNP genotyping procedures to release free uracil from uracil-containing DNA

(Sarmiento et al. 2015). In all these cases, in addition to a high activity at low

temperatures being beneficial, the instability of cold-adapted enzymes is a deter-

mining factor in their successful application. This latter characteristic enables for

simplified enzyme inactivation by moderate heat treatment as opposed to the time

consuming chemical treatments or column purifications required with mesophilic

or thermophilic variants which often also lead to sample loss and downstream

contamination problems.

Recently, a cold-adapted polymerase has been commercialized by Arcticzymes

for use in gene sequencing, molecular diagnostics, and other markets. Furthermore,

cold-adapted ligases, recombinases, and proteinase k have been called for (Huston

2008; Sarmiento et al. 2015).

19.6 Biomedicine, Pharmaceuticals, and Cosmetics

Many pharmaceuticals, active pharmaceutical ingredients, fine chemicals, flavors,

and fragrances are heat sensitive or/and volatile and hence must be synthesized

at low temperatures at which cold-adapted enzymes are most active. In addition,

it has been proposed that as a result of their proposed high structural flexibility,

cold-adapted enzymes can operate at low water activity, such as in the aqueous/

organic and non-aqueous solvent systems frequently used during organic synthesis

of complex molecules (Huston 2008; Karan et al. 2012). In this market sector,

hydrolases, oxidoreductases, lyases, transferases, reductases, carboxylases, etc. are

becoming more commonly used but only a few cold-adapted enzymes have been

investigated and below an overview of these is given.

The most widely used cold-adapted enzymes in this sector are lipases and

esterases for the synthesis of optically pure intermediate compounds of synthetic

value. In fact, lipases (mainly CALB) from Candida antarctica are among the most

extensively and diversely used enzymes in organic synthesis. They are used in a

broad range of surprisingly diverse applications, including the modification of

sugars and sugar-related compounds, desymmetrization of complex prochiral

drug intermediates, and resolution of racemic alcohols and amines (Huston 2008;

Kirk and Christensen 2002; Suen et al. 2004) during the synthesis of various

pharmaceuticals (e.g., calcium antagonists as antihypertensive drugs, NK1/NK2

antagonist for asthma treatment), cosmetics (e.g., iso-propyl myristate, a skin

emollient), flavors, and fragrance esters.

As discussed above (Sect. 19.4), cold-adapted ß-galactosidases are suited to the

production of tagatose (an antihyperglycemic agent) and galactooligosaccharides

(prebiotics). Moreover, these have also been shown to catalyze the synthesis of

heterooligosaccharides such as lactulose (for treatment of constipation and hepatic

encephalopathy, use as a prebiotic, and use in diagnostics), galactosyl-xylose (use
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in diagnostics), and alkyl glycosides (foaming agents) as well as glycosylated

salicin (antiinflammatory agent) from lactose (Pawlak-Szukalska et al. 2014).

Also, as discussed previously, cold-adapted proteases can be used for the prepara-

tion of bioactive peptides for use as antihypertensive, antioxidant, and immunoreg-

ulatory agents (Cazarin et al. 2015).

Cold-adapted proteases are currently being marketed as therapeutic agents

against bacterial (biofilm breakdown) and viral (virus infectivity reduction) infec-

tions and in oral health care (plaque removal) and cosmetics (frown line reduction

and dead or dried skin removal) (Fornbacke and Clarsund 2013).

Other cold-adapted enzymes with potential in biomedical applications include a

marine α-galactosidases which was shown to be capable of converting B red blood

cells into the universal blood type O cells for use in transfusion therapy (Balabanova

et al. 2010) and a cold-active nitroreductase as a cancer prodrug activating enzyme

using low temperature therapy for activation (Çelik and Yetiş 2012).

19.7 Other Applications

In the textiles industry, cold-adapted amylases, cellulases, and laccases have been

developed for the rapid desizing, or starch removal, of woven fabrics, bio-finishing

of cellulosic fabrics, and less abrasive enzymatic stonewashing and bleaching of

denim (Sarmiento et al. 2015).

Cold-adapted enzymes, namely, cell wall degrading enzymes, amylases,

laccases, lipases, and phospholipases, have been suggested for improving the

energy efficiency and costs of biofuel (bioethanol, biodiesel, and biogas) produc-

tion processes. In particular, they should find application in cold-cook or no-cook

processes, simultaneous saccharification and fermentation (Festersen et al. 2005;

Huston 2008; Gohel and Duan 2012; Ji et al. 2014; Wen et al. 2015), and low

temperature biogas production (Akila and Chandra 2010).

Marine silicatein enzymes have been shown to be central in biomineralization and

in the synthesis of biosilicates found in marine diatoms, radiolaria, and sponges

(Shimizu et al. 1998; Wang et al. 2012). This has important implications in materials

science and indicates the potential of cold-adapted enzymes for the synthesis of a

variety of nanostructured mineral/organic composite materials under low temperature

and mild chemical conditions. Examples of such materials include silica and siloxane

polymers, bimetallic alloy nanoparticles, bimetallic perovskite-like materials, zirco-

nia nanoparticles, spinel gallium oxide, etc. See Huston (2008) for a review.

19.8 Conclusions

The initial development of cold-adapted enzymes for use in industry was somewhat

delayed as compared to mesophilic and thermophilic enzymes. Nowadays, how-

ever, they have found application in almost all sectors of the industrial enzymes
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markets. A continued growth in their use is envisaged in the future as novel cold-

adapted enzymes with unique properties are isolated from the vast and varied cold

environments in the world and as techniques for their isolation (Cavicchioli et al.

2011), efficient production (Cavicchioli et al. 2011), purification, engineering

(Liszka et al. 2012; Bommarius and Paye 2013), stabilization, and immobilization

(Mateo et al. 2007) are further developed. In addition, the current shift towards a

more environmentally friendly and sustainable economy and the development of

enzymes for biocatalysis will enable expansion into new application areas and drive

growth further.
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Çelik A, Yetiş G (2012) An unusually cold active nitroreductase for prodrug activations. Bioorg

Med Chem 20(11):3540-3550. doi:10.1016/j.bmc.2012.04.004

Chandrasekaran M (2015) Enzymes in food and beverage processing. CRC, Boca Raton

Collins T, Claverie P, D’Amico S, Georlette D, Gratia E, Hoyoux A, Meuwis MA, Poncin J,

Sonan G, Feller G, Gerday C (2002a) Life in the cold: psychrophilic enzymes. In: Pandalai SG

(ed) Recent research developments in proteins, vol 1. Transworld Research Network, Trivan-

drum, pp 13–26

Collins T, Meuwis MA, Stals I, Claeyssens M, Feller G, Gerday C (2002b) A novel family

8 xylanase, functional and physicochemical characterization. J Biol Chem 277

(38):35133–35139. doi:10.1074/jbc.M204517200

Collins T, Hoyoux A, Dutron A, Georis J, Genot B, Dauvrin T, Arnaut F, Gerday C, Feller G

(2006) Use of glycoside hydrolase family 8 xylanases in baking. JCS 43:79–84

Collins T, D’Amico S, Marx J, Feller G, Gerday C (2007) Cold-adapted enzymes. In: Gerday C,

Glansdorff N (eds) Physiology and biochemistry of extremophiles. ASM Press, Washington,

DC, pp 165–179. doi:10.1128/9781555815813.ch13

Collins T, Feller G, Gerday C, Meuwis MA (2012) Family 8 enzymes with xylanolytic activity.

Granted Patent US8309336B2

Collins T, Roulling F, Florence P, Marx JC, Feller G, Gerday C, D’Amico S (2008) Fundamentals

of cold-adapted enzymes. In: Margesin R, Schinner F, Marx JC, Gerday C (eds) Psychrophiles:

from biodiversity to biotechnology. Springer, Berlin, pp 211–227

D’Amico S, Collins T, Marx JC, Feller G, Gerday C (2006) Psychrophilic microorganisms:

challenges for life. EMBO Rep 7(4):385–389

Damhus T, Kaasgaard S, Olsen HS (2013) Enzymes at work, 4th edn. Novozymes A/S, Denmark

Dornez E, Verjans P, Arnaut F, Delcour JA, Courtin CM (2011) Use of psychrophilic xylanases

provides insight into the xylanase functionality in bread making. J Agric Food Chem 59

(17):9553–9562. doi:10.1021/jf201752g

Dutron A, Georis J, Genot B, Dauvrin T, Collins T, Hoyoux A, Feller G (2012) Use of family

8 enzymes with xylanolytic activity in baking. Granted Patents US8192772 (2012),

EP1549147B1 (2011), CN1681392B (2010), DE60336153 D1 (2011), CA 2498014C (2011),

ES2360942 (2011), DE60336153D1 (2011)

Elleuche S, Schroder C, Sahm K, Antranikian G (2014) Extremozymes—biocatalysts with

unique properties from extremophilic microorganisms. Curr Opin Biotechnol 29:116–123.

doi:10.1016/j.copbio.2014.04.003

Festersen RM, Olsen HS, Pedersen S (2005) Alcohol product processes. Granted Patents

DE04718914T1, EP1604019B1, CN1788083B, US8772001B2

Fields PA, Dong Y, Meng X, Somero GN (2015) Adaptations of protein structure and function

to temperature: there is more than one way to ‘skin a cat’. J Exp Biol 218(12):1801–1811.

doi:10.1242/jeb.114298

Fornbacke M, Clarsund M (2013) Cold-adapted proteases as an emerging class of therapeutics.

Infect Dis Ther 2(1):15–26. doi:10.1007/s40121-013-0002-x

Gerday C (2013) Psychrophily and catalysis. Biology 2(2):719–741. doi:10.3390/biology2020719

Gerday C (2014) Fundamentals of cold-active enzymes. In: Buzzini P, Margesin R (eds) Cold-

adapted yeasts: biodiversity, adaptation strategies and biotechnological significance. Springer,

Berlin, pp 325–350. doi:10.1007/978-3-642-39681-6_15

472 M. Barroca et al.

http://dx.doi.org/10.1039/c3cs60137d
http://dx.doi.org/10.1039/c3cs60137d
http://dx.doi.org/10.1111/j.1751-7915.2011.00258.x
http://dx.doi.org/10.1111/j.1751-7915.2011.00258.x
http://dx.doi.org/10.1201/b19408-17
http://dx.doi.org/10.1016/j.bmc.2012.04.004
http://dx.doi.org/10.1074/jbc.M204517200
http://dx.doi.org/10.1128/9781555815813.ch13
http://dx.doi.org/10.1021/jf201752g
http://dx.doi.org/10.1016/j.copbio.2014.04.003
http://dx.doi.org/10.1242/jeb.114298
http://dx.doi.org/10.1007/s40121-013-0002-x
http://dx.doi.org/10.3390/biology2020719
http://dx.doi.org/10.1007/978-3-642-39681-6_15


Ghosh M, Pulicherla KK, Rekha VP, Raja PK, Sambasiva Rao KR (2012) Cold active beta-

galactosidase from Thalassospira sp. 3SC-21 to use in milk lactose hydrolysis: a novel source

from deep waters of Bay-of-Bengal. World J Microbiol Biotechnol 28(9):2859–2869. doi:10.

1007/s11274-012-1097-z

Gohel V, Duan G (2012) No-cook process for ethanol production using indian broken rice and

pearl millet. Int J Microbiol 2012:680232. doi:10.1155/2012/680232

He H, Chen X, Li J, Zhang Y, Gao P (2004) Taste improvement of refrigerated meat treated with

cold-adapted protease. Food Chem 84(2):307–311. doi:10.1016/S0308-8146(03)00242-5

Hoyoux A, Jennes I, Dubois P, Genicot S, Dubail F, Francois JM, Baise E, Feller G, Gerday C

(2001) Cold-adapted beta-galactosidase from the Antarctic psychrophile Pseudoalteromonas
haloplanktis. Appl Environ Microbiol 67(4):1529–1535

Huston AL (2008) Biotechnological aspects of cold-adapted enzymes. In: Margesin R, Schinner F,

Marx JC, Gerday C (eds) Psychrophiles: from biodiversity to biotechnology. Springer, Berlin,

pp 347–364

Ji L, Yang J, Fan H, Yang Y, Li B, Yu X, Zhu N, Yuan H (2014) Synergy of crude enzyme cocktail

from cold-adapted Cladosporium cladosporioides Ch2-2 with commercial xylanase achieving

high sugars yield at low cost. Biotechnol Biofuels 7(1):130. doi:10.1186/s13068-014-0130-x

Junpei Z, Rui Z, Zunxi H, Zhifeng S, Xianghua T, Junjun L, Qian W (2016) Low-temperature salt-

tolerant product-inhibition-resistant beta-N-acetyl glucosamine enzyme JB10NagA. Patent

Application CN105483101A

Karan R, Capes MD, Dassarma S (2012) Function and biotechnology of extremophilic enzymes in

low water activity. Aquat Biol 8(1):4. doi:10.1186/2046-9063-8-4

Karasova-Lipovova P, Strnad H, Spiwok V, Mala S, Kralova B, Russell NJ (2003) The cloning,

purification and characterisation of a cold-active [beta]-galactosidase from the psychrotolerant

Antarctic bacterium Arthrobacter sp. C2-2. Enzym Microb Technol 33(6):836–844

Kirk O, Christensen MW (2002) Lipases from Candida antarctica: unique biocatalysts from a

unique origin. Org Process Res Dev 6(4):446–451. doi:10.1021/op0200165

Kobori H, Sullivan CW, Shizuya H (1984) Heat-labile alkaline phosphatase from Antarctic

bacteria: rapid 5’ end labelling of nucleic acids. Proc Natl Acad Sci USA 81:6691–6695

Lanes O, Leiros I, Smalas AO, Willassen NP (2002) Identification, cloning, and expression of

uracil-DNA glycosylase from Atlantic cod (Gadus morhua): characterization and homology

modeling of the cold-active catalytic domain. Extremophiles 6(1):73–86

Liszka MJ, Clark ME, Schneider E, Clark DS (2012) Nature versus nurture: developing enzymes

that function under extreme conditions. Annu Rev Chem Biomol Eng 3:77–102. doi:10.1146/

annurev-chembioeng-061010-114239

Littlechild JA (2015) Enzymes from extreme environments and their industrial applications. Front

Bioeng Biotechnol 3:161. doi:10.3389/fbioe.2015.00161

Margesin R, Fauster V, Fonteyne PA (2005) Characterization of cold-active pectate lyases from

psychrophilic Mrakia frigida. Lett Appl Microbiol 40(6):453–459

Margesin R, Feller G, Gerday C, Russell NJ (2003) Cold-adapted microorganisms: adaptation

strategies and biotechnological potential. In: Britton G (ed) Encyclopedia of environmental

microbiology. Wiley, New York. doi:10.1002/0471263397.env150

Mateo C, Palomo JM, Fernandez-Lorente G, Guisan JM, Fernandez-Lafuente R (2007) Improve-

ment of enzyme activity, stability and selectivity via immobilization techniques. Enzyme

Microb Technol 40(6):1451–1463. doi:10.1016/j.enzmictec.2007.01.018

Muller-Greven JC, Post MA, Kubu CJ (2012) Recombinant Colwellia psychrerythraea alkaline

phosphatase and uses thereof. Granted Patents US8486665B2, US8129168B2

Naga Padma P, Anuradha K, Reddy G (2011) Pectinolytic yeast isolates for cold-active

polygalacturonase production. Innov Food Sci Emerg Technol. 12(2):178–181. doi:10.1016/

j.ifset.2011.02.001

Nakagawa T, Ikehata R, Myoda T, Miyaji T, Tomizuka N (2007) Overexpression and functional

analysis of cold-active β-galactosidase from Arthrobacter psychrolactophilus strain F2. Protein
Expr Purif 54(2):295–299. doi:10.1016/j.pep.2007.03.010

19 Biotechnological Aspects of Cold-Active Enzymes 473

http://dx.doi.org/10.1007/s11274-012-1097-z
http://dx.doi.org/10.1007/s11274-012-1097-z
http://dx.doi.org/10.1155/2012/680232
http://dx.doi.org/10.1016/S0308-8146(03)00242-5
http://dx.doi.org/10.1186/s13068-014-0130-x
http://dx.doi.org/10.1186/2046-9063-8-4
http://dx.doi.org/10.1021/op0200165
http://dx.doi.org/10.1146/annurev-chembioeng-061010-114239
http://dx.doi.org/10.1146/annurev-chembioeng-061010-114239
http://dx.doi.org/10.3389/fbioe.2015.00161
http://dx.doi.org/10.1002/0471263397.env150
http://dx.doi.org/10.1016/j.enzmictec.2007.01.018
http://dx.doi.org/10.1016/j.ifset.2011.02.001
http://dx.doi.org/10.1016/j.ifset.2011.02.001
http://dx.doi.org/10.1016/j.pep.2007.03.010


Nilsen I, Overb€o K, Lanes O (2008) Shrimp alkaline phosphatase. Granted Patents US 7323325B2,

DE60130567D1, DE60130567T2, EP1326890B1

Pan X, Tu T, Wang L, Luo H, Ma R, Shi P, Meng K, Yao B (2014) A novel low-temperature-active

pectin methylesterase from Penicillium chrysogenum F46 with high efficiency in fruit firming.

Food Chem 162:229–234. doi:10.1016/j.foodchem.2014.04.069

Pawar R, Vasudeo Z, Siddhivinayak B, Govind P (2009) Application of protease isolated from

Bacillus sp. 158 in enzymatic cleansing of contact lenses. Biotechnology 8(2):276–280. doi:10.

3923/biotech.2009.276.280

Pawlak-Szukalska A, Wanarska M, Popinigis AT, Kur J (2014) A novel cold-active β-d-galacto-
sidase with transglycosylation activity from the Antarctic Arthrobacter sp. 32cB—Gene

cloning, purification and characterization. Process Biochem 49(12):2122–2133. doi:10.1016/

j.procbio.2014.09.018

Rina M, Pozidis C, Mavromatis K, Tzanodaskalaki M, Kokkinidis M, Bouriotis V (2000) Alkaline

phosphatase from the Antarctic strain TAB5. Properties and psychrophilic adaptations. Eur J

Biochem 267(4):1230–1238

Santiago M, Ramı́rez-Sarmiento CA, Zamora RA, Parra LP (2016) Discovery, molecular mech-

anisms, and industrial applications of cold-active enzymes. Front Microbiol 7:1408. doi:10.

3389/fmicb.2016.01408

Sarmiento F, Peralta R, Blamey JM (2015) Cold and hot extremozymes: industrial relevance and

current trends. Front Bioeng Biotechnol 3:148. doi:10.3389/fbioe.2015.00148

Schmidt M, Stougaard P (2010) Identification, cloning and expression of a cold-active beta-

galactosidase from a novel Arctic bacterium, Alkalilactibacillus ikkense. Environ Technol 31

(10):1107–1114. doi:10.1080/09593331003677872

Shahidi F, Janak Kamil YVA (2001) Enzymes from fish and aquatic invertebrates and their

application in the food industry. Trends Food Sci Tech 12(12):435–464. doi:10.1016/S0924-

2244(02)00021-3

Shimizu K, Cha J, Stucky GD, Morse DE (1998) Silicatein α: cathepsin L-like protein in sponge

biosilica. Proc Natl Acad Sci USA 95(11):6234–6238

Siddiqui KS (2015) Some like it hot, some like it cold: Temperature dependent biotechnological

applications and improvements in extremophilic enzymes. Biotechnol Adv 33(8):1912–1922.

doi:10.1016/j.biotechadv.2015.11.001

Stougaard P, Schmidt M (2012) Cold-active beta-galactosidase, a method of producing same and

use of such enzyme. Granted Patents US8288143, EP2396403B1, EP2396403B8,

CN102361974B

Suen W-C, Zhang N, Xiao L, Madison V, Zaks A (2004) Improved activity and thermostability of

Candida antarctica lipase B by DNA family shuffling. Protein Eng Des Sel 17(2):133–140.

doi:10.1093/protein/gzh017

Sullivan CW, Shizuya H, Kobori H (1988) Heat sensitive bacterial alkaline phosphatase. Granted

Patent US4720458

The Freedonia Group (2016) World enzymes industry study with forecasts for 2020 & 2025, Study

#3417. https://www.freedoniagroup.com/brochure/34xx/3417smwe.pdf

Tsuji M, Yokota Y, Shimohara K, Kudoh S, Hoshino T (2013) An application of wastewater

treatment in a cold environment and stable lipase production of Antarctic basidiomycetous

yeast Mrakia blollopis. PLoS One 8(3):e59376. doi:10.1371/journal.pone.0059376

Tu T, Meng K, Bai Y, Shi P, Luo H, Wang Y, Yang P, Zhang Y, Zhang W, Yao B (2013) High-

yield production of a low-temperature-active polygalacturonase for papaya juice clarification.

Food Chem 141(3):2974–2981. doi:10.1016/j.foodchem.2013.05.132

Valentini F, Diamanti A, Palleschi G (2010) New bio-cleaning strategies on porous building

materials affected by biodeterioration event. Appl Surf Sci 256(22):6550–6563. doi:10.1016/j.

apsusc.2010.04.046

Van de Voorde I, Goiris K, Syryn E, Van den Bussche C, Aerts G (2014) Evaluation of the cold-

active Pseudoalteromonas haloplanktis β-galactosidase enzyme for lactose hydrolysis in whey

permeate as primary step of D-tagatose production. Process Biochem 49(12):2134–2140.

doi:10.1016/j.procbio.2014.09.010

474 M. Barroca et al.

http://dx.doi.org/10.1016/j.foodchem.2014.04.069
http://dx.doi.org/10.3923/biotech.2009.276.280
http://dx.doi.org/10.3923/biotech.2009.276.280
http://dx.doi.org/10.1016/j.procbio.2014.09.018
http://dx.doi.org/10.1016/j.procbio.2014.09.018
http://dx.doi.org/10.3389/fmicb.2016.01408
http://dx.doi.org/10.3389/fmicb.2016.01408
http://dx.doi.org/10.3389/fbioe.2015.00148
http://dx.doi.org/10.1080/09593331003677872
http://dx.doi.org/10.1016/S0924-2244(02)00021-3
http://dx.doi.org/10.1016/S0924-2244(02)00021-3
http://dx.doi.org/10.1016/j.biotechadv.2015.11.001
http://dx.doi.org/10.1093/protein/gzh017
https://www.freedoniagroup.com/brochure/34xx/3417smwe.pdf
http://dx.doi.org/10.1371/journal.pone.0059376
http://dx.doi.org/10.1016/j.foodchem.2013.05.132
http://dx.doi.org/10.1016/j.apsusc.2010.04.046
http://dx.doi.org/10.1016/j.apsusc.2010.04.046
http://dx.doi.org/10.1016/j.procbio.2014.09.010


Venugopal V (2016) Enzymes from seafood processing waste and their applications in seafood

processing. In: Se-Kwon K, Fidel T (eds) Advances in food and nutrition research, vol 78.

Academic, New York, pp 47–69. doi:10.1016/bs.afnr.2016.06.004

Wang X, Schloßmacher U, Wiens M, Batel R, Schr€oder HC, Müller WEG (2012) Silicateins,

silicatein interactors and cellular interplay in sponge skeletogenesis: formation of glass fiber-

like spicules. FEBS J 279(10):1721–1736. doi:10.1111/j.1742-4658.2012.08533.x

Webster A, May E (2006) Bioremediation of weathered-building stone surfaces. Trends

Biotechnol 24(6):255–260. doi:10.1016/j.tibtech.2006.04.005

Wen J, Ren C, Huang N, Liu Y, Zeng R (2015) Draft genome of bagasse-degrading bacteria

Bacillus aryabhattai GZ03 from deep sea water. Mar Genomics 19:13–14. doi:10.1016/j.

margen.2014.11.004

19 Biotechnological Aspects of Cold-Active Enzymes 475

http://dx.doi.org/10.1016/bs.afnr.2016.06.004
http://dx.doi.org/10.1111/j.1742-4658.2012.08533.x
http://dx.doi.org/10.1016/j.tibtech.2006.04.005
http://dx.doi.org/10.1016/j.margen.2014.11.004
http://dx.doi.org/10.1016/j.margen.2014.11.004


Chapter 20

Biotechnological Improvements of Cold-

Adapted Enzymes: Commercialization via

an Integrated Approach

Khawar Sohail Siddiqui, Ahsan Mushir Shemsi, Gea Guerriero,

Tahria Najnin, Taha, and Haluk Ertan

Abstract Cold-adapted (psychrophilic) enzymes have intrinsically high activities

at the expense of low stabilities due to their flexible structures. Their higher

thermolability limits their applications under numerous industrial conditions that

require the process to be carried out at higher temperatures for efficient catalysis.

Therefore, for effective utilization, cold-adapted enzymes need to be improved in

such a way that enhances their stability with an increase or retention of their

activity. This chapter discusses the thermodynamic aspects of improvement of

catalytic properties and presents a unified strategy that aims at simultaneously

improving the activity and stability of cold-adapted enzymes by employing not a

single but a combination of approaches that include genetic and chemical
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modifications, immobilization, nonaqueous solvents, and additives. This concept

aims to take cold-adapted enzymes a step further from current potential to cost-

effective tangible commercial applications.
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20.1 Introduction

Life on Earth and probably beyond is constrained by temperature, and the majority

of our biosphere is permanently cold, reaching as far low as �89 �C in Antarctica

(Siddiqui et al. 2013), where complex life (amphipods and fishes) has recently been

found in a subglacial lake around �2 �C (Fox 2015). Cold-adapted (psychrophilic)

organisms have been found living at these low temperatures due to numerous

adaptations at the molecular level that include catalytic proteins (enzymes). In

fact life is made possible by enzymes, which dramatically increase the rate of

reaction compared to uncatalyzed reactions due to a decrease in their activation

energy (Wolfenden and Snider 2001). Generally, cold-adapted enzymes further

decrease the activation energy as compared to the mesophilic and thermophilic

homologues, with consequent increase in the activity (Siddiqui and Cavicchioli

2006; Feller 2008, 2013; Santiago et al. 2016).

Cold-adapted enzymes have a huge biotechnological potential due to their high

intrinsic activity at low temperatures and thermolability. This is especially relevant

in pharmaceutical and food-based industries where rapid inactivation is required

after completion of the reaction (Cavicchioli et al. 2011; Siddiqui 2015). However,

under high temperature conditions, this potential has yet to be commercially

realized due to activity-stability trade-off (Siddiqui 2017), implying that an increase

in activity is associated with a decrease in the stability, which limits the application

of cold-adapted enzymes. It is therefore inescapable that, in order for cold-adapted

enzymes to be commercially exploited, their catalytic properties (such as activity,

stability, inhibition) have to be improved to suit various reaction conditions (such as

pH, temperature, solvents, additives) normally encountered under industrial appli-

cations (Siddiqui 2015, 2017; Guerriero et al. 2016).

In this chapter we critically discuss the thermodynamic basis for the improve-

ments in the activity and stability of cold-adapted enzymes employing genetic

engineering (computational design, site-directed mutagenesis, directed evolution,
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truncation and fusion, etc.) and chemical modifications, additives/formulations, and

immobilization on non-magnetic materials and magnetic nanoparticles in both

aqueous and nonaqueous media. In addition, improvements in cold-adapted

enzymes related to the production of biofuel from lignocellulosic biomass and

waste oil are emphasized. The chapter will conclude by highlighting the future

directions with a view to converting potential applications into real commercial

processes and/or patents.

20.2 Thermodynamic Aspects of Improvement in Activity

and Stability

There is a free energy (ΔG#) barrier between the ground-state substrate or the

folded protein and the transition state (TS#) with an equilibrium constant (K ). This

barrier must be overcome by supplying a minimum amount of activation energy

(Ea) before the TS# can proceed to the formation of products with a rate constant

(kcat) in case of reaction, or into the denatured form in case of protein unfolding with

a rate constant, kinact (Eq. 20.1).

Reactants or folded protein  TS
#

K Reaction product

Denatured protein

ð20:1Þ

Enzymes increase the rate of reaction (kcat) by decreasing ΔG#, whereas the

higher thermolability (increased kinact) of the cold-adapted protein is also attained

with a decrease in ΔG# (Siddiqui 2017). Free energy (ΔG#) is composed of two

components, enthalpy (ΔH#) and entropy (ΔS#), that are related to each other

(Eq. 20.2).

ΔG# ¼ ΔH# � TΔS# ð20:2Þ

It follows from Eq. (20.2) that in order to decrease ΔG# (kcat to increase), either

ΔH# has to decrease or ΔS# has to increase (more disordered TS#). Studies

involving thermally adapted sets of homologous enzymes have revealed that

cold-adapted enzymes generally increase their activity (Vmax or kcat) by decreasing

their ΔH# that is structurally attained by reducing the number and magnitude of

enthalpy-related interactions within the active site that are needed to be broken

during the formation of transition state from the ground-state substrate (Lonhienne

et al. 2000; Siddiqui and Cavicchioli 2006; Siddiqui 2017; Santiago et al. 2016).

However, the enhancement in activity as a result of increased ΔS# has not been
explored in detail, probably because the majority of cold-adapted enzymes have

been found to attain higher activity as a result of reduced ΔH#. Theoretical

calculations suggest that in the absence of enthalpy-entropy compensation, a
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change of only 20 kJ mol�1 in ΔH# can result in an enormous (~3000-fold) increase

in activity, provided ΔS# does not decrease concurrently (Lonhienne et al. 2000).

Even further increase in activity can be attained if the decrease in ΔH# is accom-

panied by an increase in ΔS#, but in reality this does not happen because a decrease
inΔH# is accompanied by an equivalent decrease inΔS# (Siddiqui 2017). However,
in the soil fungus Scopulariopsis sp., which is not a cold-adapted organism, the less

acidic xylanase (LAX) isoenzyme showed ~tenfold higher activity than the more

acidic (HAX) isoenzyme. Interestingly, the increase in activity was not due to

reduced ΔH# (LAX, 66; HAX, 20 kJ mol�1), but due to an increase in ΔS#

(LAX, 28; HAX, �138 J mol�1 K�1) (Afzal et al. 2005).

The structural origin of activity at low temperatures (near freezing) in cold-

adapted enzymes still remains debatable; is it caused by global or local (active-site)

flexibility (Fields and Somero 1998; Siddiqui and Cavicchioli 2006; Isaksen et al.

2016)? Using computer simulations, it has been recently proposed that in thermally

adapted trypsins, reduction in ΔH# and negative ΔS# (entropy-enthalpy compensa-

tion) are correlated with higher surface mobility rather than active-site flexibility

(Isaksen et al. 2016). Recently, active-site mutants (D308A and Y309A) of cold-

adapted esterase from Pseudomonas mandelii have revealed the trade-off between

the activity and the thermal stability of the catalytic pocket (Truongvan et al. 2016).

This finding is consistent with the activation thermodynamics of hydrolytic activity,

which showed that an increase in the activity of genetic variants was entropically

driven (increase in ΔS#) compared to the wild-type enzyme (Table 20.1). The

increased disorder of TS# has been interpreted in view of the enhanced local

flexibility of the active sites of variants, consistent with higher Stern-Volmer

constants determined by dynamic fluorescence quenching (DFQ) using acrylamide

as a quencher (Truongvan et al. 2016). Similarly, deletion of the linker region

(LR) between the catalytic (CM) and carbohydrate-binding (CBM) modules and of

both LR and CBM in cold-adapted cellulase resulted in decreased activity and

increased stability (Table 20.1). Thermodynamic activation parameters showed the

lower activity in both deletion mutants to be enthalpy-driven (less ordered TS#),

and DFQ indicated lower flexibility implying a role for the linker in cold adaptation

(Sonan et al. 2007).

An attractive approach to further enhance the activity of cold enzymes is to

increase ΔS# by displacing more water molecules on the formation of the TS# from

the ground-state substrate molecule (Wolfenden and Snider 2001; Siddiqui et al.

2010; Siddiqui 2017). An increase in ~8 kJ mol�1 in ΔS# has been estimated upon

removal of one structured water molecule from a hydrophobic cavity of a protein

molecule to the bulk water (Dunitz 1994; Kotting et al. 2008); however, exclusion

of a water molecule coupled to polar residues can be thermodynamically unfavor-

able (enthalpic penalty) due to breaking of H-bonds (Huggins 2015). Although

enhancement in the activity of a cold-adapted enzyme due to an increase inΔS# as a
result of water displacement has not yet been experimentally shown, a pioneering

study was carried out on GTPase-activating protein (GAP). Structural simulations

showed that the Arg finger moves into the active-site cleft upon TS# formation that

displaces five structured water molecules into the bulk solvent resulting in positive
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TΔS# (39 kJ mol�1) that increased the reaction rate by 105 times (Kotting et al.

2008). Readers are referred to a recent review (Siddiqui 2017) for a detailed account

of the role of entropy in enhancing the activity of enzymes.

In contrast, to increase ΔG# and hence the stability, either proteins increase ΔH#

(more electrostatic interactions in the native protein) or decrease ΔS# (more ordered

TS# state). In chemically modified α-amylases (Siddiqui et al. 2010) and DNA

ligases, the higher thermostability has been attained by highly ordered TS# state

relative to the folded state (reduced ΔS#), whereas in mutants of a neutral protease

(Asghari et al. 2010), higher stability was achieved by increasing the number of

interactions needed to be broken to reach TS# (increased ΔH#). The majority of

biotechnologically important enzymes are large multi-domain proteins that unfold

irreversibly, although exceptions do exist such as in the case of multi-domain cold-

adapted α-amylase from Pseudoalteromonas haloplanktis that unfolds reversibly

(Siddiqui et al. 2005; Feller 2008, 2013; Siddiqui and Cavicchioli 2006).

20.3 Improvements in Properties by Genetic Modifications

Modifications involving changes in gene sequence have frequently been used to

enhance the stability of the cold-adapted enzymes with the retention or increase in

the activity. Conversely, the low-temperature activity of mesophilic and thermo-

stable enzymes has also been enhanced with the retention of stability (Siddiqui

2015; Table 20.2). Generally, genetic modifications (GM) can be subdivided into

site-directed mutagenesis (SDM), directed evolution (DE), iterative site-saturation

mutagenesis (ISM), consensus-guided mutagenesis (CGM), truncation and fusion

[Cavicchioli et al. (2006), Yang et al. (2014), Siddiqui (2015) and references

therein]. To date, SDM and DE alone or in combination are the most commonly

used methods for the improvement of activity and/or stability of thermally adapted

enzymes (Table 20.2). Whereas rational design using SDM requires precise struc-

tural information that is not frequently available (Wang et al. 2014), DE has the

advantage that it involves random mutagenesis via error-prone PCR (ep-PCR)

followed by selection of the desired mutant (Wintrode et al. 2001; Zhang et al.

2003; Koutsioulis et al. 2008; Struvay and Feller 2012). However, DE has draw-

backs that include low efficiency (improved mutants are rare) and a necessity to

screen a huge number of mutants. Recently, GM methods based on computational

analysis and design are receiving attention as these are economical, reduce the

number of libraries to be screened, and, more importantly, significantly boost the

chance of finding an improved (highly active and/or thermostable) mutant (Bae

et al. 2008; Wijma et al. 2013; Siddiqui 2015). Although numerous GMs result in

activity-stability trade-off such as the esterase from P. mandelii (Table 20.1),

Cm-IDH (isocitrate dehydrogenases), and thermophilic subtilase (Table 20.2), DE

has shown extreme improvements in both activity and stability (Table 20.2) in case
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of cold-adapted lipase (Zhang et al. 2003) and protease (Wintrode et al. 2001). For

example, lipase B from Candida antarctica (CALB) variant showed simultaneous

increase in both activity and half-life of inactivation (t1/2) with only two substitu-

tions (Table 20.2). Interestingly, the increase in t1/2 was accompanied by a reduc-

tion in melting temperature (Tm) which was attributed to a lower tendency of the

variants to aggregate upon unfolding.

GM have shown that combining many single mutations into multiple amino acid

substitutions sometimes has additive effects, but normally exerts nonadditive

effects regarding activity and/or stability (Kobayashi and Takada 2014). In fine

chemical synthesis, pharmaceuticals, and food/feed-related applications, enhanced

activity at low temperature with concomitant high thermolability (for rapid enzyme

inactivation) is desirable to avoid changes in the taste, texture, and composition of

the products (Cavicchioli et al. 2011). Mutagenesis to convert thermophilic homo-

logues into cold-adapted homologues has shown that all mutations (S100P, G108S,

D114G, M137 T, T153A, and S246 N) substituted in the low-temperature subtilisin

variants were found within or near the substrate-binding region. Importantly, none

of these changes correspond to the sites found in WT psychrophilic and other GM

cold-adapted subtilases, indicating there are several routes to cold adaptation

(Zhong et al. 2009). Similarly, a mesophilic lipase was converted to a psychrophilic

homologue by a single (F19 L) substitution that showed extreme low-temperature

activity and thermolability with decreased substrate affinity (Table 20.2). Structural

modeling predicted disruption of inter-secondary hydrophobic core with concom-

itant enhanced local flexibility (Goomber et al. 2016).

Cold-adapted enzymes are characterized by regions of higher structural flexibil-

ity (higher B-factor) from where thermal unfolding is originated, thus offering

targets for rigidifying floppy regions by mutagenesis (Wijma et al. 2013; Yu and

Huang 2014). Based on flexibility, a computational tool (constraint network anal-

ysis) that can envisage floppy regions and transition points upon thermal unfolding

has been introduced. The method is based on ISM where each residue is replaced

with each of the other 19 amino acids at the floppy site identified by computational

analysis, generating small libraries. This strategy can be employed on the improved

gene template for further rounds of mutagenesis on another floppy site, thus

iteratively targeting numerous positions by ISM (Pfleger et al. 2013; Siddiqui

2015). Bioinformatics tools such as HoTMuSiC based on free energy of unfolding

(ΔΔG) between the WT and mutant can predict ΔTm and therefore can be used to

design thermostable cold-adapted enzymes (Pucci et al. 2016). Additional tools like

Prethermut and SNAP2 (screening for nonacceptable polymorphisms) can be

utilized to bypass choosing those amino acids that can decrease activity. This can

be achieved by selecting residues that show more than 50% solvent accessibility

and are at least 6 Å away from the active site (Tian et al. 2013) or based on

biophysical properties, sequence, binding residues, evolutionary information, and

structural features of proteins (Hecht et al. 2015). Although ISM can be very useful

for increasing the thermostability, to the best of our knowledge, it has not yet been
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applied on any psychrophilic enzyme. An interesting computational method for

enhancing the thermostability of enzymes is using the ancient sequence of the last

universal common ancestor (LUCA) that is based on the replacement of residues

with the amino acids at these sites from ancient organisms that are considered more

thermostable. For example, the stability of lignin peroxidase was improved with

three substitutions that were predicted by the phylogenetic tree to be 403 (H329F/

T240 L) and 270 (I241L) million years old with concurrent increase in thermosta-

bility (Table 20.2; Semba et al. 2015). A bioinformatics tool (configurational

entropy, ICE) based on sequence alignment information was used to increase the

thermostability of both psychrophilic and mesophilic adenylate kinases with the

retention of activity. The alignment displays conserved residues that were left

unchanged and a set of permissible replacements in variable amino acids that do

not disturb the overall protein fold or function (Bae et al. 2008).

Chimeric enzymes can be created by fusing various parts (mostly domains) from

similar enzymes (such as thermally adapted homologues) or enzymes with different

catalytic activities (e.g., an endocellulase and a β-glucosidase). Homochimeric

enzymes are made to increase activity, stability, and/or protein yield, whereas

heterochimeric enzymes are made to achieve synergistic activation (Siddiqui

(2015) and references therein). The catalytic properties of these hybrid enzymes

are mostly intermediate between the two original parents and strictly depend on the

order in which various parts are put together, such as in the case of psychrophilic

(Colwellia maris, Cm) and mesophilic (Azotobacter vinelandii, Av) IDH

(Watanabe et al. 2005). While the fusion of parts from thermophilic into psychro-

philic homologues has a potential to create highly stable and active enzymes

(Campbell et al. 2013), surprisingly Cm-AV IDH is one of the rare examples of

a hybrid involving a cold-adapted enzyme. Although the thermostability (Topt and
t1/2) of the chimeric IDH was intermediate between two parents, the kcat were
97 and 139 s�1 for Cm-Av-Cm and Av-Av-Cm hybrids, respectively, compared

to 73 and 57.5 s�1 for WT-Av and WT-Cm (Watanabe et al. 2005). There are only

few examples of truncated cold-adapted enzymes; the most notable is an esterase

from Pseudoalteromonas arctica (Al-Khudary et al. 2010). The removal of linker

and C-terminal domain (~18 kDa) resulted in a truncated esterase that showed

similar Topt (25
�C), activity, and substrate specificity, but a dramatic increase in the

thermostability (t1/2 at 60 and 90 �C, 42 and 2.5 h, respectively) relative to WT

enzyme (t1/2 at 40 �C: 5 h) (Al-Khudary et al. 2010). Similarly, removal of a

negatively charged flexible loop from the cold-adapted protease improved the Tm
by 1.5 �C. Further increase in Tm by 3 �C was attained as a result of a salt bridge

(N15D) that locked the mobile arm with concurrent increase in the activity

(Sigurdardóttir et al. 2009). In addition to improving activity and stability, GM

have also been used to decrease the pH optimum (from 6 to 5.5) of arabinase to suit

its application for the extraction of pectin or juice clarification by substituting basic

by an acidic (H218D) residue around the catalytic domain (Wang et al. 2014).
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20.4 Improvements in the Properties by Chemical

Modifications and Immobilization

In addition to investigating the structure-function-stability relationship (Siddiqui

et al. 2005), chemical modifications (CM) are routinely employed to improve the

properties of enzymes and can provide an alternative (Siddiqui et al. 2004, 2006,

2009, 2010; Afzal et al. 2007; Sangeetha and Abraham 2008; Jia et al. 2013;

Fresco-Taboada et al. 2014) or complementary method to GM, as in combined

mutagenesis and modification (CMM) (Davis 2003). As obtaining regulatory

approval for GM products is becoming harder, CM products may have a certain

advantage for enzymes intended for commercial utilization (Cavicchioli et al.

2006). Unlike GM which rely on only 20 different amino acids, the variety of

modifiers that can be covalently linked to the amino (Siddiqui et al. 2004, 2006,

2009), carboxyl (Siddiqui et al. 1997, 2010; Rashid and Siddiqui 1998), and/or

relatively unreactive methylene (Siddiqui et al. 2004) groups is immense. CM can

target a single group (amino, carboxyl, or methylene), or more than one group (such

as –NH2 and –COOH) can be modified simultaneously (Siddiqui et al. 1999)

employing either native or GM enzymes. Although information about the X-ray

structure of an enzyme is not required as in the case of SDM, the improvements in

properties due to CM cannot be predicted a priori until a modification is actually

carried out. Chemical modification can also be combined with immobilization to

further improve the catalytic properties as in the case of CALB (Forde et al. 2010).

Although CM is a simple, rapid, and inexpensive method to improve the catalytic

properties, it suffers from lack of precision in targeting specific amino acids and the

formation of heterogeneously modified enzymes. CMM overcomes this drawback

where specific residues are mutated into cysteines, which are subsequently modified

by thioalkylation using a variety of reagents (Table 20.2; Davis 2003). However,

this powerful method has not yet been applied on any cold-adapted enzyme.

Cold-adapted enzymes have extrinsically high activity but suffer from low

stability due to their flexible structure, whereas thermophilic homologues have

low activity but enhanced stability due to their rigid structure in accordance with

the activity-stability trade-off (Siddiqui 2017). As the amino acids inside or near the

active site are well adapted for function, the improvement in activity is more

challenging to attain, whereas the increase in stability is more practicable since

the solvent-exposed amino acids are situated away from the active site on the

flexible regions from which the thermal unfolding is originated (Siddiqui 2015).

This implies that cold-adapted enzymes are an ideal group for stability improve-

ment with retention of their intrinsic activity, as CM and immobilization can easily

target exposed amino acids compared to the buried amino acids. Surprisingly,

compared to mesophilic homologues, a relatively limited number of psychrophilic

enzymes have been chemically modified or immobilized, and CALB is the most

frequently modified cold-adapted enzyme.

Table 20.2 gives examples of a range of chemical modification and immobili-

zation approaches that can be applied alone or in combination to improve the
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activity, productivity, stability (storage and operational), and reusability of

enzymes, including cold-adapted homologues. It is noteworthy that there are

numerous examples where activity-stability trade-off has been defied (both activity

and stability have been enhanced concurrently, or stabilization has been achieved

without sacrificing activity). Readers are referred to Tables 20.1 and 20.2 and recent

reviews and references therein (Siddiqui 2015, 2017) for further details. Whereas

CM enzymes remain free in solution, immobilized enzymes are non-covalently

absorbed or covalently linked to a solid support, which renders their structure more

rigid thus making them more resistant to harsh reaction conditions (high tempera-

ture, organic solvents, etc.) beside multiple reutilizations (Table 20.2; Homaei et al.

2013). Recycling immobilized enzymes offers economic benefits by reducing the

cost of buying expensive enzymes. For example, recently β-glucosidase (~100

times more expensive than cellulases) immobilized on a nonwoven polypropylene

fabric using PEGylation and cross-linking was reused 15 times (Zhu et al. 2016),

whereas cross-linked magnetic CALB was recycled 10 times (Cruz-Izquierdo et al.

2014) without losing any activity (Table 20.2). Psychrophilic laccase (Topt, 10
�C)

supplemented with Cu2O nanoparticles and trapped in a single-wall carbon nano-

tube (SWCNT) showed simultaneous enhancement in both activity and stability

(Table 20.2). The remarkable aspect of this finding is that the increase in activity, as

well as stability, is attained at both low (4 �C) and high (80 �C) temperatures

(Mukhopadhyay et al. 2015).

Amidation is a very versatile method where a vast number of modifiers

containing an –NH2 group can be linked to the –COOH groups in an enzyme,

whereas in acylation any anhydride can be attached to an amino group in an

enzyme. Furthermore, employing both amidation and acylation to give a doubly

modified endocellulase that was extremely stable in water-miscible organic sol-

vents has also been examined (Siddiqui et al. 1999; Table 20.2). It has been shown

that Arg confers structural stability due to guanidine side chain’s ability to form

multiple electrostatic interactions (Siddiqui and Cavicchioli 2006); therefore,

guanidination of Lys residues to form homo-Arg can be used to increase the

enzyme stability (Table 20.2; Siddiqui et al. 2006). It is noteworthy that methine/

methylene/methyl groups are normally not targeted for modification due to their

chemical inertness; however, covalent linkage of photoactivated benzophenone

derivatives has been employed to increase the stability of psychrophilic alkaline

phosphatase. It is interesting to point out that the addition of

benzophenonetetracarboxylic acid to –CH3/CH2/CH (photo-modification) or –

NH2 (acylation) groups increases thermostability in both cases; however, the

activity was decreased in the former, whereas it increased in the latter case. This

shows that the change in catalytic properties (activity and stability) not only

depends on the modifier but also on the side chain (Table 20.2; Siddiqui et al. 2004).

Ionic liquids (IL) are not only used as an alternative nonaqueous solvent for

enzyme reactions (Sect. 20.6) but are also grafted to enzymes due to their desirable

chemical and physical properties. The modification of CALB with imidazolium-

based IL resulted in an increase in both activity and stability including water-

miscible organic solvent. Structural studies showed that IL-modified CALB had

20 Biotechnological Improvements of Cold-Adapted Enzymes: Commercialization. . . 491



increased α-helix and β-turn content at the expense of random coil (Table 20.2; Jia

et al. 2013). Glycosylation using dialdehyde polysaccharides (DAP) has routinely

been used to increase the stability of enzymes including CALB, with a simulta-

neous increase in both activity and stability (Table 20.2; Siddiqui and Cavicchioli

2005). In a novel approach, a commercially important mesophilic protease

(savinase) was transformed into a psychrophilic-like enzyme (increased activity/

productivity at low temperatures and higher thermolability) by reduction in uncom-

petitive substrate inhibition. The kinetic and structural data indicated that the cold-

adapted features of the modified protease were attained not due to higher flexibility

and reduced ΔH#, but as a result of bulky DAP polysaccharide modifier sterically

blocking the allosteric site and relieving inhibition (Siddiqui et al. 2009).

The synthesis of cross-linked enzyme aggregates (CLEAs) has been regarded as

an efficient carrier-free immobilization method that is considered intermediate

between CM and carrier-bound immobilization. The method is simple, rapid, and

inexpensive as it utilizes the precipitated crude enzyme preparation and possibility

of cross-linking different enzymes in a same milieu. The CLEAs normally display

high catalytic rates and productivities, improved storage and operational stability,

ability to recycle, and product separation (Table 20.2; Sangeetha and Abraham

2008; Cui and Jia 2013). This method has potential to combine with other immo-

bilization methods such as silica or magnetic nanoparticles (MNP) for further

improvement in properties (Table 20.2; Makowski et al. 2007; Forde et al. 2010;

Cruz-Izquierdo et al. 2014). In addition, CLEAs are more active in nonpolar

organic solvents of lower dielectric constant (Table 20.2). The basis for operational

stabilization of immobilized enzymes is prevention of subunit dissociation, aggre-

gation and proteolysis, generation of favorable microenvironments, and rigidifica-

tion of the enzyme structure via multipoint attachment (Cui and Jia 2013). One of

the most promising methods for improving the catalytic properties is immobiliza-

tion on iron-based MNP that has potential to increase stability against harsh

conditions (chemicals, temperature, pH, etc.), relieve product inhibition, and retain

or increase activity in addition to ease of recycling enzymes using magnetic field

(Cruz-Izquierdo et al. 2014; Rahman et al. 2016). Surprisingly, however, only a

handful of cold-adapted enzymes (esterase and lipase) have so far been

immobilized on MNP (Table 20.2).

20.5 Improvement of Properties in Additives

and Formulations

Compatible solutes (osmolytes) are stored inside the cell to regulate water content

and consist of small inorganic and organic molecules that have also been found to

act as extrinsic factors to modulate the activity and stability of enzymes at high

concentrations (~0.5–2 M). These cosolutes and their analogues include sugars

(trehalose, myoinositol, sorbitol, sucrose, etc.), amino acids (glycine, sarcosine,
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proline, taurine, arginine), amines (trimethylamine N-oxide (TMAO), betaine,

spermidine, sulfobetaine), and salts (Shiraki et al. 2015; Yancey and Siebenaller

2015). Furthermore, the addition of macromolecules such as polyethylene glycols

and proteins can also improve the activity and/or stability of enzymes (Costa et al.

2002). Some additives (Arg, sulfobetaine) prevent enzyme inactivation due to

physical processes such as reduced aggregation, whereas amine-based molecules

(glycinamide, NH4Cl) are also known to prevent chemical degradation such as

deamidation of Asn and Gln and disulfide exchange at high temperatures due to

suppression of chemical modification of proteins (Collins et al. 2006; Shiraki et al.

2015).

The exact mechanism/s by which these osmolytes confer stability to proteins is

still unclear and is subject to current investigations. Although a variety of mecha-

nisms have been proposed to explain protein stabilization by cosolutes, generally,

these processes fall into two main classes that involve the direct interaction of an

additive with the protein or act indirectly via enhancing water structure by the

cosolute (Canchi and Garcı́a 2013). It is now believed that a combination of both

mechanisms contributes toward the overall protein stabilization. In the direct

mechanism, the protein stability is governed by the subtle balance between favor-

able and unfavorable interactions of the folded and unfolded states with the

cosolutes. For instance, cosolutes are excluded from the surface of the backbone

provided that intramolecular interactions in a protein are maximized and are

stronger than cosolute-water interactions (osmophobic effect). Cosolutes, such as

TMAO, trehalose, sarcosine, and proline, etc., have been shown to induce the

formation of α-helix from random coil and result in shrinkage of the denatured

state due to entropic stabilization. A relatively compact denatured state will min-

imize the exposed hydrophobic surface area to water, leading to a reduction in the

heat capacity. On the other hand, these cosolutes are also strongly excluded from

the nonpolar regions, thus stabilizing the native state of a protein against high

temperature due to reduction in entropy of the denatured state (Kaushik and Bhat

2003; Cho et al. 2011).

Some cosolutes act as crowding agents that favor a more compact native state

via excluded volume (volume inaccessible to the protein molecules due to

crowders) effect, a mechanism similar to that found inside the cells where macro-

molecules occupy a large volume, thus reducing the volume of solvent (water)

available to other large molecules. The surface of protein molecules in 1 M TMAO

is devoid of water mimicking the crowded environment; thus crowding promotes

folding since compact protein conformation occupies less volume than an unfolded

molecule (Cho et al. 2011).

In addition, these cosolutes also increase the protein stability indirectly by

enhancing the surface tension of water as a result of extensive and shortened

H-bonds between the solute and the solvent. More energy is needed to form a

cavity in the solvent to accommodate a large-sized protein upon unfolding. In this

respect trehalose has been found to display exceptional properties to reduce the

entropy of denatured state as well as increase the surface tension of water. For

example, the Tm of RNase has been increased by as much as 18 �C in the presence
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of 2 M trehalose in a pH range of 2.5–7.0. Importantly, trehalose being uncharged

does not interact with the enzyme structure thus minimally influencing its activity

(Kaushik and Bhat 2003; Bruździak et al. 2013). In another example, a betaine

analogue [2-(N,N,N-tri-n-butylammonium)acetate] enhanced the yield (ninefold of

the product catalyzed by α-glucosidase) after 24 h reaction due to activation and an
increase in the stability of the enzyme (Sehata et al. 2016).

Although formulations containing cosolutes have been shown to improve cata-

lytic properties in mesophilic and thermophilic enzymes, unexpectedly very few

cold-adapted enzymes have been tested. For example, in the presence of 1 M

TMAO, the activity and the stability of a cold-adapted protease have been simul-

taneously increased (Table 20.1; He et al. 2009), whereas trehalose has been found

to significantly reduce the autoproteolysis (Pan et al. 2005). Like trehalose, TMAO

does not interact with the protease structure so that the enzyme can retain its

flexibility at low temperature (0 �C) and increases the stability (ΔTm, 10.5 �C) via
enhancement of water structure, exclusion of cosolute from the apolar structure

upon protein unfolding and promotion of crowding to favor the more compact

native state via excluded volume effects (Canchi and Garcı́a 2013).

20.6 Improvements of Properties in Nonaqueous Media

The properties of enzymes including cold-adapted enzymes can be improved by

nonaqueous media such as organic solvents, ionic liquids, and supercritical CO2. As

discussed in Sect. 20.2, enthalpy-entropy compensation limits cold-adapted

enzymes to attain higher intrinsic activity in aqueous solvent (Siddiqui 2017);

however, in nonaqueous media, such as organic solvents (such as 3-hexanol) and

supercritical CO2 (scCO2), it has been experimentally shown, with cold-adapted

CALB-catalyzed reactions, that the enthalpy-entropy compensation relationship

can be avoided (Ottosson et al. 2002) with both negative ΔH# and positive ΔS#

(Ottosson et al. 2001). Other advantages of using enzymes in organic solvents

compared to aqueous media include condensation reactions that are unfeasible in

water due to equilibrium and product insolubility, in addition to improving stability

and substrate, stereo-, regio-, and chemoselectivity. Water acts as a molecular

lubricant which, when removed, makes enzymes very rigid in anhydrous organic

solvents (Klibanov 2001). Although a reduced flexibility makes enzymes more

stable, this also leads to a decrease in activity, in accordance with the activity-

stability trade-off (Siddiqui 2017). In many cases the activity of enzymes in

anhydrous solvents can be enhanced by adding small quantities of water that

replace water molecules vital for catalysis (Karan et al. 2012). An intriguing

phenomenon of molecular memory that takes advantage of the rigid structure of

an enzyme in organic solvents arises. For example, a ligand added to an aqueous

solution of an enzyme will form an imprint due to a conformational change, which

persists after lyophilization (freeze-drying). If the ligand is then removed by

extraction using an organic solvent, the imprint (memory) remains due to the
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enzyme’s rigid structure resulting in 1–2 orders of higher activity. This effect

decreases with the addition of water due to increased flexibility. A further benefit

is that enzymes in such media also retain pH memory as their activity mirrors the pH

of the last aqueous solution to which they were exposed (Klibanov 2001).

Cold-adapted enzymes show advantages over mesophilic and thermophilic

homologues due to their higher intrinsic flexibility that arises by forming numerous

hydrogen bonds between the surface residues and solvent molecules (Siddiqui and

Cavicchioli 2006). This also counterbalances the effect of reduced viscosity at low

temperatures (Siddiqui et al. 2004). Additionally, a tight hydration shell even under

low-water conditions is maintained due to higher surface hydrophilicity and hydro-

phobicity (Siddiqui and Cavicchioli 2006), thereby promoting catalysis in organic

solvents. Readers are referred to excellent reviews on this subject by Owusu

Apenten (1999) and Karan et al. (2012). Cold-adapted CALB, because of its low

cost and commercial availability, has been examined as a model enzyme in various

nonaqueous media such as organic solvents, ionic liquids, and scCO2 (Monhemi

and Housaindokht (2016) and references therein) for chiral resolution and the

production of fine chemicals, polymers, biodiesel, and pharmaceuticals (Sen and

Puskas (2015) and references therein).

An ionic liquid (IL) is defined as a salt in the liquid state and is made of ions and

short-lived ion pairs. Several are powerful solvents at or below room temperature

and have been dubbed as designer solvents of the future that are environmentally

friendly. These have many applications in biocatalysis as ILs do not easily inacti-

vate enzymes and show higher selectivity, wide liquid range, and good dissolution

power toward many substrates and high reaction rates combined with high thermal

and chemical stability. The unique physical properties (such as polarity, hydropho-

bicity, hydrogen-bonding capability, and viscosity) can be fine-tuned through the

appropriate choice of cations and anions that makes IL highly desirable as a solvent

compared to organic solvents. However, IL still suffers from control of water

activity, viscosity, and pH (Park and Kazlauskas 2003; Zhao 2010). Most of the

work on water-immiscible ILs is centered around 1-alkyl-3-methylimidazolium

cations because of their stability and possibility to adjust their properties by varying

either the anion (BF4
�, PF6

�) or the alkyl groups on the cation, whereas the enzyme

routinely employed is CALB. The transesterification reaction for the production of

biodiesel by CALB in BF4
�-based IL was found to be two- and four-fold higher as

compared to that in butanol and hexane, respectively, in addition to three-fold

higher half-life at 50 �C. Interestingly, in a continuous reaction process, the half-

life in ILs was enhanced by a factor of 300 probably due to the formation of a strong

ionic medium that prevents the coating of IL on the protein surface unlike other

polar solvents that inactivate the proteins by forming a solvation shell (Lozano et al.

2001). Later studies found that the higher stability of CALB in ILs was accompa-

nied by the conversion of α-helix into β-sheet structures resulting in a more compact

enzyme conformation (De Diego et al. 2005), whereas higher enzyme activities

depend on the solvent-induced size (narrow, low activity; wide, higher activity) of

the active-site cavity (Kim et al. 2014). Lately choline-/glycerol-based ILs that are

cheaper, highly biodegradable, and of lower viscosity have been employed for the
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efficient production of biodiesel by commercially available immobilized CALB

(Novozym 435). Miglyol oil (C8–C10 triglyceride from coconut oil) and methanol

were transesterified into 97% biodiesel within 3 h reaction (Zhao et al. 2011). The

further improvement in biodiesel production (100% yield) was obtained in 8 h at

60 �C due to the exceptional stabilization of CALB in hydrophobic IL with a half-

life of 1370 days at the process temperature (Lozano et al. 2013). Although lots of

enzymes have been studied in water-miscible (chloroperoxidase, formate dehydro-

genase, β-galactosidase, laccase, cellulose, etc.) and water-immiscible (proteases,

lipases) IL (Lozano et al. 2015), however apart from CALB, no fundamental studies

on other cold-adapted enzymes in ILs have been reported. This is surprising

because the high intrinsic activity of cold-adapted enzymes can be retained or

enhanced while stabilizing protein structure with concurrent enhancement in their

productivity (Ertan et al. 2015; Jayawardena et al. 2017).

A compound or a mixture acts like a supercritical fluid (SCF) below the pressure

needed to convert it into a solid, but above its critical pressure and temperature. At a

mild temperature and pressure (31.3 �C and 7.3 mPa, respectively), CO2 behaves as

an SCF (scCO2) whose parameters (temperature and pressure) can be tuned to suit

process conditions. Being inexpensive and because of its nontoxicity, nonflamma-

bility, chemical inertness under most conditions, good solvent properties for non-

polar solutes, and environmentally friendly properties, scCO2 is becoming a

popular alternative for organic solvent-based enzymatic reactions. Additionally,

because CO2 is a gas at atmospheric pressure, a simple depressurization is sufficient

to separate products from scCO2 (Bernal et al. 2012). This technology has been

applied with great success for the efficient production of biodiesel using CALB. As

an example, for the continuous production of biodiesel in the presence of scCO2

(45 �C and 18 mPa) and tert-butanol, immobilized CALB yielded 85–95% biodiesel

(methyl oleate) from triolein and methanol with an operational stability extended to

45 cycles of 4–8 h each [Lozano et al. (2012), Bernal et al. (2012) and references

therein]. Apart from biodiesel, CALB has also been exploited for the esterification

of cellulose for the production of thermoplastics such as fibers, plastics, films,

membranes, modern coatings, cosmetics, and drugs. Carrying out the reaction in

scCO2 at 40
�C and 18 mPa swells crystalline cellulose, thereby making it easier for

the enzymes to attack the substrate in an efficient way (Gremos et al. 2012).

Although CALB has commonly been studied in scCO2, other cold-adapted

enzymes such as proteases and glucanases have great potential. It is interesting to

point out that cellulases can be utilized in scCO2 for the efficient destruction of

lignocellulosic biomass [reviewed in Guerriero et al. (2015)].

Recently, posttranslational modifications (PTMs) have been introduced by in

silico design into CALB involving side chain of lysine residues (Monhemi and

Housaindokht 2016). As shown by molecular dynamics (MD) simulations based on

reduction in root mean square deviation (rmsd), methylation and carboxylation

stabilized CALB in scCO2, whereas the acetylated enzyme was stable in aqueous

solvent. The MD simulations suggested that the native enzyme is destabilized in

scCO2 due to the formation of unstable carbamate between the amino groups and
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CO2 and that the blockage of amino group by methylation and carboxylation leads

to stabilization.

The combination of both ILs and scCO2 opened new avenues for synergistic

improvements in enzyme properties (activation and stabilization) in nonaqueous

media. The advantage of a biphasic system is that the substrates are transferred by

scCO2 to the IL phase containing the enzyme, and subsequently the product(s) are

removed from the IL phase by simple decompression. Since the enzyme functions

in the IL phase and the product is continuously transported and separated in the

scCO2 phase, product inhibition can be avoided (Lozano et al. 2015). A case in

point is the transesterification reaction between 1-alkanols and vinyl esters and the

kinetic resolution of rac-1-phenylethanol by CALB under wide range of pressures

(100–150 bars) and temperatures (40–100 �C). In the presence of biphasic solvent

system, the cold-adapted lipase showed remarkable improvement in

enantioselectivity (99.9%), operational stability (enzyme lost only 15% activity

after 11 cycles of 4 h), and productivity (Lozano et al. (2015) and references

therein).

20.7 Efficient and Cost-Effective Lignocellulosic

Degradation: An Unsolved Challenge

Lignocellulosic biomass is an abundant renewable feedstock, as it is a source of

chemicals for various applications and biofuel (Guerriero et al. 2014, 2015, 2016).

The use of more efficient enzymes for lignocellulosic biomass deconstruction is

certainly a top priority in the current bioeconomy, since improved catalysts help in

the better exploitation of this natural bioresource and hence lower our dependence

on petroleum-based products. The chief lignocellulosic biomass-degrading

enzymes are cellulases, xylanases, and ligninases (Ertan et al. 2012; Siddiqui

et al. 2014; Guerriero et al. 2015).

Several psychrophilic cellulases have been isolated from organisms living in

cold environments (Kasana and Gulati 2011). The majority of these hydrolytic

psychrozymes show an optimum activity at acidic to neutral pH and between 35 and

40 �C (Kasana and Gulati 2011). A xylanase cloned directly from the environmen-

tal DNA of goat rumen retained 10% of its activity even at 0 �C, thereby demon-

strating the catalytic efficiency of psychrophilic enzymes (Wang et al. 2011).

Psychrozymes show higher intrinsic activity due to enhanced flexibility; therefore,

they can serve as ideal biocatalysts for further improvement in stability with

concurrent retention or increase in the activity (Siddiqui 2015, 2017). Surprisingly,

few psychrophilic lignocellulose-degrading enzymes that have been subjected to

improvement by GMwere able to avoid activity-stability trade-off (Akcapinar et al.

2015). Similarly, the X-ray structure of the psychrophilic cellulase from

P. haloplanktis revealed the presence of a linker between the catalytic domain

(CD) and the cellulose-binding domain (CBD). The progressive deletion of the
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linker decreased the structural flexibility of the truncated cellulase with concomi-

tant decrease in activity and an increase in thermostability (Table 20.2; Sonan et al.

2007). It is noteworthy that modifications (genetic and chemical) or media engi-

neering (see Sects. 20.5 and 20.6) applied on other thermally adapted enzymes are

similarly applicable to psychrophilic cellulases. Although cellulolytic enzymes

have been employed in nonaqueous solvents (Sect. 20.6), surprisingly, this group

of enzymes has not been tested in the presence of osmolytes (Sect. 20.5). Therefore,

as a proof of principle, in addition to psychrophilic homologues, we have also

included few examples of lignocellulose-degrading enzymes from mesophilic

hosts.

Based on the structural features of cellulases, it is evident that a data-driven

protein engineering approach can be envisaged, i.e., to increase the flexibility

(hence activity) of linkers in these enzymes. Protocols are available to screen for

increased thermostability via semi-rational approaches (Anbar and Bayer 2012),

and a similar strategy can be designed to create enzyme variants that are highly

active at lower temperatures. In this respect it is interesting to describe the recent

rational protein engineering strategy applied to a xylanase from the anaerobic

chytrid Neocallimastix patriciarum that led to active-site mutants displaying higher

activities at temperatures lower than 60 �C (Cheng et al. 2015). A rarer case of

circumventing activity-stability trade-off has been demonstrated in cold-adapted

β-glucosidase employing directed evolution (Table 20.2; Gonzalez-Blasco et al.

2000).

Besides the protein engineering, another approach to improve the performance

of lignocellulose-degrading enzymes is CM (Sect. 20.4). Among these strategies, it

is noteworthy to mention rational charge engineering, an approach that aims at

modifying the enzyme surface charge. This approach was recently carried out on

succinylated cellulase (increased negative charge) that showed tolerance to

nonaqueous solvent and led to an increase in activity in the presence of ILs in

addition to a reduced lignin inhibition (Nordwald et al. 2014). Cellulases more

stable in active detergents (for brighter garments and to reduce fuzz and pill) have

been created after modification of Lys side chains with maleic anhydride and N-
bromosuccinimide (Bund and Singhal 2002). The latter modification increases the

rigidity of the protein structure, thereby retarding its denaturation in the detergent,

while maleic anhydride screens the hydrophobic methylene groups from contact

with water. In one instance, the double modification of both amino and carboxylic

groups to remove surface charges led to a cellulase being more thermostable in

water-miscible organic solvent mixture (Siddiqui et al. 1999); however, the mod-

ified enzyme has not been tested in other nonaqueous solvents (ILs and scCO2).

Chemical modifications have also been applied successfully to lignocellulose

oxidative enzymes, notably lignin peroxidases (Yoshida et al. 1996; Wang et al.

1999), where polyethylene gylcol and aliphatic acid derivatives were used to

increase the tolerance of the enzyme against organic solvents.

Biotechnological applications of cellulases are limited by their low activity, high

cost, and product inhibition, whereas cold-adapted enzymes show high activity but

low stability in accordance with the activity-stability trade-off (Guerriero et al.
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2015, 2016; Siddiqui 2017). Immobilization on various media has potential to

overcome these drawbacks where cold-adapted cellulases can be stabilized, product

inhibition can be relieved, and enzymes are easily separated from the reaction

mixture that can be recycled to save the production cost (Guerriero et al. 2016).

In addition, immobilized enzymes can avoid activity-stability trade-off in the

presence of nonaqueous solvents and can further display enhanced activity and

stability (see Sect. 20.6). For example, an immobilized (on NaY zeolite) mesophilic

cellulase from Trichoderma longibrachiatum treated with scCO2 at a flow rate of

10 g min�1 CO2, 54
�C, and 180 bar showed 48% higher activity than the untreated

enzyme, and the enzyme could be reused ten times (Senyay-Oncel and Yesil-

Celiktas 2015).

Similarly, a cellulase immobilized on MNP was applied to treat hemp hurds, and

it could be shown that the enzyme retained 50% of its activity for up to five cycles

and was more thermostable than the free enzyme (Abraham et al. 2014). More

recently, a cold-active cellulase from Pseudoalteromonas sp. NJ64 immobilized via

the sodium alginate-glutaraldehyde cross-linking entrapment method was used to

ferment kelp cellulose (Wang et al. 2015). The immobilized psychrozyme was

shown to display higher tolerance to temperature shifts and pH changes and,

notably, retained ca. 58% of its activity after seven cycles.

Enzyme entrapment is an ideal method to increase the stability of cold-adapted

cellulases as it enables confinement in a microenvironment providing protection

against potential inhibitors and high temperature. However, to date, this method has

only been applied to a mesophilic cellulase from Trichoderma reesei that was
immobilized via sol-gel entrapment employing binary or ternary

tetramethoxysilane mixtures and alkyl- or aryl-substituted trimethoxysilanes as

precursors. The trapped enzyme showed increased pH and temperature stabilities

with 40% activity retention upon reutilization (Ungurean et al. 2013). Entrapment

in calcium alginate beads is a widespread technique to immobilize enzymes of

interest; however, it suffers from enzyme leaching, as the trapped catalysts are

much smaller than the pores of the beads (ca. 200 nm). To overcome this problem,

immobilization was carried out on cellulase CLEA with a uniform size of 300 nm

(Nguyen et al. 2016). The cross-linked immobilized cellulose retained 67% of the

activity after ten cycles, while the free enzymes trapped in the beads were

completely lost.

Protein-based block copolymer is a method enabling the incorporation of

enzymes in nanostructures. This approach results in covalently bound proteins,

which are embedded in ordered nanostructures with high stability. Enzyme-based

block copolymer was recently used to manufacture LiP nanoparticles of 90 nm

average size (Tay et al. 2016). Ruthenium-based amino acid monomers were used

to cross-link the ligninase. The nano-LiP displayed 90% and 80% relative activity

at 50 �C and 60 �C, respectively (higher than those of the free enzyme) and was

stable even after 30 cycles of usage. Psychrozyme nanoparticles could therefore be

manufactured using a similar approach to improve the reusability and stability of

lignocellulose-degrading enzymes.
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A very attractive and innovative method to modify the activity of biocatalysts is

molecular imprinting that can prevent the adoption of unfavorable

microconformations (Sect. 20.6; Rich and Dordick 2001; Karan et al. 2012).

Molecular imprinting was recently applied to cellulase immobilization: super

magnetic nanoparticles were imprinted with a mesophilic fungal cellulase as

template to immobilize the enzyme (Li et al. 2014). Compared to the free enzyme,

the immobilized cellulase showed 3.3-fold higher activity at 70 �C, twofold higher

affinity to carboxymethylcellulose, increased thermostability (t1/2 of 777 vs.

223 min at 70 �C), and higher Topt (60 vs. 50 �C).
The use of ILs has also attracted much interest in lignocellulosic biomass

degradation because they not only improve the catalytic properties (Sect. 20.6;

Zhang et al. 2016) but also the solubility of crystalline cellulose for efficient

deconstruction. Although the use of imidazolium-based IL is limited by its high

cost, recent advances in the synthesis of ILs from lignin and hemicellulose have

rendered biomass deconstruction economically feasible with comparable efficiency

(Socha et al. 2014). Despite the interesting applications of ILs, it should be noted

that commercial formulations of lignocellulosic biomass-degrading enzymes are

inhibited by most of these nonaqueous media. Much interest is now devoted to

finding IL-tolerant cellulases, which could improve biomass conversion (Gladden

et al. 2014; Jaeger et al. 2015; Sriariyanun et al. 2016). Recently, the stability

against 1-butyl-3-methylimidazolium chloride of a commercial cellulase

immobilized on Amberlite XAD4 was improved by coating it with hydrophobic

ILs (Lozano et al. 2011).

20.8 Commercialization of Cold-Adapted Enzymes

and Future Avenues

Barring CALB and a few proteases, most work on the improvement of catalytic

properties has been carried out on mesophilic and thermophilic homologues;

however, this information can guide our future research involving cold-adapted

enzymes to suit biotechnological applications. In fact, activity-stability trade-off is

only valid under natural conditions because a highly active and thermostable

enzyme that is unable to bestow any benefit to the organism is not likely to be

sustained over the course of evolution (Siddiqui 2017). However, the present

review unequivocally demonstrates that activity-stability trade-off can be

surmounted by creating nonnatural enzymes (Tables 20.1, 20.2 and 20.3). Surpris-

ingly, only few native psychrophilic enzymes have been commercialized

(Cavicchioli et al. 2011; Sarmiento et al. 2015; Siddiqui 2015; Santiago et al.

2016), and even fewer modified psychrophilic enzymes have been patented

(Chakraborty et al. 2015; Dasgupta et al. 2015). One way to expand the commer-

cialization of cold-adapted enzymes is to take an integrated approach by employing

multiple ways to improve their catalytic properties (Fig. 20.1). One of the rare
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successes involving this strategy is the highly active and thermostable genetically

modified cocaine esterase (Table 20.2) that was further PEGylated to enhance the

enzyme’s residence time in the blood for up to 3 days. The enzyme is now in

clinical trial stage for the treatment of cocaine lethal dose (Fang et al. 2014).

Crucially integrated approaches can also lead to the economical production of

biofuels from biomass and waste oil. As an example, the production of biodiesel

can be made highly efficient and cost-effective if instead of native enzyme,

genetically modified CALB (Sect. 20.3; Table 20.2; Zhang et al. 2003) is used as

a starting material that can be further improved and recycled by immobilization on

MNP (Sect. 20.4; Cruz-Izquierdo et al. 2014) in addition to media engineering

(reaction carried out in the presence of an appropriate cosolute (Sect. 20.5) and/or

nonaqueous solvent (Sect. 20.6); Monhemi and Housaindokht 2016).

Genetic modifications

Cold-adapted enzymes (high activity, low stability)

Chemical modifications Immobilization

Directed evolution 

Site-directed mutagenesis

COOH-group

CH3/CH2-groups

NH2-group (including CLEA)Computational design

Various solid supports

Magnetic nanoparticles

Enhanced activity and/or stability , pH modulation, 
decreased inhibition in aqueous or non-aqueous media 

Increase in enzyme properties,
enzyme recycling/recovery

Enhancement in activity and/or stability in the presence of additives (proteins/enzymes, 
trimethylamine N-oxide, trehalose, betaine, amino acids, PEG, metals and substrate analogues)

Fig. 20.1 A unified approach to improve the catalytic properties of cold-adapted enzymes in

aqueous and nonaqueous media. Curved box, genetic and chemical modifications and immobiliza-

tion; oval, reaction in nonaqueous media; corner snipped box, additives. The outcome of these

approaches is shown in italics at the bottom of the flow chart. Arrows denote that various approaches
can be combined to get optimal improvements in enzymatic properties.Double arrows, methods can

be used in any direction or sequence. CLEA cross-linked enzyme aggregates
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Chapter 21

Heterologous Protein Expression

in Pseudoalteromonas haloplanktis TAC125

Ermenegilda Parrilli and Maria Luisa Tutino

Abstract The Antarctic strain Pseudoalteromonas haloplanktis TAC125 is considered
one of the model organisms of cold-adapted bacteria, and during last years, it has been

exploited as an alternative expression system for recombinant protein production.

P. haloplanktis TAC125 was the first Antarctic bacterium in which an efficient gene-

expression technology was set up, and several generations of cold-adapted gene-expres-

sion vectors allow the production of recombinant proteins either by constitutive or

inducible systems and to address the product toward any cell compartment or to the

extracellular medium. Moreover, the development of synthetic media and efficient

fermentation schemes, to upscale the recombinant protein production in automatic

bioreactors, makes the industrial application of P. haloplanktis TAC125 more achiev-

able and concrete. The cellular physicochemical conditions and folding processes in

P. haloplanktis TAC125 are quite different from those observed in canonical mesophilic

hosts and allowed the production of several difficult-to-express protein products, some

of which are of human origin. The recently reported possibility to produce proteins

within a range of temperature from 15 to �2.5 �C enhances the chances to improve the

conformational quality and solubility of recombinant proteins. This chapter outlines

main features and potentiality of this unconventional protein production platform.
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21.1 Introduction

The recombinant protein expression systems have greatly contributed to structural

and functional analysis of proteins and to their biotechnological application.

Among all the available recombinant expression systems, Escherichia coli facili-
tates gene expression by its relative plainness, inexpensive, and fast cultivation;

well-known genetics; and the large number of tools available for its biotechnolog-

ical application.

However, recombinant expression in E. coli is not always a straightforward

procedure, and major obstacles are encountered when producing many eukaryotic

proteins and especially membrane proteins, linked to protein proteolysis and aggre-

gation. Incorrect folding of the nascent polypeptide chains is one of the main

problems occurring during heterologous protein production in bacteria. A key

role in this process is played by intermolecular hydrophobic interactions taking

place among partly folded intermediates that cause protein molecules to stick

together thus driving them away from the productive folding pathway (Georgiou

and Valax 1996). Since formation of inclusion bodies often impairs the recombi-

nant production of valuable proteins, many experimental approaches have been

explored to minimize this undesirable effect, including expression of chimerical

proteins (Mitra et al. 2005) and co-expression with chaperonines (Luo and Hua

1998) Expression of “difficult” proteins has also been carried out by lowering the

temperature at the physiological limit allowed for the growth of mesophilic host

organisms (between 15 �C and 18 �C for E. coli). Lowering the temperature, in fact,

has a pleiotropic effect on the folding process, destabilizing the hydrophobic

interactions occurring during intermediates aggregation (Jeon et al. 1995).

Although in some cases this approach has been reported to increase yields of

soluble and active recombinant protein products, the exploitation of an industrial

process performed at suboptimal growth condition of the expression host might

hardly be considered. A rational alternative to mesophilic organisms is the use of

naturally cold-adapted bacteria as hosts for protein production at low temperature

(even at around 0 �C). Pseudoalteromonas haloplanktis TAC125 is a Gram-

negative bacterium isolated from an Antarctic coastal seawater sample collected

in the vicinity of the French Antarctic station Dumont D’Urville, Terre Adélie. It

can be classified as a eurypsychrophile, i.e., a bacterium growing over a wide range

of low temperatures (Atlas and Bartha 1993). P. haloplanktis TAC125 was the first
Antarctic Gram-negative bacterium from which the genome was fully sequenced

and carefully annotated (Medigue et al. 2005). Genomic and metabolic features of

this bacterium, accounting for its remarkable versatility and fast growth compared

with other bacteria from aqueous environments, were discovered by combining

genome sequencing and further in silico and in vivo analyses. Several traits make

P. haloplanktis TAC125 an attractive host as cell factory for proteins:

1. The bacterium still duplicates at fast speed even at sub-zero temperatures and,

when provided with sufficient nutrients and aeration, it grows to very high cell

density (Sannino et al. 2016).
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2. It is well adapted to protection against reactive oxygen species (ROS) under cold

conditions by the development of a novel anti-ROS and anti-RNS (reactive

nitrogen species) strategy using a 2-on-2 hemoglobin (Parrilli et al. 2010).

Moreover it produces a relevant number of classical oxidative stress protecting

enzymes (such as the superoxide dismutase SodB, the thioredoxin reductase

TrxB, the thioredoxin-dependent peroxide reductase AhpCB, and catalase)

(Medigue et al. 2005).

3. P. haloplanktis TAC125 in silico proteome composition revealed a specific bias

that provides a way to resist to the protein aging features involving asparagine

cyclization and deamidation (Medigue et al. 2005).

4. The Antarctic bacterium genome is characterized by a quite high number of

rRNA genes and tRNA genes which justify its relevant capacity for translation at

low temperatures (Medigue et al. 2005).

5. Moreover, to create genetically engineered bacterial strains with improved

features as protein factories, an efficient genetic scheme for the construction of

genome insertion/deletion mutants was set up (Parrilli et al. 2008a; Giuliani et al.

2012).

6. P. haloplanktis TAC125 is considered as one of the few model organisms of

cold-adapted bacteria (Feller et al. 2003; Medigue et al. 2005), and the increas-

ing interest in this bacterium has led to the accumulation of extended data

concerning genetics and physiology of this microorganism and to a construction

of a genome scale metabolic model (Fondi et al. 2015).

7. P. haloplanktis TAC125 was also the first Antarctic bacterium in which an

efficient gene-expression technology was set up (Parrilli et al. 2008b).

21.2 Genetic Systems in P. haloplanktis TAC125

During the last decade, the number of reliable genetic systems for the recombinant

gene expression in P. haloplanktis TAC125 was significantly enhanced. In this

section, the genetic tools developed to achieve recombinant protein production will

be described. Features of psychrophilic gene-expression vectors set up will be

reported in some detail.

21.2.1 Constitutive Expression System

By combining mesophilic and psychrophilic genetic signals, a collection of psy-

chrophilic gene-expression vectors was set up to produce recombinant proteins in

P. haloplanktis TAC125. The mesophilic signals consist of the pUC18-derived

origin of replication (OriC), a selection marker gene (a ß-lactamase-encoding

gene), and the OriT sequence, the conjugational DNA transfer origin from the

broad host range plasmid pJB3 (Blatny et al. 1997). This sequence is recognized by
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the mob- and tra-encoded functions of RK2, contained in several E. coli λpir
strains, such as the S17-1(λpir) (Tascon et al. 1993), and is responsible for the

plasmid mobilization from the donor to the psychrophilic recipient cells (Duilio

et al. 2004a), while the psychrophilic origin of replication (OriR) from the

P. haloplanktis TAC125 endogenous plasmid pMtBL (Tutino et al. 2001) is the

psychrophilic signal. This system has made it possible to isolate constitutive

psychrophilic promoters (Duilio et al. 2004b). The structural/functional character-

ization of P. haloplanktis TAC125 promoters was carried out by random cloning of

genomic DNA fragments and identification of promoter sequences by evaluating

their capability to express a promoter-less reporter gene (Duilio et al. 2004b). By

this promoter-trap strategy, a collection of constitutive psychrophilic promoters

showing different strengths at different temperatures was identified. The imple-

mentation of the above described psychrophilic promoters in the pMtBL-derived

shuttle vectors resulted in the set up of cold-adapted gene-expression systems,

characterized by the constitutive production of the recombinant protein. Several

proteins were produced using the described constitutive expression system (Parrilli

et al. 2008b).

21.2.2 Regulated Expression System

A regulative two-component system previously identified in P. haloplanktis
TAC125 (Papa et al. 2006) was used to construct an inducible expression system

that is under the control of L-malate (Papa et al. 2007). A regulative genomic region

from P. haloplanktis TAC125 (encompassing the genes PSHAb0361–PSHAb0362)

is involved in the transcriptional regulation of the gene coding for an outer

membrane porin (PSHAb0363) that is strongly induced by the presence of L-malate

in the growth medium. The regulative region was used to construct an inducible

expression vector—named pUCRP—under the control of L-malate. Performances

of the inducible system were tested for both psychrophilic and mesophilic protein

production using two “difficult” proteins as control. The results obtained demon-

strated that both psychrophilic β-galactosidase and yeast α-glucosidase are pro-

duced in a fully soluble and catalytically competent form. Optimal conditions for

protein production, including growth temperature, growth medium, and L-malate

concentration, were also reported (Papa et al. 2007; Rippa et al. 2012). Although

pUCRP resulted to be highly upregulated in presence of L-malate, it was not totally

repressed in absence of the inducer (Papa et al. 2007); therefore, it could not be

suitable for recombinant production of protein toxic for the host cells.
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21.2.3 Inducible Expression System

Aiming at the identification of new regulated promoters, the analysis of

P. haloplanktis TAC125 genome was carried out in order to identify genes and/or

operons whose transcription is expected to be induced in the presence of particular

carbon sources. This kind of analysis was not easy as bacterial genes involved in

primary metabolism processes are generally finely regulated in response to nutri-

ents availability, but in environments where excess of several easily metabolized

carbon sources are unlikely present simultaneously, as in Antarctic sea water, the

catabolite repression is rare. The attention was captured by genes involved in D-

galactose catabolism since unpublished results clearly indicate that P. haloplanktis
TAC125 is able to grow on D-galactose, thus indicating the presence of a functional

Leloir pathway (Frey 1996). The analysis indicated the presence in P. haloplanktis
TAC125 genome of a gal gene cluster with a different structural organization

compared to best studied E. coli one. In the mesophilic bacterium, the transcription

regulation of gal operon is complex (Lewis and Adhya 2015) and involves cAMP,

its receptor protein CRP, and GalS, the latter two components that are not present in

P. haloplanktis TAC125 genome. However, the Antarctic bacterium possesses a

gene coding for a E. coli GalR homologue, PhgalR (PSHAa1771), which is located

upstream the PhgalT but in the opposite direction.

In order to obtain a finely regulated expression system, the DNA region

upstream to the Phgal operon, i.e., the sequence containing both PhgalTK promoter

and the gene coding for PhGalR (named MAV), was suitably PCR-amplified and

used to construct the psychrophilic pMAV vector (Sannino et al. 2016).

The new expression system resulted to be repressed in absence and induced in

presence of D-galactose, and therefore it could be used for the production of proteins

toxic for the host cells (Sannino et al. 2016).

21.2.4 Molecular Signals for Protein Addressing

Though the production of recombinant protein in the host cytoplasm is the favorite

strategy in many processes due to higher production yields, this approach cannot be

followed when the wanted product requires the correct formation of disulfide bonds

to attain its catalytic competent conformation. Protein translocation from the

cytoplasm to periplasmic space can be attained by three different routes: the Sec

pathway (Matlack et al. 1998) which is a post-translational export; the Srp pathway

(Luirink and Sinning 2004), which is a co-translational export and shares with the

previous one some components; and the TAT pathway (Lee et al. 2006), which

diverges from the others since it is able to translocate fully folded passengers. From

the genome analysis, it turned out that P. haloplanktis TAC125 contains all the

gene-encoding components of above-mentioned export machineries (Medigue et al.

2005). Therefore, a family of psychrophilic gene-expression systems for the
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recombinant protein production in the periplasmic space was set up. Gene frag-

ments encoding two signal peptides (Sec- or SRP-dependent) from psychrophilic

secreted proteins have been cloned under the control of constitutive or regulated

promoters to generate several chimerical proteins, where the signal peptide was

fused to the N-terminal of recombinant disulfide bond-containing proteins, and their

efficiency as periplasm addressing tag was tested (Parrilli et al. 2008b). Further-

more, a cold-adapted secretion system, which makes use of a psychrophilic

α-amylase as translocation carrier, was set up to secrete in the extracellular medium

the produced recombinant proteins (Cusano et al. 2006; Parrilli et al. 2008b).

21.3 Toward P. haloplanktis TAC125 Implementation

in Industrial Processes

The understanding of the growth physiology and the optimization of cultivation

strategies are essential factors to achieve the goal of high protein production by

recombinant organisms. Indeed, when the product is cell-associated, the productiv-

ity is correlated to biomass level. In this case, the optimization of the protein

production is strictly depending on media composition and, in turn, closely related

to the choice of the more suitable cultivation strategy to be used.

In order to widen and deeply explore the biotechnological capabilities of

P. haloplanktis TAC125, the attention was addressed toward the development of

synthetic media and the optimization of cultivation strategies.

21.3.1 Culture Media

The definition of a low cost synthetic medium is the requirement for scale-up of the

P. haloplanktis TAC125 growth in automatic bioreactors.

LIV Medium In several studies, it has been reported that the psychrophilic

bacterium of our interest shows nutritional preferences for amino acids as carbon

and nitrogen source. For this reason, bacterial growth parameters were estimated in

synthetic media composed of a mineral base (SCHATZ salts) with the addition of

several amino acids (Giuliani et al. 2011). Obtained results suggested the use of L-

leucine, in combination with L-isoleucine and L-valine, as carbon and nitrogen

source and led to the formulation of LIV medium, which was then used to perform

recombinant protein production both in batch and in chemostat cultivations. In

detail, LIV medium contains the three selected amino acids L-leucine, L-isoleucine,

and L-valine in a 1:1:2 mole ratio. The growth of the psychrophilic bacterium in

LIV medium is characterized by a brief lag phase and a modest but significant

increase of specific growth rate and biomass yield, compared to the growth in the

medium with only L-leucine (Giuliani et al. 2011). In LIV medium, the pUCRP
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expression system resulted to be able to increase a reporter enzyme production yield

more than seven-fold and the biomass yield three-fold, with respect to the previ-

ously optimized conditions (Giuliani et al. 2011). However, LIV medium did not

allow bioprocesses at 4 �C due to the very low specific growth rate at this

temperature (Giuliani et al. 2011).

GG Medium The recently published genome-scale metabolic reconstruction of

P. haloplanktis TAC125 (Fondi et al. 2015) was used to in silico simulate the

growth of the bacterium on 20 different minimal media. Results of this analysis

revealed that predicted growth rates were much higher for the following four amino

acids: L-leucine, L-proline, L-glutamate, and L-glutamine. It has previously been

shown that L-leucine, when used as the sole carbon source for P. haloplanktis
growth, at a concentration higher than 5 g L�1 actually inhibits the bacterial growth

because of the saturation of the L-leucine uptake system (Giuliani et al. 2011).

Among the other three in silico tested amino acids, glutamate has been already

suggested in independent experimental tests to be a significant carbon and nitrogen

source for P. haloplanktis TAC125 (Wilmes et al. 2010; Giuliani et al. 2011). For

these reasons, the attention was focused on L-glutamate (Sannino et al. 2016) and on

the other physiological parameters influencing the bacterial growth on this sub-

strate. It resulted that the specific growth rate of P. haloplanktis TAC125, when
grown in L-glutamate, depends on NaCl concentration used in growth medium.

The analysis of the genome of P. haloplanktis TAC125 highlighted the occur-

rence of the Entner–Doudoroff (ED) pathway (Medigue et al. 2005) as central

catabolic pathway for carbon metabolism. In silico analysis revealed that genes for

all enzymatic functions required in the ED pathway are present in the genome of

P. haloplanktis TAC125. Moreover, the bacterium resulted to be able to grow in a

mineral medium containing D-gluconate as the sole carbon and energy source

(Sannino et al. 2016). Therefore, aiming at formulating a synthetic medium in

which the Antarctic bacterium displays a balanced growth, it was decided to

explore the combination of L-glutamate and D-gluconate in a mineral base. There-

fore, numerous attempts have been carried out looking for the best combination of

L-glutamate and D-gluconate, and the medium showing the best growth perfor-

mance was named GG (10 g L-glutamate L�1 and 10 g D-gluconate L�1). The

biomass yields in GG medium resulted to be higher than those observed in media

containing either L-glutamate or D-gluconate alone (Sannino et al. 2016). This

improvement was more remarkable at 4 �C, and the growth kinetic parameters of

the bacterium grown in GG medium at 4 �C demonstrated that this medium is

optimized for P. haloplanktis TAC125 growth at low temperature (Sannino et al.

2016).

In detail, L-glutamate and D-gluconate furnish the bulk of cellular energy and

various building blocks for cellular functions through tricarboxylic acid cycle

(TCA), in the case of glutamate, and through ED and pentose phosphate pathways,

in the case of gluconate. Furthermore, the L-gluconate metabolism provides a

reductive environment to nullify the ROS (Singh et al. 2007).
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In GG medium, the Antarctic bacterium was able to grow at 4 �C with the best

biomass yield ever reported (0.44), and to efficiently grow at subzero temperatures

(0 �C and �2.5 �C), displaying a doubling time of about 23 h at �2.5 �C. These
growth performances are quite notable if compared to the other reported data

(Mykytczuk et al. 2013; Nunn et al. 2015), where bacteria growing at subzero

temperature in rich medium displayed a doubling time of several weeks. Data

reported do support the choice of P. haloplanktis TAC125 as one of the best-

adapted microorganisms to freezing lifestyle, to be pursued toward the description

of the microbial metabolism at a temperature as low as �2.5 �C. Furthermore, the

discovery of such a medium will be important in further studies aimed at the

definition of molecular strategies adopted by microorganisms to face such extreme

conditions.

21.3.2 Cultivation Strategies

The use of P. haloplanktis TAC125 as host for recombinant protein production for

industrial purposes requires the possibility to employ different fermentation

strategies.

A fed-batch cultivation strategy for this auspicious alternative expression host

was reported byWilmes and co-authors (Wilmes et al. 2010). They reported that the

growth of P. haloplanktis TAC125 to higher cell densities on complex medium is

possible by a fed-batch cultivation using casamino acids, which have a good

solubility and allow a good growth control (Wilmes et al. 2010). The fed-batch

process was established at 16 �C by feeding of casamino acids with a constant rate

resulting in a cell dry mass of about 11 g L�1 which is an eight-fold increase of the

cell density obtained in standard shake flask cultures.

Giuliani and co-authors established a chemostat culture of P. haloplanktis
TAC125 at 15 �C where a feeding medium containing L-leucine as sole carbon

source was used after batch cultivation in LIV medium (Giuliani et al. 2011). The L-

leucine containing medium was fed to the culture at a dilution rate of 0.05 h�1; the

steady state was maintained for at least five resident times, in which both the cell

density and the product titer remained constant. Reported data demonstrated that a

continuous culture operation with P. haloplanktis TAC125 is feasible, and, there-

fore, it allows for further use of such strategy as a tool for physiological studies and

process optimization for soluble production of recombinant proteins at low tem-

peratures. A chemostat culture of P. haloplanktis TAC125 was established using

also a rich medium (Schatz medium with tryptone and vitamins) at 4 �C at two

dilution rates: 0.03 and 0.05 h�1 (Vigentini et al. 2006).
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21.4 Examples of Heterologous Protein Produced

in P. haloplanktis TAC125

Over the last decade, the genetic systems for the recombinant gene expression in

P. haloplanktis TAC125 allowed the production of several recombinant proteins in

diverse media using different cultivation strategies and in a wide range of temper-

atures from 15 �C to �2.5 �C (Table 21.1). Indeed in a recently published paper

(Sannino et al. 2016), the production of a recombinant protein at subzero temper-

ature was reported, for the first time, thus providing an innovative strategy for the

recombinant production of “difficult” proteins.

Beneficial effects in using this cold-adapted protein production platform was

validated by the successful production of difficult proteins (Vigentini et al. 2006;

Papa et al. 2007) and biopharmaceuticals (Dragosits et al. 2011; Giuliani et al.

2011; Corchero et al. 2013; Unzueta et al. 2015). The recombinant proteins, when

required, were successfully secreted in the periplasmic space and in the extracel-

lular medium allowing the right folding of disulfide bond-containing proteins.

The successful production in a soluble and biologically competent form of

aggregation-prone proteins of biopharmaceutical interest, such as antibody frag-

ments (Table 21.1), is related to the amplification of the number of genes coding for

peptidyl-prolyl cis-trans isomerases (PPIases), whose enzymatic activity is

required to attain their correct three-dimensional conformation. Indeed, the

P. haloplanktis TAC125 genome contains 15 genes encoding an enlarged set of

PPIases (Giuliani et al. 2014). Since it is widely accepted that scFv and Fab

antibody fragments folding rely on the activity of PPIases (Feige et al. 2010),

P. haloplanktis TAC125 resulted to be a naturally optimized host for the recombi-

nant production of antibody fragments. Moreover, it is interesting to note that

insoluble aggregates of recombinant protein have never been found in

P. haloplanktis TAC125 suggesting that its cellular physicochemical conditions

and/or folding processes are rather different from those observed in mesophilic

bacteria.

21.5 Conclusions

The production of recombinant proteins in P. haloplanktis TAC125 is not only a

mature and reliable technology, but it is also a successful strategy to overcome the

production and/or folding issues sometimes occurring in conventional systems. The

main fall-out deriving from the development of this innovative production platform

is the publication of several recent papers reporting the use of other cold-adapted

bacteria as host for recombinant protein production. For example, a

low-temperature expression system using an Antarctic cold-adapted bacterium,

Shewanella sp. strain Ac10, was successfully used to produce putative peptidases,

PepF, LAP, and PepQ, and a putative glucosidase, BglA, from Desulfotalea
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psychrophila DSM12343 (Miyake et al. 2007). Additionally, using a recently

developed expression system in psychrophilic Pseudoalteromonas sp., a cold-

adapted protease, pseudoalterin, which cannot be maturely expressed in E. coli,
was successfully expressed as an active extracellular enzyme (Yu et al. 2015).

Furthermore, a low-temperature-inducible protein expression vector (pSW2) based

on a filamentous phage (SW1) of the deep-sea bacterium Shewanella piezotolerans
WP3 was employed to produce a patatin-like protein (PLP) that tends to form

inclusion bodies in E. coli (Yang et al. 2015).

In conclusion, data reported confirm the value of P. haloplanktis TAC125 as cell
factory and endorse the potential of cold-adapted bacteria as alternative hosts for

recombinant protein production.
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Chapter 22

Psychrophiles as a Source of Novel

Antimicrobials

Erik Borchert, Stephen A. Jackson, Fergal O’Gara, and Alan D.W. Dobson

Abstract Cold environments such as Arctic and Antarctic regions and the deep sea

are richly populated by microbes which encounter the same selective pressures

and/or even more than their counterparts from moderate or warm environments.

Microbes from moderate and warm environments have been extensively studied for

their ability to produce antimicrobial compounds, and new results are scarce.

Taking into account the rapid emergence of antimicrobial resistance, we need to

look for new sources of antimicrobials. Here in this review, we summarise the

knowledge of new antimicrobials or antimicrobial activity from microorganisms

from different cold environments to date. A special focus due to their richness in

bioactive compounds is given to marine environments; nonetheless, compounds

from other sources arementioned. The later-described compounds all display some kind

of beneficial antimicrobial activity and are part of many different chemical classes of

antimicrobial compounds (lantibiotics, spirotetronates, microcins, synoxazolidinones,

indole alkaloids, monanchocidins, etc.). Furthermore, studies which identified antimi-

crobial producers but did not identify the actual produced compound arementioned, and

promising sources for future bioprospecting are discussed.
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22.1 Why Do We Need Novel Antimicrobials?

Before the ‘antibiotic era’, infectious diseases such as tuberculosis, syphilis, chol-

era, smallpox, plague, mumps and many others had been major causes of death

amongst the human population. The discovery of penicillin by Alexander Fleming

in 1928 (Fleming 2001) together with other antibiotics leads to major increases in

life expectancy and life quality. These discoveries together with advances in health

care (vaccination, antisepsis, public health measures and sanitation), in the early

1950s and, thereafter, in the so-called Golden era of antibiotic discovery, resulted in

infectious diseases becoming less of a problem as a major cause of morbidity in the

general population, relative to other diseases such as cardiovascular diseases,

cancer and stroke.

Soon after the discovery of penicillin, concerns were raised about the possible

development of antibacterial resistance to the antibiotic (even from Alexander

Fleming himself) (Levy 2002). Unfortunately, these fears have been realised, not

only with respect to penicillin but to a wide variety of other antibiotics (Brown and

Wright 2016). Nowadays, it is widely believed that we live in a ‘post antibiotic era’
(Alanis 2005), where an increasing number of pathogenic bacteria are resistant to

many commonly used antibiotics, resulting in infectious diseases becoming an ever

more common cause of death in humans. Bacteria have acquired resistance to many

antibiotics through a variety of mechanisms primarily involving mutation, conju-

gation, transformation and transduction, resulting in the acquisition of resistances to

all classes of antibiotics currently in use (Table 22.1). Therefore, the rapid spread of

resistance amongst opportunistic human pathogens to antimicrobials is a huge

threat to the healthcare system and future development of the human population

in general, which appears unable to keep pace with the ever-evolving microbial

pathogens. It can in fact be argued that we are even speeding up the process of the

evolution of antibiotic resistance ourselves by misusing antimicrobials, particularly

the widespread and quite indiscriminate use of antibiotics in the agricultural/

aquaculture areas (Davies and Davies 2010). To date most of the antimicrobials

in use have been isolated from microorganisms from terrestrial, temperate or tropic

environments. In order to find novel bioactive compounds with new modes of
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action, it is widely believed that microorganisms from different environmental

ecosystems, such as those from marine environments, need to be targeted.

22.2 Known Compounds from Cold Environments

While cold environments have to date been mostly overlooked in the search for new

antimicrobials, nonetheless there are several studies focusing on the microbial

diversity of cold environments which indicates a high level of diversity within

these environments. It is widely believed that high levels of microbial diversity are

indicative of high levels of potential antibiotic-producing microbes, given that these

compounds are likely to be advantageous for the producing organism, particularly

in an environment where there is competition for resources. Furthermore, given that

marine microorganisms have survived under extremes of temperature, salinity and

pressure over many millions of years, they are likely to have evolved to adapt to

these extreme conditions and therefore potentially possess novel biochemistry.

Thus, due to the environmental differences between cold marine environments

and temperate or tropic marine environments coupled with adaptive evolution, it

can be assumed that the bioactive compounds produced by microorganisms from

Table 22.1 Antibiotic families, mechanism of action and resistance mechanism [adapted from

Alanis (2005) and Davies and Davies (2010)]

Antibiotic family Mechanism of action Resistance mechanism

Beta-lactams Inhibition of cell wall synthesis Beta-lactamases, efflux, altered target

Glycopeptides Inhibition of cell wall synthesis Reprogramming peptidoglycan

biosynthesis

Cyclic lipopeptides Inhibition of cell wall synthesis Altered target

Tetracyclines Inhibition of protein synthesis Monooxygenation, efflux, altered

target

Aminoglycosides Inhibition of protein synthesis Phosphorylation, acetylation,

nucleotidylation, efflux, altered target

Streptogramins Inhibition of protein synthesis C–O lyase, acetylation, efflux, altered

target

Oxazolidinones Inhibition of protein synthesis Efflux, altered target

Macrolides Inhibition of protein synthesis Hydrolysis, glycosylation,

phosphorylation, efflux, altered target

Lincosamides Inhibition of protein synthesis Nucleotidylation, efflux, altered target

Fluoroquinolones Inhibition of DNA synthesis Acetylation, efflux, altered target

Rifamycins Inhibition of RNA synthesis ADP-ribosylation, efflux, altered target

Sulfonamides C1 metabolism Efflux, altered target

Polymyxins Membrane-disorganizing agents Efflux, altered target

Nitroimidazole Others Altered target

Phenicols Inhibition of protein synthesis Acetylation, efflux, altered target

Pyrimidines C1 metabolism Efflux, altered target
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these cold environments are likely to be quite different from many of the classes of

antimicrobials currently in use. To date, mostly large-scale and rather unspecific

antimicrobial screens of microorganism retrieved from, for example, alpine sites,

benthic mats from Antarctic lakes and sponges from deep-sea and Arctic environ-

ments have been quarried out. Therefore, more emphasis should be given to find

new antimicrobials from these sources coupled to a more in-depth analysis of the

compounds/activities found, because to date only a few studies concentrated on

targeting antimicrobial activity in these environments; nonetheless, most of them

show promising results.

A comprehensive review on cold-water marine natural products was published

in 2007 by Lebar and co-workers, covering most of the compounds identified up

until 2005 from cold marine environments (Lebar et al. 2007). In this review,

natural products from microbes, bacteria, fungi, microalgae, macroalgae, sponges,

corals, bryozoans, molluscs, tunicates and echinoderms living in cold marine

environments were described. Furthermore, Abbas and co-workers subsequently

published a review on Arctic and Antarctic sponge secondary metabolites (Abbas

et al. 2011). Thus, we will therefore only review more recent advances but recom-

mend the interested reader to refer to the aforementioned publication if required.

Furthermore, a general article on marine natural products is typically published on

an annual basis (Blunt et al. 2016), but typically no more than 3% of the compounds

which are described are retrieved from cold or deep-sea sources and even less

display antimicrobial activity.

22.2.1 Synoxazolidinones

Synoxazolidinones A and B (Fig. 22.1) have been isolated from the ascidian

Synoicum pulmonaria collected from the Norwegian coast in 2010 (Tadesse et al.

2010). These compounds constitute a novel family of brominated guanidinium

oxazolidinones with activities against a range of Gram-positive bacteria, especially

against methicillin-resistant Staphylococcus aureus (MRSA). Besides the

synoxazolidinones A and B, the ascidian also produces synoxazolidinones C and

pulmonarins, which are also brominated compounds, all of which display some
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Fig. 22.1 Synoxazolidinones A and B [adapted from Tadesse et al. (2010) and visualised with 2D

Sketcher (https://web.chemdoodle.com/demos/sketcher/)]
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kind of antimicrobial activity especially against micro- and macrofouling organ-

isms in the water column and are therefore of industrial interest (Trepos et al. 2014).

However, one of the major bottlenecks in the use of bioactive compounds from

natural resources for biopharmaceutical application is the quantities produced by

the native strains, which are often quite low. Therefore, the large-scale production

of these compounds would need the harvest of huge amounts of, for example,

ascidians to fulfil the required demands. Therefore, the possibility of total chemical

synthesis of, for example, synoxazolidinones, would be required to allow large-

scale productions, thereby minimising any potential detrimental environmental

impact of harvesting ascidians (Shymanska et al. 2014).

22.2.2 Microcins

In 2010, a bacteriocin-like compound named serraticin A produced by a psychro-

philic microorganism closely related to Serratia proteamaculans was isolated from
a soil sample from Isla de los Estados, Argentina, and was termed to be the first

cold-active compound with antimicrobial activity from S. proteamaculans
(Sánchez et al. 2010). The compound showed activity against an Escherichia coli
and a Salmonella enterica strain but did not result in haemolysis. The mode of

action was proposed to involve either blocking DNA replication or inhibition of the

septation process.

22.2.3 Lantibiotics

Subtilomycin is a class I bacteriocin and was purified from a Bacillus subtilis strain
isolated from the marine sponge Haliclona simulans collected on the west coast of

Ireland (Phelan et al. 2013). The peptide shows very good activity against Clos-
tridium sporogenes, good activity against Bacillus cereus, Bacillus megaterium,
Listeria monocytogenes and Listeria innocua and also some activity against Staph-
ylococcus aureus, a methicillin-resistant S. aureus strain and a vancomycin-

resistant S. aureus strain. Class I lantibiotics usually interfere with the cell mem-

branes of its target, either by inhibiting membrane biosynthesis or pore forming

(McAuliffe et al. 2001).

22.2.4 Spirotetronate Antibiotics

Lobophorins are classified as medium-sized spirotetronates with a central ring

system comprising of 13 carbon atoms (Vieweg et al. 2014). In 2013 Pan and

co-workers identified two new groups of compounds, namely, lobophorins H and I
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from a Streptomyces sp. isolated from a South China deep-sea sediment sample

(Pan et al. 2013). Lobophorin H in particular showed potent activity against

Bacillus subtilis (Fig. 22.2), which was comparable to the activity of ampicillin;

unfortunately, the mode of action for lobophorins has not as yet been described.

Furthermore, the lobophorins seem to be exclusively active against Gram-positive

bacteria and not against either Gram-negative bacteria or fungi, but some of them

do display antitumor activities (Cruz et al. 2015).

In 2013 Wang and co-workers screened a large marine-derived library compris-

ing of 4024 bacterial and 533 fungal isolates for growth inhibition of an attenuated

strain of the bovine tuberculosis bacillus Mycobacterium bovis (Wang et al. 2013).

Twenty-seven of the screened abstracts (0.6%) showed antibacterial activity. One of

the active extracts was from a South China deep-sea sediment-derived actinomycete,

Verrucosispora sp., which was retrieved from 2733 m below sea level. Structural

elucidation of the active fractions revealed the presence of three new abyssomicin

polyketides as well as four known abyssomicins, which were formerly also isolated

from Verrucosispora sp. isolates. The newly isolated abyssomicin J (Fig. 22.3) is a

dimeric thioester in contrast to other members of the abyssomicin family, which are

O

O

O
O O

O

O
OO

O
O

O

HO

HO

OH

O

O

O

O
O

O
N

HN

H3C

CH3

CH3

CH3

H3C
H3C

H3C

H3C
H3C

H3C

H3C

H

H

H H

H

Fig. 22.2 Lobophorin H

(adapted from Pan et al.

(2013) and visualised with

2D Sketcher)

Fig. 22.3 Abyssomicin J

(adapted from Wang et al.

(2013) and visualised with

2D Sketcher)

532 E. Borchert et al.



typically monomeric small spirotetronates (central ring systemC¼ 11). Abyssomicins

are of particular interest as novel antibiotics as they target the p-aminobenzoic acid

biosynthetic pathway, which is involved in the synthesis of tetrahydrofolate, a pathway

unique to multiple microorganisms, but not found in humans.

22.2.5 Other Compounds

The actinomycete genus Serinicoccus which was firstly discovered in 2004 (Xiao

et al. 2011) and which currently contains only three species, all of whom were

isolated from marine habitats, was recently reported to produce secondary metab-

olites and new indole alkaloids (Fig. 22.4) with weak antimicrobial and cytotoxic

activities (Yang et al. 2013).

Monanchocidins B–E (Fig. 22.5) are unusual polycyclic guanidine alkaloids

isolated from the marine sponge Monanchora pulchra collected near Urup Island

by dredging, which displayed potent antileukemic activities (Makarieva et al.
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Fig. 22.5 Monanchocidins B (top) and E (bottom) (adapted from Makarieva et al. (2011) and

visualised with 2D Sketcher)

Fig. 22.4 New indole alkaloid (adapted from Yang et al. (2013) and visualised with 2D Sketcher)
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2011). The monanchocidins are part of the well-known group of pentacyclic

guanidine alkaloids with the first representative being ptilomycin A (Ohizumi

et al. 1996). Metabolites of this compound displayed a broad range of biological

activities including antifungal, antimicrobial, antimalarial and many other

properties.

New antibacterial compounds, namely, ent-eusynstyelamides D, E and F

(Fig. 22.6), were isolated from the arctic bryozoan Tegella cf. spitzbergensis and
represented the first report of compounds with antimicrobial activity from this

organism (Tadesse et al. 2011). These Eusynstyelamides are brominated tryptophan

derivatives which were first isolated from the Australian ascidian Eusynstyela
latericius (Tapiolas et al. 2009), which display activities against E. coli,
S. aureus, P. aeruginosa and C. glutamicum strains.

22.3 Uncharacterised Compounds from Cold

Environments

Kim and co-workers isolated bioactive microorganisms from an Arctic lichen

collected in Spitsbergen (Kim et al. 2014). Lichens are a composite, symbiotic

organism comprising of an algae or cyanobacteria and a filamentous fungi. They

isolated five bacteria with antibacterial activity, which were closely related to either

Sphingomonas sp. or Burkholderia sp. The isolates were active against Gram-

positive (S. aureus, B. subtilis, M. luteus) as well as Gram-negative (E. coli,
P. aeruginosa, E. cloacae) indicator strains.

Fig. 22.6 Eusynstyelamides D, E and F (clockwise direction) (adapted from Tadesse et al. (2011)

and visualised with 2D Sketcher)
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Lo Giudice and colleagues studied 580 bacterial isolates retrieved from various

Antarctic marine sources, such as seawater, sediment and Antarctic fish intestine

collected during four oceanographic campaigns, for their antibacterial activities

against Gram-positive and Gram-negative strains as well as antifungal activity

against the eukaryotic yeast Candida albicans. Twenty-two of the isolates showed

varying degree of antibacterial activity against E. coli, P. mirabilis, M. luteus and
B. subtilis. The active microbial isolates were identified as belonging to two main

phylogenetic groups, one being Actinobacteria (Arthrobacter, Janibacter,
Nesterenkonia and Rhodococcus sp.) and the other being γ-Proteobacteria
(Pseudoalteromonas and Pseudomonas sp.) by 16S rRNA gene sequencing analysis

(Lo Giudice et al. 2007).

In another study, 132 bacterial isolates, retrieved from three Antarctic sponges

(Haliclonissa verrucosa, Anoxycalyx joubini and Lissodendoryx nobilis), were

screened for antimicrobial activity against more than 70 opportunistic pathogens.

Most of these isolates exhibited an ability to inhibit the growth of Burkholderia
cepacia complex bacteria, but not other pathogenic bacteria, which indicates a very

specific action against these types of bacteria. The retrieved bacteria belonged

mostly to the Arthrobacter, Pseudoalteromonas, Psychrobacter, Shewanella and

Roseobacter genera. The cause of action was believed to be due to the production of
an array of volatile organic compounds (VOCs) produced by these isolates rather

than by bioactive secondary metabolites. Interestingly the array of VOCs produced

differed from isolate to isolate and corresponded to the range of observed antimi-

crobial activities (Papaleo et al. 2012). The aforementioned work leads to the

sequencing and comparative analysis of three Arthrobacter (Orlandini et al.

2014) and three Psychrobacter strains (Fondi et al. 2014) which displayed good

antibacterial activity against Burkholderia cepacia complex bacteria, but unfortu-

nately none of the studies was able to give further insight into the cause of

antibacterial activity besides excluding known secondary metabolite gene clusters,

suggesting an unknown type of action and/or compound.

A halophilic Antarctic Nocardioides sp. retrieved from Antarctic soil has been

investigated for the production of enzymes and antimicrobial properties following

growth on different carbon sources (Gesheva and Vasileva-Tonkova 2012). The

bacterium displayed differential expression of hydrolytic enzymes and antimicro-

bial compounds in respect to the available carbon source, which highlights the

importance of varying the growth condition in the laboratory to help unlock the

‘hidden’ potential from environmental isolates. The isolate displayed antimicrobial

activity against Gram-positive and Gram-negative bacteria, with the highest activ-

ity against S. aureus and Xanthomonas oryzae. Further analysis suggested that

glycolipids and/or lipopeptides could be responsible for the antimicrobial pheno-

type, depending on the carbon source on which the isolate was cultured.

Besides Arctic, Antarctic and deep-sea environments, there are also examples of

where Alpine environments harbour interesting psychrophiles with promising

activities. This is highlighted by a recent study which investigated the bacterial

community of a hydrocarbon-contaminated industrial site in South Tyrol, Italy

(Hemala et al. 2014). Forty-seven bacterial strains were isolated and around two
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thirds of them showed a cold-active (10 �C) antimicrobial activity against at least

one of the test strains (E. coli, Shigella flexneri, Salmonella enterica, P. aeruginosa,
S. aureus, C. albicans and Cryptococcus neoformans). The five most active isolates

belonged to the Gammaproteobacteria class and were members of the genera

Pseudomonas and Serratia.

22.4 Hidden Potential in Deep-Sea Sponge Microbiomes

As outlined in the previous sections, psychrophiles from cold environments clearly

possess the ability to produce interesting compounds that display promising activ-

ities. One of the main restrictions in studying the antimicrobial activity of any given

environmental sample is usually the level of cultivable microorganisms that can be

generated from that sample. Metagenomic-based approaches are becoming increas-

ingly popular in an effort to help overcome this particular limitation. Studies which

specifically target the secondary metabolite production potential, by targeting

secondary metabolite gene clusters within a given sample, can help bridge the

gap between the antimicrobial potential of cultivable and uncultivable microorgan-

isms. In a previous study from our group, we investigated the presence of gene

fragments from secondary metabolite gene clusters in the metagenome of the three

different deep-sea sponge species Stelletta normani, Inflatella pellicula and

Poecillastra compressa which had been retrieved from depths ranging

760–2900 m below sea level (Borchert et al. 2016). Ketosynthase (KS) domains

of polyketide synthases (PKS) and adenylation domains (AD) of nonribosomal

peptide synthetases (NRPS), which are gene clusters known to produce bioactive

compounds, were specifically targeted. These gene fragments were PCR-amplified

from the sponge metagenomes and sequenced on a 454 GS-FLX+ pyrosequencing

platform. After several quality-control and dereplication steps, a unique subset of

80 AD and 176 KS sequences was retrieved from all samples and further analysed.

Analysis of the AD gene fragments showed considerable similarities to a wide

variety of genes known to be involved in the synthesis of bioactive compounds such

as thuggacin, putisolvin, gramicidin, microcystin, yersiniabactin, curacin,

hapalosin, tyrocidine and many others. Sequence similarity analysis of the KS

gene fragments also indicated a wide variety of these types of biosynthetic genes,

to an even greater extent than those of the AD gene fragments. Notable similarities

were observed to genes which are known to be involved in the biosynthesis

of compounds such as rifampicin, jamaicamide, myxalamid, epothilone D,

nostophycin, jerangolid, stigmatellin A, and hectochlorin, amongst others. Thus,

this study highlights the huge secondary metabolite production potential in the

metagenome of these deep-sea sponges. Furthermore phylogenetic trees of the

obtained sequences and of other database-deposited sequences were generated,

and clusters of only distantly related genes were observed for both AD and KS

sequences (Fig. 22.7), adding further proof to the high probability of finding new or

considerably different bioactive compounds in this special and as yet largely

underexplored psychrophilic marine environment. Following further analysis of
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Fig. 22.7 Phylogenetic comparison of AD (left) and KS (right) sequences with references

sequences. The sequences from P. compressa are blue coloured, from I. pellicula red coloured

and from S. normani yellow coloured
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an OTU network generated from the KS sequences of some individual sponge

samples (Fig. 22.8), remarkably only a small number of sequences are shared

amongst the sponges and even amongst the same sponge species. This indicates

the uniqueness of each sponge sample taken as it appears that each sponge has a

large unique set of secondary metabolite genes, while only having a small set of

shared genes. If this is a general trend in sponge microbiome secondary metabolite

production, then this needs to be further evaluated. It would be imaginable that the

observed differences may be as a result of depth- or location-dependent effects as

these sponge samples have been collected from different locations and depths. In

any case, these trends further highlight the potential of these deep-sea sponge

metagenomes as a good source of novel bioactive compounds.

22.5 Conclusions

Psychrophiles are an as yet largely untapped source of novel or considerably different

antimicrobial compounds. To date a sustained level of research has not focused on

psychrophiles as a source of novel bioactive compounds, but with the ever-growing

need for new antibiotics due to the ongoing threat of antimicrobial resistance, this will

undoubtedly change in the future. Promising and encouraging advances in the field

Fig. 22.8 OTU network of representative ketosynthase sequences from individual sponge sam-

ples. The red circle indicates the ‘core/unique’ ketosynthase sequences of a given sponge sample.

Sequences represented outside the circles are shared amongst the different sponges
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have been highlighted with synoxazolidinones A and B, lobophorin H and

abyssomicin J providing some recent examples. Furthermore there are more

undescribed compounds (Sect. 22.3) that require detailed identification and charac-

terisation in the future, which will undoubtedly add to the list of new bioactive

compounds. Metagenomic-based approaches may also prove useful in trying to

exploit the unculturable microbial populations associated with organisms living in

cold environments, such as sponges, bryozoans or ascidians. This has the capacity to

bypass the bottlenecks inherently present in cultivation-dependent approaches. The

deep-sea sponge microbiome in particular may prove a useful source of new com-

pounds (Sect. 22.4), but their identification and subsequent exploitation may be

hampered to a large extent by issues surrounding access to the deep cold ecosystems.
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Chapter 23

Permafrost Bacteria in Biotechnology:

Biomedical Applications

Anatoli Brouchkov, Vladimir Melnikov, Ludmila Kalenova,

Oksana Fursova, Gennady Pogorelko, Vasiliy Potapov, Nadezhda Fursova,

Sergei Ignatov, Evgeny Brenner, Vladislav Bezrukov,

and Khachik Muradian

Abstract Mechanisms of survival and growth capacities of microorganisms

trapped in permafrost are still under discussion, but the very fact of their existence

for thousands of years is evidence of their phenomenal viability. One of these

nonpathogenic bacteria, identified as Bacillus cereus strain BF, was found in

Yakutia and was capable of enhancing longevity and immunity in Drosophila and

mice and showed probiotic activity on the mice Salmonella enterica model. In

developing Drosophila melanogaster, the application of Bacillus cereus strain BF

resulted in a dose-dependent increase of the growth rate of Drosophila and in a
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decrease of larval mortality, whereas in adult imagoes gaseous exchange (VO2 and

VCO2), spontaneous motor activity, and stress resistance were enhanced.
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23.1 Introduction

Permafrost occupies a vast territory; it takes about 65% of area of the Russian

Federation and 25% of the Northern Hemisphere. Its temperatures are mainly about

�2 to 8 �C, and its age in some places is millions of years (Ershov 1998). The

evidence of vitality of microorganisms in permafrost appeared long ago (Friedmann

1994). Bacteria, fungi, diatoms, and other microorganisms were found at the

Vostok Antarctic station (Abyzov et al. 1979). Bacterial metabolism in permafrost

was observed at about �10 �C (Bakermans et al. 2003). Other references also

demonstrated the vitality of bacteria at temperatures close (Margesin and Miteva

2011) and below 0 �C (Clein and Schimel 1995). Microorganisms are resistant to

freezing; many of them endure it easily (Lozina-Lozinsky 1972). It is known that

part of water in the materials (more than 10%) remains unfrozen at temperatures

below �20 �C (Brouchkov et al. 1995). Without denying the probability of devel-

opment of microorganisms in permafrost soils, we should note that their growth is

hampered. As we know, the growth of aging cultures stops even under laboratory

conditions. Crystallization of the water and cessation of metabolism diminish the

ability for growth. The width of nonfreezing water interlayers at �2 and �4 �C is

about 0.01–0.10 μm (Brouchkov et al. 1995) and much less than the sizes of

microorganisms. These conduction paths are actually unavailable for life support,

and any noticeable transfer of cells in such material is out of question. Therefore,

we can be sure that the bacteria in permafrost deposits are fossil, relict organisms

(Repin et al. 2007). Their age is confirmed by geological conditions, history of

formation of frozen strata, 14C dating, results of the study of optical isomers of

amino acids, and, indirectly, biodiversity (Katayama et al. 2007).

The nature of longevity of microorganisms in ancient permafrost cannot be

exhaustively explained. It is believed that no chemical and biological reactions

take place in an organism in a state of anabiosis (Lozina-Lozinsky 1972). However,

we do know that most proteins in a living cell are unstable (Jaenicke 1996), being

alive for minutes and more rarely for days. Genetic structures are liable to muta-

tions, and reparations are not as effective to prevent accumulation of damages
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(Cairns et al. 1994). Cell structures are affected by free radicals and radiation.

Thermal motion of atoms and molecules in water solution is an independent

destructive factor: permafrost temperatures are far from absolute zero (Aleksandrov

1975). The cytoplasm of cells does not freeze at such temperatures (Ashcroft 2007).

It is obvious that an organism in anabiosis is also liable to degradation and decay.

The data on the heat stability of nucleotides (Levy and Miller 1998) show that, due

to the instability of cytosine, the period of time when the DNA chain remains

functional is hardly longer than several hundreds of years. Taking a certain average

mutation rate into account (Cairns et al. 1994), nearly all genes in a bacterial

chromosome will be modified in 1000 years, and no traces of the genetic apparatus

will remain in a million years, even subject to the functioning of repair systems. In

the absence of nutrients, cells can rely only on the electrical charge of the cyto-

plasmic membrane, but it will suffice to synthesize only 100–150 ATP molecules.

Evidently, this energy is insufficient for long-term preservation of integrity of cell

structures. Ancient DNA of mummies, mammoths, insects in amber, and other

organisms were found to be destroyed (Willerslev and Cooper 2005). Calculations

show that even minor DNA fragments (100–500 nucleotides) can be preserved for

no more than 10,000 years in the usual climate and up to 100,000 years at the most

in cold regions (Willerslev and Cooper 2005). Thus, it is unclear how bacteria

survive in millennial permafrost. One should suppose the existence of mechanisms

preventing the accumulation of damages. We believed it would be worthwhile to

study the influence of these microorganisms on higher organisms, with special

regard to the immune responses of the latter.

23.2 Samples and Methods

Samples for the study of microorganisms in frozen deposits were taken from

outcrop located on the left bank of the Aldan River, 325 km upstream to its

confluence with the Lena River on the Mamontova Gora. Samples were taken

0.9–1.0 m deeper than the layer of seasonal thawing out. The outcrop was destroyed

by the river (more than 1 m per year); therefore, the sampled sediments were

obviously in a state of permafrost. At the same time, there is the annual spring

failure washing-off that prevents obstructions and the mixture of soils. The latter

are fine-grained sands, and their age corresponds to the Middle Miocene: 10–12

million years (Baranova et al. 1976). The fall of temperature and frost penetration

into sediments began here in the end of Pliocene, about 3.0–3.5 million years ago

(Ershov 1998). Later on, the sediments did not thaw out because of the cold climate

of Yakutia. According to data from paleoclimatic reconstructions of the region, the

average annual temperatures in Pleistocene were �12 to �32 �C in winter and +12

to +16 �C in summer (Bakulina and Spektor 2000). Thus, the age of permafrost on

the Mamontova Gora may be up to 3.5 million years.

Moreover, samples were taken from the younger ice wedge of Yakutia from the

underground of the Melnikov Institute of Geocryology, Siberian Branch of RAS
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(Yakutsk), and from underground ice in the Fox Permafrost Tunnel (Alaska).

Frozen soil samples were taken with maximum possible precautions for the field

conditions, using metal instruments (bores, forceps, and scalpels) sterilized with

alcohol and burned in flame. For surface sterilization, a sample of about 50 g was

placed into a glass with 96% ethanol solution, then put into a burner flame, and

packed into a sterile test tube.

Additionally, 4–5 kg monoliths of frozen soils were taken. Soils were stored at

�5 �C (i.e. close to the natural conditions).

Samples were transported in a frozen state in thermally controlled containers

with cooling agents. Samples of different sterile dilutions were added to Petri dishes

containing YPD, MRS, and nutrient agar media. Samples were also added into a

liquid meat–peptone broth under anaerobic and aerobic conditions. DNA was

extracted using the FastDNA kit for soil. The 16S rRNA gene fragments were

amplified by polymerase chain reaction with bacterial primers. The reaction was

performed in a 20 mL volume by the GeneAmp PCR System 2700 (Applied

Biosystems); the amplicons were exposed to electrophoresis and purified by the

Wizard SV Gel and PCR Clean-Up System (Promega). Purified amplicons were

cloned using the pCR2.1 vector, Escherichia coli culture, and the TA cloning kit

(Invitrogen) in accordance with the manufacturer’s instructions. Plasmid DNA

carrying 165 rDNA was obtained from 24 h cultures using the Spin Miniprep Kit

(Qiagen). Purified plasmid DNAs were sequenced in an ABI PRISM 3100 Genetic

Analyzer using the Big Dye Terminator Cycle and a sequencing kit (Applied

Biosystems). The sequence length was 1488 bp. The sequence obtained was

compared to other sequences using BLAST (Basic Local Alignment Search

Tool). The phylogenetic tree was constructed using the CLUSTAL W software

package (Thompson et al. 1994).

23.3 Isolated Bacteria and Full Genome Sequencing

A cultivated bacterium (strain F) capable of aerobic and anaerobic growth was

found in frozen Miocene sediments on the Mamontova Gora; its optimal growth

temperature was defined as +37 �C. The cells are comparatively large rods

(1.0–1.5 � 3–6 μm), which are joined into chains in the culture and can form

spores. The microorganism is immobile, Gram-positive, and belongs to the species

Bacillus cereus. The 16S rRNA nucleotide sequence of strain Bacillus cereus strain
BF was deposited in the DDBJ/EMBL/GenBank (accession number AB178889;

identification number 20040510203204.24251).

Also a draft sequence of the bacterial genome has been made (Brenner et al.

2013). The sequencing was performed with the use of a hybrid approach. At the first

stage, a rapid fragment library was sequenced on a Roche FLX instrument follow-

ing the titanium protocol, resulting in approximately 170 Mb of raw data with a

mean read length of 340 nucleotides. A 2� 50 bp mate-paired library with a mean

insertion size of 1 kb was additionally sequenced by using ABI SOLiD v.3.5
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Workflow. The combination of different sequencing platforms and library types

made it possible to perform de novo assembly from Roche FLX reads, followed by

scaffolding by SOLiD reads pairing. The draft genome sequence includes nearly

5.26 Mb of nucleotide sequences and is characterized by 186 contigs. The genome

obtained was annotated using the RAST annotation server. As many as 5602 coding

sequences were predicted. This whole-genome shotgun project has been deposited

at DDBJ/EMBL/GenBank under the accession number AHHI00000000. The ver-

sion described here is the first version, AHHI01000000. Believed to be as ancient as

the permafrost sample from which this strain was isolated, Bacillus cereus strain BF
exhibits a surprisingly high level of homology with modern Bacillus cereus strains,
particularly with Bacillus cereus strain ATCC 10987. The difference in chromo-

somal nucleotide sequences between these two strains does not exceed 1.5%, which

is comparable to or even less than the difference between available chromosomal

sequences of other Bacillus cereus strains. These observations may reflect the

adaptability of Bacillus cereus for long-term survival and the evolution strategies

of this organism in the permafrost environment (Friedmann 1994).

The growth of bacilli at low temperatures was observed previously (Lozina-

Lozinsky 1972). Scanning electron microscopy has not shown colonies or even

groups of cells inside of the permafrost sample, just single cells. This is additional

evidence of the age of the bacterial cells. It is known that Bacillus anthracis easily
endures freezing (Repin et al. 2007). The optimal growth temperature of Bacillus
cereus strain BF is rather high. Bacillary spores are known to be most resistant

(Nicholson et al. 2000). Therefore, the finding of a living Bacillus in the ancient

permafrost of Mamontova Gora is not altogether surprising. Spore formation is a

widespread mechanism of survival, probably involving the horizontal transfer of

genetic information.

Tens of microbial species were isolated by the foregoing method from the much

younger ice wedge of Yakutia and Alaska aged about 25,000–40,000 years

(Katayama et al. 2007). Most of the isolated bacteria were Gram-positive and

phylogenetically related to Arthrobacter and Micrococcus sp., and the fungi were

close to Geomyces sp.

23.4 Tests on Mice

An experiment on mice was carried out with a 24 h culture of Bacillus cereus strain
BF grown in a meat–peptone broth, the strain was frozen and thawed before

injection (Brouchkov et al. 2009). Experiments were carried out in F1 CBA/

Black-6 mice (15 animals per group on average). In the first series of experiments,

the effects of culture doses on immune system parameters were studied in young

animals (aged 3–4 months). Two groups of animals were used: one was used as a

control, and animals in the other group received a saline solution. The bacterial

culture was introduced once intraperitoneally: 5000; 50,000; 500,000; 5,000,000;

and 50,000,000 microbial objects (m.o.) per animal. In the second series of
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experiments, the effect of the bacterial culture on physiological and behavioral

reactions was estimated in “senior” mice (aged 17 months); the bacterial culture

was introduced once intraperitoneally at a dose of 5000 m.o. The control group

consisted of animals of the same age. The animals were euthanized by dislocation

of the cervical vertebrae.

The following standard methods were used for estimations: index of the organ

(the percentual ratio of organ mass to body mass) for morphophysiological activity

of the thymus and spleen; levels of phagocytic (PC, %) and metabolic (NST, %)

activities of spleen macrophages for the activity of nonspecific immune resistance

factors; the reaction of a delayed-type hypersensitivity (DTH) in vivo for cell-

mediated immunity; the number of antibody-forming cells in 1 million nucleus-

containing cells in the spleen for the activity of humoral immunity; the load-lifting

test for the muscle strength of animals; and the “open field” test for behavioral

responses; the lifespan was estimated using standard methods.

It was shown that Bacillus cereus strain BF at a dose of 5000 m.o. favored an

increase of the thymus and spleen indices by 60–80%. The bacillary culture

stimulated the phagocytic activity of spleen macrophages at a small dose (5000

m.o.) and inhibited it at average doses (500,000 and 5,000,000 m.o.). The culture

enhanced at almost all doses the activity of humoral immunity; the dose of 5000

m.o. favored the increase in functional activity of both cell-mediated and humoral

immunity.

In this context, the dose of 5000 m.o. was chosen for studying the culture

influence on lifespan. The minimal and maximal lifespans of mice from the control

group were 589 days and 833 days, respectively. The minimal and maximal

lifespans of mice from the experimental group were 836 and 897 days, respectively

(Fig. 23.1). Two months after the bacterial culture was introduced, animals from the

experimental group showed a higher body mass compared to animals from the

control group. The muscle strength of the experimental animals increased by about

60% compared to their coevals from the control. The enhanced spatial intellect and

exploratory activity of animals was evidenced by their more frequent visits to

internal sectors of the experimental field, an increase in the number of upright

Fig. 23.1 Influence of

Bacillus cereus strain BF,

during parenteral

introduction of 5000 cells,

on the lifespan of laboratory

mice aged 17 months
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postures, and visits to burrows. It seems that intraperitoneal introduction of the

bacterial culture stimulates the immune system and improves the emotional stabil-

ity of laboratory animals. The enhanced lifespan of mice is evidence of the possible

presence of geroprotectors in the culture of Bacillus cereus strain BF. We empha-

size that investigations of the properties of relict microorganisms should be con-

sidered as very preliminary in respect to both their scope and performance.

23.5 Tests on Drosophila

Bacillus cereus strain BF was also tested in developing Drosophila fruit flies as

follows: a culture of the bacterial strain was added to the nutrient medium of

Drosophila melanogaster, and a set of indices characterizing growth rate and

mortality at the larval and pupal stages was investigated. The level of gas exchange

(VO2 and VCO2), body mass, and stress resistance were investigated in imagoes

hatched under these conditions. Bacillus cereus strain BF induced dose-dependent

growth acceleration and decrease in larval mortality. An increase in spontaneous

motor activity, VO2 and VCO2, and body mass were demonstrated for imagoes. To

establish optimal and toxic doses, a wide range of bacterial concentrations was

tested (1–500 million cells mL�1 of the flies’ feeding medium). Surprisingly, no

toxic effects of Bacillus cereus strain BF could be registered even on such a

“sensitive” model as the developing larvae. In fact, the rate of development,

survival, and body mass gradually increased with elevation of the bacterial con-

centration. The gain of higher body mass within shorter periods of development

could indicate enhanced anabolic and/or declined catabolic effects of Bacillus
cereus strain BF. Higher motor activity and gaseous exchange rates were observed

in imagoes developed on the media containing Bacillus cereus strain BF. Survival

of these flies after heat shock (30 min at 38 �C) and ultraviolet irradiation (60 min,

50 W UV lamp) was increased, indicating elevated stress resistance, apparently due

to stimulation of DNA repair and chaperone-mediated protection of macromole-

cules (Brouchkov et al. 2012).

23.6 Probiotic Effects

The search of novel probiotics sources against pathogenic bacteria is a very

important direction in probiotics research. From this point of view, it is very

important to analyze and protect the activity of bacteria stored in permafrost during

a long period of time. We investigated the probiotic effect of Bacillus cereus strain
BF (introduced per os to mice) against Salmonella enterica var. enteritidis when
orally introduced to mice (Fursova et al. 2012). Salmonella enterica var. enteritidis
and Bacillus cereus var. toyoi were received from the SRCAMB Culture Collection

(#В-10130). All strains were cultivated routinely on Luria medium at 37 �C and
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stored after lyophilization at �70 �C in Luria broth containing 20% glycerol.

Bacterial suspensions for inoculation were prepared by growing microorganisms

for 4 h in nutrient broth at 37 �C. The concentration of microorganisms was

determined by spectrophotometry, and appropriate dilutions were prepared in

sterile 50 mM phosphate buffer solution (PBS), pH 7.0. The viable numbers of

bacteria in the inocula were confirmed by plating onto nutrient agar. Six-week-old

female Webster outbred mice were used in all experiments. The mice were kept in

cages of up to 10 mice per cage, and food and water were given ad libitum. All

experiments were approved by the Animal Care and Ethics Committee of the

SRCAMB.

Webster outbred mice were inoculated per os with S. enterica var. enteritidis
cells (5 � 106 CFU per mouse) for the modeling of infection. The dynamics of

infection in mice was determined on the 3rd, 4th, 5th, 6th, and 7th day after

infection using CO2 euthanasia and postmortem examination. The following char-

acteristics were used for the estimation of affection of mice: (1) changing mass of

internal organs that were increased in mass 1.5–2.0-fold; (2) pathological changes

in organs 10–14 days after infection, expressed as cirrhosis and/or the formation of

necrosis regions in the spleen and on the border of the liver; and (3) number of

Salmonella cells in the liver and spleen that increased to up to 108–109 CFU per

mouse on the 7th day after infection. Life duration of the infected mice was 7–10

days after infection on average. Death specificity was confirmed by the isolation of

Salmonella, growing on the selective medium SS agar (SRCAMB, Russia) from the

homogenate of parenchymatous organs.

Livers and spleens of mice were removed aseptically on specific days after

infection. Organs were weighed, and Mueller–Hinton broth was added to yield a

10% suspension (w/v) after homogenization in a Stomacher 80 (Thermo). Serial

tenfold dilutions were plated in duplicate on Mueller–Hinton agar. After incubation

for 18 h at 37 �C, colonies were counted and the number of CFU per organ was

calculated. Isolates from animal organs were identified as S. enterica var. enteritidis
by slide agglutination with the use of commercially available antisera to somatic

(O) and flagellum (H) antigens (Immunoteks, Russia).

The bacterial pathogenicity of Bacillus cereus var. toyoi and Bacillus cereus
strain BF was studied using Webster outbred mice (mass 20�24 g, age

10�12 weeks) by intravenous, intraperitoneal, and intragastrical inoculation of a

24 h culture at doses of 107, 108, and 109 CFU per mouse. The number of mice in

each group was 12. The observation time after inoculation was 21 days. The control

group of mice was inoculated with PBS on the same regime. Pathogenicity was

estimated using the following parameters: (1) survival number of mice 21 days after

infection; (2) pathomorphology of organs of euthanized mice on the 21th day after

infection; and (3) presence of Bacillus cereus strain BF cells in the blood, liver, and

spleen of the infected mice. All animal experiments and mice euthanasia was done

according to the “Guide for Care and Use of Laboratory Animals.”

Bacillus cereus var. toyoi and Bacillus cereus strain BF were grown in 10 mL of

Luria broth (Difco) at 37 �C overnight; the cells were transferred to 50 mL of the

same broth and were further incubated at 37 �C. When cell growth reached the log
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phase, the cells were harvested by centrifugation and resuspended in PBS. Bacillus
cereus strain BF, at the dose of 1� 109 CFU per mouse, was administered orally for

7 consecutive days, while the mice in the control group were treated by PBS only.

One day after the last application, the group of ten mice received orally 5 � 106

CFU of S. enterica var. enteritidis that was equivalent to the LD50 dose. The

number of the dead mice was recorded daily for 21 days.

Bacillus cereus strain BF was sensitive to ampicillin with a minimal inhibitory

concentration (MIC) of 100 mg L�1, tetracycline (MIC 25 mg L�1), rifampicin (MIC

50 mg L�1), gentamicin (MIC 25 mg L�1), and kanamycin (MIC 50 mg L�1) and

resistant to spectinomycin (MIC 100 mg L�1) and hygromycin (MIC 50 mg L�1).

Experimental estimation of the pathogenicity of Bacillus cereus strain BF was

done in comparison with the Bacillus cereus var. toyoi commercial strain. Bacillus
cereus var. toyoi was pathogenic for mice with LD50 ¼ (8 � 2.5) � 106 CFU at

intravenous injection and with LD50 ¼ (1 � 0.4) � 107 CFU at intraperitoneal

injection. Moreover, single instances of mice death were detected after

intragastrical injection of Bacillus cereus var. toyoi. Under the same conditions,

intravenous, intraperitoneal, or intragastrical injection of Bacillus cereus strain BF

was not the cause of the mice death (Fig. 23.2).

The intravenous and intraperitoneal injection of both Bacillus cereus var. toyoi
and Bacillus cereus strain BF was not the cause of cutaneous edema and hyperemia

one day after treatment. The absence of cells of Bacillus cereus var. toyoi and
Bacillus cereus strain BF in the blood, liver, and spleen of the survived mice was

shown on the 21st day of observation, and pathomorphological changes of organs of

euthanized mice on that day were not detected. So, on the base of the presented

tests, Bacillus cereus var. toyoi strain was determined as low pathogenic bacterial

strain and Bacillus cereus strain BF as nonpathogenic bacterial strain.

Low pathogenicity of the commercial probiotic strain Bacillus cereus var. toyoi
(Bactisubtil) may be explained by the following facts: its cells were found to carry
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three genes, hblA, hblC, and hblD, that encode hemolysin BL (Hbl), the primary

virulence factor in B. cereus diarrhea, and the bceT gene, which encodes the single-

component enterotoxin T. Moreover, the cells of this probiotic strain produce

lecithinase (Granum and Lund 1997). We propose that the nonpathogenic proper-

ties of Bacillus cereus strain BF are based on the absence of such pathogenic factors

(data not shown).

Experimental murine salmonellosis is a widely used experimental model for

acute systemic salmonellosis in humans (Ohl and Miller 2001). Strain S. enterica
serotype typhi was used for the mice model (Silva et al. 1999). Here, the S. enterica
model was described as a variant to cause a chronic carrier state in mice after oral

inoculation, as a model for a human carrier state. The maximum amount of

pathogenic bacteria in organs (spleen and livers) could be detected after 7–10

days of infection (Sukupolvi et al. 1997). In our experiment, bacterial cultures

from liver and spleen samples were determined after 3, 4, 5, 6, and 7 days after

infection. After 7 days, there was no difference in numbers of S. enterica in organs

obtained from control mice and mice treated with Bacillus cereus var. toyoi. But the
treatment with Bacillus cereus strain BF decreased bacterial numbers in organs at

least 10–100 times. This decrease was very important for mice survival (Fig. 23.3).

Therapy was started 4 h after per os infection with S. enterica with an inoculum

corresponding to LD50 (5 � 106 CFU per mouse). Bacillus cereus strain BF was

administered to groups of ten mice per os for 7 days. The treatment of mice with this

strain reduced their mortality compared with that of untreated animals and animals

treated with B. cereus var. toyoi. Salmonella cells were present in the livers and

spleens of dead mice.
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The mouse model for S. enterica var. enteritidis infection, as described here, was
shown to be useful in the determination of the effect of Bacillus cereus strain BF on

the host of the infection. The use of inbred mice with a stable genetic background

ensured that the resistance to S. enterica var. enteritidis could be clearly defined in

all groups of animals. Ten mice each were used for treatment with Bacillus cereus
strain BF, treatment with Bacillus cereus var. toyoi, and for the control group. The

mice were treated orally once daily with Bacillus cereus strain BF and Bacillus
cereus var. toyoi, up to 7 days after infection. The follow-up observation was

performed for 21 days after infection. Ninety percent of the mice treated with

Bacillus cereus strain BF survived, compared to 20% of the untreated mice or

mice treated with Bacillus cereus var. toyoi (Fig. 23.4).
The following three basic mechanisms could be proposed for how orally

ingested nonindigenous bacteria can have a probiotic effect in a host:

(1) immunomodulation, that is, stimulation of the gut-associated lymphoid tissue,

e.g., induction of cytokines; (2) competitive exclusion of gastrointestinal patho-

gens, e.g., competition for adhesion sites; and (3) secretion of antimicrobial com-

pounds which suppress the growth of harmful bacteria (Duc et al. 2004). We

propose that the notable probiotic properties of Bacillus cereus strain BF as

compared with Bacillus cereus var. toyoi can be explained by the production of

unknown bacteriocin-like inhibitory substances (unpublished data). We described

the S. enterica var. enteritidis model as a variant to cause a chronic carrier state in

mice after oral inoculation, as a model for a human carrier state. The pathogenic

mechanism of S. enterica var. enteritidis action was connected with the gastroin-

testinal tract. Therefore, we used oral infection and treatment of mice. To protect

mice from Salmonella infection, antibiotics or bacterial extracts can be used (Deng

et al. 2007). Viable microorganisms such as yeast and bacterial species have been

used to protect mice from Salmonella infection (Szabó et al. 2009). In our case,

Surviving
mice

Bacillus spp. F

B.cereus var. toyoi

Control

Bacillus treatment
Infection time (days)

12

10

2

4

0

6

8

0 1 2 3 4 5 76 8 9 10 12 13 14 15 16 17 18 19 20 21 11 

Fig. 23.4 Effect of

treatment with Bacillus
cereus var. toyoi and
Bacillus cereus strain BF on

mortality in outbred mice

after oral inoculation with

S. enterica var. enteritidis
(5 � 106 CFU per mouse on

day 0; ten mice in each

group)
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Bacillus cereus strain BF protected mice from Salmonella infection. Probiotic

bacteria reduced colonization by pathogens and decreased host defense mecha-

nisms. Preliminary results for Bacillus cereus strain BF showed an increase of the

humoral and cell immunity of mice (Brouchkov et al. 2009). Thus, the possibility of

oral treatment of mice infected with S. enterica var. enteritidis with probiotic

Bacillus cereus strain BF, obtained from relict permafrost, was clearly

demonstrated.

23.7 Conclusions

Relict microorganisms preserved in permafrost of geological periods possess a

unique resistance to unfavorable factors of the internal and external environment.

Their metabolic activity, DNA repair, and growth capacities are still under discus-

sion, but the very fact of their existence in permafrost during many thousands of

years is evidence of their phenomenal viability. One of these bacteria, identified as

Bacillus cereus strain BF, has been found in Yakutia and was capable of enhancing
longevity and immunity in Drosophila and mice and was analyzed for probiotic

activity on the mice Salmonella enterica model. Bacillus cereus strain BF was

assed as nonpathogenic bacterium by evaluation of pathogenicity. Probiotic activity

of this strain has been shown against Salmonella infection in mice. The application

of the strain to developing Drosophila fruit flies showed that levels of gas exchange
(VO2 and VCO2), spontaneous motor activity, body mass, and stress resistance

were increased in imagoes of Drosophila melanogaster and dose-dependent growth
acceleration and decrease in larval mortality were induced. Permafrost microor-

ganisms are possibly a perspective object for the search of new probiotics.
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Chapter 24

Cold-Adapted Basidiomycetous Yeasts

as a Source of Biochemicals

Giorgia Tasselli, Sara Filippucci, Ciro Sannino, Benedetta Turchetti,

and Pietro Buzzini

Abstract Yeasts play a relevant role as starter cultures in traditional foods and

beverages, as well as in innumerable biotechnological applications for obtaining

high-value bulk and fine biochemicals. Despite a considerable number of studies on

yeasts have been performed by using almost exclusively the species Saccharomyces
cerevisiae (otherwise labeled as baker’s yeast), the number of yeast species

described so far accounts for more than 1600, belonging to over 130 ascomycetous

and basidiomycetous genera. This huge yeast diversity includes many

non-Saccharomyces species possessing useful, and sometimes uncommon, meta-

bolic features potentially interesting for both food and nonfood industries. Like

other organisms, cold-adapted yeasts include species able to survive and grow in

cold environments. They are usually labeled as psychrophiles or psychrotolerants

on the basis of their cardinal growth temperatures. Among them, yeasts belonging

to the phylum Basidiomycota apparently exhibit a superior adaptation to cold. This

apparent superiority, which could be the result of some metabolic strategies

implemented for adapting life to different thermal conditions in order to overcome

the adverse effect of cold, can be considered worthwhile for implementing their

biotechnological application at low temperatures. Accordingly, cold-adapted basid-

iomycetous yeasts have attracted considerable attention for their biotechnological

potential, because they have developed the ability to synthesize cold-active

enzymes, as well as other important biochemicals, namely, cryoprotectant com-

pounds, polymers, lipids, and other miscellaneous compounds.
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24.1 Introduction

Yeasts are defined as those fungi whose asexual growth predominantly results from

budding (fission occurs only in species of the genus Schizosaccharomyces) and
which do not form their sexual states within or upon a fruiting body. Like filamen-

tous fungi, they are distributed between the Ascomycota and Basidiomycota phyla.

The discovery that a number of yeast taxa belong to Basidiomycota has expanded

the common opinion on the nature of yeasts (Kurtzman et al. 2011b).

Yeasts are referred to as one of the most relevant players of a variety of

technological processes. They are used for millennia as starter cultures in the

production of traditional foods and beverages: the production of wine, beer,

bread, and many other fermented products which are well-known examples of the

universal importance of yeasts in human nutrition and culture (Johnson and

Echavarri-Erasun 2011; Buzzini et al. 2017). Apart from their significance in

traditional technologies, the study of the physiology and metabolic diversity of

yeasts has revealed that they could be used in innumerable promising biotechno-

logical applications for producing high-value bulk and fine biochemicals.

Most of the research on yeasts concerned the model eukaryotic organism

Saccharomyces cerevisiae (otherwise labeled as baker’s yeast), which is tradition-

ally used for biological studies, for producing fermented foods and beverages and,

more recently, biofuels and heterologous compounds (Johnson and Echavarri-

Erasun 2011; Buzzini et al. 2017). Indeed, due to the vast array of engineering

techniques available, the recombinant DNA technology has been extensively used

for obtaining genetically modified yeasts for the overexpression of a set of com-

mercially important molecules for biomedical applications (Hou et al. 2012).

However, an alternative approach is offered by yeast biodiversity (still far to be

fully discovered) as source of biochemicals. An increasing part of yeast researchers

consider that Saccharomyces species represent only a microscopic portion of the

yeast diversity (Sibirny and Scheffers 2002). Really, the number of recognized

yeast species has increased spectacularly in the last decades and accounts for more

than 1600 species belonging to over 130 ascomycetous and basidiomycetous genera

(Kurtzman et al. 2011a; Liu et al. 2015; Wang et al. 2015a, b). This trend leads to

extrapolate that the potential number of yeast species sharing the ecosystems on

Earth could be attested to around 150,000 (Hawksworth 2004; Lachance 2006;
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Kurtzman et al. 2011a; Starmer and Lachance 2011). Undoubtedly, this vast yeast

diversity includes many species possessing useful, and sometimes uncommon,

metabolic features potentially interesting for both food and nonfood industries. In

addition, the ever-changing consumer preferences, the need to increase productivity

at both precompetitive and competitive scales by appropriate scaling-up steps, as

well as the possibility to use raw substrate as carbon and nitrogen sources can lead

to increasing efforts in enhancing the number of strains expressing novel and

attractive properties (Buzzini and Vaughan-Martini 2006; Johnson and Echavarri-

Erasun 2011).

A few authors suggested that yeasts might be better adapted to low temperatures

than bacteria (Turkiewicz et al. 2003; Shivaji and Prasad 2009; Buzzini and

Margesin 2014a). Like other organisms, also cold-adapted yeasts include species

that successfully survive and even grow in cold environments; they are usually

labeled as psychrophiles or psychrotolerant on the basis of their minimum, maxi-

mum, and optimum growth temperatures (Buzzini and Margesin 2014b). Among

them, yeast species belonging to the phylum of Basidiomycota apparently exhibit a
superior adaptation to low temperatures than Ascomycota (Butinar et al. 2007; de

Garcı́a et al. 2007, 2012; Connell et al. 2008; Turchetti et al. 2008, 2013; Branda

et al. 2010; Brand~ao et al. 2011; Buzzini et al. 2012). It has been suggested that this
apparent superiority could be the result of a few specific metabolic strategies

implemented for the adaptation of life to different thermal conditions in order to

overcome the adverse effect of the cold. Their distinctive ability to grow and

metabolize at low temperatures can be considered extremely interesting because

of the implementation of their potential biotechnological application at low tem-

peratures (Buzzini and Margesin 2014a).

As a result, cold-adapted basidiomycetous yeasts have attracted attention from

both academia and industry for their biotechnological potential. Among them, the

production of cold-active enzymes can be considered to date their most important

biotechnological exploitation. All organisms including yeasts which thrive fre-

quently or permanently at near-zero temperatures have developed the ability to

synthesize cold-active enzymes to sustain their cell cycle and metabolism. How-

ever, the biotechnology of cold-adapted basidiomycetous yeasts is not merely

confined to the production of cold-active enzymes: a number of recent studies

postulated their upcoming exploitation as promising sources of other important

biochemicals, namely, cryoprotectant compounds, polymers (e.g., polysaccha-

rides), lipids (e.g., triacylglycerols), and other minor compounds (Buzzini et al.

2012; Buzzini and Margesin 2014a). However, despite the plethora of studies so far

published, only a few biochemicals obtained from cold-adapted basidiomycetous

yeasts are currently on the market, while a number of other possible products are

still confined to the laboratory scale (Margesin and Feller 2010; Buzzini and

Margesin 2014a).

The present chapter will provide an overview of the potential of cold-adapted

basidiomycetous yeasts as a source of biochemicals.
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24.2 Production of Cold-Active Enzymes

Although cold-adapted basidiomycetous yeasts are generally considered less attrac-

tive than bacteria and filamentous fungi as enzyme producers, they have been

studied as sources of cold-active enzymes for eco-friendly and mild technologies

for food and nonfood industries. Such enzymes may provide significant economical

and technical advantages due to energy savings, use in heat-sensitive manufactur-

ing, and easy and fast inactivation at moderate temperatures after catalysis (Feller

and Gerday 1997, 2003; Gerday et al. 1997, 2000; Gerday 2014; Santiago et al.

2016; Javed and Qazi 2016).

A number of cold-adapted basidiomycetous yeast species have been found to

synthesize cell-bound, extracellular, or intracellular cold-active hydrolases,

namely, lipases, amylases, xylanases, proteases, pectinases, galactosidases, and

cellulases (Shivaji and Prasad 2009; Buzzini et al. 2012; Carrasco et al. 2012;

Buzzini and Margesin 2014a). However, most of those studies were usually

performed by checking strains by qualitative/semiquantitative tests carried out in

Petri dishes. Quantitative determinations of enzyme activity in cell-free extracts

have been performed less often, and only a limited number of studies concerned the

purification and characterization of cold-active enzymes.

24.2.1 Cold-Active Lipases

Based on the NC-IUBMB enzyme nomenclature, lipases belong to the first subclass of

hydrolases (EC 3.1) and include a set of enzymes acting on ester bonds: triacylglycerol

lipase (EC 3.1.1.3), lysophospholipase (EC 3.1.1.5), acylglycerol lipase (EC 3.1.1.23),

galactolipase (EC 3.1.1.26), phospholipase A (EC 3.1.1.32), lipoprotein lipase

(EC 3.1.1.34), hormone-sensitive lipase (EC 3.1.1.79), phospholipase D (EC 3.1.4.4),

EC phosphoinositide phospholipase C (EC 3.1.4.11), glycosylphosphatidylinositol

phospholipase D (EC 3.1.4.50), and N-acetylphosphatidylethanolamine-hydrolyzing

phospholipase D (EC 3.1.4.54). Triacylglycerol lipases catalyze the hydrolysis of

triacylglycerols (TAGs) to free fatty acids and glycerol and are referred to as the key

biocatalysts for the food and chemical industries, biomedical sciences, detergent

production, and environmental management. It was recently estimated that about

40% of industrial biocatalysis is realized by using triacylglycerol lipases, which

account for 21% of the global enzyme market, whose value is about USD2.9 billion

(Szczesna-Antczak et al. 2014).

The production of cold-active lipases obtained from cold-adapted yeasts is

considered a rapidly growing biotechnology. These enzymes have recently

attracted a growing attention because of their powerful and flexible catalysis at

low temperatures (if compared with their mesophilic and thermophilic homo-

logues), which is a favorable property for working with relatively heat-sensitive

molecules (Joseph et al. 2008). The ability to produce cold-active lipases was found

broadly distributed in yeasts inhabiting worldwide cold environments (Table 24.1).
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Table 24.1 Production of cold-active enzymes from cold-adapted basidiomycetous yeasts

Cold-active

enzymes

Biotechnological

application

Genus and species

(synonyms) References

Lipases Processing of foods and

beverages, production

of chemicals and deter-

gents, environmental

applications

Cystobasidium:
C. laryngis
(Rhodotorula laryngis);
C. macerans (Crypto-
coccus macerans)
Dioszegia: D. crocea;
D. fristigensis
Glaciozyma:
G. antarctica
(Leucosporidium
antarcticum)
Goffeauzyma:
G. gilvescens (Crypto-
coccus gilvescens);
G. gastrica (Cryptococ-
cus gastricus)
Leucosporidium:
L. creatinivorum
(Leucosporidiella
creatinivora);
L. drummii;
L. fragarium
(Leucosporidiella
fragaria)
Moesziomyces:
M. antarcticus
(Pseudozyma antarc-
tica; Candida antarc-
tica)
Mrakia: M. blollopis;
M. gelida; M. robertii
Papiliotrema:
P. laurentii (Cryptococ-
cus laurentii)
Phenoliferia:
P. glacialis
(Rhodotorula glacialis)
Rhodosporidiobolus:
R. colostri (Rhodotorula
colostri)
Rhodotorula:
R. mucilaginosa
Solicoccozyma:
S. terricola (Cryptococ-
cus terricola)
Sporobolomyces:
S. ruberrimus;
S. salmonicolor
(Sporidiobolus

Patkar et al. (1993);

Dominguez de Maria

et al. (2005); Brizzio

et al. (2007); Joseph

et al. (2008); Juhl et al.

(2010); Margesin and

Feller (2010); Rashid

et al. (2010); Carrasco

et al. (2012); Zaliha

et al. (2012); Tsuji et al.

(2013a)

(continued)
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Table 24.1 (continued)

Cold-active

enzymes

Biotechnological

application

Genus and species

(synonyms) References

salmonicolor)
Vishniacozyma:
V. victoriae (Crypto-
coccus victoriae)

Amylases Processing of foods and

beverages, production

of chemicals, detergents

and pharmaceuticals,

paper processing

Cystobasidium:
C. laryngis
(Rhodotorula laryngis);
C. macerans (Crypto-
coccus macerans)
Dioszegia: D. crocea;
D. fristingensis
Goffeauzyma:
G. gilvescens (Crypto-
coccus gilvescens);
G. gastrica (Cryptococ-
cus gastricus)
Holtermanniella:
H. wattica (Cryptococ-
cus watticus)
Leucosporidium:
L. creatinivorum
(Leucosporidiella
creatinivora)
Moesziomyces:
M. antarcticus
(Pseudozyma antarc-
tica; Candida antarc-
tica)
Mrakia: M. blollopis;
M. gelida; M. robertii
Papiliotrema:
P. laurentii (Cryptococ-
cus laurentii)
Phenoliferia:
P. glacialis
(Rhodotorula glacialis)
Rhodotorula:
R. svalbardensis
Saitozyma: S. flava
(Cryptococcus flavus)
Solicoccozyma:
S. terricola (Cryptococ-
cus terricola)
Sporobolomyces:
S. ruberrimus

De Mot and Verachtert

(1987); Brizzio et al.

(2007); Galdino et al.

(2011); Carrasco et al.

(2012); de Garcı́a et al.

(2012); Singh et al.

(2014); Carrasco et al.

(2016)

Xylanases Production of biofuels,

solvents, paper

processing, waste

degradation

Dioszegia:
D. fristigensis
Naganishia:
N. adeliensis

Amoresano et al.

(2000); Gomes et al.

(2000); Petrescu et al.

(2000); Scorzetti et al.

(continued)
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Table 24.1 (continued)

Cold-active

enzymes

Biotechnological

application

Genus and species

(synonyms) References

(Cryptococcus
adeliensis); N. albida
(Cryptococcus albidus)
Papiliotrema:
P. laurentii (Cryptococ-
cus laurentii)
Tausonia: T. pullulans
(Guehomyces pullulans)

(2000); Duarte et al.

(2013)

Proteases Processing of foods and

beverages

Cystobasidium:
C. laryngis
(Rhodotorula laryngis);
C. macerans (Crypto-
coccus macerans)
Glaciozyma:
G. antarctica
Goffeauzyma:
G. gilvescens (Crypto-
coccus gilvescens)
Itersonilia:
I. pannonicus
(Udeniomyces
pannonicus)
Leucosporidium:
L. creatinivorum
(Leucosporidiella
creatinivora);
L. fragarium
(Leucosporidiella
fragaria)
Mrakia: M. frigida
(Leucosporidium
frigidum); M. gelida
Naganishia:
N. adeliensis (Crypto-
coccus adeliensis)
Papiliotrema:
P. laurentii (Cryptococ-
cus laurentii)
Rhodotorula:
R. mucilaginosa;
R. toruloides
(Rhodosporidium
toruloides)
Solicoccozyma:
S. terricola (Cryptococ-
cus terricola)
Sporobolomyces:
S. salmonicolor
(Sporidiobolus

Ray et al. (1992);

Ogrydziak (1993);

Pazgier et al. (2003);

Turkiewicz et al.

(2003); Brizzio et al.

(2007); Huston (2008);

Carrasco et al. (2012);

de Garcı́a et al. (2012);

Duarte et al. (2013);

Alias et al. (2014);

Lario et al. (2015);

Chaud et al. (2016)

(continued)
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Table 24.1 (continued)

Cold-active

enzymes

Biotechnological

application

Genus and species

(synonyms) References

salmonicolor)
Udeniomyces:
U. megalosporus;
U. pyricola
Vanrija: V. humicola
(Candida humicola)

Pectinases Fruit and vegetable

processing

Cystobasidium:
C. laryngis
(Rhodotorula laryngis);
C. macerans (Crypto-
coccus macerans)
Cystofilobasidium:
C. capitatum
(Rhodosporidium
capitatum); C. lari-
marini
Dioszegia: D. crocea;
D. fristigensis
Leucosporidium:
L. drummii
Mrakia: M. aquatica
(Mrakiella aquatica);
M. frigida
(Leucosporidium
frigidum);
M. psychrophila;
M. robertii
Phenoliferia:
P. glacialis
(Rhodotorula glacialis)
Rhodotorula:
R. mucilaginosa
Sporobolomyces:
S. salmonicolor
(Sporidiobolus
salmonicolor)

Nakagawa et al. (2002,

2005a, b); Birgisson

et al. (2003); Margesin

et al. (2005); Carrasco

et al. (2012); de Garcı́a

et al. (2012); Sahay

et al. (2013)

Galactosidases Fruit and vegetable
processing

Cystofilobasidium:
C. capitatum
(Rhodosporidium
capitatum)
Naganishia: N. albida
(Cryptococcus albidus)
Tausonia: T. pullulans
(Guehomyces pullulans)

Pavlova et al. (2002);

Nakagawa et al. (2006);

Song et al. (2010);

Hamid et al. (2013)

Cellulases Foods, detergents, and

biofuel, processing of

textile fibers

Dioszegia:
D. fristigensis
Glaciozyma:
G. antarctica

Pavlova et al. (2002);

Turkiewicz et al. (2005);

Carrasco et al. (2012);

Carrasco et al. (2016)

(continued)
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Table 24.1 (continued)

Cold-active

enzymes

Biotechnological

application

Genus and species

(synonyms) References

(Leucosporidium
antarcticum)
Goffeauzyma:
G. gastrica (Cryptococ-
cus gastricus)
Holtermanniella:
H. wattica (Cryptococ-
cus watticus)
Leucosporidium:
L. drummii
Mrakia: M. blollopis;
M. gelida;
M. psychrophila;
M. robertii
Naganishia: N. albida
(Cryptococcus albidus)
Papiliotrema:
P. laurentii (Cryptococ-
cus laurentii)
Vishniacozyma:
V. victoriae (Crypto-
coccus victoriae)

Chitinase Degradation of chitin-

rich wastes, control of

pathogens and microbial

spoilage

Dioszegia fristigensis
Glaciozyma antarctica
Mrakia psychrophila
Sporobolomyces
salmonicolor
(Sporidiobolus
salmonicolor)

Ramli et al. (2011,

2012); Carrasco et al.

(2012)

Ligninolytic

enzymes

Second-generation

biofuels

Cryptococcus sp.
Cylindrobasidium sp.

Cystobasidium:
C. laryngis
(Rhodotorula laryngis);
C. pallidum
(Rhodotorula pallida)
Dioszegia:
D. hungarica (Bullera
armeniaca)
Goffeauzyma:
G. gilvescens (Crypto-
coccus gilvescens)
Leucosporidium:
L. creatinivorum
(Leucosporidiella
creatinivora)
Mrakia sp.

Rhodotorula:
R. creatinivora;

Rovati et al. (2013)

(continued)
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Cold-active lipases A and B (labeled as CALA and CALB, respectively) were

isolated and purified from Candida antarctica (now Moesziomyces antarcticus,
syn. Pseudozyma antarctica) since 1990s (Patkar et al. 1993; Dominguez de Maria

et al. 2005; Szczesna-Antczak et al. 2014). CALA and CALB are the first examples

of patented cold-active enzymes from yeasts: their structure and catalytic activity

(both in free and immobilized form) have been extensively studied since early

2000s (Kirk and Christensen 2002; Krishna et al. 2002; Blank et al. 2006; Chen

et al. 2008; Ericsson et al. 2008; Miletić and Loos 2009; Emond et al. 2010; Forde

et al. 2010; Gutarra et al. 2011; Habeych et al. 2011; Gruber and Pleiss 2012;

Kahveci and Xu 2012). CALA exhibits a high stability up to 90 �C (Faber 2004;

Dominguez de Maria et al. 2005; Gotor-Fernandéz et al. 2006; Liese et al. 2000;

Patel 2004; Szczesna-Antczak et al. 2014). CALB shows also other interesting

commercial characteristics and is at present produced by Novozymes (Denmark)

using a recombinant strain of Aspergillus niger under the commercial names

Lipozyme® CALB L (in soluble form) and Novozym® 435 (in immobilized

form) (Margesin and Feller 2010; Szczesna-Antczak et al. 2014).

Other cold-active lipases have been studied. Rashid et al. (2010) found a cold-

active lipase in Leucosporidium antarcticum (now classified as Glaciozyma ant-
arctica), while Zaliha et al. (2012) patented a bifunctional lipase from the same

species. This lipase exhibited the highest activity at 20 �C and retained 60% of its

maximum activity at 5 �C. More recently, a cold-active lipase from a strain of

Mrakia blollopis isolated from Antarctica has been isolated, purified, and charac-

terized (Tsuji et al. 2013a).

The production of cold-active lipases from basidiomycetous yeasts isolated

from cold ecosystems has been recently reviewed (Buzzini et al. 2012;

Table 24.1 (continued)

Cold-active

enzymes

Biotechnological

application

Genus and species

(synonyms) References

R. glutinis;
R. mucilaginosa
Solicoccozyma:
S. terricola (Cryptococ-
cus terricola)
Vishniacozyma:
V. victoriae (Crypto-
coccus victoriae)

Phytases Feed processing Papiliotrema:
P. laurentii (Cryptococ-
cus laurentii)
Rhodotorula:
R. mucilaginosa

Yu et al. (2015)

β-Glucanases Processing of foods and

beverages

Glaciozyma:
G. antarctica

Parvizpour et al. (2015,

2016); Mohammadi

et al. (2016)
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Szczesna-Antczak et al. 2014). Cold-adapted basidiomycetous yeasts

expressing lipase activity at low temperatures are summarized in Table 24.1.

24.2.2 Cold-Active Amylases

Amylases belong to the first subclass of hydrolases (EC 3.2) and include enzymes

hydrolyzing O- and S-glycosyl compounds: α-amylase (EC 3.2.1.1), β-amylase

(EC 3.2.1.2), and isoamylase (EC 3.2.1.68). Cold-adapted amylases have emerged

as one of the leading biocatalysts for a vast array of industrial applications in food

(production of sweet syrups, maltose, and dextrins from polysaccharides, improve-

ment of fruit juice clearness, delay of bread staling, and removal of starch residues),

textile (processing denim textiles), detergent (cold washing), paper (decrease of

starch viscosity for improving paper coating), and pharmaceutical industry (dietary

supplements to aid digestive processes) (Kuddus et al. 2011).

Similarly to lipases, the scientific and analytic level of the studies on cold-active

amylases was extremely variable, ranging from screening of amylase activity on

Petri dishes to checking crude activity of cell-free extracts, while the use of fine

purification and characterization protocols was less frequent. The first study on the

purification to homogeneity and characterization of two cold-active amylases

produced by C. antarctica (now M. antarcticus, syn. P. antarctica) dates back to

1980s. These enzymes exhibited a high debranching activity at optimum tempera-

tures of 57 and 62 �C and the ability to hydrolyze soluble starch (De Mot and

Verachtert 1987). More recently, a gene encoding an extracellular α-amylase

(Amy1) from Cryptococcus flavus (now Saitozyma flava) was expressed in

S. cerevisiae cells: the enzyme was subsequently purified to homogeneity (molec-

ular mass: 67 KDa). Significant biochemical and structural discrepancies between

wild-type and recombinant α-amylase with respect to Km values, enzyme specific-

ity, and secondary structure content were found (Galdino et al. 2011). Other cold-

adapted basidiomycetous yeasts expressing important starch-degrading activity at

low temperatures are shown in Table 24.1.

24.2.3 Cold-Active Xylanases

Xylanases belong to the subclass EC 3.2 of hydrolases and include endo-

1,4-β-xylanase (EC 3.2.1.8), glucuronoarabinoxylan endo-1,4-b-xylanase

(EC 3.2.1.136), and oligosaccharide reducing-end xylanase (EC 3.2.1.156). They

catalyze the hydrolysis of hemicellulose (i.e., β-1,4-xylan) into xylose. The hydro-

lysis of this polysaccharide through xylanases is used in biotechnological processes,

in particular in biofuel and paper industries (Amoresano et al. 2000). Cold-active

xylanases can be applied in low-temperature digestion of farm, industrial, and

sewage wastes (Shivaji and Prasad 2009).
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A few cold-active xylanases have been purified to homogeneity and character-

ized. A glycosylated xylanase (338 amino acids) produced by an Antarctic strain of

Cryptococcus albidus (now classified as Naganishia albida) was structurally elu-

cidated. Mass spectra (MS) analysis revealed the occurrence of N-glycosylation
only at Asn254, which was modified by high-mannose structure (Amoresano et al.

2000). Likewise, Petrescu et al. (2000) studied a cold-active glycosylated xylanase

produced by an Antarctic strain of Cryptococcus adeliensis (now Naganishia
adeliensis). The xylanase exhibited 84% identity and lower thermostability than

its homologue synthesized by C. albidus. The cold-active xylanase exhibited a

higher catalytic efficiency between 0 and 20 �C. Computerized analysis of molec-

ular models indicated that the cold adaptation consists of discrete changes in the 3D

structure. The ability of cold-adapted basidiomycetous yeasts to produce cold-

active xylanases has been broadly reviewed (Table 24.1).

24.2.4 Cold-Active Proteases

Proteases (including a high number of peptidases) belong to the subclass EC 3.2 of

hydrolases which act on peptide bonds. Cold-active proteases have a wide range of

industrial and technological applications. In particular, they are used in food

industry: (1) in low-temperature cheeses ripening as an alternative to rennet,

(2) in seafood processing for improving the removal of scales and skin and for

ameliorating the extraction of carotene-protein from shellfish, and (3) in meat

processing for imparting tenderness to refrigerated products and for improving

their flavor (Huston 2008).

The first discovery of an extracellular cold-active protease (molecular mass:

36 KDa) produced by an Antarctic strain of Cryptococcus humicola (now Vanrija
humicola), active between 0 and 45�C and with an optimum activity at 37 �C, dates
back to the early 1990s. This protease retained about 15% of its maximum activity

at 0 �C (Ray et al. 1992).

The species G. antarctica was shown to be an active protease producer. This

species was the source of the first purified and characterized cold-active subtilase

belonging to the proteinase K subfamily (subtilisin family). The resulting protein

exhibited a very high specific activity (85 U mg�1 protein) (Białkowska and

Turkiewicz 2014). Another subtilase isolated from the same species exhibited

wide substrate specificity, with the greatest affinity to substrates characteristic of

chymotrypsin and chymotrypsin-like enzymes (Ogrydziak 1993; Białkowska and

Turkiewicz 2014). It should be stressed that such high specific activity exhibited by

G. antarctica subtilase is similar to that found in most other microbial serine

proteases produced by the mesophilic species Yarrowia lipolytica (Tobe et al.

1976) and Aureobasidium pullulans (Ogrydziak 1993).

An extracellular serine proteinase synthesized by an Antarctic strain of

L. antarcticum (now G. antarctica) was also characterized. The sequence of its

35 N-terminal amino acid residues showed 31% homology to that of proteinase K
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(Pazgier et al. 2003). Likewise, Turkiewicz et al. (2003) characterized a

glycosylated serine proteinase (molecular mass: 34.4 KDa) secreted by a strain of

the same species. This enzyme exhibited low optimum temperature for activity

(25 �C), poor thermal stability, and high catalytic efficiency from 0 to 25 �C.
The isolation of the PI12 protease gene from genomic and mRNA sequences of

G. antarctica allowed the determination of 19 exons and 18 introns. Full-length

cDNA of PI12 protease gene coding for 963 amino acids was amplified by rapid

amplification of cDNA ends strategy. PI12 protease was purified to homogeneity

(molecular mass: 99 KDa) and showed 42% identity with the subtilisin-like prote-

ase produced by the species Rhodotorula toruloides (formerly Rhodosporidium
toruloides); no homology with other cold-active proteases was found. High recom-

binant protease production (28.3 U mL�1) was obtained using a Komagataella
pastoris (former Pichia pastoris) expression system at 20 �C (Alias et al. 2014).

Besides, the isolation, purification to homogeneity, and characterization of an

extracellular protease from a strain of Rhodotorula mucilaginosa isolated from an

Antarctic marine alga were also studied. The purified protease presented optimum

pH and temperature activity at pH 5.0 and 50 �C (about 25% of activity were

retained below 20 �C), respectively, and high stability in the presence of high

concentrations of NaCl (Lario et al. 2015). The ability of cold-adapted basidiomy-

cetous yeasts to produce cold-active proteases is reported in Table 24.1.

24.2.5 Cold-Active Pectinases

Pectinases are a complex of enzymes that hydrolyze pectin. They are commonly

referred to as pectic enzymes and include pectinesterase, otherwise labeled as

pectin methyl esterases (EC 3.1.1.11); pectin lyase, also known as pectolyase

(EC 4.2.2.10); pectate lyase (EC 4.2.2.2); and polygalacturonase (EC 3.2.1.15).

Cold-adapted yeasts are a good source of pectic enzymes. A number of yeast

species produce several types of pectinases. Cold-active pectinases may be applied

in the fruit-processing industry for reducing juice viscosity at low temperature and

for improving the clarity of the final product (Alimardani-Theuil et al. 2011).

The first cold-active pectinase has been obtained from Cystofilobasidium
capitatum (Nakagawa et al. 2002): this yeast was found to synthesize a wide

range of cold-active pectic enzymes, pectin methyl esterases, polygalacturonases,

and pectin lyases, but not pectate lyases. A polygalacturonase from this species was

characterized: it exhibited an optimum activity of 458 U mg�1 protein at 45 �C (and

retained at 0 �C 20% of maximum activity) and pH 4.4. The enzyme was found to

be stable in the pH range of 2.5–7.0 and up to a temperature of about 50 �C
(Nakagawa et al. 2005a). Furthermore, a pectin lyase from C. capitatum has been

purified to homogeneity (molecular mass: 42 KDa) and characterized: it exhibited a

high specific activity (1230 U mg�1 protein), at 40 �C and pH 8.0, and retained

about 5–50% of its maximum activity in the range of 0–20 �C (Nakagawa et al.
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2005b). A number of other cold-active pectic enzymes produced by cold-adapted

basidiomycetous yeasts are listed in Table 24.1.

24.2.6 Cold-Active Galactosidases

Galactosidases include a few hydrolases (EC 3.2), namely, α-galactosidase
(EC 3.2.1.22) and β-galactosidase (EC 3.2.1.23), which are able to hydrolyze O-

and S-glycosyl compounds. From the technological viewpoint, cold-active

β-galactosidases are applied in low-temperature hydrolysis of lactose for producing

lactose-free milk and milk products (Sheridan and Brenchley 2000). Cold-active

β-galactosidases also possess trans-glycosylation activity, whereby lactose hydro-

lysis takes place with simultaneous transfer of monosaccharides to higher oligo-

saccharides to form tri- and tetrasaccharides in probiotic foodstuffs

(Karasová-Lipovová et al. 2003; Benesova et al. 2005; Huston 2008).

Although these enzymes exhibit sufficiently high activity at temperatures below

20 �C and, consequently, they would be a perfect alternative to mesophilic homo-

logues due to energy saving (Białkowska et al. 2009), only a few cold-active

β-galactosidases from cold-adapted yeasts have been described to date. The first

β-galactosidase was found in 2000s in Guehomyces pullulans (now Tausonia
pullulans) (Nakagawa et al. 2006). Crude enzymatic preparations exhibited a

relatively high optimum temperature for lactose hydrolysis (50 �C), although at

0 �C about 20% of maximum activity were retained. The highest activity was found

at pH 4.0, with stability in the pH range of 3–7. Another yeast β-galactosidase was
found to be produced by a strain of the same species isolated from sea sediment in

Antarctica. The optimum temperature and pH of the crude protein preparation are

50 �C and 4.0, respectively (Song et al. 2010). Cold-active galactosidases produced

by cold-adapted basidiomycetous yeasts are reported in Table 24.1.

24.2.7 Cold-Active Cellulases

Cellulases (EC 3.2.1.4) are hydrolases that catalyze total hydrolysis of cellulose. It

is generally accepted that effective hydrolysis of cellulose into glucose requires the

synergistic actions of a complex of three enzymes including (1) endo-b-1,4-

glucanase (EC 3.2.1.4), which randomly cleaves internal linkages;

(2) cellobiohydrolase (EC 3.2.1.91), which specifically hydrolyzes cellobiose

units from nonreducing ends; and (3) b-D-glucosidase (EC 3.2.1.21), which hydro-

lyzes glucosyl units from cello-oligosaccharides (Perez et al. 2002).

Cellulases have great potential for application in industries such as food, deter-

gent, laundry, textile, and biofuels. The common requirement in these fields to reduce

the temperatures of the processes has led to the continuous research of microorgan-

isms able to secrete cold-active cellulases. Despite the fact that cold-adapted yeasts
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could be good candidates as producers of cold-active cellulases for cellulose hydro-

lysis at low temperature, all studies have been so far limited to check crude cellulase

activity of yeast isolates or cell-free extracts (Kasana and Gulati 2011). The ability of

cold-adapted basidiomycetous yeasts to produce cold-active cellulases is summarized

in Table 24.1.

24.2.8 Miscellaneous Cold-Active Enzymes

A few additional cold-active enzymes produced by cold-adapted basidiomycetous

yeasts have been studied (Table 24.1). Chitinases (EC 3.2.1.14) are hydrolytic

enzymes that break down glycosidic bonds in chitin. The gene of a cold-active

chitinase from G. antarctica was expressed in the mesophilic host P. pastoris (now
K. pastoris). The recombinant chitinase was purified to homogeneity and charac-

terized: two fractions corresponding to a first non-glycosylated protein (molecular

mass: 39 KDa) and to a second glycosylated protein (50 KDa) were found. The

enzyme exhibited high activity to efficiently hydrolyze chitin at 15 �C; at 5 �C the

enzyme retained over 20% of its maximum activity. A 3D model of this recombi-

nant chitinase was also built by first using a threading approach to search for a

suitable template and to generate an optimum target-template alignment (Ramli

et al. 2011, 2012).

Ligninolytic enzymes, namely, laccases (E.C. 1.10.3.2), manganese peroxidases

(EC 1.11.1.13), and lignin peroxidases (EC 1.11.1.14), have been recently applied

in producing second-generation biofuels (Plácido and Capareda 2015). Rovati et al.

(2013) found that some Antarctic basidiomycetous yeasts exhibited extracellular

ligninolytic activity (Table 24.1).

Phytases include any type of phosphatase enzymes that catalyze the hydrolysis

of phytic acid (myoinositol hexakisphosphate): 3-phytase (EC 3.1.3.8), 4-phytase

(EC 3.1.3.26), and 5-phytase (EC 3.1.3.72). Phytic acid is an indigestible, organic

form of phosphorus occurring in grains and oil seeds; its hydrolysis releases a

bioavailable form of inorganic phosphorus. An extracellular cold-active phytase

produced by a strain of R. mucilaginosa isolated from Antarctic deep-sea sediments

was purified to homogeneity (molecular mass: 63 KDa), and a specific activity of

31.6 U mg�1 protein was found. Its optimum temperature and pH were 50 and 5.0,

respectively. It retained 85% and 20% of maximum activity at 37 and 10 �C,
respectively, and showed good stability in the pH range 3.0–7.0 (Yu et al. 2015).

β-Glucanases include exo- (EC 3.2.1.58) and endo-β-1,3-glucanases
(EC 3.2.1.6), which hydrolyze a few β-1,3-glucans such as callose or curdlan, and

β-1,6 glucanase (EC 3.2.1.75), which hydrolyzes β-1,6-glucans. A cold-active

exo-β-1, 3-glucanase (GaExg55) isolated from G. antarctica has been structurally

modeled and characterized. The comparison of its primary sequence with those of

other mesophilic, thermophilic, and hyperthermophilic homologues revealed the

presence of several amino acid substitutions on the surface of cold-adapted enzyme

that totally increased its structural flexibility for efficient catalytic reactions at low

24 Cold-Adapted Basidiomycetous Yeasts as a Source of Biochemicals 569



temperatures. Besides, its catalytic activity and structural flexibility at low temper-

atures were attained through a reduced amount of hydrogen bonds and salt bridges,

as well as an increased exposure of the hydrophobic side chains to the solvent. A

molecular dynamics simulation performed to evaluate the stability of the GaExg55

structure at varying low temperatures confirmed the above findings (Parvizpour

et al. 2015, 2016; Mohammadi et al. 2016).

24.3 Production of Cryoprotectant Macromolecules

It is well known that a low freezing rate can damage the cytoplasm membrane

(Kawahara 2008). Therefore, the synthesis of cryoprotectant (antifreeze) molecules

is considered essential to reduce the risk of cell damage that occurs in natural

habitats, where freezing rates are quite low. Among them, the ability to increase the

intracellular trehalose content is broadly distributed in nature as cell-protecting

mechanism against osmotic stress (Kandror et al. 2002). The high cytoplasm

concentrations of trehalose observed in Mrakia frigida and Leucosporidium fellii
probably contribute to the reduction of the freezing point of the intracellular fluid

and to the stabilization of cold-active protease by preventing cell autolysis

(Deegenaars and Watson 1997, 1998; Pan et al. 2005).

However, along with the intracellular accumulation of trehalose, other antifreeze

compounds are produced by cold-adapted yeasts as adaptative strategies to over-

come the adverse effects of low temperature on cell functionality. Among them,

antifreeze proteins (AFPs) play an important role in many cold-adapted organisms.

AFPs are generally characterized by two activities: (1) thermal hysteresis and

(2) inhibition of ice recrystallization. They were found in some cold-adapted yeasts

isolated from glacial environments to act in a non-colligative way by decreasing the

cytoplasm intracellular freezing point and by inhibiting ice recrystallization at

sub-zero temperatures (Lee et al. 2012; Hashim et al. 2013; Park et al. 2012;

Singh et al. 2014).

A recombinant AFP from the Arctic yeast Leucosporidium sp. was obtained

from a Pichia expression system. It exhibited the ability to reduce the damage

induced to red blood cells by freeze thawing (Lee et al. 2012). More recently, the

cell-free extract fromG. antarctica demonstrated a high antifreeze activity given by

both thermal hysteresis and ice recrystallization inhibition properties. The AFP

gene of G. antarctica was cloned into an Escherichia coli expression system.

Recombinant AFP exhibited the presence of inclusion bodies that were subse-

quently denatured by treatment with urea and allowed to refold in vitro (Hashim

et al. 2013).

Lee et al. (2010) reported the ability of an Arctic strain of Leucosporidium sp. to

secrete a glycosylated ice-binding protein (IBP) exhibiting both thermal hysteresis

and recrystallization inhibition properties. The full-length cDNA for IBP synthesis

was found to encode a 261 amino acid protein (molecular mass: 26.8 KDa) that

includes an N-terminal signal peptide and one potential N-glycosylation site. The
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deduced protein showed high sequence identity with other IBP homologues from

fungi, diatoms, and bacteria, clustering with a class of ice-active proteins (Lee et al.

2010). More recently, the same authors characterized an IBP from the same

Leucosporidium sp. strain as belonging to a class of IBPs with no significant

similarity in primary structure to other known AFPs; glycosylation did not cause

structural changes and functionality (Park et al. 2012). The production of AFPs and

IBPs by cold-adapted yeasts is summarized in Table 24.2.

24.4 Production of Exopolysaccharides

Exopolysaccharides (EPS) produced by microorganisms represent an industrially

unexploited market. Some microorganisms can produce and excrete over 40 g L�1

of EPS in simple but sometimes expensive processes. The main function of these

polymers is to increase the protection against environmental biotic and abiotic

stresses, including cold conditions. Heteropolysaccharides and some

homopolysaccharides are synthesized in microbial cells and then secreted into the

extracellular environment. Physical or chemical extraction methods have been

studied to improve the yield of EPS at an industrial level. Cold-adapted yeasts

were found to produce EPS from monosaccharides, mainly from mannose and

glucose. The physicochemical and rheological properties of the EPS make them

suitable for using as emulsifiers and stabilizers in cosmetics (Donot et al. 2012;

Pavlova 2014).

A few strains of the species Cryptococcus flavus (now Saitozyma flava) isolated
from Antarctica were found to produce high amounts (5.75 g L�1) of EPS. The

composition of the polymers (molecular mass: 1.01 MDa) was established: 55.1%

mannose, 26.1% glucose, 9.6% xylose, and 1.9% galactose (Pavlova et al. 2009).

Likewise, Poli et al. (2010) studied the Antarctic yeast Sporobolomyces
salmonicolor as a source of high-molecular-mass mannan-like EPS: the maximum

yield (5.64 g L�1) was achieved at 22 �C. The same species was also used to

produce EPS in a stirred bioreactor with a yield of 5.5 g L�1 (Vlaev et al. 2013).

Finally, an ЕPS (molecular mass: 8.0 KDa) was also produced by a strain of

Cryptococcus laurentii (now Papiliotrema laurentii) isolated in Antarctica: this

heteropolysaccharide was found to be composed of 45.2% xylose, 33.6% mannose,

and 18.4% glucose (Rusinova-Videva et al. 2011; Kuncheva et al. 2013). The

production of EPS by cold-adapted yeasts is reported in Table 24.2.

24.5 Production of Lipids

The number of reports on the ability of some microorganisms to accumulate high

intracellular amounts of lipids (in particular TAGs) rapidly increased in recent

years because of their important role as building blocks for obtaining oleochemical
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Table 24.2 Production of biochemicals from cold-adapted basidiomycetous yeasts

Biochemicals

Biotechnological

application

Genus and species

(synonyms) References

Antifreeze proteins Processing of food Mrakia: M. frigida
(Cryptococcus
curiosus); M. gelida
(Mrakia stokesii)
Glaciozyma:
G. antarctica
(Leucosporidium
antarcticum)
Leucosporidium:
L. fellii;
Leucosporidium scottii
Rhodotorula:
R. svalbardensis

Deegenaars and

Watson (1998); Lee

et al. (2012);

Hashim et al.

(2013); Singh et al.

(2014)

Ice-binding

proteins

Processing of food Glaciozyma:
G. antarctica
(Leucosporidium
antarcticum)
Leucosporidium sp.

Lee et al. (2010,

2012); Park et al.

(2012)

Exopolysaccharides Processing of food and

textile fibers, produc-

tion of cosmetics,

pharmaceuticals and

detergents

Cystobasidium:
C. minutum
(Rhodotorula minuta)
Moesziomyces:
M. antarcticus
(Pseudozyma antarc-
tica; Candida antarc-
tica)
Papiliotrema:
P. laurentii (Crypto-
coccus laurentii)
Rhodotorula:
R. glutinis
Saitozyma: S. flava
(Cryptococcus flavus)
Sporobolomyces:
S. roseus;
S. salmonicolor
(Sporidiobolus
salmonicolor)

Pavlova et.al.

(2009); Poli et al.

(2010); Rusinova-

Videva et al. (2011);

Vlaev et al. (2013);

Kuncheva et al.

(2013)

Lipids Production of biofuels,

lubrificants, adhesives,

solvents,

biosurfactants,

cosmetics, and

polymers

Apiotrichum:
A. porosum
(Trichosporon
porosum)
Cutaneotrichosporon:
C. curvatus (Crypto-
coccus curvatus)
Cystobasidium:
C. laryngis
(Rhodotorula laryngis)
Cystofilobasidium:

Rossi et al. (2009);

Amaretti et al.

(2010); Morita et al.

(2013); Pereyra

et al. (2014);

Schulze et al.

(2014); Garay et al.

(2016); Jiru et al.

(2016)

(continued)
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Table 24.2 (continued)

Biochemicals

Biotechnological

application

Genus and species

(synonyms) References

C. infirmominiatum
Goffeauzyma:
G. gilvescens (Crypto-
coccus gilvescens)
Leucosporidium:
L. creatinivorum
(Leucosporidiella
creatinivora); L. scottii
Phenoliferia:
P. glacialis
(Rhodotorula glacialis)
Pseudozyma sp.
Rhodosporidiobolus:
R. ruineniae
(Sporidiobolus
ruineniae)
Rhodotorula:
R. araucariae;
R. dairenensis;
R. graminis;
R. kratochvilovae;
R. mucilaginosa
Saitozyma: S. podzolica
(Cryptococcus
podzolicus)
Solicoccozyma:
S. phenolicus (Crypto-
coccus phenolicus)
Sporobolomyces:
S. pararoseus
(Sporidiobolus
pararoseus)

γ-Decalactone Processing of food and

beverages

Buckleyzyma:
B. aurantiaca
(Rhodotorula
aurantiaca)

Alchihab et al.

(2009)

Biosurfactants Processing of food,

crude oil recovery, bio-

medical applications

Kalmanozyma:
K. fusiformata
(Pseudozyma
fusiformata)

Cameotra and

Makkar (2004)

cis-9-

Heptadecenoic acid

Processing of food and

beverages

Anthracocystis:
A. flocculosa
(Pseudozyma
flocculosa)

Avis and Bélanger

(2001)

Itaconic acid Production of synthetic

resins and coatings

Moesziomyces:
M. antarcticus
(Pseudozyma antarc-
tica; Candida
antarctica)

Levinson et al.

(2006)

(continued)
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products, in particular biofuels, lubricants, adhesives, solvents, biosurfactants,

cosmetics, and degradable polymers (Beopoulos et al. 2009; Behr and Pérez

Gomes 2011; Biermann et al. 2011). A few lipid overproducing yeasts (i.e., the

ascomycetous species Lipomyces starkeyi and Y. lipolytica) have been obtained

Table 24.2 (continued)

Biochemicals

Biotechnological

application

Genus and species

(synonyms) References

Heterologous

proteins

Production of thera-

peutic compounds

Anthracocystis:
A. flocculosa
(Pseudozyma
flocculosa)
Moesziomyces:
M. antarcticus
(Pseudozyma antarc-
tica; Candida
antarctica)

Avis et al. (2005)

Ethanol Production of biofuels Mrakia: M. blollopis Tsuji et al. (2013b,

2014)

Carotenoids Processing of food and

feed, production of

pharmaceuticals and

cosmetics

Naganishia: N. albida
(Cryptococcus albidus)
Papiliotrema:
P. laurentii (Crypto-
coccus laurentii)
Phaffia: P. rhodozyma
Rhodotorula:
R. bacarum;
R. diobovata
(Rhodosporidium
diobovatum);
R. glutinis; R. graminis;
R. mucilaginosa;
R. toruloides
(Rhodosporidium
toruloides)
Sporobolomyces:
S. johnsonii
(Sporidiobolus
johnsonii);
S. metaroseus
(S. metaroseus);
S. pararoseus
(Sporidiobolus
pararoseus);
S. patagonicus;
S. salmonicolor
(Sporidiobolus
salmonicolor)

Dimitrova et al.

(2010, 2013);

Barahona et al.

(2016)
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using recombinant DNA technology (Beopoulos et al. 2009; Johnson and

Echavarri-Erasun 2011). However, of 1600 known species of yeasts, only about

70 are so far referred to as oleaginous (i.e., characterized by the ability to accumu-

late over 20% intracellular lipids), and this number is continuously increasing.

Among them, some cold-adapted basidiomycetous yeasts were found to be good

producers of TAGs, with intracellular lipid concentrations of over 60% lipid by dry

mass. The major fatty acids recorded were oleic acid, linoleic acid, linolenic acid,

palmitic acid, stearic acid, myristic acid, and pentadecanoic acid. An increase of the

unsaturation degree of TAGs was found to be highly correlated with the decrease of

the growth temperature (Rossi et al. 2009; Amaretti et al. 2010; Morita et al. 2013;

Gunde-Cimerman et al. 2014; Pereyra et al. 2014; Schulze et al. 2014; Sitepu et al.

2014; Garay et al. 2016; Jiru et al. 2016). The production of lipids by cold-adapted

basidiomycetous yeasts is summarized in Table 24.2.

24.6 Production of Miscellaneous Compounds

A number of recent studies carried out at the laboratory scale have demonstrated

that cold-adapted basidiomycetous yeasts are able to produce other miscellaneous

compounds of industrial interest.

Alchihab et al. (2009) studied the low-temperature synthesis of γ-decalactone by
an Antarctic strain of Rhodotorula aurantiaca (now Buckleyzyma aurantiaca).
Highest production (6.6 g L�1) was obtained at 14 �C by using a medium containing

20 g L�1 castor oil. Also surfactant proteins (Cameotra and Makkar 2004),

antimycotics (Avis and Bélanger 2001), itaconic acid (Levinson et al. 2006), and

heterologous proteins (Avis et al. 2005) were produced by cold-adapted basidio-

mycetous yeasts (Table 24.2).

The largest part of literature reporting the development of fermentation pro-

cesses for producing ethanol at low temperatures is related to the use of

immobilized S. cerevisiae cells (Kourkoutas et al. 2004). However, a strain of the

species M. blollopis isolated from Antarctica was studied for its ability to ferment

various carbohydrates at low temperatures and for direct ethanol fermentation from

cellulosic biomass. The addition of nonionic surfactants affected ethanol production:

48.2 g L�1 ethanol was formed from 12% (w/v) glucose, whereas 7.2–12.5 g L�1

ethanol was obtained from different cellulosic raw sources (Tsuji et al. 2013b,

2014).

Although the production of pigments is not restricted to cold-adapted yeasts,

some basidiomycetous yeasts isolated from cold habitats exhibited a superior

ability to accumulate high contents of intracellular carotenoids. Due to their

biological properties, carotenoids are widely used in phytomedicine and in the

chemical, pharmaceutical, cosmetic, food, and feed industries. Accordingly, their

global market is continuously growing, and it is expected to reach about USD1.4

billion in 2018 (Mannazzu et al. 2015). Irradiation was found to significantly

stimulate carotenoid biosynthesis (Dimitrova et al. 2010, 2013). A number of
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pigmented strains isolated from Antarctic sedimentary rocks and belonging to the

yeast species S. salmonicolor and Sporobolomyces metaroseus, together with the

fungal genus Collophora, produced several carotenoid pigments, namely,

2,3-dihydroxy-γ-carotene, β-carotene, 4-ketotorulene, torulene, β-cryptoxanthin,
and spirilloxanthin (Barahona et al. 2016).

24.7 Conclusions

Although cold areas constitute one of the largest biospheres on Earth, prokaryotic

and eukaryotic organisms harboring such extreme habitats are still poorly studied.

In this framework, biological and metabolic diversity of yeasts living in perma-

nently cold ecosystems is being studied not only to merely establish their species

richness but also because they have developed many adaptation strategies that

allow them to successfully survive and grow under such extreme conditions.

The synthesis of enzymes active at low and moderate temperatures is generally

considered a key aspect of this adaptation. However, some additional mechanisms

(e.g., the synthesis of cryoprotectant macromolecules, EPS, intracellular lipids,

etc.) are applied for the same purpose. Such complex adaptive physiological

changes have undoubtedly a noteworthy impact on biotechnological potentials

expressed by microorganisms living at near-zero temperatures. Among them,

cold-adapted yeasts may constitute a valuable resource for the development of

microbial biotechnologies. The ever-increasing availability of genomes sequences

of cold-adapted yeasts and their comparison with those of their mesophilic coun-

terparts could give in the next future new interesting insights into the genetic basis

of their adaptation to cold, thus improving the knowledge of the ecological signif-

icance and biotechnological impact of this important feature.

From a biotechnological point of view, the screening and selection of novel cold-

adapted yeasts indisputably represents an indispensable step for discovering new

overproducing strains. However, the fundamental bottleneck for their commercial

exploitation is represented by the scaling-up from the laboratory to the industrial

scale. The limited number of patented cold-active enzymes so far deposited may be

the result of the high risks and costs that should be supported by pharmaceutical,

chemical, and food industries in pursuing this largely unexplored but attractive

field.

Some relatively new recombinant DNA technologies could certainly make

possible the production of an increasing number of recombinant biochemicals in

suitable expression systems, e.g., cheaper cold-active enzymes, proteins, etc., with

novel or modified activity. The commercial production of proteins in heterologous

hosts and their modification by chemical or protein engineering tools could be a

way for obtaining higher catalytic activity and tailored catalytic selectivity, which

could led to noteworthy implications in various fields of biotechnology.
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Gotor-Fernandéz V, Busto E, Gotor V (2006) Candida antarctica lipase B: an ideal biocatalyst for
the preparation of nitrogenated organic compounds. Adv Synth Catal 348:797–812

Gruber CC, Pleiss J (2012) Lipase B from Candida antarctica binds to hydrophobic substrate–

water interfaces via hydrophobic anchors surrounding the active site entrance. J Mol Catal B

84:48–54
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Chapter 25

Perspectives of Low-Temperature Biomass

Production of Polar Microalgae

and Biotechnology Expansion into High

Latitudes

Jana Kvı́derová, Satya P. Shukla, Benjamin Pushparaj, and Josef Elster

Abstract The adaptation mechanisms of polar microalgae (including

cyanobacteria and eukaryotic microalgae) evolved to withstand the harsh polar

environment characterized by low temperature, freeze-thaw cycles, desiccation,

salinity, and high and variable photosynthetically active and ultraviolet radiation.

Hence, polar microalgae developed ecological, physiological, and molecular defen-

sive and adaptive strategies, which include the synthesis of a tremendous diversity

of compounds originating from different metabolic pathways which protect them

against the abovementioned stresses. Production of different biological compounds

and various biotechnological applications, for instance, water treatment technology

in low-temperature environments and many others, are the perspectives for humans,

which widely explore the polar regions. In this review, the nonmarine environmen-

tal conditions in polar environments and microalgal adaptations are summarized

with respect to possible biotechnological applications. The review also provides a

survey of the possible compounds to be exploited from polar microalgae. Possible
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constructions of photobioreactors for mass cultivation of microalgae are proposed

for operations in polar regions.
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25.1 Introduction

It is well known that bioprospecting is a complex issue that encapsulates scientific

and commercial interests, environmental concerns, ethics and equity, and consid-

erations relating to international law and policy, including respect for national and

international regulations in the Arctic and Antarctic. The search for novel

bioproducts and development of improved technological processes, based on bio-

logical resources, has necessarily resulted in bioprospecting of organisms in diverse

habitats of the world (Bull et al. 1992; Feller and Gerday 1997). In the last few

decades, bioprospecting for the development of biotechnological applications and

discovering molecules valuable for pharmacology mainly relied on compounds

derived from those found in plants and heterotrophic microorganisms (Glazer and

Nikaido 2007). Screening of novel natural products has become an important

prerequisite for the discovery of novel bioactive and therapeutic products.

Microalgae—for the purpose of this review the term “microalgae” includes both

prokaryotic cyanobacteria and eukaryotic microalgae—play a key role as primary

producers in all ecosystems on Earth, since they are able to adapt to various adverse

conditions. Microalgae are considered as important resources for biotechnology,

since they can be grown easily under autotrophic conditions in suspension for large-

scale biomass production and synthesis of desired compounds. Microalgal biomass

could provide valuable biologically active compounds that could be prospectively

useful for medicine and nutrition (Richmond 2004). At present, the main attention

is focused on antibiotic, fungicide, and even cytostatic effects of microalgal extracts

(Singh et al. 2005) which may lead to novel therapeutic methods in human and

veterinary medicines. Carotenoids, polyunsaturated fatty acids (PUFAs), polysac-

charides, peptides, and antioxidants are essential parts of food supplements for

humans or animals (Astorg 1997). Oil-producing microalgae could not only be a

prospective source of PUFAs for nutrition but also for biofuel production

(Lukavský 2012). Despite there being thousands of microalgal species, only a

few of them are exploited in biotechnological applications, such as Arthrospira
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(Spirulina) for the production of proteins and phycocyanin (Vonshak 1997), Chlo-
rella for chlorophylls and lipids (Lv et al. 2010), Haematococcus for astaxanthin
(Del Campo et al. 2007), Dunaliella for carotenoids and glycerol (Ben-Amotz and

Avron 1990), and Nannochloropsis sp., Scenedesmus obliquus, Botryococcus sp.,
and Trachydiscus minutus for oils (Lukavský 2012).

Almost all used strains originate from the tropic and temperate regions.

Although there is an increasing amount of data on microalgal diversity in the

polar regions (e.g., van den Vijver et al. 2010; Komárek et al. 2012; Kopalová

et al. 2013; Strunecký et al. 2010, 2012; etc.), their prospective value for biotech-

nology remains unrevealed. Large-scale screening studies are necessary to assess

the physiological and biochemical diversity of polar microalgae since they have

developed many adaptation mechanisms to the polar environment which could be

applied in low-temperature biotechnology.

Microalgal mass cultivation in polar regions seems to be difficult due to the

harsh climate; however, it could be beneficial to local settlements. Microalgal mass

cultivation should contribute to development of the local economies as well as to

long-term environmental exploitation and protection. Microalgal biomass could

serve as a food supplement or bioproduct for industry. The microalgae may be used

for waste water treatment for removing nutrients, namely, nitrogen and phosphorus,

thus reducing the risk of eutrophication of polar oligotrophic freshwater systems

(Chevalier et al. 2000) and remediation of polluted areas. Especially, the last issue

would become important in the near future due to expected oil production/mining

activities resulting from the discovery of huge oil deposits. The development of

mass cultivation methods and their implementation in polar regions must follow the

standards of national and international regulations and other suggested guidelines

(Nichols et al. 2002; Elster and Benson 2004). Despite the first pioneer experiments

using open systems (Elster et al. 2001; Shukla et al. 2013), no other experiments

focused on microalgal mass cultivation have been performed in the Arctic or

Antarctic to evaluate the technical requirements and restrictions, as well as cost-

and-benefit studies, on state-of-art photobioreactor operations.

This review summarizes the various aspects which are relevant to bioprospecting

of polar resources with a special reference to microalgal diversity. The first part is

focused on the unique features of polar environments and the adaptations of polar

oxyphototrophic microorganisms to thrive in polar habitats. This is followed by a

review of the present status of the potentials of polar microalgae for various

biotechnological applications.

25.2 The Polar Environment

Climatologically and biogeographically, Antarctica can be divided into three zones:

(1) continental Antarctica consisting of mainly the Antarctic continent, (2) maritime

Antarctica composed of the Antarctic Peninsula and associated island archipelagos,

and (3) sub-Antarctica consisting of the islands that lie in and around the Antarctic
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polar frontal zone (Holdgate 1970). Similarly, the Arctic regions can be divided into

(1) the low Arctic of Scandinavia, Iceland, Continental Canada, Alaska, Russian

continental tundra and (2) the high Arctic including the Canadian Islands, Green-

land, and the Russian archipelagos in the Northern Oceans (Aleksandrova 1980).

Maritime Antarctica, sub-Antarctica, and the Arctic can provide suitable habitats

during the summer period when considerable areas in these regions are free of ice

and snow with adequate quantities of water originating from snow/ice melt (Elster

and Komárek 2003; Vincent and Laybourn-Parry 2008).

In both polar regions, two main environmental variables, the availability of

liquid water and temperature, are crucial for the growth of microalgal communities.

The microalgae thriving in the terrestrial habitats of Antarctica experience different

ranges of temperature and water availability fluctuations during the summer season

(Elster 2002). Water availability determines (1) lacustrine (lake) ecosystems where

liquid water is always available, (2) hydro-terrestrial ecosystems where water is

available for a major part of the vegetative season, and (3) terrestrial ecosystems

where water is available only for a short period of time (Elster 2002). Depending

upon the range of fluctuations of the ambient temperature, the Antarctic thermal

environment can be classified as (1) stable low-temperature environments, such as

glacial ice, permafrost, subglacial systems, glacial melting surfaces, and temporary

snow fields, and (2) unstable low-temperature environments, e.g., rocky substrates,

hydro-terrestrial and lacustrine environments, etc. (Elster and Benson 2004). By

combining these two variables, six major types of habitats can be distinguished

(Table 25.1).

Irradiance is the other factor limiting primary productivity in polar regions.

Although there is enough microclimate data on global solar radiation in polar

regions, the data on photosynthetically active radiation (PAR, 400–700 nm) are

rare (Table 25.2).

Table 25.1 The six major types of polar habitats defined by temperature variation and water

availability

Temperature

Liquid water

Always Often Rare

Lacustrine/

marine Hydro-terrestrial Terrestrial

Stable Sea Thermal springs Permafrost

Stenothermal Lakes (frozen) Subglacial systems

Glacial surfaces

Glacial streams

Temporal

snowfields

Variable Lakes

(melting)

Seepage Soil

Euthermal Minor shallow habitats (freshwater and

brackish)

Soil crust

Aerophytic habi-

tats

Lithophytic

habitats
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Compared to polar deserts, the mean PAR values are lower in humid areas due to

higher cloudiness. PAR can be decreased to half of the average summer values

during mixed rain and snow precipitation and cloud cover of 98% at King Christian

Island, Canada (Addison and Bliss 1980). The local radiation input may be different

even at nearby sites due to local weather conditions and site topography. For

instance, Alexandra Fjord received more energy than Eureka, although both sites

are located on Ellesmere Island (Labine 1994).

Local microclimates may be quite different from the prevailing conditions and

be very variable (Fig. 25.1). For instance, depending upon location, seasonality,

habitat characteristics, and other factors, the temperature in Antarctic habitats may

vary from sub-zero to >10�C, such as that recorded on February 3, 1996, when the

temperature reached 12.2�C in Schirmacher Oasis, near the Indian station “Maitri”

(Chaturvedi and Kaul 1999).

If biotechnological applications and industry will be introduced to polar regions,

the facilities will be built predominantly in euthermal terrestrial ecosystems.

Table 25.2 PAR (photosynthetically active radiation) in polar regions

Locality PAR (μmol m�2 s�1) Reference

Antarctic

Ross Desert 100–1325 Partly cloudy

days

Friedmann et al. (1987)

1100–1250

(up 1860)

Daily maxima McKay et al. (1993)

James Ross Island ~80–900 Mean diel PAR Komárek and Elster (2008)

King George Island ~160–800 Mean diel PAR Krezel and Pecherzewski

(1981)

Arctic

Brooks Range, USA 1500 Maximum Tenhunen et al. (1992)

Hornsund, Svalbard ~1600 Maximum Hodson et al. (1998)

Petuniabukta, Svalbard ~900 Maximum Láska et al. (2012)

King Christian Island,

Canada

~335 Average Addison and Bliss (1980)

Ellesmere Island,

Canada

~130–850 Mean diel PAR Labine (1994)

~480–560 Mean diel PAR Henry et al. (1994)

Devon Island, Canada ~450 Average Courtin and Labine (1977)

Original global solar radiation data were recalculated to PAR. For recalculations, we used estimations

of PAR as 50% of global solar radiation (Szeicz 1974) and 1 W m�2 ¼ 4.57 μmol m�2 s�1

(Thimijan and Heins 1983)
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25.3 Microalgae in Polar Ecosystems

Algae are the main primary producers in polar regions (Vincent and Laybourn-

Parry 2008; Zakhia et al. 2008). Microalgae of terrestrial and hydro-terrestrial

ecosystems can be found in Antarctica up to 86�290S (Broady 1996). In the Arctic,

their distribution is restricted by the presence of islands; they have been found as far

north as 79�500N (Müller et al. 1998). Under the milder conditions of

sub-Antarctica, maritime Antarctica, and the Arctic, microalgae are widely distrib-

uted in lakes and streams, moist soil, on snow banks, and melting ice surfaces. In

the harsher conditions of polar deserts, microalgae thrive as soil crust and endolithic

communities between the grains of porous sandstone rocks and translucent quartz

rocks where adequate moisture and light are available for growth (McKay et al.

1998). An examination of the value of metabolites from these microalgal taxa can

provide important information about the biopotentialities of these organisms for

various biotechnological applications (Vargas et al. 2002; Pushparaj et al. 2008).

The diversity of polar microalgae is controlled by many environmental variables

of which the presence of liquid water and temperature are the most important

(Elster 2002; Elster and Benson 2004). Although low temperatures and nutrients

are slightly less important than liquid water availability, they can still limit

microalgal growth (Tang et al. 1997; Wiencke et al. 2007; Shukla et al. 2011).

Recently, increased UV radiation (UVR), namely, UV-B due to ozone depletion

over Antarctica (Vincent and Quesada 1994; Callaghan et al. 2004) and even more

recently in the Arctic (Callaghan et al. 2004; Cockell and Stokes 2006), represents

an additional stress on polar microalgae, especially to those that are exposed to

direct sunlight during the spring and summer periods (Vincent and Quesada 1994;

Fig. 25.1 The diel course of PAR and temperature in late summer in Longyearbyen, Svalbard

(79�N)
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Quesada and Vincent 1997; Roos and Vincent 1998; Vincent et al. 1998; Wulff

et al. 2008; Tanabe et al. 2010). Other factors may also influence the species

composition and abundance of microalgae; however, they may be specific to

particular polar habitats like desiccation or freezing in hydro-terrestrial and terres-

trial communities (Šabacká and Elster 2006; Kvı́derová et al. 2011).

25.3.1 Adaptations in Polar Microalgae

A wide array of stress conditions (low temperature, freezing, desiccation, high salinity,

PAR, UVR) and their fluctuations and combinations result in a diversity of adaptive

responses in polar microalgae (Elster and Benson 2004; Vincent and Laybourn-Parry

2008). Studies on the adaptive mechanisms in polar microalgae have shown that the

availability of liquid water is a more limiting factor than temperature (Elster 2002;

Kvı́derová et al. 2011; Elster et al. 2012). Therefore, ecological, physiological, and

molecular adaptations in polar microalgae often refer to freezing, desiccation, and salt

stresses (Šabacká and Elster 2006; Kappen and Valladares 2007; Kvı́derová et al. 2011).

Two major strategies for thriving in the polar environment include (1) stress

avoidance (passive stress response) and (2) stress tolerance (active stress response).

Both of them involve several adaptation mechanisms (Fig. 25.2).

Fig. 25.2 Overview of the adaptation mechanisms in polar microalgae
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25.3.2 Biotechnological Application of Microalgal
Adaptations

Many of the microalgal adaptation mechanisms may provide a valuable basis for

biotechnological applications (Table 25.3). Although the genomics and proteomics

of polar microalgae could facilitate screening of strains according to individual

requirements, such work is only beginning. In bacteria, genomic and proteomic

studies have unraveled the molecular mechanisms involved in cold adaptations

(Methé et al. 2005; Piette et al. 2011). Such an approach could be applicable to

microalgal low-temperature biotechnology.

Especially in the case of cyanobacteria, proteomic and genomic information

about various bacterial species can facilitate the investigations since their

cellular properties are much similar. A variety of valuable compounds, such as

PUFAs (Singh et al. 2002; Hu et al. 2008; Řezanka et al. 2008, 2009), caroten-

oids (Pichrtová et al. 2013), and UV-absorbing compounds (Garcia-Pichel and

Castenholz 1993; Pichrtová et al. 2013), are expected to be synthesized de novo

or are overproduced by polar microalgae. The results of specified screening of

polar microalgal strains may be utilized in transgenic techniques for strain

improvement.

Table 25.3 Adaptive features of polar microalgae and their possible applications through bio-

technological and molecular biological techniques

Stress factor Adaptations Applications

Low temperature

and freezing

Antifreeze proteins

Higher superoxide dismutase activ-

ity

High lipid content

Cryobiology

Medicine, space biology

Nutrition, biofuel

Desiccation tolerance Improved strains of crop plants

Nutrient uptake at low temperature Bioremediation at low temperature

Nitrogen fixation at low

temperature

Superior biofertilizers for temperate

and alpine regions

Localized

hypersaline

conditionsa

Salt-tolerant genes/compounds

Salt sequestration/exclusion

mechanisms

Salt-tolerant crop/microalgae

Salt-tolerant crop/microalgae

High UV

radiation

Mycosporine-like amino acids and

other UV-protective compounds

Development of transgenic crops

with higher UV resistance, nutrition

Prolonged light

and dark periods

Higher photosynthetic efficiency Improved varieties of crop plants

with higher yield
aCoastal Antarctic lakes
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25.4 Prospective Polar Microalgae

Although the mass cultivation of temperate and tropical microalgae is common

(Borowitzka 2005) and they are used as food or bioproduct sources, the exploitation

of polar microalgae for biotechnological applications is rare. A study on nonmarine

microalgae indicates that about 700 microalgal taxa in Antarctica (Broady 1996)

and about 800 microalgal taxa in Svalbard (Skulberg 1996) have the potential for

producing one or more valuable metabolites; however, large screening experiments

on polar microalgae are scarce (Pushparaj et al. 2008; Hrouzek et al. 2012). A

number of investigations are underway to assess this possibility (Dhargalkar and

Verlecar 2009), and examples on potential areas of application of polar microalgae

have been presented:

• Nutrition—PUFAs: A detail investigation on fatty acid composition of 31 strains

of filamentous cyanobacteria of Antarctic origin revealed that fatty acid com-

position varied in a strain-specific manner with relatively higher quantities of

polyunsaturated fatty acids. Two strains of the cyanobacterium Phormidium
pseudopristleyi exhibited the presence of arachidonic acid at 24% and 32% of

the total fatty acid content (Pushparaj et al. 2008).

• Drugs—anticancer compounds: Secondary metabolites from cyanobacteria iso-

lated from different climatic regions and habitats revealed significant differences

in cytotoxic frequency when tested against mammalian cell lines. Further, the

authors observed that (1) 60% of the isolated strains belonged to the symbiotic

Nostoc genus and (2) even though a lower occurrence of cytotoxicity in polar

isolates (36.4% frequency) was noticed, a strong inhibition was found in the

extract of Antarctic Nostoc sp. They concluded that a proper selection of sites

and strains could offer a potential resource for pharmacological and biotechno-

logical applications (Hrouzek et al. 2012).

• Natural products—antifreeze compounds: The low-temperature environment in

the Antarctic and sub-Antarctic habitats has led to the evolution of unique

adaptive features in seaweeds involving the synthesis of novel compounds.

Diatoms have the capacity to react to sea ice freezing by producing a “natural

antifreeze,” an ice-binding protein, which could have utility in biotechnological

applications (Janech et al. 2006).

The hunt for Antarctic microorganisms that could be commercially exploited

began in the last decade. Identification of novel strains could offer the potential for

biotechnology and provide a better understanding of the polar ecosystem. The

search for special cellular constituents and characteristics, especially

non-catalytic proteins, pigments for surviving under extreme cold, salt, and pres-

sure shocks, seems particularly promising (Deming 2002).

Biotechnology-based studies on Arctic genetic resources cover key areas like

enzymes (used in life science research and industrial applications), antifreeze pro-

teins, bioremediation, pharmaceuticals, nutraceuticals and dietary supplements,

cosmetics, and other healthcare applications. A variety of compounds of potential
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for industrial and biotechnological applications have been characterized, and few

national and international patents on the compounds isolated from polar microalgae

have been granted (Table 25.4). Nonetheless, established research and development

programs and considerable commercial activity by the international community

need further attention when considering the implications of the emergence of

bioprospecting as a new commercial activity in Antarctica.

It is worth remembering that the IPY (International Polar Year) program and its

scientific collaboration were conducted by different nations, in the Arctic and

Antarctica, involving more than 250 scientific projects examining a wide range of

physical and biological impacts, as well as impacts on human and social systems in

the circumpolar regions. Moreover, the results of IPY projects are increasing

knowledge in many areas, including climate and weather, sea ice, permafrost,

vegetation, and wildlife. The International Joint Committee considered the

“POLARPROD” proposal on photobioreactor utilization to be a prominent and

valued part of the IPY programs, as the proposal submitted includes very strong

scientific education and outreach components and demonstrates a high level of

adherence to IPY themes and goals.

25.5 Photobioreactors for Polar Regions

A prospective microalgal strain for polar biotechnology should be characterized by

(1) high growth rates at low temperatures ranging from 0 to +10 �C, (2) at least
short-term tolerance of high temperatures above 20 �C, (3) tolerance to freezing,

(4) minimum requirements for nutrient additions, and (5) high photosynthetic rates

across a broad temperature range. Shukla et al. (2013) proposed the unicellular

green alga Chlorella mirabilis to be used in low-temperature biotechnology.

Microalgal mass cultivation in polar regions would require development of new

types of photobioreactors to provide suitable and controlled conditions for

Table 25.4 Examples of patents granted for compounds isolated from polar algae

Species Active ingredient Properties/applications

Patent no.,

country

Durvillea sp. Hyaluronic acid Anti-wrinkle cosmetic

products

JP09176036,

Japan

Various marine Ant-

arctic algae

Mycosporine-like

amino acids

Sunscreen cosmetic

products

US6787147, USA

Prasiola crispa Carotenoids Sunscreen products WO/2002/038121

Porosira sp. Antifreeze proteins Industrial applications KR20070074024,

Korea

Fragilariopsis sp. Antifreeze protein Chemical processing KR20060018282,

Korea

Source: Bioprospecting Information Resource, United Nations University-Institute of Advanced

Studies
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microalgal growth and/or biologically active compound production. The technical

demands on polar photobioreactors and their operation would be stricter than on

those in the tropic and temperate regions due to the harsher environmental condi-

tions. The hardware and control systems would have to be more resistant to low

temperatures and freeze-thaw cycles. The medium storage and waste treatment

procedures must not contaminate the environment.

The first open photobioreactors were operated in Svalbard (Elster et al. 2001)

and under similar conditions of early spring in the Czech Republic (Shukla et al.

2013).

A proposed small-scale polar photobioreactor (Fig. 25.3) for initial experiments

would consist of individual subunits, allowing various technical modifications

according to actual requirements (cultivation vessel, control unit, heating/cooling

unit, medium and CO2 supply, aeration, light source). The photobioreactor would

be connected to an automatic weather station (AWS) which would record climatic

variables/parameters (PAR, UVR, wind speed, soil and air temperatures, tempera-

tures and PAR/UVR inside the photobioreactor at defined points) at 15–30 min

intervals. The photobioreactor would be also connected to a fluorometer for mon-

itoring the physiological status of the microalgal culture, using variable chlorophyll

fluorescence measurements (Malapascua et al. 2014), and of microalgal growth

using turbidity measurements. As with the meteorological data, the recording

intervals should be set at 30 min. The microalgal biomass would be harvested

either by centrifugation or filtration.

Fig. 25.3 Two technical solutions for polar photobioreactors. (a) Closed type, annular column,

aerated by air or air + CO2 mixture; (b) open type, small ponds with water movement
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25.6 Conclusions

Mainly the Arctic, at the top of the Earth, warms the most rapidly and substantial ice

losses are projected for the next 20–30 years due to feedback processes involving

the loss of sea ice and the storage of more warmth in the Arctic Ocean. A

temperature increase in the Arctic of roughly 4 �C and even up to 5 �C, together
with other manifestations of climate changes across the globe, would be followed

by other major physical, biological, and societal changes. Industrial explorations,

e.g., industrial fishing, open seas for marine transportation, exploration of mineral

resources, and others, will bring a higher-density human residential occupation in

the Arctic. With all these explorations, new forms of human activities will spread

into the Arctic. High technology, including biotechnology, is the only tool for the

long-term sustainable development of selected polar regions such as the Arctic.
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Kvı́derová J, Elster J, Šimek M (2011) In situ response of Nostoc commune s.l. colonies to

desiccation in Central Svalbard, Norwegian High Arctic. Fottea 11(1):87–97

Labine CL (1994) Meteorology and climatology of the Alexandra Fiord lowland. In: Svoboda J,

Freedman B (eds) Ecology of a pola oasis. Alexandra Fiord, Ellesmere Island, Canada. Captus

University Publications, Toronto, pp 23–39
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Chapter 26

Nitrification at Low Temperature

for Purification of Used Water

M.J. Dempsey

Abstract Prokaryotes that can oxidize ammonia and/or nitrite are known as

nitrifiers and are common in terrestrial, freshwater and marine environments.

Where the temperature is commonly in the range 0–20 �C, psychrophilic strains

or species can be isolated or identified using molecular techniques. It is therefore no

surprise to also find psychrophilic nitrifiers in engineered systems used, for exam-

ple, to remove ammonia from raw, used or wastewater or from contaminated air. In

temperate regions, we have been using psychrophilic nitrifiers without most people

realizing, and this chapter attempts to put their importance into context by com-

paring and contrasting their presence in natural and engineered systems. It con-

cludes by describing a biofilm-based process technology, the expanded bed biofilm

reactor, which the author has improved with several inventions that make this

technology cost-effective for wider adoption.
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26.1 Introduction

Purification of used water tends to be done at municipal wastewater treatment

works and, in temperate countries, it normally relies on the activities of psychro-

philic microorganisms, as the temperature of the wastewater rarely rises above
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20 �C. Because the purification of used water by secondary, biological processes

involves the conversion of organic matter to microbial biomass, it represents the

largest biotechnology application of cold-adapted microbes. For example, in the

European Union (EU), if all wastewater was subjected to secondary treatment,

approximately 4 million tonnes of biomass would be produced per year, much of it

consisting of psychrophilic, heterotrophic microorganisms such as bacteria, pro-

tozoa and rotifers, as well as oligochaete and nematode worms.

In contrast, nitrification is conducted mostly by autotrophic ammonia- and

nitrite-oxidizing bacteria (AOB and NOB, respectively), although bacteria capable

of carrying out both processes have recently been reported (Daims et al. 2015; van

Kessel et al. 2015) and ammonia-oxidizing archaea (AOA) have been found in

wastewater plants in the USA by Park et al. (2006). The energy yield from oxidizing

ammonia or nitrite is much less than from using organic matter as the electron

donor and, for nitrite, it is one third that of ammonia. That is, 100 molecules of

nitrite need to be oxidized to harvest enough energy to fix one CO2 molecule,

whereas it only requires oxidation of 35 ammonia molecules (Prosser 1986).

Therefore, for nitrification, approximately 367 thousand tonnes of AOB and

86 thousand tonnes of NOB would be produced per year in Europe if tertiary

treatment was used for nitrification of all domestic wastewater. Nitrification pro-

cesses have become more common in recent years, for the protection of aquatic

organisms and the restoration of good ecological status. An important driver for use

of these processes in the EU has been the Urban Wastewater Treatment Directive

(European Council 1991), which has been subsumed into the Water Framework

Directive (European Council 2000).

Treatment of domestic wastewater consists of up to three stages: primary,

secondary and tertiary. Primary treatment consists of physical separation of partic-

ulate materials, typically using screens and grit channels. This removes particles

larger than a few millimetres or with a significantly higher density than water. The

partially clarified wastewater (“settled sewage”) is normally subjected to second-

ary, biological treatment using one of several process technologies. The oldest

established technology is the trickling filter (TF), which was perfected in Salford,

UK, in 1893. The second oldest, activated sludge (AS), was developed in

Davyhulme, Manchester, UK, in 1914. Despite their age, these processes are still

used worldwide. Oxidation ponds (lagoons) date from about the same time, but

more recently developed processes include rotating biological contactors (RBC),

moving bed biofilm reactors (MBBR) and membrane bioreactors (MBR) (Murdoch

University Environmental Technology Centre 2000; Metcalf & Eddy et al. 2014).

Essentially, secondary treatment is a process of growing mostly heterotrophic

microbes on nutrients in wastewater, thus removing the polluting matter by settling

out the biomass as sludge. This sludge is often combined with that from the primary

settling tanks and subjected to anaerobic digestion, to reduce the final sludge

volume, by about tenfold, and to generate methane-rich biogas as a renewable

fuel. Although this process is normally operated at mesophilic or thermophilic

temperatures, recent work by O’Flaherty’s group at the National University of
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Ireland, Galway, has established a method of low-temperature anaerobic digestion

based on biomass granules (McKeown et al. 2009).

Following the Industrial Revolution and the growth of crowded cities, biological

wastewater treatment was developed as a means of protecting human health, by

breaking the cycle of waterborne disease. It also gave some basic protection to the

aquatic environment. This work continues, with increasing protection of the aquatic

environment driven by ever-tighter standards on effluent quality. One of the main

pollutants remaining after secondary treatment, in terms of mass, is ammonia, and

those eating a Western-style omnivorous diet produce about 8 g of ammoniacal

nitrogen waste per day, approximately half of which is removed during secondary

treatment. Therefore, to protect sensitive organisms from the damaging effects of

ammonia in water bodies receiving treated effluent, a tertiary process is required for

nitrification. Such processes are designed to reduce the residual ammoniacal nitro-

gen concentration so that the works’ effluent is suitable for discharge into the

aquatic environment.

26.2 Nitrification in the Natural Environment

Nitrification is a common microbiological process that occurs in terrestrial and

aquatic environments, both freshwater and marine. Ammonia is oxidized to nitrite

(nitritation) by one group of specialist bacteria or archaea and nitrite oxidized to

nitrate (nitritation) by another group of specialist bacteria, phylogenetically

unrelated to the AOB (Costa et al. 2006) but bacteria capable of carrying out both

processes have recently been reported (Daims et al. 2015; van Kessel et al. 2015).

No nitrite-oxidizing archaea have yet been identified. Ammonia and nitrite are

electron donors and, therefore, the energy source for these prokaryotes. In recent

years, ammonia-oxidizing archaea (AOA) have been isolated, with the discovery by

Konneke et al. (2005) of a new species, from the rocky substratum of a tropical

marine tank at the Seattle Aquarium (USA). Thus, AOA join the ammonia-

oxidizing bacteria (AOB) and nitrite-oxidizing bacteria (NOB) as important pro-

karyotes in global nitrogen cycling.

Although ammonia and nitrite oxidation was always thought to occur in different

species (Costa et al. 2006), several new candidate species of bacteria from the genus

Nitrospira have been discovered that are capable of complete ammonia oxidation,
comammox, i.e. the sequential oxidation of ammonia to nitrite and nitrite to nitrate

by a single species. However, as one species was isolated by Daims et al. (2015)

from microbial biofilm growing on the walls of a hot water pipe (56 �C) at an oil

exploration well in Aushiger (North Caucasus, Russia), it would not have been

psychrophilic. However, the other was isolated by van Kessel et al. (2015) from a

trickling filter system for carp (Cyprinus carpio) aquaculture, following enrichment

at 23� 1 �C, which is closer to psychrophilic conditions. More recently, Chao et al.

(2016) provided metagenomic evidence for Nitrospira-like amoA genes in activated

sludge (AS) and biofilm samples from an aerobic suspended carrier biofilm reactor
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(otherwise known as a moving bed biofilm reactor, MBBR) at the Stanley WWTP

in Hong Kong. This plant had a design temperature of 18 �C and an operational

water temperature of about 22 �C for the Hybas™ nitrification process (Lau 2011)

that was probably the source of the material for metagenomic analysis, so these

comammox Nitrospira may not have been true psychrophiles either.

Nevertheless, there is growing evidence of significant nitrification at low tem-

peratures, suggesting that psychrophilic nitrifiers are ubiquitous in cold environ-

ments. For example, Clark et al. (2009) provided evidence that nitrification

proceeds in frozen soils (�6 �C for clay and �2 �C for loam) collected 5 km

south of Québec City (Canada). This observation has been confirmed by Jusselme

et al. (2016) for soils in the French Alps, where evidence for nitrification activity

was obtained at soil surface temperatures in the range �0.6 to þ0.8 �C. Further-
more, chemical evidence has been presented by Telling et al. (2014) for nitrification

in ice-entombed cryoconite holes in the surface of glaciers in the McMurdo Dry

Valley (Antarctica), where air temperatures rarely exceed 0 �C. Therefore, from an

ecological perspective, nitrification by psychrophiles should occur in wastewater

treatment processes whenever the wastewater is in the range 0–20 �C.

26.3 Nitrification in Engineered Environments

As well as AOB, AOA have been found in granular activated carbon filters for

nitrification of raw water. The number of AOA was stable all year, even though the

raw water temperature ranged from 17.7 to 28.6 �C in summer and 4.6 to 5.5 �C in

winter, whereas AOB numbers were lower in winter (Niu et al. 2016). These

observations indicate that psychrophilic AOA and AOB were present, with the

AOA community being more resilient at low temperature. In contrast, during an

investigation of the ammonia-oxidizing prokaryotes in a horizontal flow biofilm

reactor (HFBR) for the treatment of ammonia-contaminated air at 10 �C, Gerrity
et al. (2016) found that AOB were significantly more abundant than AOA. Never-

theless, both types of microbe were presumably psychrophilic. In a study of the

relative abundance of AOB and AOA in biofilms of sequential discs in an RBC at

Guelph Wastewater Treatment Plant (Ontario, Canada), Sauder et al. (2012) dem-

onstrated that AOA became more dominant as the ammonia concentration was

reduced along the reactor. This indicates that these AOA are k-strategists (Wett

et al. 2011; Wu et al. 2016), as they had a higher affinity for ammonia than the

AOB. Therefore, operating conditions to encourage the growth of AOA or

k-strategist AOB are likely to result in a higher-quality effluent, i.e. one with a

lower concentration of ammonia. Furthermore, as the average temperature in

Guelph ranges from about �6 �C in winter to 20 �C in summer (http://en.climate-

data.org/location/881/), both the AOB and AOA were most likely psychrophilic.

Biofilm reactors are especially useful when slow-growing process microbes have

to be used, such as nitrifiers in a wastewater treatment process. Chao et al. (2016)

found that the abundance and diversity of nitrogen cycle genes (both for
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nitrification and denitrification) were significantly higher in biofilm than that in

AS. They considered that this difference indicated that the nitrogen-removing

bacteria growing as biofilm contained more abundant or diverse functional genes,

revealing that the increased nitrogen removal ability of biofilm processes might be

mainly attributed to enhancement of removal, rather than the accumulation of

nitrogen removal bacteria. Presumably, there was enhancement through physiolog-

ical changes in the bacteria when growing as a biofilm, rather than a mere increase

in biomass. It is widely reported that AMO and NOB cell clusters are found close to

each other in biofilms (Maixner et al. 2006; Akhidime 2009), which is assumed to

be the result of a selection pressure for the NOB to more readily access the nitrite

produced by the AOB. Although this clustering was observed by Maixner et al.

(2006) for Nitrospira sublineage I, it was not for sublineage II, which might be

evidence that the latter were comammox bacteria and, therefore, clustering with

AOB (or AOA) conferred no growth advantage.

The nitrification rate in biofilm has been calculated to decrease by about 4.5%

per �C fall, compared to 10% in conventional AS systems (Boller et al. 1987, as

reported by Bodık et al. 2003). This differential reduction in rate is likely to have

been a consequence of the nitrifiers being washed out of the AS process faster than

they can grow, owing to their low growth yield. This effect is not a problem for

biofilm systems, where the microbes can be retained irrespective of growth rate.

A similar phenomenon was observed during pilot-scale trials of an expanded bed

biofilm reactor (EBBR) designed for nitrification of secondary effluent. This trial

was conducted at the United Utilities Davyhulme Wastewater Treatment Works

(Manchester, UK), and during a particularly wet summer when it rained every day

for 3 weeks, an increase in the AS plant effluent nitrite concentration was observed,

increasing from about 1 to 10 mg L�1 NO2
�-N (unpublished observation). This was

assumed to have been caused by the NOB being washed out of the AS process but

not the ammonia oxidizers, owing to their higher growth yield. In contrast, the

EBBR, which treated the AS settled effluent, continued to produce a treated effluent

low in both ammonia and nitrite, indicating that the NOB were retained in this

system, presumably as a result of immobilization in attached biofilm.

A similar effect is predicted when suspended cell and biofilm processes are

operated during cold weather, when the AOB, AOA and NOB growth rates may be

depressed. If the growth rate is less than the hydraulic residence time (HRT) of

suspended cell reactors, cells will be washed out faster than they can reproduce,

whereas in fixed biofilm systems, cells are retained because the reproduction rate is

decoupled from HRT.

By starting up a process to remove ammonia from used water at temperatures in

the psychrophilic range, there will be a selection pressure for species and strains

that are cold adapted. These bacteria will therefore have higher growth rates at

lower temperatures than if a process is established under mesophilic conditions and

then operated under psychrophilic conditions. This is a problem with some research

work on the effect of temperature shifts on nitrification (and other processes), where

processes are established in the lab in the mesophilic range and then process

performance is also evaluated in the psychrophilic range. It is likely that warm-
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adapted species dominate the microbial community that develops under mesophilic

conditions, which then perform badly when the temperature is lowered into the

psychrophilic range. Whereas, if the bioreactor is seeded with material from a

psychrophilic environment and operated in the psychrophilic range, then good

performance should be achieved under psychrophilic conditions but not necessarily

if the temperature is increased into the mesophilic range. It is all a question of

understanding microbial physiology and ecology, and applying it in an industrial

context!

The local seasonal temperature range determines which species are available for

seeding a bioreactor, and the temperature under which the process is started up and

operated largely determines which will become established. Psychrophiles have an

optimum temperature for growth at or below 15 �C; a maximum temperature of

about 20 �C, above which they die; and a minimum temperature at or below 0 �C,
below which they cannot grow. For example, a newly identified, psychrophilic

nitrite-oxidizing bacterium, “CandidatusNitrotoga arctica”, has been reported from
permafrost soil in the Siberian arctic (Alawi et al. 2007). This candidate species

grows in the temperature range 4–17 �C, and bacteria with similar 16S rDNA

sequences have now been isolated by cultivating at 10 �C or 17 �C activated sludge

from the Hamburg (Germany) plant, which typically operates in the range 7–16 �C
(Alawi et al. 2009).

Generally, a wastewater treatment process will develop a psychrophilic population

if one is available locally and the process is operated in the relevant temperature

range. During pilot-plant trials of the EBBR referred to above (Dempsey et al. 2006),

good nitrification was observed down to 8 �C (Fig. 26.1), which was the lowest

Fig. 26.1 Relationship between process temperature and effluent ammonia concentration during

operation of an expanded bed biofilm reactor pilot plant (0.5 m diameter, 3 m bed depth) to achieve

an effluent ammonia-nitrogen concentration below 1 mg L�1 when treating the activated sludge

plant settled effluent at the United Utilities Davyhulme Wastewater Treatment Works (Manches-

ter, UK)
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influent wastewater temperature seen in 5 years of operation, as normally it never fell

below 11 �C. The fact that this process was able to reduce the ammonia-nitrogen

concentration below 1 mg L�1 in the temperature range 8–20 �C indicates that the

active nitrifiers were psychrophilic. Currently, DNA sequencing is being conducted

to determine which species of nitrifiers this process contained.

26.4 Expanded Bed Biofilm Reactor Technology

Advanced Bioprocess Development (ABD) has developed an expanded bed biofilm

reactor (EBBR), which is a fixed-film, submerged-bed technology (BS-EN-12255-7

2002) where biofilms grow on small particles (0.7–1.0 mm) of porous carbon

(ABDite®, Fig. 26.2; Dempsey 2001). Calculated on the basis of solid geometry,

1 mm spheres (assuming 60% packing) have a specific surface area (SSA) of

3600 m2 m�3. Therefore, ABDite® particles have a similar SSA if we ignore the

material’s porosity. This large SSA is almost four times greater than any other

biomass support medium (Fig. 26.3). Once colonized by biofilm, the term

bioparticles or particulate biofilms is used (Fig. 26.1). When expanded by 50%,

the biofilm SSA is up to 2400 m2 m�3 and the biomass concentration is up to

42,000 mg L�1 (VSS equivalent).

This large surface area of biofilm and high concentration of biomass are

maintained in an active state by control of biofilm thickness, ideally in the range

100–400 μm (Akhidime and Dempsey 2009), via recycling of particles from the top

of the bed to the bottom (Fig. 26.4). Bioparticles with the thickest biofilm are the

least active, owing to increasing diffusional limitation as the biofilm depth

increases. Fortunately, these bioparticles migrate to the top of the bed, owing to

their lower fluidization velocity. Thereby, the least active biofilm is removed via

Fig. 26.2 Biomass support media particles (0.7-1.0 mm porous carbon, ABDite®). (a) Scanning

electron micrograph (SEM), showing porous nature of these media particles (magnification �60,

pore size approx. 50 μm wide); (b) SEM of ABDite® colonized with thin nitrifying biofilm

(bioparticle size approx. 1 mm); (c) light micrograph of bioparticle, showing relatively smooth

nature once colonized with thick biofilm (bioparticle size 1.0–1.5 mm)

26 Nitrification at Low Temperature for Purification of Used Water 607



Fig. 26.3 Specific surface area of media particles used for different types of wastewater treatment

technology: Suez Environment’s Biofor®, Veolia Water Technologies’ Biostyr®, Veolia Water

Technologies’ Kaldnes® moving bed biofilm reactor (MBBR), submerged aerated filter

(non-proprietary), rotating biological contactor (non-proprietary) and Advanced Bioprocess

Development’s expanded bed biofilm reactor (EBBR)

Fig. 26.4 Design of expanded bed biofilm reactor for aerobic processes
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attrition during passage through regions of high turbulence, including within an

injection device (Dempsey 2011), and the moving bed distributor (Dempsey 2004)

at the base of the expanded bed.

The influent wastewater enters the top of the aeration column (Fig. 26.4), at flow

rate q, and flows downwards. In contrast, the process air (depleted of nitrogen for

highly aerobic processes, such as nitrification) flows upwards. Separation of this

countercurrent flow from the immobilized biomass is unique to this technology and

allows a high degree of turbulence for achieving highly efficient oxygen transfer

from the gas to the liquid phase, without risking detachment of biofilm from the

media particles. Aerated wastewater is pumped into the base of the expanded bed, at

flow rate Q, causing particle fluidization and bed expansion. Ammonia is oxidized

to nitrite by ammonia-oxidizing bacteria and the nitrite oxidized to nitrate by

nitrite-oxidizing bacteria as the wastewater passes up through the bed. Treated

effluent leaves at the same flow rate (q) as the influent enters, thus causing a variable
recycle of partially treated wastewater back to the top of the aeration column,

dependent on the works flow. Thus, diurnal variations in the flow to the works, as

well as variations caused by rainfall or other precipitation, are automatically

adjusted for. Bioparticles with the thickest biofilm are recycled from the top to

Fig. 26.5 Full-scale,

expanded bed biofilm

reactor (EBBR) prototype

package plant (Technology

Readiness Level 7)

constructed in stainless

steel by J. K. Fabrications,

Newry, Northern Ireland.

The expanded bed column

is 1.5 m diameter and the

expanded bed depth is 5 m.

This size of EBBR is able to

nitrify at least 8.8 kg NH3-N

per day, which is equivalent

to purifying the secondary

effluent from a population

of about 2200 people
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the bottom of the bed by another automatic system, which relies on an injector

driven by the flow of wastewater induced by the fluidizing pump.

By virtue of their immobilization in the biofilm that grows on the biomass

support media particles (ABDite®) and the fact that these particles are retained in

the reactor, process microbes are retained despite the relatively high upflow veloc-

ity (36 m h�1) of the process liquid (wastewater in this case). In contrast, planktonic

cells will be washed out with the treated effluent. Thus, irrespective of their growth

rate, process microbes will be available at all times, despite the fact that they will

normally be reproducing more slowly than the hydraulic residence time (approx.

30–60 min for a tertiary nitrification process). This process has now been developed

to Technology Readiness Level 7, with the development of a prototype package

plant in collaboration with J. K. Fabrications, Newry, Northern Ireland (Fig. 26.5).

26.5 Conclusions

It is clear that nitrifying prokaryotes adapted to psychrophilic conditions (0–20 �C) are
widespread in cold environments and are also found in bioprocesses operated under

psychrophilic conditions. In order to establish a bioprocess, such as nitrification of

raw, used or waste water, for treatment under psychrophilic conditions, it is neces-

sary to maintain the temperature in the correct range and, ideally, to seed it with

material likely to contain the psychrophilic microbes necessary for the process. In the

case of nitrification, these will include ammonia-oxidizing bacteria and archaea, as

well as nitrite-oxidizing bacteria and comammox bacteria; and nitrite-oxidizing

archaea, should they be discovered.

Furthermore, where there is a requirement for effluent ammonia concentra-

tions below 1 mg/L, as is becoming more frequent in Europe, the USA and other

highly developed countries, it is also necessary to operate the process with nitrifiers

that have a high affinity for ammonia. These nitrifiers can be enriched quite simply,

by always operating the process with a low effluent ammonia concentration, which

will create the conditions where k-strategists have a selective advantage over

r-strategists.
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Chapter 27

Biodegradation of Petroleum Oil in Cold

Marine Environments

Odd Gunnar Brakstad, Synnøve Lofthus, Deni Ribicic, and Roman Netzer

Abstract The cold regions of the Earth are exposed to petroleum oil exploration,

production, and transport, with risk of oil spills. Biodegradation is an essential

petroleum weathering process and may remove discharged petroleum compounds

completely by mineralization processes. These processes are most apparent for

soluble compounds and with dispersed oil. Surface and subsurface spills will

generate different situations, and in addition freezing of oil in marine ice may

transport the oil over large distances. A variety of marine psychrophilic or

psychrotolerant bacteria from both shallow and deepwater environments have

been reported to degrade hydrocarbons in seawater or marine sediments, most of

these affiliated within the phyla Proteobacteria and Bacteroidetes. Several of these

may also act on hydrocarbons in sea ice, and active bacterial respiration in sea ice

has been shown down to temperatures of �20 �C. The cold environments require

several microbial survival and catabolism strategies, including productions of

exopolysaccharides, cold-active enzymes, cold-shock, cold-acclimation and anti-

freeze proteins, as well as adjusting their membrane lipid composition. Oil biodeg-

radation in cold environments is well documented by laboratory and field studies,

and even oil frozen in marine ice will stimulate bacterial metabolism. Flocculation

processes have also been associated with oil biodegradation, raising discussions on

the fate of the oil, especially after the Deepwater Horizon blowout. Bioremediation

in cold marine environments has been investigated as a labor-effective technology

which generates no harmful by-products, mainly by adding fertilizers to stimulate

the oil biodegradation by the indigenous bacteria (biostimulation), but also inocu-

lation of exogenic hydrocarbonoclastic cultures (bioaugmentation) has been

suggested.
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27.1 Introduction

The cold regions represent some of the largest biotopes on the Earth, including the

Arctic, Antarctic, and the permanently cold deep oceans. Oil exploration and

production activities are already going on in the North American and European

Arctic, and in several countries technologies are developed for offshore oil pro-

duction at water depths of more than 3000 m. During the Deepwater Horizon
(DWH) blowout in 2010 in the Gulf of Mexico (GoM), parts of the approximately

4.9 million barrels (780 million liters) of the discharged crude oil, remained as

small droplets in the deep ocean (900–1300 m depth), and at water temperatures of

4–6 �C (Camilli et al. 2010; Reddy et al. 2012).

Biodegradation is an essential weathering process and important for understand-

ing the fates and risks associated with oil discharges to marine environments.

Hydrocarbon biodegradation has been the topic of several reviews (e.g., Atlas

1981, 1995; Harayama et al. 1999, 2004; Van Hamme et al. 2003; Venosa and

Zhu 2003; Prince 2005, 2008; Atlas and Hazen 2011). Biodegradation of hydro-

carbons in cold environments have been reviewed only by a few authors (e.g.,

Brakstad 2008; Margesin and Schinner 1999, 2001; Si-Zhong et al. 2009). This

review will focus on the interactions between discharged oil and marine microor-

ganisms in cold marine environments, including the use of bioremediation actions.

Most of the novel data have been generated as results of field and laboratory studies

of the DWH deepwater oil and gas plume, as reflected in this review.
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27.2 Oil Discharges in Cold Seawater

Hydrocarbons are released to marine recipients from a variety of natural and

anthropogenic sources. Natural seeps provide a continuous source of crude oil

and are widely distributed in the oceans. For instance, the hydrocarbon seepage

flux in the GoM region has been calculated to range between 2.2 and 18 � 107 tons

per year, corresponding to 14–120% of the DWH discharge rate (Smith et al. 2014).

Several biogenically produced hydrocarbons from marine phytoplankton and pro-

karyotes also have chemical structures equal to petroleum hydrocarbons. Marine

microorganisms are therefore constantly exposed to hydrocarbons, and

hydrocarbonoclastic prokaryotes are present in all marine systems investigated

so far.

In Arctic and Antarctic regions, oil pollutions may be transported to ice-free

shorelines or to the ice margins by prevailing seawater currents. In the latter case,

the oil may become frozen in the ice and drift along with the ice. Investigations of

the fate of stranded oil and oil frozen in sea ice are therefore important as part of the

risk assessment and for the development of operational cleanup strategies, includ-

ing bioremediation.

27.2.1 Oil Characteristics and Weathering

The composition of petroleum oil is extremely complex, containing thousands of

different compounds, many of which never have been characterized. Crude oils

contain both water-soluble and oleophilic compounds, of which the hydrocarbons

are best characterized. Oil compounds are basically separated into linear or cyclic

alkanes, aromatic hydrocarbons, asphalthenes, and resins, and the distributions of

these compound groups vary considerably within petroleum oils. Petroleum oil also

contains a variety of poorly characterized compounds containing nitrogen, sulfur,

and oxygen, often referred to as “unresolved complex mixtures” (UCM), consisting

of hundreds of thousands of individual compounds, many of which are recalcitrant

to biodegradation (Gough and Rowland 1990; Killops and Al-Juboori 1990; Wat-

son et al. 2002; Sutton et al. 2005).

27.2.2 Surface Oil Spills

Surface oil spills will result in several weathering processes changing the

physical–chemical characteristics of the oil, which are important for the biodeg-

radation of oil compounds. These processes are also influenced by seawater

conditions like temperature, waves, and currents. Oil weathering processes

include surface spreading of the oil, evaporation of volatile compounds, water-

in-oil emulsions, oil-in-water dispersions, dissolution of small and charged
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(polar) compounds, and photo-oxidation. Also biodegradation is considered to be

a weathering process (Brandvik 1997). A surface oil slick may spread by current

and wind. A thin oil film (<1 μm thickness) will cover most of the surface area,

while most of the oil (up to 80–90%) will be present in the slick area (Brandvik

1997). Immediate surface evaporation processes result in losses of small C5–C10

alkanes and monoaromatic compounds like BTEX (benzenes, toluenes,

ethylbenzenes, xylenes). Remaining compounds in the oil film may rapidly be

biodegraded (Brakstad et al. 2004; Brakstad and Bonaunet 2006).

In seawater the microbes degrade soluble oil compounds and act on the oil–

water interfaces of small oil droplets. Laboratory studies have shown that biodeg-

radation of oleophilic and soluble hydrocarbons at low temperatures is considerable

(Brakstad and Bonaunet 2006; Bagi et al. 2014; McFarlin et al. 2014b). Hydrocar-

bon evaporation is reduced in cold seawater, particularly in ice-covered waters,

since ice floes will replace the oil surface. The reduced evaporation results in

temporarily higher concentrations of volatile toxic compounds (e.g., BTEX) in

the seawater. At high concentrations, these compounds may result in prolonged

microbial lag phases and delayed onset of biodegradation due to their acute toxicity

(Atlas and Bartha 1972; Hokstad et al. 1999). For wax-rich oils with high pour

points, evaporation, dilution, and dispersion may be reduced in cold seawater since

precipitated wax may build a matrix which limits the internal mixing of the oil and

act as a diffusion barrier between the oil and the water.

The behavior of oils in freezing environments includes spreading in ice, snow,

under ice, and in water with ice present. Once trapped in the ice, ocean currents can

transport the oil over large distances. Oil trapped under the ice tends to move

upward within the ice by density-mediated migration, even at temperatures below

�15 �C, and appears essentially un-weathered at the ice surface in the summer

when the ice starts to melt (Chen et al. 1974; Payne and McNabb 1991; Payne et al.

1991). Water-soluble hydrocarbons released from the ice may be transported

through the brine channels (Faksness and Brandvik 2008b), thereby coming in

contact with sea ice microbes in a fluid medium. The oil escapes the ice in the

spring as the ice deteriorates by two general processes: (1) vertical rise of the oil

through the brine channels in the ice and (2) ablation of the ice surface down to the

oil lens in the ice (Fingas and Hollebone 2003).

27.2.3 Sedimentation Processes

Few oils are dense enough to sink in seawater (NRC 1985), but sinking of oil/oil

residues may be caused by oil–mineral aggregation (OMA) or by incorporation of

oil in aggregates of zooplankton feces or mucoid particles of phytoplankton and

bacteria (Lee et al. 1996; Hazen et al. 2010; Bælum et al. 2012; Passow et al. 2012).

These processes may result in dense particles with sinking properties in the marine

water column. OMA is primarily a near-shore process, typically in surf zones, near

river outflow, melting glaciers, and sea ice (Daly et al. 2016). Aggregates of oil and

bacteria were reported in the deepwater oil plume during the DWH oil spill (Hazen
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et al. 2010), and it was suggested that these types of aggregates resulted in fallout of

oil from the plume to the GoM seabed (Valentine et al. 2014). Sea-bed studies

documented sedimented oil residues in the deepwater sediments associated with

the oil spill (Stout and Payne 2016). Flocculation processes related to biodegrada-

tion of oil in cold environments will be discussed later in this chapter. Oil residues

sinking to the seabed will be subject to aerobic or anaerobic biodegradation in the

sediments. Biological processes like bioturbation are important for venting and

oxygenation of the sediments, increasing the biodegradation.

27.2.4 Deepwater Oil Spills

A deepwater oil spill caused by a subsea blowout will result in a rising hydrocarbon

plume of dispersed oil droplets and gas bubbles. The plume will entrain dense water

and, eventually, the suspension will loose its buoyancy (Johansen et al. 2003). After

subsurface discharges, high pressures only have limited influence on dissolution

rates and dispersion (Sawamura et al. 2001), and biodegradation becomes increas-

ingly important for depletion of toxic volatile compounds. The majority of the oil in

most deepwater releases will rise to the surface within several hours. The surface

slick formed once the oil reaches the surface will be thinner than that seen during a

shallow-water release or a surface release. This is due in part to the fractionation of

oil droplets that results in a staged arrival of the oil at the surface and in part due to

diffusion or dispersion of the oil as it rises (NRC 2003). Thin oil films will

subsequently be biodegraded after re-dispersion by wave actions or due to the

low film thickness.

During the DWH blowout, nearly all the gas and parts of the oil remained as a

plume in the deep ocean at depths of 900–1300 m and at water temperatures of

4–6 �C (Camilli et al. 2010; Reddy et al. 2012). The chemical dispersant Corexit

9500A was injected at the wellhead in early May 2010 to reduce oil surfacing with

subsequent stranding along the Gulf shorelines. The use of the dispersant resulted in

a deepwater plume with estimated oil droplet size of 10–50 μm in diameter which

were picked up by the deepwater currents, while larger droplets <90 μm rapidly

rose to the surface (Atlas and Hazen 2011; North et al. 2011). Measurements of

polyaromatic hydrocarbons (PAHs) in water samples during the release showed

rapid decrease with distance from the release point, being <1 ppb within 15–20

miles (24–32 km) from the release source, and the decline was partly associated

with biodegradation (Atlas and Hazen 2011).

27.3 Hydrocarbon-Degrading Microorganisms

During the last decades nearly 200 bacterial, cyanobacterial, fungal, algal, or

diatom genera have been shown to degrade hydrocarbons (Prince 2005). Hydro-

carbon biodegradation in cold environments is mostly associated with
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hydrocarbonoclastic bacteria. Although hydrocarbon-degrading archaea have been

reported from extreme environments, like hypersaline and high-temperature envi-

ronments (Le Borgne et al. 2008; Khelifi et al. 2010), these microbes seem to be

insignificant players during oil biodegradation in most cold environments.

27.3.1 Hydrocarbon Degraders in Cold Marine
Environments

27.3.1.1 Arctic and Antarctic Seawater, Sediments, and Ice

Microorganisms inhabiting cold marine environments have specific adaptions mak-

ing them able to metabolize at low temperatures. Characterization of microbial

communities in Arctic and Antarctic seawater and ice by high-throughput methods

has shown high abundances of bacteria affiliated to Alphaproteobacteria,

Betaproteobacteria, Gammaproteobacteria, and Bacteroidetes (mostly

Flavobacteriia) (Kirchman et al. 2010; Hatam et al. 2014; Luria et al. 2014). The

changes in community composition in polar seawaters are influenced mainly by

water column vertical stratification (Galand et al. 2009; Comeau et al. 2011).

Although data from previous studies showed that most bacterial and archaeal

phylotypes are common between Arctic and Antarctic seawater and sea ice

(Brinkmeyer et al. 2003; Bano et al. 2004), recent investigations have suggested

that sea ice assemblages may differ from the assemblages in the seawater under-

neath the ice, the sea ice having a higher dominance of Flavobacteriia compared to

seawater, where Alphaproteobacteria are abundant (Hatam et al. 2014; Boetius

et al. 2015). The archaea in Arctic and Antarctic sea ice and seawater are

mainly associated with the ammonia-oxidizing Thaumarchaeota and with

some Eurarchaeota (Cowie et al. 2011; Luria et al. 2014). Although first-year ice

and multi-year ice are dominated by the same bacterial classes, the first-year ice has

higher diversity than multi-year ice (Hatam et al. 2016).

Microbial analysis of polar sediments has shown that community compositions

depend on the type of substrate transported from the water column to the sediments,

sometimes with higher diversity in lower than in upper sediment layers (Teske et al.

2011; Bienhold et al. 2012; Ruff et al. 2014; Learman et al. 2016).

Several of the bacterial genera described in polar seawater and marine ice

include members with the ability to degrade petroleum hydrocarbons. Some spe-

cialized obligate psychrophilic hydrocarbonoclastic bacteria have been isolated, for

instance Oleispira antarctica (Yakimov et al. 2003). Studies of psychrophilic and

psychrotolerant marine bacteria have indicated that hydrocarbon degradation is

mainly associated with Gammaproteobacteria, as shown in Table 27.1 (Bowman

and McCuaig 2003; Yakimov et al. 2004; Deppe et al. 2005; Gerdes et al. 2005;

Brakstad and Bonaunet 2006; Brakstad et al. 2008; Bagi et al. 2014; McFarlin et al.

2014a; Dong et al. 2015; Lofthus et al. 2015; Garneau et al. 2016). Other

hydrocarbon-degrading bacterial genera in Arctic seawater and ice include
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members of Alphaproteobacteria, Epsilonproteobacteria, Actinobacteria, and

Bacteroidetes (Table 27.1) (Michaud et al. 2004; Yakimov et al. 2004; Deppe

et al. 2005; Gerdes et al. 2005; Brakstad and Bonaunet 2006; Bagi et al. 2014;

McFarlin et al. 2014a; Garneau et al. 2016). Arctic marine sediments mainly

include bacteria associated with oil biodegradation, mainly Gammaproteobacteria

(Table 27.1).

Previous and recent studies have shown how the microbial community dynamics

changes during biodegradation of oil in cold seawater and ice. A few

hydrocarbonoclastic bacteria dominate initially in the degradation, metabolizing

bioavailable n-alkanes and volatile compounds, including Alteromonadales and

Oceanospirillales (e.g., Oleiphilus and Oleispira) (Yakimov et al. 2003; Head

et al. 2006; Hazen et al. 2010; Dubinsky et al. 2013; Lofthus et al. 2015; Ribicic

et al. 2015). The alkane degraders are succeeded by more diverse consortia of

bacteria degrading PAHs and more complex hydrocarbons, including members of

the families Piscirickettsiaceae (e.g., Cycloclasticus), Alteromonadaceae (e.g.,

Marinobacter), Pseudoalteromonadaceae, and Shewanellaceae (Dubinsky et al.

2013; Brakstad et al. 2015a; Ribicic et al. 2015). In addition, some bacteria have

complete pathways for both aliphatic and aromatic hydrocarbon degradation, like

members of the genus Colwellia, known to be abundant in cold environments

(Brakstad et al. 2004; Methé et al. 2005; Dubinsky et al. 2013; Mason et al. 2014).

27.3.1.2 Deepwater

Until recently, only a few studies have described hydrocarbon-degrading microor-

ganisms in deepwater. Already in 1974, microorganisms collected from sediments

at a depth of 4940 m in the Atlantic were reported to be capable of utilizing

hydrocarbons (hexadecane) under both ambient and in situ pressures (Schwarz

et al. 1974). Several organic-solvent-tolerant bacterial strains isolated from deep-

sea seabed environments (1100–2000 m depth) were capable of degrading n-
alkanes (nC7–nC16) from crude oil, PAHs, or cholesterol (Moriya and Horikoshi

1993). In later studies of sediments from the deep-sea Pacific (2682 m), consortia of

72 bacteria belonging to 22 genera, including Flavobacterium, Cycloclasticus,
Novosphingobium, Halomonas, Achromobacter, Roseovarius, and Alcanivorax,
proved to degrade several compounds of PAHs, including naphthalene, phenan-

threne, and pyrene. Interestingly, an isolate of Cycloclasticus could utilize pyrene

as the sole carbon source through a pathway that had not been described before

(Wang et al. 2008). These researchers also reported two hydrocarbon-degrading

consortia sampled from the Mid-Atlantic ridge at 2.2 m under the bottom surface, at

a water depth of 3542 m. These consortia exhibited degradation potential of crude

oil and PAHs (Cui et al. 2008). Isolates included Pseudoalteromonas, Halomonas,
Marinobacter, Thalassospira, and Tistrella, while genera detected by polymerase

chain reaction denaturing gradient gel electrophoresis (PCR-DGGE) were closely

related to Cycloclasticus, Alteromonas, Thalassospira, Alcanivorax, and
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Rhodospirillaceae. Cycloclasticus was identified as a key player in degradation of

phenanthrene, while Alteromonas played a significant role in degradation of naph-

thalene (Cui et al. 2008).

Investigations of natural oil-seep sediments at moderate or deep-sea depths

(300–1500 m) on the northwest shelf of Australia showed that 74% of isolated

strains displayed preferential growth on hydrocarbon-selective media (Johnson and

Hill 2003). Further studies from cold hydrocarbon seeps in deep-sea sediments

(Japan trench, depth 5300 m) showed dominances of Deltaproteobacteria and

Epsilonproteobacteria, the Deltaproteobacteria mostly affiliated to the sulfate-

reducing prokaryotes of the genus Desulfosarcina (Inagaki et al. 2002).

The DWH oil spill and the rapid advances of Next Generation Sequencing

(NGS) techniques offered a great opportunity to study deep-sea hydrocarbon

degraders at work in situ exhaustively (Hazen et al. 2010; Valentine et al. 2010;

Bælum et al. 2012; Lu et al. 2012; Dubinsky et al. 2013; Mason et al. 2014; King

et al. 2015). The deep sea plume included small oil droplets, dissolved oil com-

pounds, and gases, and deep sea microbes were suggested to be involved in the

metabolization of both oil and gas. Throughout different studies related to the DWH

oil spill, the same taxa were accentuated as the key players in biodegradation of oil

compounds from the deep sea plume, most of them belonging to the

Gammaproteobacteria class. It was suggested that respiration of gas compounds

in the plume (mainly propane) jump-started oil biodegradation (Valentine et al.

2010). The cold environment of the deep plume (700–1300 m) was dominated by

Cycloclasticus, Colwellia, and members of Oceanospirillaceae, but these were not

abundant in the surface oil slicks from DWH (Hazen et al. 2010; Valentine et al.

2010; Redmond and Valentine 2012). Studies of bacterial successions in the deep

sea plume showed that the early communities where dominated by n-alkane
and cycloalkane degraders like Oceanospirillaceae and Pseudomonas. As the

fraction of aromatic hydrocarbons increased, Colwellia, Cycloclasticus, and

Pseudoalteromonas increased in abundance (Dubinsky et al. 2013). The gas com-

pounds included primarily methane, ethane, and propane dissolved in the plume.

Methane was the most abundant hydrocarbon released during the DWH spill

(Kessler et al. 2011), and primary methane oxidation was associated by

abundancies of Methylococcaceae, followed by secondary consumers of

C1-compounds, including Methylophaga and Methylophilaceae (Redmond and

Valentine 2012; Dubinsky et al. 2013). It was claimed that these methylotrophs

efficiently respired most of the released methane within 120 days after the onset of

the spill (Kessler et al. 2011). However, methane respiration was slower than

microbial propane and ethane oxidation, as a result of the difference in initial cell

abundance and growth rates of the oxidizing microorganisms (Kessler et al. 2011).

Another aspect related to the deep sea is the pressure and how this will affect

biodegradation of oil. Hydrocarbon-degrading strains may react differently to

increased pressure (Schedler et al. 2014), but biodegradation studies with deep

sea samples at atmospheric pressure showed similar n-alkane biodegradation half-

lives as laboratory studies with seawater collected from surface-near depth (Hazen
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et al. 2010). Typically, the abundant microbes in the successions of hydrocarbon-

degrading bacteria from the DWH deep sea plume followed patterns similar to

observations from biodegradation studies in cold shallow sea water (Dubinsky et al.

2013; Brakstad et al. 2015a; Wang et al. 2016). However, the impacts of pressure on

oil biodegradation will need further considerations.

27.3.2 Hydrocarbon Metabolism at Low Temperatures

27.3.2.1 Aerobic Degradation

Aerobic hydrocarbon biodegradation can be divided into degradation of alkanes

and aromatic hydrocarbons. Cell uptake is the initial step in the catabolic cascade of

n-alkane degradation. While small water-soluble alkanes are transported directly

into the cell, medium- and long-chain alkanes may be accessible for microorgan-

isms by adhering to hydrocarbon droplets and using mechanisms based on surface-

active compounds (biosurfactants) (Mohanty and Mukherji 2008; Rojo 2009).

Biosurfactants have been reported to enhance direct interfacial uptake and

metabolization of n-alkanes, but the detailed mechanistic processes are still not

fully understood (Mohanty and Mukherji 2008). For Pseudomonas putida, it is
postulated that the alkL gene is involved in the import of n-alkanes into the cell

(Hearn et al. 2009). Furthermore, it is suggested that long-chain fatty acid trans-

porter proteins (FadL) are participating in the transportation of long-chain hydro-

carbons in many bacteria (van den Berg 2005).

Aerobic degradation of n-alkanes is typically initiated by terminal and subter-

minal oxidation catalyzed by monooxygenases, resulting in primary or secondary

alcohols, respectively. Further degradation results in conversion to fatty acids from

aldehydes by terminal oxidation or ketones and esters by subterminal oxidation

(Kotani et al. 2007; Wentzel et al. 2007).

While methanotrophs oxidize methane by means of a methane monooxygenase,

short-chain alkane (C2–C4) degrading microorganisms use monoxygenases similar

to the methane monooxygenases (Dubbels et al. 2007). Medium-chain alkane (C5–

C17) degraders typically possess integral membrane non-heme iron

monooxygenases with high similarity to the well-characterized Pseudomonas
putida GPo1 (formerly P. oleovorans) alkane hydroxylase encoded by alkB (Rojo

2009; Austin and Groves 2011). In P. putida GPo1, the genes involved in

catabolization of n-alkanes include two operons localized on the OCT plasmid,

alkBFGHJKL and alkST, and two genes located on the chromosome, alkA and aldA
(Grund et al. 1975; van Beilen et al. 1994). The initial step in degradation of

medium chain length alkanes to alcohols is catalyzed by a trimer alkane hydroxy-

lase system, including AlkB (alkane hydroxylase), AlkG (rubredoxin), and AlkT

(rubredoxin reductase), followed by dehydrogenation to corresponding aldehydes

by the alcohol dehydrogenases AlkJ and AlcA, and the conversion to fatty acids

catalyzed by the aldehyde dehydrogenases AlkH and AldA. The gene product of
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alkS is a positive regulator for the alkBFGHJKL operon in the presence of n-
alkanes, while the alkF gene encodes a nonfunctional rubredoxine. The alkL gene

product is postulated to play an important role in alkane uptake in P. putida. Several
bacteria with the ability to degrade C5–C10 alkanes, such as Acinetobacter, also
contain alkane hydroxylases that belong to a distinct family of soluble cytochrome

P450 monooxygenases (Maier et al. 2001). Alkane hydroxylases involved in long-

chain length alkane (>C18) degradation are distinct from the enzymes described

above. One such long-chain alkane hydroxylase, AlmA, is an alkane

monooxygenase present in many bacteria, such as Acinetobacter and Alcanivorax.
A second hydroxylase is LadA, which is a thermophilic soluble alkane

monooxygenase from Geobacillus thermodenitrificans and capable of C15–C36

alkane hydroxylation (Feng et al. 2007; Wentzel et al. 2007).

Cyclo-aliphatic compounds can be degraded by a large range of bacteria,

including Acinetobacter and Rhodococcus (Kostichka et al. 2001; Cheng et al.

2002). These bacteria use a set of chromosomally encoded enzymes containing

monooxygenases, dehydrogenases, and hydrolases. Even though the different bac-

teria use the similar enzymes, the corresponding gene orientation may differ

significantly.

PAHs have been reported to be biodegraded by many bacteria and by several

metabolic pathways (Mallick et al. 2011). Aerobic catabolism is typically initiated

by a dioxygenase-mediated hydroxylation of the aromatic ring into a cis-
dihydrodiol that is re-aromatized to a diol intermediate by a dehydrogenase reac-

tion. Subsequent ring cleavage by a multicomponent dioxygenase, generally

including reductase, ferredoxin, and oxygenase subunits, results in intermediates

which finally are converted to TCA cycle intermediates (Mallick et al. 2011).

Bacteria can also degrade PAHs via the cytochrome P450-mediated pathway,

with the production of trans-dihydrodiols (Moody et al. 2004). Biochemical path-

ways of PAH degradation have mainly been investigated for naphthalene and

phenanthrene (Lu et al. 2011). In P. putida G7, naphthalene degradation genes

(nah) are located on the NAH7 plasmid, organized in two operons. The genes

encoding the enzymes for the conversion of naphthalene to salicylate are located in

the nal operon (nahAaAbAcAdBFCED), and enzymes for further conversion of

salicylate to pyruvate and acetaldehyde are encoded by genes located in the sal
operon (nahGTHINLOMKJY) (Simon et al. 1993; Peng et al. 2008). The operons

are under the control of the positive NahR regulator, induced by salicylate. The nah
genes have been shown to be more than 90% identical in different Pseudomonas
strains (Peng et al. 2008), and similar naphthalene operons are reported for

Ralstonia spp. (nag) and Comamonas ssp. (Goyal and Zylstra 1997; Zhou et al.

2002).

Hydrocarbon degradation pathway genes have been used to evaluate the degra-

dation potential of isolates from contaminated sites and also to assess the catabolic

capacity of microbial communities (Bordenave et al. 2008; Paı̈ssé et al. 2010, 2011;

Zhang et al. 2010). AlkB alkane hydroxylase systems, first described in P. putida
GPo1 (Kok et al. 1989; van Beilen et al. 1994), are highly widespread in nature with

more than 250 AlkB homologues identified in at least 45 bacterial species (Hazen
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et al. 2016). The RHD (ring-hydroxylating dioxygenase) genes, involved in PAH

catabolism (PAH-RHD), have also been successfully used as markers to describe

petroleum degradation capacities in different environments (Bordenave et al. 2008;

Paı̈ssé et al. 2012).

Hydrocarbon-catabolizing bacteria are ubiquitously abundant, also in cold and

pristine environments such as the Arctic and the Antarctic. Most studies on hydro-

carbon biodegradation in cold environments have been performed on

oil-contaminated soil in Arctic, Alpine, and Antarctic areas (Margesin and Schinner

2001; Margesin and Miteva 2011). Two strains of Pseudomonas sp. isolated from

Arctic soils degraded nC5 to nC12-alkanes, toluene, and naphthalene at both 5 �C
and 25 �C and possessed both the alk and nah catabolic pathways (Whyte et al.

1997). The psychrotrophic Rhodococcus sp. strain Q15 metabolized a broad degree

of C10 to C21 alkanes, branched alkanes, and a substituted cycloalkane present in

diesel fuel at 5 �C, and the strain contained at least four alkane monooxygenase

gene homologues (albB1, alkB2, alkB3, and alkB4) (Whyte et al. 1998). It is

assumed that the explanation for the presence of the four monooxygenases in one

strain is that each alkane monooxygenase is specific for a certain range of alkanes

(Whyte et al. 2002a). Colony-hybridization methods showed that alkB genes were

more abundant in cold-adapted cultures than in mesophilic cultures from the same

origin, while alkM genes were less abundant (Whyte et al. 2002b).

A variety of genes involved in hydrocarbon biodegradation have been examined

in hydrocarbon-polluted and pristine soils from the Arctic and the Antarctic soil

environments. Genes for alkane monooxygenase (alkB), naphthalene dioxygenase

(ndoB), toluene dioxygenase (todC1), catechol-2,3-dioxygenase (xylE and cat23),
and biphenyl dioxygenase (bphA) were detected in Antarctic petroleum-

contaminated and control soils and at higher frequencies than in polluted soils

from Brazil (Luz et al. 2004). Genes encoding alkane monooxygenase (alkB) and
aromatic ring cleavage (PAH-RHD) examined in Arctic Canadian diesel-

contaminated soil during a bioremediation action showed decrease in alkB/PAH-
RDH ratios over periods of 1–4 years indicating a shift from degradation of easily

degradable alkanes to more complex PAH compounds (Yergeau et al. 2012).

Similar observations were also described from bioremediation actions in

hydrocarbon-contaminated Antarctic soil (Powell et al. 2006).

27.3.2.2 Anaerobic Degradation

For anaerobic sulfate- and nitrate-reducing bacteria, shorter chain length alkanes

are more recalcitrant than mid- to long-chain length alkanes. Short-length hydro-

carbons (up to C17) can accumulate in anaerobic environments due to lack of

evaporation and can exert toxic effects on microorganisms resulting in impaired

degradation. Furthermore, degradation of branched alkanes, such as pristane and

phytane, has been shown to be more efficient than for normal alkanes in sulfate-

reducing bacteria (Hasinger et al. 2012). Anaerobic degradation of petroleum

hydrocarbons contributes to degradation in marine low-temperature anoxic
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environments, and low-temperature degradation of PAH-compounds have been

reported with enrichment cultures from Arctic soils under anoxic and nitrate-

reducing conditions at 7 �C (Eriksson et al. 2003).

Different catabolic pathways have been described for anaerobic hydrocarbon

degradation. Carbonic group addition has been reported in sulfate-, nitrate-, iron-

reducing bacteria; methanogenic consortia; and anaerobic phototrophs. This path-

way type is characterized by the addition of fumarate (or other carbonic groups) to a

carbon atom of hydrocarbons. Initially, fumarate is added to a hydrocarbon

(e.g. toluene) by a benzylsuccinate synthase (encoded by bbsABC), resulting in

an unstable benzyl radical intermediate which attacks the unsaturated bond of a

fumarate molecule to form benzylsuccinate. Then CoA is added via a succinyl-

CoA/benzylsuccinate CoA-transferase reaction (encoded by bbsEF), and additional
oxidation reactions result in benzyl-CoA, which is further oxidized to aliphatic

compounds that are attacked by hydrolytic and oxidative reactions. Similar degra-

dation routes have been reported for xylene, o-toluidine, and cresol isomers in

sulfate-reducing bacteria (Leuthner and Heider 2000; Rotaru et al. 2010). Recent

habitat studies employing an alkane-activating (methylalkyl) succinate synthase

gene marker (masD, coding for the catalytic subunit) demonstrated ubiquitous

presence and diversity of anaerobic alkane degraders in cold marine sediments

(Gittel et al. 2015). A fertilization study of a 20-year oil fuel spill in Antarctic soil

showed increased biodegradation in anaerobic soils, corresponding with a shift in

the denitrifier community composition and an increased abundance of denitrifiers

and benzoyl-CoA reductase (Powell et al. 2006).

Other anaerobic hydrocarbon biodegradation pathways include oxygen-

independent hydroxylation (Szaleniec et al. 2007), carboxylation of unsubstituted

carbon atoms (Laban et al. 2009; Jobst et al. 2010), hydration of the double and

triple bond of alkenes and alkynes (Brodkorb et al. 2010), and reverse

methanogenesis (Rabus et al. 2016).

27.3.2.3 Microbial Metabolism in Sea Ice

Although sea ice may be regarded to be “frozen seawater,” the conditions for the

microbes differ significantly between seawater and marine ice, not only with

respect to temperature. In first-year ice, brine inclusion networks are generated by

salting-out processes. The brine channels represent saline liquid niches at subzero

temperatures for microbial motility and respiration (Junge et al. 2003, 2004, 2006).

At these extreme conditions of low temperature and high salinity, laboratory

experiments have shown metabolism and growth of psychrophilic bacteria at

temperatures below �10 �C (Breezee et al. 2004; Junge et al. 2006).

Microbes living in marine ice may adapt to their environments in several ways.

Psychrophilic bacteria may produce extracellular polymeric substances

(exopolysaccharides, EPS), which are associated with halotolerance and may

have a cryoprotective role in the sea ice brine channels, as well as binding essential

cationic trace metals (Nichols et al. 2005; Krembs et al. 2011). Enzymes in bacteria
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isolated from sea ice may be cold-active, with catalytic activities well below the

freezing point of seawater (Groudieva et al. 2004). Microbes exposed to large drops

in temperature may produce cold-shock, cold-acclimation, and anti-freeze proteins

(Berger et al. 1996; Raymond et al. 2007). Cold-shock proteins are supposed to be

involved in protein translation regulation, while cold-acclimation proteins show

high catalytic activity at a low temperature and rapid inactivation at a moderate

temperature (Fukunaga et al. 1999). Anti-freeze proteins will block the formation of

additional ice crystals that may damage cellular membranes (Boetius et al. 2015).

Psychrophilic and halophilic bacteria are also capable of adjusting the lipid com-

position of their membranes in such a way that the proton permeability at the

respective growth temperature remains constant by altering fatty acid composition

and protein content of the membrane (Chintalapati et al. 2004). Protein flexibility is

important for adaptions to low temperatures to avoid reduced stability (Fields

2001). In a study of the psychrophilic bacterium Colwellia psychrerythraea 34H,

comparative genomic analysis suggested that psychrophilic life is most likely

conferred not by a unique set of genes, but by a collection of synergistic changes

in overall genome content and amino acid composition (Methé et al. 2005).

Some studies from oil-polluted Arctic soil indicated biodegradation at subzero

temperatures (Rike et al. 2003; Børresen and Rike 2007), and other studies have

shown that oil in ice stimulates bacterial growth (Delille et al. 1997; Brakstad et al.

2008). However, biodegradation of hydrocarbons in ice still needs to be

documented and is probably mainly confined to soluble compounds migrating in

the brine channels (Brakstad et al. 2008; Faksness and Brandvik 2008b).

27.3.2.4 Biodegradation and Flocculation

Oil biodegradation in seawater may result in the generation of macroscopic aggre-

gates. These aggregates, or “flocs,” have been observed during experimental bio-

degradation studies with dispersed oil (Macnaughton et al. 2003; Bælum et al.

2012). We observed rapid flocculation in oil biodegradation studies performed in

Arctic seawater (Svalbard) at 1–2 �C (Fig. 27.1). In our experience, these “flocs”

Fig. 27.1 A “floc”

generated during

biodegradation of a

paraffinic oil at 1–2 �C in

unpolluted Arctic (scale 0.5

cm). Photo: Roman Netzer,

SINTEF
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are fragile structures, and generation of turbulence like magnetic stirring rapidly

disintegrates the structures. “Flocs” were also detected in field samples from DWH

deep sea plume (Hazen et al. 2010).

Analyses of “flocs” from field studies or laboratory experiments showed distri-

bution of microorganisms, diverse polysaccharides and EPS, oil, and oil degrada-

tion products in the typical “floc” structure (Hazen et al. 2010; Bælum et al. 2012).

Time-related analyses during biodegradation studies suggested that the oil tended to

initially concentrate in the “floc” material, but was subsequently degraded, while

the biological material in the “flocs” increased (Bælum et al. 2012), and the “floc” is

therefore considered to be an active site of oil biodegradation. Analyses of EPS

material from “floc”-producing microorganisms isolated from crude petroleum oil

showed that these polymers were glycolipids (Zaki et al. 2011). Specific bacterial

groups are known to be producers of the EPS material associated with the “floc,”

and several typical EPS-producing bacteria were observed during the DWH spill,

including Halomonas, Alteromonas, Colwellia, and Pseudoalteromonas. One pur-

pose of this polymeric material is to increase the solubilization of aromatic hydro-

carbons, so these may become more available for biodegradation (Gutierrez et al.

2013).

This “floc” material may be related to marine snow formed as part of the

biological pump, bringing particulate organic material to deepwaters (Alldredge

and Silver 1988; De La Rocha and Passow 2007). In association with diatoms and

mineral particles, it has been suggested that these aggregates transported oil resi-

dues from the oil spill to the seabed of the Gulf of Mexico (Valentine et al. 2014;

Passow 2016).

27.4 Modeling of Hydrocarbon Biodegradation

27.4.1 Biodegradation Rates

Biodegradation data determined as degradation rates have been included in some

numerical models as part of the prediction of the fate of the oil after a spill. Due to

its complexity, it is difficult to use one degradation rate for crude oils. Hydrocar-

bons also distribute between water and oil after discharge to seawater, resulting in

phase-separated degradation rates. For simplicity, biodegradation rates of oil in the

prediction model OSCAR has been separated in 25 compound groups based on

different boiling points, and the degradation rates are further separated between

water-soluble fractions, dispersed oil, and sedimented oil (Reed et al. 2000).

Biodegradation rates are determined by nonlinear regression analyses, using

first- or second-order approaches. In environments with low and relative constant

biomass, like seawater, rate coefficients may be determined by first-order rate

kinetics (Battersby 1990). Most biodegradation studies of oil involving rate deter-

minations actually use first-order rates, with or without lag phases, and with half-
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lives determined from the rate coefficients (ln2/k1) (Prince et al. 2007, 2013;

Venosa and Holder 2007; Brakstad et al. 2015b; Wang et al. 2016).

More advanced biodegradation models have also been developed for dispersed

oil, either as single- or multiple-substrate models. A single component model was

developed in which each oil droplet was viewed as a porous non-biodegradable

asphaltene matrix filled with biodegradable and non-biodegadable fractions of

de-asphaltened oil. The asphaltene content controlled the diffusivity and thereby

the bioavailability of oil compounds. The oil was considered as one substrate, using

oxygen uptake as measure of substrate utilization (Uraizee et al. 1997). Several

multi-substrate growth kinetic models have been published for pure and mixed

cultures and for di- to multicomponent substrates. Most of these could be fitted to

data of two or three substrates, but failed significantly the description of growth on

more numerous mixed substrates (Kovárová-Kovar and Egli 1998). A physical-

metabolic model was used to assess the mixing of deepwater bacterial communities

and their capacity for hydrocarbon and oxygen consumption during the DWH oil

spill (Valentine et al. 2012). Carbon from oil compounds was tracked during

mineralization, as well as oxidized extracellular intermediate and biomass of the

bacteria degrading the primary and secondary (extracellular intermediate) con-

sumers. In this work, no less than 26 modeled primary and another 26 secondary

bacterial operational metabolic types (OMT) were included. The authors assigned

22 substrate classes to the OMTs, which served as substrate for several OMTs, but

did not include substrate competition effects on the growth kinetics.

27.4.2 Temperature

Arrhenius plots have often been used to predict the relations between temperature

and biological processes (Arrhenius 1889). Ideally, these plots should be linear. The

Q10 value is the ratio of the rate constant at a specific temperature to the rate

constant at a temperature 10 �C lower. The Q10 values depend on the activation

energy (Ea) of the specific chemical reaction, which is directly related to the

activation enthalpy (ΔH*); the lower the activation enthalpy, the lower the Q10

value. A Q10 of 2.0 describes a doubling of the rate coefficient (k1) for every 10 �C.
Efforts have been made to suggest Q10 values for oil biodegradation. Comparison

of data from marine oil biodegradation experiments performed at different temper-

atures indicated that the Q10 value of 2 was a fairly good approximation in a

temperature range of 5–27 �C (Bagi et al. 2013).

However, in crude oil different compound groups may follow different

temperature-related biodegradation profiles. This is exemplified in Fig. 27.2, show-

ing biotransformation half-lives during biodegradation of dispersed crude oil at

different temperatures (1 �C, 5 �C and 13 �C). Toluene and 3-ring PAHs, which are
completely or partly water-soluble, showed different temperature-related biodeg-

radation from C17–C18 saturates, which were associated with the oil phase. Thus,

Q10 approaches for predictions of crude oil biodegradation at different
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temperatures should be used with caution, especially at low temperatures, where the

oil properties are changed.

27.5 Oil Bioremediation in Cold Marine Environments

Most reported bioremediation attempts have focused on developing biostimulation

strategies, typically by applying dispersants, fertilizers stimulating degradation, or

the combination of these and other treatments, to accelerate the biodegradation

processes by the indigenous microbes in the polluted environment. Bioremediation

processes, if successful, are cost-effective and reduce the environmental impacts of

marine oil spills (Swannell et al. 1996; Prince and Clark 2004; Prince 2008; Atlas

and Hazen 2011). An alternative to biostimulation is bioaugmentation, which

involves the inoculation of exogenous microbial cultures with high biodegradation

potentials for contaminants. Bioaugmentation approaches have been reported to

improve biodegradation of hydrocarbons from oil spills in cold soil or marine

sediments and may be used in combination with fertilizers (Margesin and Schinner

1997; Ruberto et al. 2003; Tyagi et al. 2011). Bacterial mats from marine

oil-contaminated sites have also been suggested for use in the degradation of coastal

oil spills, although these are of greater relevance for spills in non-Arctic areas

(Cohen 2002). Various methods and strategies for bioremediation have been

reviewed (Lee and Merlin 1999; Prince 2010).

27.5.1 Biostimulation

Biostimulation is a strategy for secondary cleanup of stranded oil and includes

addition of nutrients or other methods to enhance the capability of the indigenous

microbial communities to degrade environmental pollutions. However, other

methods may also be regarded as biostimulatory actions, for instance the use of

Fig. 27.2 Half-lives of

toluene, 3-ring PAHs and

C17–C18 saturates in

natural unamended

seawater at 1 �C, 5 �C,
and 13 �C
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chemical dispersants for oil spills in seawater, since this may aid in oil biodegra-

dation by increasing the oil surface area accessible to the oil-degrading microbes.

27.5.1.1 Shoreline Sediments

Most biostimulation activities have focused on stranded oil, with application of

fertilizers to increase natural degradation by the indigenous microorganisms.

Biostimulation treatment is often combined with mechanical treatment to improve

oxygen and nutrient availability.

In marine environments, some growth- and biomass-stimulating factors are

essential for oil biodegradation, especially nitrogen and phosphorus, and the addi-

tion of these nutrients is common practice in bioremediation. Balanced nutrient

availability is important for biodegradation and the composition of hydrocarbon-

degrading communities, since nutrient amendments, in some instances, can inhibit

microbial activity (Braddock et al. 1997). It is, therefore, important to avoid excess

nutrients, which can cause detrimental effects, such as eutrophication. During

biostimulation, molar carbon/nitrogen/phosphorus ratios of 100/10/1 have often

been used (e.g., Obbard et al. 2004; Beolchini et al. 2010). However, results from

laboratory studies have also shown that certain microbial populations may require

more than one N/P ratio for optimal degradation of different hydrocarbons (Smith

et al. 1998). Nutrient products are available as briquettes, granules, or liquid

fertilizers. Liquid inorganic fertilizers have proven effective but require frequent

application, and therefore oleophilic slow-release nutrient formulations have been

developed, which promote hydrocarbon degraders at the oil–water interface.

For improved results, bioremediation may be combined with other cleanup

procedures. Surf washing and the use of surfactants may increase the surface area

of the oil and hence increase oil degradation. Ex situ technologies like land farming

(spreading the polluted sediments over a larger area for better oxygenation),

composting, and biopiling may be used for treating oily waste during spill treatment

(Lynch and Moffat 2005) although these approaches have seen limited application

in polar environments.

Arctic field biostimulation experiments were conducted on beaches at Svalbard

in the 1980s with the slow-release oleophilic fertilizer Inipol EA22. The results of

these studies indicated that application of the fertilizer to oil in beach sediments

resulted in increased oil biodegradation in coarse sediments, but not in finer

sediments (Sveum and Ladousse 1989). A full-scale trial of several remediation

processes at Svalbard in 1997, with a fuel oil in mixed intertidal shorelines,

included remediation methods like sediment relocation (surf washing), mixing

(tilling), and bioremediation (Guénette et al. 2003; Sergy et al. 2003). The intro-

duction of soluble or slow-release fertilizers resulted in approximately doubled

biodegradation rates over a period of one year in the oiled sediments that received

fertilizers when compared to non-treated oiled sediments, and no acute toxicity was

associated with the bioremediation treatment (Prince et al. 2003). Also mixing/
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tilling seemed to result in increased microbial activity for limited periods by

increasing sediment permeability (Owens et al. 2003).

Biostimulation field experiments have also been conducted in Antarctic envi-

ronments, in intertidal sandy beaches on the main island of the Kerguelen Archi-

pelago. A crude weathered oil was added to several closures in the beaches, and

different fertilizers were added to the top of the oil, including the slow-release

Inipol EAP 22 and various experimental mixtures consisting of dry fish compost

(with or without supplements of urea), phosphate, and charged or neutral surfac-

tants. Oil was depleted after 300 days in both untreated and treated sediments at

seawater temperatures of 3–4 �C, and the various fertilizers accelerated the bio-

degradation rates. It was also observed that a fertilizer with a lipidic surfactant

reduced the toxicity of the oil during the last 3 months of the experiment (Pelletier

et al. 2004).

Bioremediation was used as an oiled-beach cleaning technology on a full-scale

oil spill in Arctic environments during the Exxon Valdez accident in March 1989.

This spill in Prince William Sound, Alaska, resulted in the release of 42 million

liters of Alaskan North Slope crude oil (Atlas and Hazen 2011). Bioremediation

was used extensively, employing the fertilizers Inipol EAP 22 and Customblen

(slow-release granulated fertilizer). Approximately, 50,000 kg nitrogen and

5000 kg phosphorus were applied to the shorelines over the summers of

1989–1992 (Bragg et al. 1994). For a low-energy beach containing both surface

and subsurface oil and treated with both fertilizers, it was estimated that the

fertilizers enhanced oil biodegradation 3–5 times compared to untreated beaches

(Bragg et al. 1993).

27.5.1.2 Seawater and the Use of Chemical Dispersants

Most remediation actions in seawater have rather focused on mechanical removal,

e.g., by use of oil booms and skimmers, than on accelerated biodegradation. As an

alternative to mechanical treatments, chemical dispersants have been used. Disper-

sants are used primarily to remove oil from the water surface in order to reduce the

impacts on seabird and mammal populations close to an oil spill, but this treatment

has also been suggested to improve hydrocarbon biodegradation in the seawater

column. Dispersants were also used in subsurface areas during the DWH spill to

reduce surfacing of the oil, and subsequent impacts on the GoM shorelines (Atlas

and Hazen 2011). Dispersants are mixtures of surface-active agents and reduce the

surface tension of the oil, resulting in the formation of small oil droplet dispersions

which will rapidly dilute in the water column. The dispersants reduce the average

oil-droplet size, resulting in higher surface/volume ratios, and thereby increase the

bioavailability of the dispersed oil. Studies of the correlation between the droplet

area of dispersed oil and oil degradation indicated that both dispersed area and

dispersant chemistry control the degradation and depend on the surfactant blend

hydrophile/lipophile balance and treatment levels (Varadaraj et al. 1995).
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The effect of dispersants on biodegradation has been debated. Several biodeg-

radation studies have emphasized their positive effects, promoting oil biodegrada-

tion by reducing the oil droplet size, thereby generating larger oil surface areas for

the oil-degrading bacteria to attach. It has been shown that the dispersant treatment

increased oil biodegradation at low seawater temperatures ranging from �1 �C to

5 �C, using both seawater from temperate and Arctic sources (Siron et al. 1995;

Venosa and Holder 2007; McFarlin et al. 2014b). However, other studies have

reported no or even negative effects of the dispersants on oil biodegradation

(Lindstrom and Braddock 2002; Macnaughton et al. 2003; Kleindienst et al.

2015). These studies have often been performed with concentrations of

oil/dispersant higher than expected in the environment (Lee et al. 2013) or have

investigated water-accommodated fractions rather than dispersed oil (Kleindienst

et al. 2015).

Fertilizers have also stimulated biodegradation of crude oils in cold seawater

under controlled experimental conditions. The slow-release fertilizer Inipol EAP

22 was added to Antarctic seawater contaminated with crude oil in a mesocosm

study, resulting in enhanced concentrations of heterotrophic and oil-degrading

bacteria, and in increased rates of biodegradation during a 40-day experiment

both in ice-covered and ice-free seawater (Delille et al. 1998).

27.5.1.3 Sea Ice

Only a few studies have investigated the possibilities for accelerated biodegradation

of petroleum in sea ice. In this environment, the microbes are primarily active in the

high-salinity brine channels where fluidity is maintained at temperatures well below

the freezing point. During freezing periods, the brine channels, which may consti-

tute up to 30% of the ice volume, may reach salinities >80 psu, while ice melting

results in ice surface salinities well below that of seawater in the upper parts of the

ice (Krembs et al. 2001). Water-soluble oil components have been shown to migrate

out through the ice into brine channels and the underlying water, at low concen-

trations but over long periods (Faksness and Brandvik 2008a, b). Stimulation of oil

degradation in ice and brine channels could therefore limit possible toxic effects on

sea ice algae growing in and underneath the sea ice.

A study on bioremediation of diesel fuel and “Arabian light” crude oil in land-

fast Antarctic ice showed that the oils induced a negative effect on ice-microalgae

growth, reducing the phytoplankton bloom, but addition of the fertilizer slow-

release Inipol EAP 22 stimulated the microalgae development (Fiala and Delille

1999). During the winter of 2004, a field bioremediation experiment was set up by

the Alfred Wegener Institute in Van Mijenfjord on Svalbard, in which slow-release

fertilizers were applied to oil-polluted Arctic fjord ice. Biodegradation of oil frozen

into ice was not stimulated at sub-zero temperatures. However, bacterial commu-

nities changed significantly in response to the addition of nutrients to released oil in

sea ice melt pools (Gerdes and Dieckmann 2006).
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27.5.2 Bioaugmentation

Bioaugmentation has been proposed as a bioremediation method for soil and

sediments, sometimes in combination with biostimulation treatments (Tyagi et al.

2011). Introduction of exogenic hydrocarbonoclastic bacteria for detoxification of

hydrocarbon-polluted cold environments has been reported with variable success.

Several bioaugmentation studies have been performed in Arctic and Antarctic soil

systems (Camenzuli and Freidman 2015).

Bioaugmentation studies have also been reported in marine environments, although

none of these were from cold waters. A laboratory biodegradation and toxicity study of

12 commercially available bioaugmentation products applied to weathered oil (Alaska

North Slope) in seawater at 20 �C showed that three of the products enhanced

biodegradation better than nutrient-amended controls, but only one product resulted

in reduced toxicity (Aldrett et al. 1997). In a marine sediment microcosm study, the

aromatic hydrocarbon-degrading bacterial strainCycloclasticus sp. E2 was identified to
play an important role during degradation of naphthalene in combination with

biostimulation treatment (Miyasaka et al. 2006). Also in seawater systems,

bioaugmentation methods have been suggested in combination with biostimulation

(Nikolopoulou et al. 2013). It should also be noted that typical oil-degrading bacteria

like Pseudoalteromonas,Marinobacter,Oleispira, and Alcanivoraxwere isolated from
pristine seawater at Svalbard (Crisafi et al. 2016).

27.6 Conclusions

The cold areas on Earth are exposed to petroleum exploration, production, and

transport, increasing the risk of accidental oil discharges in these environments.

Since hydrocarbon-degrading microorganisms are present in most of these envi-

ronments, they may play a crucial role during decontamination of toxic oil com-

pounds in the seawater column and in sediments. It has been shown that oil

pollution in marine ice stimulated bacterial growth, indicating hydrocarbon bio-

degradation in the contaminated ice, probably biodegradation of water-soluble

compounds present in the brine channels of the ice. As our knowledge of microbial

ecology, metabolic processes, and interactions with their cold environments are

constantly increasing, we will be able to design improved regimes for bioremedi-

ation in these vulnerable environments. In this respect, advances in chemical and

molecular biology methods, and data processing of high-resolution data, are impor-

tant. The recent focus on interactions between oil bacteria and other organisms

during oil biodegradation will be important to predict the fate of oil spills in the

environments including polar and deepwater.

Bioremediation is still a “promising” technology for treatment of polluted cold

marine environments. This treatment is cheap, labor-effective, generates no harm-

ful by-products, and may be suited for secondary clean-up actions in remote Arctic
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and Antarctic locations, in combination with other technologies. Novel tools for

microbial and chemical analysis will also be important for determining restitution

of oil-polluted environments during remediation actions.
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Chapter 28

Bioremediation of Petroleum Hydrocarbon

Spills in Cold Terrestrial Environments

Charles W. Greer and David F. Juck

Abstract Petroleum hydrocarbons, mostly fuels, are the principal source of energy

in polar regions and as such their transport, storage, and use can lead to the

contamination of soil and water. Hydrocarbons are natural, ubiquitous organic

compounds that can serve as carbon and energy sources for many different organ-

isms, the most abundant and diverse being the bacteria. Natural seeps in marine and

freshwater (e.g., Athabasca watershed) environments, coupled with the presence of

biologically produced hydrocarbons, mean that organisms able to metabolize

hydrocarbons have access to these substrates almost all the time naturally and, as

such, have evolved many different metabolic pathways to accommodate these

substrates. Hydrocarbon-contaminated soils in cold environments present numer-

ous challenges related to the physical and chemical properties of the soil, accessi-

bility of the hydrocarbons and other essential nutrients, soil water content,

temperature and other parameters inherent in these, as well as limitations associated

with site remoteness and infrastructure availability. Although the literature on

hydrocarbon biodegradation potential in cold environments is extensive, there

remains a limited amount of information on case studies of large-scale bioremedi-

ation projects. This chapter presents an overview of the site-specific abiotic and

biotic factors that have the most influence on the bioremediation of hydrocarbon-

contaminated cold environment soils and presents a detailed case study of a

successful bioremediation project in the high Arctic.
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28.1 Introduction

Since the first review on the degradation of hydrocarbons by bacteria by Claude

ZoBell (1946), numerous reviews and thousands of research papers have been

published on this subject. One of the earlier and most-comprehensive reviews by

Atlas (1981) laid out much of the groundwork for what was known at the time and

fuelled many additional studies to fill in the gaps in our knowledge.

The natural attenuation of petroleum hydrocarbons in the marine environment is

well known and has been extensively documented. Following the recent Deepwater

Horizon accident in the Gulf of Mexico, rapid biodegradation was observed at

depths of more than 1 km, where the water temperature was 4 �C (Hazen et al. 2010;

Mason et al. 2012). Laboratory studies have also demonstrated that natural micro-

bial assemblages from cold marine environments can rapidly degrade crude oil at

sub-zero (McFarlin et al. 2014; Garneau et al. 2016) or near-zero temperatures

(Brakstad and Bonaunet 2006).

The biodegradation potential of hydrocarbons in contaminated soils in cold

regions has also been well documented. Several recent reviews have described

many of the encountered limitations and challenges (Yang et al. 2009; Naseri et al.

2014; Camenzuli and Freidman 2015). Low temperature environments are usually

remote, have limited infrastructure and numerous environmental constraints. In

many cases, temperature is not the most important limiting factor for remediation:

other factors such as soil moisture content/liquid water, nutrient availability, and

the presence and activity of indigenous microbial hydrocarbon-degrading

populations are important, and these factors are also intimately linked to

temperature.

Bioremediation is by its nature the biological remediation or natural attenuation

of contaminated sites. It is considered as a cost-effective and efficient method to

remove many organic contaminants from soil systems. A wide range of prokaryotic

and eukaryotic organisms are capable of metabolizing hydrocarbons, and these are

dominated by eubacteria comprising 7 of the 24 current major phyla (Prince et al.

2010), and the microbial communities that inhabit various polar, alpine, and

temperate hydrocarbon-contaminated soils have recently been reviewed (Greer

et al. 2010). In polar and alpine areas, both abiotic and biotic factors are essential

contributors to successful bioremediation. The low temperatures, which can fluc-

tuate extensively over the course of a day causing freeze-thaw cycling, have a

profound influence on biotic and abiotic factors. Site-specific conditions can be

highly variable and can dictate the final outcome of any treatment strategy.

Abiotic and biotic factors contribute to the weathering of spilled hydrocarbons in

cold environments and influence the observed rate of biodegradation as well as soil
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toxicity (Schafer et al. 2007, 2009; Naseri et al. 2014). Abiotic factors that are the

most important are nutrients, temperature, and moisture. As hydrocarbon-degrading

bacteria can be aerobic or anaerobic, both groups are usually involved and the

involvement of each group is dictated by the local environmental conditions.

Temperature is clearly one of the most important influential factors as the rates of

chemical and enzymatic reactions are strongly affected by temperature. In addition,

the bioavailability of the hydrocarbon substrates and other nutrients and electron

acceptors such as oxygen are dictated in part by temperature.

Camenzuli and Freidman (2015) recently presented a review of remediation

technologies to address hydrocarbon-contaminated sites in Arctic and Antarctic

environments. The technologies reviewed included a number of operational strat-

egies including landfarming, biopiles, and phytoremediation, as well as electroki-

netic remediation and permeable reactive barriers. These approaches have been

used in a variety of remediation projects in cold environments with varying degrees

of success depending on the influences of the local physicochemical, geological,

and biological parameters. The importance of site-specific conditions cannot be

overstated as these will have profound effects on the likelihood of successful

bioremediation.

28.2 Soil Moisture

In polar and alpine environments, moisture is critical since many of these environ-

ments experience desert-like conditions. The microbes that are able to survive and

thrive in these environments are adapted to low-moisture conditions, something

that is often not considered sufficiently during the design of bioremediation

treatments.

Many cold soil environments have limited water availability, and the extent of

precipitation can be quite low. Living cells require liquid water for survival and

metabolism. Although determining the lowest temperature for life remains elusive,

it is clear that bacteria are able to function at sub-zero temperatures providing there

is liquid water available (Mykytczuk et al. 2013; Goordial et al. 2016). This is the

result of the lowering of the freezing point of water in saline and hyper-saline

environments. In cold environments that are subject to multiple freeze-thaw cycles

over short periods of time, soil properties, nutrient availability, the activity of the

indigenous microbial population, and the physical state of the hydrocarbon sub-

strates are affected, which in turn will affect biodegradation activity.

Børresen and Rike (2007) examined the effects of salt, moisture, and nutrients

on hexadecane mineralization in Arctic soil at 5 �C. They noted that although the

acclimation period was extended at higher salt concentrations, the overall extent of

mineralization was not affected, but that at higher soil moisture content, oxygen

availability appeared to be decreased. In other studies on the effects of added

nutrients in Arctic soils, there was a clear negative effect of higher nutrient

concentrations on biodegradation activity (Walworth et al. 2001, 2007).
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28.3 Nutrients

Cold environments typically don’t support significant amounts of plant biomass and

so the soil is limited in organic matter, which creates a less favorable growth

environment for many microbes. There is an intimate relationship between nutrient

concentrations and moisture content in polar and high elevation alpine soil systems.

The addition of nutrients as an amendment to promote hydrocarbon degradation

activity must be carefully controlled. Nutrients are critical since nitrogen and

phosphorus are required elements during microbial metabolism of carbon com-

pounds. The addition of high concentrations of nutrients in low moisture soils will

result in increasing the ionic strength of the liquid water, which will inhibit

microbial activity (Walworth et al. 2001, 2007; Børresen and Rike 2007). In

addition, the freeze-thaw cycles that are frequent in cold environment soils will

result in a dynamic redistribution of the added nutrients, affecting their bioavail-

ability. Following a hydrocarbon spill, depending on the amount spilled, there is a

large amount of carbon available for microbial growth, while other essential

nutrients such as nitrogen and phosphorus may be in very limited supply (Margesin

and Schinner 2001). As biodegradation proceeds, unless there is a continuous

resupply of these essential nutrients, biodegradation activity will become limited.

Although different C:N:P ratios have been suggested, a value of 100:15:1 has been

reported for optimal microbial growth (Filler et al. 2006). Given the limited water

availability in polar soils and the preceding discussion, it is prudent to add the

necessary nutrients in smaller doses over a period of time and not all at once, with

close monitoring of the soil moisture level and dissolved nutrient concentrations.

28.4 Temperature

ZoBell (1973) was one of the first to report on hydrocarbon biodegradation at below

0 �C, indicating that the bioremediation of polar and cold environment soils was a

possibility. Colwell et al. (1978) found that Metula crude oil degradation in the

Antarctic marine environment was considerably faster at 3 �C than at 22 �C,
showing that temperature was not the most important factor in determining in situ

biodegradation rates.

Although temperature may not be the limiting factor in cold environments, the

physical state of the substrate and the availability of liquid water to support

microbial functioning are limiting (Atlas 1981). Hydrocarbon biodegradation in

soils at below freezing temperatures has been observed in the laboratory (Børresen

and Rike 2007) and in the field (Rike et al. 2003). In addition, rapid biodegradation

of crude oil in the Arctic marine environment at below freezing temperatures has

been demonstrated (McFarlin et al. 2014; Garneau et al. 2016). These observations

provide evidence for the biodegradation potential of hydrocarbons at below freez-

ing temperatures and indicate that there are bacteria that are well-adapted to these

648 C.W. Greer and D.F. Juck



temperatures. The injection of warmed and humidified air to enhance bioremedia-

tion in cold soils has also been performed to increase the effective yearly time

period for biodegradation activity (Sanscartier et al. 2009; Couto et al. 2014; King

et al. 2014). In some cases, this has been quite successful, but in others, the success

has been limited due to the effects of too high temperatures on some microorgan-

isms and the increased evaporation rate of soil water.

From a biochemical perspective, temperature is a major factor in reaction

kinetics and growth. In recent years, the identification of bacteria that can metab-

olize at temperatures well below 0 �C has shed light on the adaptations that enhance

membrane stability, ensure liquid water in the cytoplasm, and enzyme modifica-

tions that enhance low temperature activity. These studies have demonstrated that

bacteria are capable of surviving and thriving in environments previously thought

to have very limited biological activity. Akbari and Ghosal (2015) and Chang et al.

(2011) showed how diurnal and seasonal temperature fluctuations could influence

the rate of hydrocarbon biodegradation, as well as the evolution of different

microbial communities. At a constant low incubation temperature of 5 �C, biodeg-
radation rates were significantly reduced over those at 5–15 �C. The bacterial

community that was rich in the alkane degradation gene alkB was dominated by

Gammaproteobacteria at the constant lower temperature and has been seen else-

where (Yergeau et al. 2012). Members of the Actinobacteria, another important

hydrocarbon-degrading phylum, were present at all temperatures. The increased

degradation rates observed were related to the increase in microbial activity as the

temperature increased and show that the microbial populations appear well adapted

to respond rapidly to changing temperatures. This bodes well for the bioremediation

of hydrocarbon-contaminated soils in cold temperature environments.

28.5 Case Studies

There have been very few case studies of hydrocarbon biodegradation in cold

environments: most published studies have been performed in temperate environ-

ments. One case study by Dibble and Bartha (1979) in a New Jersey wheat field

contaminated by a kerosene spill used liming, fertilization, and frequent tilling and

after 2 years, surface soil concentrations were insignificant. After 1 year, the soil

was returned to a “near-normal” functional state. In strong contrast, Sexstone et al.

(1978) found very low biodegradation rates in hydrocarbon-contaminated Alaskan

soil, with hydrocarbons still present 28 years after the spill. This highlights the basic

difference between performing bioremediation in temperate regions as compared to

permanently cold environments.

Mohn et al. (2001) performed small-scale bioremediation field studies at an

Arctic and a subarctic tundra site. They found enhanced biodegradation activity in

soils that had been biostimulated, with and without peat as a bulking agent and a

microbial inoculum from a hydrocarbon-degrading enrichment culture. In terms of

larger-scale bioremediation projects, Juck et al. (2007) reported on a multi-year on
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site/in situ bioremediation project at Eureka in the Canadian High Arctic, Ellesmere

Island, Nunavut. Soil contaminated by a surface diesel fuel spill affected an area of

more than 3200 m2, part of the area being adjacent to the station’s potable water

supply. The bioremediation approach included initial solid and liquid fertilizer

application with tilling of the upper 10–20 cm of soil, followed by yearly applica-

tion of liquid fertilizer and tilling. Within four summer seasons of treatment, the

active layer soil PHC contamination had been reduced by 85% and the supra-

permafrost soil (at a depth of ca. 1 m) concentrations had been reduced by 50%.

28.6 Bioremediation Program at CFS-Alert

To put many of these challenges into perspective, a case study is presented to

illustrate a large-scale bioremediation project at Canadian Forces Station (CFS)

Alert, the most northerly, permanently inhabited location in the world.

28.6.1 Introduction

CFS-Alert is located on the north-eastern tip of Ellesmere Island, Nunavut (82�300 N,
62�200 W), approximately 800 km south of the geographic North Pole and 40 km south

of the northernmost point in Canada. Built in 1950 as a weather station, Alert became a

CanadianMilitary Communications Research Facility in 1956. At its peak of activity in

the 1970s, 200military staff were stationed there throughout the year. CFS-Alert is now

a remotely operated listening facility, and staffing has been reduced to approximately

50–100 operational personnel. Due to the remote nature of the site and logistical

constraints, all electricity, heating, and vehicle fuelling requirements are derived from

JP8 jet fuel (referred to as “diesel”) stored in two separate tank farms: one adjacent to

the airstrip apron (lower tank farm) and the second located adjacent to the main station

(upper tank farm), approximately 1.3 km from the airstrip. The movement of fuel

between tank farms, the transfer of fuel to vehicles, and stand-alone reservoirs and

historic activities on site constitute the principal avenues by which petroleum hydro-

carbon (PHC) contamination has occurred at CFS-Alert. The most important climatic

conditions impacting biological activity at CFS-Alert include low temperatures (aver-

age summer air temperatures of�0.4 �C, 3.4 �C, and 0.8 �C in June, July, and August,

respectively) and desert conditions (total average annual precipitation of 158.3 mm)

(Government of Canada website: http://climate.weather.gc.ca/climate_normals/results_

1981_2010_e.html?stnID¼1731&lang¼e&StationName¼Alert&SearchType¼
Contains&stnNameSubmit¼go&dCode¼5&dispBack¼1).

A preliminary evaluation of the potential for bioremediation of the

PHC-contaminated soil at CFS-Alert was performed in a laboratory feasibility

study (Greer et al. 2007). Based on the results of the feasibility study, which
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demonstrated effective biodegradation activity following nutrient addition, a small-

scale pilot study (small biopile) was initiated on site in July 2006.

On site monitoring of the small-scale pilot study was performed after 1 month

and yearly thereafter. The residual hydrocarbon concentration in the biopile soil

was reduced by 60% after 1 month of incubation (July–August) and by July of the

following year, the average residual PHC concentration was below 500 mg kg�1

(Fig. 28.1). A detailed analysis of the evolution of the indigenous bacterial com-

munity during this pilot study showed that the bacterial community structure

changed over time, initially being dominated by Proteobacteria and later by

Actinobacteria (Yergeau et al. 2012).

28.6.2 Source of Diesel-Contaminated Soil and Biopile
Design

In September of 2006, the first of two large spills occurred, and the approach

deployed in the small-scale demonstration project was rapidly scaled up into a

large-scale biopile project. These “fresh spill” sites (2006 Diesel Pipeline Spill and

2007 Standby Power Plant Spill) are described below.

The diesel pipeline spill of September 2006 was due to the rupture of an

expansion joint adjacent to the airstrip apron, along the diesel pipeline used to

transfer fuel between the lower and upper tank farms (Fig. 28.2). Within hours of

the spill event, the lower extent of the impacted area was excavated and a soil dam

built to capture any impacted runoff created during the ubsequent spring freshet.

There was minimal penetration of the diesel fuel at this time due to the frozen state

of the surface soil. The excavated material was placed in the small biopile area

(“small” in Fig. 28.2).

Fig. 28.1 Residual PHC in

the pilot-scale biopile

project initially, after

1 month and then in July the

following year (effectively

3 months of above-zero

temperatures). Each data

point represents a

composite sample
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During the winter of 2006–2007, the large biopile (“large” in Fig. 28.2) was

designed, materials purchased, and transported to CFS-Alert. Starting in June 2007,

the large biopile area was constructed: it consisted of a 30 cm packed gravel base

covered with an impermeable membrane, overlain with geotextile and 15 cm of

packed gravel. The exterior berm surrounding the area was approximately 2 m in

height and the final biopile area measured 40 � 100 m. The purpose of the

construction was to have an on site platform for isolating and treating contaminated

soils from current and future hydrocarbons spills.

In July 2007, the remaining diesel impacted area (outlined in white in Fig. 28.2)

was excavated until clean soil was reached in all areas, to a depth of approximately

1 m. The impacted soil was placed into the large biopile in ca. 2 m high windrows.

The total volume of excavated soil was estimated at 3000 m3. A control pile, to

monitor the effectiveness of the applied treatment system, was created during

transfer of the contaminated soil into the biopile area. A single dump truck load

of contaminated soil (ca. 8 m3) was placed in the biopile area and separated from

the windrows by ca. 10 m.

The second fuel spill occurred at the standby power plant in August, 2007, due to

human error during the re-filling of a fuel tank located at the rear of the Standby

Power Plant (Fig. 28.3). The area impacted by diesel adjacent to the splashdown

area (outlined in white in Fig. 28.3) was immediately excavated (within 24–48 h of

the event) until clean soil was reached in all areas, at a depth of approximately 1 m.

The excavated soil was transported to the large biopile area where it was placed in

separate windrows. The volume of soil excavated was estimated at 250 m3.

Fig. 28.2 The 2006 diesel pipeline spill site. The arrow indicates where the pipeline break

occurred and the white outline indicates the extent of soil excavated. Small and large refer to

the two biopiles (aerial photo NRC)
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28.6.3 Biopile Treatment Approach

Based on the results of the previous lab and pilot scale field work, as well as an

understanding of the site-specific limitations on heavy equipment access and

operator experience, and the difficulty of accessing CFS-Alert, the treatment plan

established was based on the philosophy of keeping operations and soil manipula-

tions simple and to a minimum. Treatment of the contaminated soil consisted of the

annual manual application of small quantities of slow release mono-ammonium

phosphate (MAP) (ca. 150 kg per application, which translates into a yearly

fertilization rate of 21 mg N L�1 soil water) followed by turning of the soil using

heavy equipment to mix in the MAP and aerate the soil. The fresh spill soils

undergoing treatment in the biopile were initially divided into two areas, the soil

from the 2006 Diesel Pipeline spill and the soil from the 2007 Standby Power Plant

spill. A summary of the activities performed during the treatment from 2007 to

2015 (application of MAP and turning of soils) is presented in Table 28.1. After

several years of soil turning, the original division between the two areas of the

biopile had become obscured during the mixing, so from this point on the soils were

treated as a single unit during treatment and monitoring.

The control biopile, as described in Sect. 28.6.2, was not treated with MAP nor

was it turned at any point during the treatment process. The control biopile was

sampled for chemical and microbiological analyses at the same time as the large

biopile.

Fig. 28.3 Standby Power Plant Spill of 2007. The area outlined in white indicates the extent of the
soil excavated (aerial photo Google Earth)
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28.6.4 Bioremediation Performance Monitoring

Samples for chemical analyses were collected annually. At the beginning of the

treatment, samples were collected from the large biopile in mid-August before

MAP was added or turning was performed. The samples destined for chemical

analyses were transported to an accredited lab and PHC fraction 1–4 (F1–F4), and

benzene, toluene, ethylbenzene, and total xylenes (BTEX) analyses were

performed, as prescribed by the Canadian Council of Ministers of the Environment

(CCME) (2008). During later field seasons (2013, 2014, 2015) samples for chem-

ical analysis were collected in early July and in mid-August. A final sampling

campaign was performed in August 2016, immediately preceding the movement of

cleaned soils into the original excavation located at the 2006 Diesel Pipeline spill

site (Fig. 28.2).

All samples collected from the treatment area were composites: 5–6 sub-samples

of equal volume were collected from within the sample area at depths of at least

20 cm, from randomly selected areas (e.g., tops and bottoms) of the windrows from

holes dug manually with a shovel. Each sample was then collected using fresh

disposable gloves and taken from newly exposed soil (i.e., soil not contacted by the

shovel). Sub-samples were mixed together, large stones removed, and then the

samples were transferred into glass sample jars with Teflon coated caps, and the

sample jars were completely filled with soil to avoid contaminant volatilization.

Field and transport blanks prepared by the analytical labs, containing clean sand,

were also prepared and shipped along with the test samples. The samples collected

from the control biopile were single samples, taken from depths of at least 20 cm

from the top of the pile using a clean shovel, new disposable gloves, and soil which

Table 28.1 Summary of large biopile (fresh spill soil) treatment system activities from 2007 to

2015

Soils

Application of MAPa

(0.05 kg m�3 per application) Turning event

Large biopile (fresh spill soil) 08/2007

07/2008 07/2008

08/2009 08/2009

06/2010, 08/2010 06/2010, 08/2010

07/2011, 08/2011 07/2011

07/2012, 08/2012 08/2012

08/2013 08/2013

07/2014 07/2014, 08/2014

07/2015 07/2015

Control soil None None
aMono-ammonium phosphate
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was not contacted by the shovel. The samples were transferred into glass sample

jars with Teflon coated caps, as described above.

Chemical analyses were performed at least yearly on all biopile soils. Compar-

ison guidelines for the assessment of soil contamination at CFS-Alert were based on

the CCME Canada-Wide standards (2008). PHC F1–F4 and BTEX results for the

duration of the treatment campaign were compared to the more stringent CCME

(2008) commercial/industrial generic levels for coarse soils. The CCME commer-

cial/industrial land use category is assigned to a site where the primary activity

involves the production, manufacture, or storage of materials and where public

access is restricted. Children are not permitted continuous access or occupancy on

commercial/industrial sites. This land use category corresponds to the activities

occurring at CFS-Alert.

Total Kjeldahl nitrogen (TKN) analyses were also performed on the fresh spill

soils from 2011 to 2015 to monitor for total nitrogen concentrations in the soils.

TKN analyses were performed on four composite soils (five sub-samples per

composite) collected prior to performing the annual addition of MAP.

Based on the observed biodegradation success (below) of the treatment approach

on the “fresh spill” soils (i.e., those where treatment commenced within 1 year of

the spill event), several “aged spill” sites (contamination occurred more than

12 years before treatment) were excavated in 2011 and subjected to the same

treatment approach. Soils from three different areas were excavated and transported

to a separate section of the large biopile treatment area and mixed together, and the

previously established bioremediation methodology of annual application of MAP

(25 kg per application, which translates into a yearly average of 150 mg N L�1 soil

water) and turning was applied (summary of activities in Table 28.2). The aged spill

soils, from two separate areas around the Main Power Plant and from another area

along the Diesel Pipeline, were combined and treated in a single biopile. The total

volume of soil excavated from the two Main Power Plant sites and the Diesel

Pipeline site was estimated at 85 m3.

Residual hydrocarbon analyses (PHC F1–F4 and BTEX) of the large biopile

samples demonstrated that only PHC F2 was above the CCME guideline concen-

tration of 260 mg kg�1 in all of the samples collected initially from both the fresh

spill and aged spill sites. All other components (PHC-F1, -F3, -F4, and BTEX)

Table 28.2 Summary of aged spill biopile treatment system activities from 2011 to 2016

Soils

Application of MAPa

(0.3 kg m�3 per application) Turning event

Large biopile (aged spill soil) 07/2011

07/2012 08/2012

08/2013 (�2) 08/2013

07/2014 (�2) 08/2014

07/2015 07/2015

08/2016 08/2016
aMono-ammonium phosphate
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remained below CCME guidelines throughout the duration of the treatment (results

not shown).

The evolution of PHC F2 concentrations over time in the large biopile treatment

area for both fresh and aged spill soils is presented in Fig. 28.4. The average F2

concentration at the start of the treatment for the fresh spill soil (2007) and aged

spill soil (2011) was approximately 2000 mg kg�1, which dereased to below the

CCME guideline by 2013 and 2014, respectively. Although the average PHC F2

concentrations were below CCME guidelines by 2013 and 2014, samples from

some areas remained above the 260 mg kg�1 target. Treatment was continued until

August 2015, at which time all samples from the fresh spill soils were below the

CCME PHC F2 guideline with an average of 72 mg kg�1. For the aged spill soils,

no hotspots were detected during the 2016 sampling campaign and the average PHC

F2 concentration was 106 mg kg�1.

Nitrogen (TKN) analyses of the final five seasons of the fresh spill soils

(Fig. 28.5) demonstrated that nitrogen levels were never significantly elevated in

the soils and that they remained relatively stable. When compared to the significant

decrease in average PHC concentrations over the course of the treatment, from

2000 mg kg�1 to 72 mg kg�1, nitrogen neither appeared to be limiting with respect

to biodegradation activity nor did it accumulate in the soils when the PHC carbon

was consumed and removed from the system.

Fig. 28.4 Petroleum Hydrocarbon (PHC) Fraction 2 (F2) concentrations over time in the fresh

spill (open bars) and aged spill (hatched bars) soils. The black line indicates the CCME PHC F2

guideline of 260 mg kg�1. Error bars represent one standard deviation
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The concentration of PHC F2 in the control biopile was quite variable over time

(results not shown) with an overall average throughout the duration of the project of

1873 mg kg�1. This indicates that the vast majority of the observed PHC degrada-

tion was due to the stimulated biological activity associated with the annual

addition of MAP and turning of the biopiles. The recorded loss of PHC from the

control biopile was most likely due to volatilization.

It is of particular interest that the time required to reach the CCME PHC F2

guidelines in the aged spill soils was less than that required in the new spill soils,

even though they both started out at roughly the same concentration. This, at first

glance may be counter intuitive, as aged contaminants are generally less bioavail-

able and longer treatment times are often required. However, fresh contamination,

especially with lower molecular mass PHC, is known to increase soil toxicity

(Cermak et al. 2010). The observed rapid rate of biodegradation was most likely

due to the difference in total MAP added to the soils; over the course of the

treatment, the total concentration of MAP added to the fresh spill and aged spill

soils was 0.25 g and 1.2 g MAP kg�1 soil, respectively. While the concept of adding

more MAP to speed up biodegradation appears to hold in this example, lab based

experiments using fresh spill soils demonstrated that when elevated concentrations

of MAP were used to stimulate the biodegradation of PHCs, an inhibitory effect on

biodegradation activity was noted (results not shown). The periodic addition of low

concentrations of MAP was the most appropriate method to stimulate the desired

long-term biodegradation activities observed during the biopile treatment process.

Overall, the ability to biodegrade both fresh and aged PHC contamination in soil

under the extreme climatic conditions encountered at CFS-Alert was clearly

Fig. 28.5 Average TKN concentrations in fresh spill soils from 2011 to 2015. Error bars represent

one standard deviation
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demonstrated and highlights the feasibility of using biologically based treatment

processes at challenging sites across the Arctic.

28.7 Conclusions

The bioremediation of hydrocarbon-contaminated soils in cold environments is not

only feasible, but has been successfully accomplished, in spite of the numerous

challenges imposed by remoteness, limited infrastructure, and harsh environmental

conditions, including both abiotic and biotic pressures. Site-specific conditions will

impact the bioavailability of hydrocarbon substrates, other essential nutrients, the

presence of liquid water, and the necessary microorganisms to perform the degra-

dation, all of which must be considered in the design and implementation of

bioremediation approaches. Although longer treatment times can be anticipated,

bioremediation can be a cost-effective and efficient means to address hydrocarbon

contamination in cold soil environments. The recent successful completion of a

large-scale bioremediation project at CFS-Alert in the Canadian high Arctic pro-

vided considerable insight into how to address the various challenges that can be

encountered in these extreme environments. It is clear that additional large-scale

demonstration projects are required to provide a more thorough validation of

application of bioremediation technologies in cold regions under the variety of

site-specific and harsh environmental conditions that would be encountered for

much of the year.

Acknowledgment The authors gratefully acknowledge the contributions of Drew Craig, Don

Kovanen, Andrew Tam and Chris McRae of the Environment Office at 8 Wing Trenton, Depart-

ment of National Defence Canada.

References

Akbari A, Ghoshal S (2015) Effects of diurnal temperature variation on microbial community and

petroleum hydrocarbon biodegradation in contaminated soils from a sub-Arctic site. Environ

Microbiol 17(12):4916–4928

Atlas RM (1981) Microbial degradation of petroleum hydrocarbons: an environmental perspec-

tive. Microbiol Rev 45:180–209

Børresen MN, Rike AG (2007) Effects of nutrient content, moisture content and salinity on

mineralization of hexadecane in an Arctic soil. Cold Reg Sci Technol 48:129–138

Brakstad OG, Bonaunet K (2006) Biodegradation of petroleum hydrocarbons in seawater at low

temperatures (0–5�C) and bacterial communities associated with degradation. Biodegradation

17:71–82

Camenzuli D, Freidman BL (2015) On-site and in situ remediation technologies applicable to

petroleum hydrocarbon contaminated sites in the Antarctic and Arctic. Polar Res 34:24492.

doi:10.3402/polar.v34.24492

658 C.W. Greer and D.F. Juck

http://dx.doi.org/10.3402/polar.v34.24492


Canadian Council of Ministers of the Environment (CCME) (2008) Canada-wide standards for

petroleum hydrocarbons (PHC) in soil, Table 1 revised 2008. http://www.ccme.ca/files/

Resources/csm/phc_cws/phc_standard_1.0_e.pdf

Cermak JH, Stephenson GL, Birkholtz D, Wang Z, Dixon DG (2010) Toxicity of petroleum

distillates to soil organisms. Environ Toxicol Chem 29(12):2685–2694

Chang W, Whyte L, Ghoshal S (2011) Comparison of the effects of variable site temperatures and

constant incubation temperatures on the biodegradation of petroleum hydrocarbons in pilot-

scale experiments with field-age contaminated soils from a cold regions site. Chemosphere

82:872–878

Colwell RR, Mills AL, Walker JD, Garcia-Tello P, Campos-P V (1978) Microbial ecology studies

of the Metula spill in the Straits of Magellan. J Fish Res Board Can 35:573–580

Couto N, Fritt-Rasmussen J, Jensen PE, Højrup M, Rodrigo AP, Ribeiro AB (2014) Suitability of

oil bioremediation in an Artic soil using surplus heating from an incineration facility. Environ

Sci Pollut Res 21:6221–6227

Dibble JT, Bartha R (1979) Rehabilitation of oil-inundated agricultural land: a case history. Soil

Sci 128:56–60

Filler DM, Reynolds CM, Snape I, Daugulis AJ, Barnes DL, Williams PJ (2006) Advances in

engineered remediation for us in the Arctic and Antartica. Polar Rec 42:111–120

Garneau M-E, Michel C, Meisterhans G, Fortin N, King TL, Greer CW, Lee K (2016) Hydrocar-

bon biodegradation by Arctic sea-ice and sub-ice microbial communities during microcosm

experiments, Northwest Passage (Nunavut, Canada). FEMS Microbiol Ecol 92(10):fiw130.

doi:10.1093/femsec/fiw130

Goordial J, Davila A, Lacelle D, Pollard W, Marinova MW, Greer CW, DiRuggiero J, McKay CP,

Whyte LG (2016) Nearing the cold-arid limits of microbial life in permafrost of an upper dry

valley, Antarctica. ISME J 10:1613–1624

Greer CW, Masson C, Beaumier D, Kovanen D, Craig D (2007) Biotreatability assessment and on

site biotreatment monitoring of hydrocarbon contaminated soil at CFS-Alert, Nunavut. In:

Biggar K, Cotta G, Nahir M, Mullick A, Buchko J, Ho A, Guigard S (eds) Assessment and

remediation of contaminated sites in Arctic and cold climates (ARCSACC), Edmonton, AB,

Canada, pp 3–11

Greer CW, Whyte LG, Niederberger TD (2010) Microbial communities in hydrocarbon contam-

inated temperate, tropical, alpine and polar soils. In: Timmis KN, McGenity TJ, van der Meer

JR, de Lorenzo V (eds) Handbook of hydrocarbon and lipid microbiology. Springer, Berlin, pp

2313–2328

Hazen TC, Dubinsky EA, DeSantis TZ, Andersen GL, Piceno YM, Singh N, Jansson JK, Probst A,

Borglin SE, Fortney JL, Stringfellow WT, Bill M, Conrad ME, Tom LM, Chavarria KL, Alusi

TR, Lamendella R, Joyner DC, Spier C, Baelum J, Auer M, Zemla ML, Chakraborty R,

Sonnenthal EL, D’Haeseleer P, Holman HYN, Osman S, ZM L, Van Nostrand J, Deng Y,

Zhou JZ, Mason OU (2010) Deep-sea oil plume enriches indigenous oil-degrading bacteria.

Science 330:204–208

Juck DF, Labbe D, Buchko J, Domijan E, Whyte LG Greer CW (2007) Monitoring of a high Arctic

site impacted by petroleum hydrocarbons: lessons learned from microbial community charac-

terization. In: Biggar K, Cotta G, Nahir M, Mullick A, Buchko J, Ho A, Guigard S (eds)

Assessment and remediation of contaminated sites in Arctic and cold climates (ARCSACC),

Edmonton, AB, Canada, pp 167–173

King MM, Kinner NE, Deming D, Simonton JA, Belden LM (2014) Bioventing of no. 2 fuel oil:

effects of air flowrate, temperature, nutrient amendment, and acclimation. Remediat J

24:47–60

Margesin R, Schinner F (2001) Bioremediation (natural attenuation and biostimulation) of diesel-

oil-contaminated soil in an alpine glacier skiing area. Appl Environ Microbiol 67:3127–3133

Mason OU, Hazen TC, Borglin S, Chain PS, Dubinsky EA, Fortney JL, Han J, Holman HY,

Hultman J, Lamendella R (2012) Metagenome, metatranscriptome and single-cell sequencing

reveal microbial response to Deepwater Horizon oil spill. ISME J 6:1715–1727

28 Bioremediation of Petroleum Hydrocarbon Spills in Cold Terrestrial Environments 659

http://www.ccme.ca/files/Resources/csm/phc_cws/phc_standard_1.0_e.pdf
http://www.ccme.ca/files/Resources/csm/phc_cws/phc_standard_1.0_e.pdf
http://dx.doi.org/10.1093/femsec/fiw130


McFarlin KM, Prince RC, Perkins R, Leigh MB (2014) Biodegradation of dispersed oil in Arctic

seawater at -1�C. PLoS ONE 9(1):e84297. doi:10.1371/journal.pone.0084297

Mohn WW, Radziminski CZ, Fortin M-C, Reimer KJ (2001) On site bioremediation of

hydrocarbon-contaminated Arctic tundra soils in inoculated biopiles. Appl Microbiol

Biotechnol 57:242–247

Mykytczuk NCS, Foote SJ, Omelon CR, Southam G, Greer CW, Whyte LG (2013) Bacterial

growth at -15�C; molecular insights from the permafrost bacterium Planococcus
halocryophilus Or1. ISME J 7:1211–1226

Naseri M, Barabadi A, Barabady J (2014) Bioremediation treatment of hydrocarbon-contaminated

Arctic soils: influencing parameters. Environ Sci Pollut Res 21:11250–11265

Prince RC, Gramain A, McGenity TJ (2010) Prokaryotic hydrocarbon degraders. In: Timmis KN

(ed) Handbook of hydrocarbon and lipid microbiology. Springer, Berlin, pp 1672–1692

Rike AG, Haugen KB, Borreson M, Engene B, Kolstad P (2003) In situ biodegradation of

petroleum hydrocarbons in frozen Arctic soils. Cold Reg Sci Technol 37:97–120

Sanscartier D, Zeeb B, Kch I, Reimer KJ (2009) Bioremediation of diesel-contaminated soil by

heated and humidified biopile system in cold climates. Cold Reg Sci Technol 55:167–173

Schafer AN, Snape I, Siciliano SD (2007) Soil biogeochemical toxicity end points for

sub-Antarctic islands contaminated with petroleum hydrocarbons. Environ Toxicol Chem 26

(5):890–897

Schafer AN, Snape I, Siciliano SD (2009) Influence of liquid water and soil temperature on

petroleum hydrocarbon toxicity in Antarctic soil. Environ Toxicol Chem 28(7):1409–1415

Sexstone A, Everett K, Jenkins T, Atlas RM (1978) Fate of crude and refined oils in north slope

soils. Arctic 31:339–347

Walworth J, Braddock J, Woolard C (2001) Nutrient and temperature interactions in bioremedi-

ation of cryic soils. Cold Reg Sci Technol 32:85–91

Walworth J, Pond A, Snape I, Rayner J, Ferguson S, Harvey P (2007) Nitrogen requirements for

maximizing petroleum bioremediation in a sub-Antarctic soil. Cold Reg Sci Technol 48:84–91

Yang S-Z, Jin H-J, Wei Z, He R-X, Ji Y-J, Li X-M, S-P Y (2009) Bioremediation of oil spills in

cold environments: a review. Pedosphere 19(3):371–381

Yergeau E, Sanschagrin S, Beaumier D, Greer CW (2012) Metagenomic analysis of the bioreme-

diation of diesel-contaminated Canadian high Arctic soils. PLoS ONE 7(1):e30058. doi:10.

1371/journal.pone.0030058

ZoBell CE (1946) Action of microorganisms on hydrocarbons. Bacteriol Rev 10:1–49

ZoBell CE (1973) Bacterial degradation of mineral oils at low temperatures. In: Ahearn DG,

Meyers SP (eds) The microbial degradation of oil pollutants. Publication no. LSU-SG-73-01,

Center for Wetland Resources, Louisiana State University, Baton Rouge, p. 153–161

660 C.W. Greer and D.F. Juck

http://dx.doi.org/10.1371/journal.pone.0084297
http://dx.doi.org/10.1371/journal.pone.0030058
http://dx.doi.org/10.1371/journal.pone.0030058


Chapter 29

Rhizoremediation in Cold Climates

Kim Yrjälä, Timo P. Sipilä, and Shinjini Mukherjee

Abstract Rhizoremediation has become increasingly interesting as it offers sev-

eral solutions to environmental problems by making use of plants. The International

Phytotechnology Society (http://phytosociety.org/) defines phytotechnology as the

strategic use of plants to solve environmental problems by remediating the qualities

and quantities of our soil, water, and air resources and by restoring ecosystem

services in managed landscapes. Plants always interact with belowground

microbes, bacteria, fungi, and archaea, and even aboveground epi/endophytic

microbes. The recent adoption of omics techniques has led to much widened

understanding of soil microbial communities, and conditions that promote predict-

able activity in contaminated soils with effects on plants. These methods have in

microbial ecology brought out new concepts like plant microbiome describing the

wide array of microorganisms living and interacting in different ways with the

plant. The identification of increasing numbers of microbes associated with plants

helps to notify new functional groups of microbes that are and become important

for applications of phytotechnology. In the boreal cold climate freezing and

thawing of soil occurs, which shapes the active microbial communities in a peculiar

way. Also in the cold season soil, microbes perform tasks important for ecosystem

functioning. The plants create a suitable environment for microbes especially in the

rhizosphere where root exudates are excellent food for microbes in the vicinity of

roots. Woody plants have received increased attention, especially poplars (Populus
spp.), when it was recognized that they can reduce the level of trichloroethylenes in

soil with the help of endophytes. Poplars have successfully been used for

rhizoremediation of petroleum and other hydrocarbon compounds.
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29.1 Introduction

Rhizoremediation has been coined as an alternative in situ method for cleanup of

polluted soils. It relies on the use of plants and their associated microbes for

biodegradation of organic compounds. The biodegradation of harmful compounds

takes place mainly in the rhizosphere of plants which is a hotspot for microbial

activity in soil (Gerhardt et al. 2009; Glick 2010). The method fulfills the criteria of

sustainability in that it takes us of nature’s own system developed along the

evolution of different organisms on Earth. While the plant through photosynthesis

is producing sugars with the energy from light, it releases secondary metabolites as

exudates in the root zone that stimulates microbial activity in soil (Pilon-Smits

2005). It is considered that the abundance of microbes in the rhizosphere most often

is elevated compared to the bulk soil due to the diverse growth substrates released

by the plant. Manmade chemicals like herbicides and pesticides often containing

aromatic and aliphatic ring structures are not completely new for plant-associated

microbes since several plant secondary metabolites also contain similar compounds

(Singer et al. 2003; Martin et al. 2014). Plants can take up pollutants from soil if the

compounds are enough water-soluble. Very hydrophobic compounds cannot enter

the plant tissue. The plant may produce catabolic enzymes for degradation of

organics that have entered into the plant. Xenobiotics within plant tissues can

also be transported between plant compartments and even evaporated through the

leaves in the process of phytovolatilization.

The cold climate is a challenge for rhizoremediation, a biological process

involving microbes and their catabolic enzymes, where the temperature is an

important factor. The mean temperatures in Scandinavia belonging to the boreal
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climate region range from þ21 �C in July to �10 �C in January (Climate-data.org;

https://en.climate-data.org/location/134283/). For a considerable part of the year

(5–6 months depending on location), the medium temperature is below 0 �C.
Rhizoremediation is ultimately dependent on the microbial diversity in soil, but

the plant itself, its health and growth, is a crucial part of a successful bioremediation

process. Pollutants in soil not only have strong effects on the soil microbes but also

on the plant (Mackova et al. 2006; Gerhardt et al. 2009; Glick 2010). The plant

experiences environmental stress that retards growth of roots, hampering the

remediation process. The positive interaction between the plant and microbes can

reduce plant stress.

A somewhat conceptual and even scientific misconception is that there could be

phytoremediation without effects of microbes. Microbes have, however, established

themselves in all possible ecosystems. The misconception is partly result of poor

education about the facts of microbial life and the microbial contribution to life on

our planet (Barberán et al. 2016). The science of ecology including biology has not

incorporated the recent findings and knowledge of microbial ecology. From modern

microbial ecology, we have learned that microbes inhabit also the plant (Hardoim

et al. 2015), and they may influence most mechanisms we know about

phytoremediation. The advances in omics for studying the great diversity of micro-

organisms living in association with plants are opening new horizons.

The awareness of polluted soils has very recently received increased attention

(Finnish Environment 2015) when a strategy for polluted soil risk management was

done and published by the Ministry of Environment. Sustainability has become a

demanding factor in dealing with these environmental problems, and there is a

growing need to find alternatives to the present widely adopted extensive excava-

tion of polluted soils. In situ treatment methods are called upon as green technology

for more effective use of available resources.

29.2 Rhizoremediation as Type of Bioremediation

Bioremediation is now a widely accepted solution for the treatment of petroleum

hydrocarbon (PHC)-contaminated soils in temperate climates (Dobson et al. 2004)

and is increasingly viewed as an appropriate clean-up option for this type of

contamination in cold climates (Aislabie et al. 2006). Its practical application in

cold regions has received far less attention than in temperate ones. Laboratory and

field-scale studies have shown the potential of this technology for the treatment of

PHC-contaminated soil in cold temperature (Filler et al. 2001; Aislabie et al. 2006;

Schiewer and Niemeyer 2006).

Why use plants for bioremediation? The best answer to the question is maybe the

so-called rhizosphere effect which refers to rhizosphere priming. It is the conse-

quence of the energy fixed by photosynthesis, which is used for making sugars that

are further allocated to roots. Plants can be seen as energy pumps translocating solar

energy to the soil and allowing soil microorganisms to grow and degrade toxic

compounds. Phytoremediation or the use of plants for cleanup of soils involves
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several processes like uptake and transformation of organic contaminants, biodeg-

radation of contaminants in the rhizosphere, and also extraction of heavy metals to

the roots and translocation to other plant compartments (Cunningham et al. 1995;

Macek et al. 2000; Kuiper et al. 2004). Rhizoremediation is strongly relying on the

rhizosphere effect when the abundance and activity of bacteria is elevated, and

mycorrhizal symbionts are increasing the root mass and root surface area (Thomas

and Cébron 2016).

Rhizoremediation has successfully been applied for several types of organic

contaminants including pesticides, herbicides, explosives, and petroleum hydrocar-

bons (Kidd et al. 2008; Mackova et al. 2009; Gaskin and Bentham 2010; Ramos

et al. 2010; Slater et al. 2011; Mukherjee et al. 2015). The rhizosphere has received

increased attention in form of publications since the year 2000 (Tibbett et al. 2012).

As a consequence, Rhizosphere 1 congress was first time held in Munich 2004, and

Rhizosphere 4 was held 2015 in Maastricht. The rhizosphere has been defined as the

area around the root extending 2 mm from the root surface (Lynch and de Leij

1990). This area is a hotspot for degradation of hydrocarbons due to elevated

microbial biomass and activity. This rhizosphere effect has well been documented

(Anderson et al. 1993; Nie et al. 2010).

The outcome of hitherto conducted rhizoremediation varies a lot. Much of

variation is explained by different experimental designs. Soil type and choice of

plants and type of contaminants evidently affect the results (Liste and Prutz 2006;

Olson et al. 2007). Plant species selection is of fundamental importance and the best

policy is to use native plants and if possible special genotypes or clones known to be

best suitable for combating pollution stress.

29.3 Root Exudation Priming Biodegradation

The allocation of fixed photosynthetic energy to the root as biosynthesized exudates

is the basis for the remedial process in the rhizosphere. The soluble fraction of root

exudates consists of low molecular mass carbohydrates, amino acids, organic acid

anions, and various secondary metabolites (Gerhardt et al. 2009; Martin et al. 2014).

Low molecular mass secondary metabolites are excreted from the roots. The plant

itself has the ability to produce laccases and peroxidases that can take part in catab-

olizing aromatic compounds and polyaromatic hydrocarbons (PAHs) (Fig. 29.1).

Fungal root symbionts may also contribute with extracellular broad specificity

enzymes to the catabolism of aromatics (Harms et al. 2011; Lenoir et al. 2016).

29.3.1 Cometabolism

Cometabolism is a fundamental mechanism in biodegradation, especially in

rhizoremediation, where recalcitrant contaminants like four and five ring PAHs

can partly be degraded by microbes that do not get enough energy for growth, but
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can simultaneously use other carbon compounds for energy and propagation.

Degradation of polychlorinated biphenyls (PCBs) has also been found to occur

cometabolically (Furukawa et al. 1983; Kilpi et al. 1988).

Enzyme activities on several structural analogs are important for cometabolism

in that natural compounds structurally resembling the contaminants induce degra-

dation. Biphenyl is a non-halogenated parent compound of PCBs and can activate

microbes in PCB degradation. Enzymes needed for breakdown of biphenyl are also

needed in PCB degradation and are induced by this structural analog (Yrjälä 1997;

Sipilä et al. 2010).

Flavonoids produced by the plant often contain aromatic structures that soil

microbes have become familiar with. It is thought that through evolution bacteria

have developed catabolic enzymes and pathways to degrade these compounds

(Singh et al. 2004; Mackova et al. 2006).

29.3.2 Improved Bioavailability

The prerequisite for bioremediation of hydrocarbons via rhizoremediation is that

the contaminant is directly available for the degrading microbes. Solubility of

strongly hydrophobic compounds can be improved with detergents (Christofi and

Ivshina 2002; Singh et al. 2008). The plant exudates can improve the bioavailability

of pollutants since some of them are lipophilic and function as detergents (Read

et al. 2003). Also microorganisms can secrete compounds that can function as

surfactants, and their production can be induced upon environmental stress (Mul-

ligan 2009). Even in polar regions, bacteria have been isolated that degrade

hydrocarbons and produce biosurfactants (Malavenda et al. 2015).

Fig. 29.1 Mechanisms how root exudates can enhance biodegradation of petroleum hydrocarbons

(figure designed by Paola Diaz Londono)
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29.3.3 Direct Degradation and via Mycorrhizal Symbionts

Plant roots may produce and secrete enzymes like laccases and peroxidases that

catalyze the oxidation of, for instance, PAHs of petroleum (Gerhardt et al. 2009).

Mycorrhizal fungi, endo- and ectomycorrhiza, may excrete extracellular enzymes

to catalyze the degradation of aliphatic and aromatic compounds of petroleum

(Fig. 29.1) (Harms et al. 2011; Lenoir et al. 2016).

29.4 Tree Species Produce High Biomass

Poplar (Populus spp.) and willow (Salix spp.) are often used for phytoremediation.

They are fast growing trees with a high capacity of water uptake (Hoag and

Hornsby 1992). Red mulberry (Morus rubra) and birches (Betula spp.) have also

been used for phytoremediation (Vervaeke et al. 2003; de Carcer et al. 2007; Sipilä

et al. 2008; Yrjälä et al. 2010a). Poplar and willows have commercial uses as

firewood (e.g., P. tremuloides and S. viminalis). The major advantages of trees in

phytoremediation are:

1. Perennial growth and accumulation with no need for annual harvest

2. Well-developed root system in mature trees

3. Effective water uptake, which can be used to stabilize the polluted site

4. Production of litter that provides nutrients to poor soils after decomposition

5. Some potential tree species for phytoremediation are also of economic value

(Golan-Goldhirsh et al. 2004)

Extensive research efforts tackles use of woody species for phytoremediation of

soils and groundwater from organic pollutants (Corseuil and Moreno 2001; Hong

et al. 2001; Palmroth et al. 2002; Mukherjee et al. 2015), aromatic hydrocarbons

(Thompson et al. 1998), and halogenated compounds (Doni et al. 2012). Mycor-

rhizal fungi infect trees, and the effect of the symbiotic association on uptake of

pollutants was studied (Schnabel andWhite 2001). Some tree species can be seen as

the first “immigrants” on such sites (Golan-Goldhirsh et al. 2004). In search for

suitable plants for the phytoremediation of polluted sites, the use of trees is a good

option also giving substantial biomass.

29.5 Populus Trees for Rhizoremediation

Poplar (Populus spp.), like willow, is a member of the Salicaeae family that have

the ability to cross within the genus, giving rise to a number of potential genotypes

(Monclus et al. 2009). They also readily form hybrids utilized by foresters to

maximize growth rates and yield (Klopfenstein et al. 1997). Poplar can be
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Table 29.1 Studies involving poplars for remediation of organic contaminants

Populus species

Organic

contaminant Theme of study Reference

Populus deltoides �
P. nigra DN34

Atrazine Vegetative uptake and degrada-

tion of atrazine in the rhizosphere

Burken

and

Schnoor

(1996)

Populus deltoides �
P. nigra DN-34, Imperial

Carolina

Atrazine, ben-

zene, toluene, and

xylenes (BTX)

First report of enumeration of

specific microbial populations

(total heterotrophs, denitrifiers,

pseudomonads, BTX degraders,

and atrazine degraders) in Populus
rhizosphere

Jordahl

et al.

(1997)

Populus trichocarpa �
P. deltoides

Trichloro-ethyl-

ene (TCE)

A comprehensive study demon-

strating efficient metabolism of

TCE by axenic cultures of

Populus cells, poplar cuttings, and
in a field trial with poplar trees

Gordon

et al.

(1998)

Populus deltoides �
P. nigra DN-34

Benzene Laboratory experiments investi-

gating the toxicity response of

poplar cuttings to benzene expo-

sure, contaminant distribution in

plant tissues, contaminant degra-

dation in the soil profile, and con-

taminant volatilization from the

soil and plant tissues

Burken

et al.

(2001)

Populus deltoides �
P. nigra DN-34, Imperial

Carolina

Methyl tertbutyl

ether (MTBE)

A three phase study involving

(A) a laboratory bioreactor study

that examined the fate and trans-

port of 14C-radiolabeled MTBE in

hybrid poplars; (B) mathematical

modelling investigating the influ-

ence of deep-rooted trees on

unsaturated and saturated ground-

water flow; (C) a field study at a

site with MTBE-contaminated

groundwater where hybrid poplar

trees were planted

Hong

et al.

(2001)

Populus nigra Diesel A report on effect of diesel fuel on

plant growth and on the rhizo-

sphere microflora. T-RFLP fin-

gerprinting of rhizosphere

bacterial communities and isola-

tion and identification of

hydrocarbon-degrading strains

were performed, and these strains

were checked for the presence of

alkB gene

Tesar

et al.

(2002)

Populus deltoids �
P. trichocarpa

Volatile organic

compounds

(VOCs)

Phytoremediation field experi-

ment demonstrating that hybrid

Hirsh

et al.

(2003)

(continued)
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Table 29.1 (continued)

Populus species

Organic

contaminant Theme of study Reference

poplar trees mitigate the migration

of a groundwater plume of VOCs

Populus deltoids �
P. nigra DN-34

RDX explosives Poplar tissue cultures and leaf

crude extracts were shown to

mineralize RDX upon exposure to

light

Van Aken

et al.

(2004)

P. trichocarpa �
P. deltoides
cv. Hoogvorst

Toluene First report of in planta horizontal

gene transfer among plant-

associated endophytic bacteria.

Inoculation of Burkholderia
cepacia VM1468 containing

pTOM-Bu61 plasmid (carrying

genes for toluene degradation) had

a positive effect on plant growth in

the presence of toluene

Populus trichocarpa �
P. deltoides
cv. “Hazendans” and

“Hoogvorst”

BTEX Endophytic bacteria were isolated

from the root, stem, and leaf of

two cultivars of poplar tree grow-

ing on a site contaminated with

BTEX compounds. They were

further characterized genotypi-

cally (16S rRNA sequencing) and

phenotypically by their tolerance

to target pollutants. The endo-

phytic bacteria exhibited marked

spatial compartmentalization

within the plant

Moore

et al.

(2006)

Populus deltoides �
P. nigra DN-34

RDX explosives First report showing that the

exposure of poplar plants to RDX

results in the induction of several

genes that are involved in explo-

sive detoxification such as gluta-

thione S-transferases (GSTs),

cytochrome P-450s (CYPs),

NADPH-dependent reductases,

and peroxidases

Tanaka

et al.

(2007)

Populus deltoides �
P. nigra DN34

Polychlorinated

biphenyls (PCB)

Report on the transport of PCBs

through whole plants designed for

use in treatment at disposal

facilities

Liu and

Schnoor

(2008)

Transgenic Populus
tremula � tremuloides
var. Etropole

2,4,6-trinitrotolu-

ene (TNT)

Transgenic hybrid poplars

expressing bacterial

nitroreductase gene, pnrA, were
shown to tolerate and take up

greater amounts of TNT

Van

Dillewijn

et al.

(2008)

Populus deltoides �
(P. trichocarpa �

TCE First in situ inoculation of poplar

trees, growing on a

TCE-contaminated site, with the

Weyens

et al.

(2009)

(continued)
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considered as an important model woody plant. Sequencing of the whole genome of

Populus trichocarpa and the extensively expressed sequence tag (EST) database

are part of research of great importance for Populus species helping to improve the

practical use of this tree in several applications (Sterky et al. 2004). Populus
tremuloides is the fastest growing tree species in Finland and in other parts of

Scandinavia (Pulkkinen 2014), and it is suited for clonal propagation and routine

transformation (Bradshaw et al. 2000; Taylor et al. 2002; Wullschleger et al. 2002).

Due to the favorable properties, hybrid poplars have been used as cash crops for

pulp and energy and in past decades hybrid and transgenic poplars have extensively

been used in remediation of organic contaminants (Table 29.1).

Table 29.1 (continued)

Populus species

Organic

contaminant Theme of study Reference

P. deltoides)
cv. Grimminge

TCE-degrading strain Pseudomo-
nas putidaW619-TCE, which was

established and enriched in planta

as a poplar root endophyte and by

further horizontal gene transfer of

TCE metabolic activity to mem-

bers of the poplar’s endogenous
endophytic population

Populus tremula �
P. alba and

P. trichocarpa

Chlorpyrifos Hydroponic study demonstrating

the efficiency of poplars in uptake

and translocation of Chloropyrifos

Lee et al.

(2012)

Populus nigra (var.

italica)

Petroleum hydro-

carbons (PHC),

PCBs, and metals

Phytoremediation field study at a

site historically contaminated with

PHCs, PCBs, and metals; poplars

together with horse manure treat-

ment were shown to be effective

in remediation. Biogeochemical

parameters were monitored by

SDS PAGE

Doni et al.

(2012)

Populus deltoides �
P. nigra

Polyaromatic

hydrocarbons

(PAHs)

Efficacy of Burkholderia
fungorum DBT1 (a strain isolated

from oil refinery discharge and

capable of degrading

dibenzothiophene, phenanthrene,

naphthalene, and fluorene) was

demonstrated as an endophyte in

poplars during 18-weeks green-

house experiment

Andreolli

et al.

(2013)

Salix viminalis L. TCE TCE added to cylinders filled with

compost above water-saturated

quartz sand

Sch€oftner
et al.

(2016)
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29.6 Monitoring Rhizoremediation in Cold Climates

The relatively short growing season in the boreal climate zone slows down the

rhizoremediation process, and psychrophilic microbes become important in the

process, since they are adapted to propagate in low temperatures. The soil freezes

for several months in winter (4–6 months) and is subjected to freeze and thaw

cycles that shape the microbial community structures in rhizosphere-

associated soil.

The low temperatures make biological processes above and below ground much

slower. The belowground diversity of microbes in soil is still huge (Torsvik and

Øvreås 2002), and the catabolic potential of the soil is an interplay of the existing

different taxa contributing to remediation. Laboratory-degradation studies have

only shown those taxa that are readily growing in the laboratory. One major

challenge that plant biologists and microbiologists face when studying these inter-

actions is that many groups of microbes that inhabit this zone are not cultivable in

the laboratory (Singh et al. 2004).

29.6.1 Molecular Markers for Monitoring

Recent advances in molecular technologies like next generation sequencing (NGS),

applied to genomics and handling of massive data in bioinformatics, offer exciting

opportunities to link structural diversity with the processes occurring in the rhizo-

sphere. The diversity of microbes in woody plant rhizosphere can be studied by

means of marker genes. The by far most common marker gene is the 16S rRNA

phylogenetic marker gene which is excellent for identification of bacteria and

archaea (Juottonen et al. 2005) using the extensive reference database with 3.4

million sequences (September 2016 release https://rdp.cme.msu.edu/). Monitoring

the structural microbial diversity gives the phylogenetic background of microbes in

soil. For soil functioning, and in this case for remediation, the functional diversity

becomes more important. Functional marker genes encode enzymes that can be

amplified from environmental DNA by polymerase chain reaction (PCR)

(Table 29.2). For the determination of the catabolic community diversity related

to the biodegradation potential, a protocol for the assessment of catabolic marker

genes in polluted soils was developed. The upper pathway extradiol dioxygenase

gene was used to assess bulk and rhizosphere soil bacterial communities degrading

aromatic compounds (Sipilä et al. 2006). This aromatic ring-cleavage gene has

successfully been used to assess the catabolic potential in soil. Birch rhizosphere-

associated soil contained a higher diversity of aromatic ring-degrading enzymes

than bulk soil (Sipilä et al. 2008). Other functionally important enzymes in different

ecosystems have been amplified (Galand et al. 2002; Yrjälä et al. 2004, 2010a,

2011).
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29.7 Rhizoremediation as Successional Dynamics

of Microbes in Polluted Soil

Degradation of the different organic compounds of PHC is a stepwise catabolic

process, and the addition or spread of contaminants causes severe changes of soil

microbial populations and communities. The initial situation at the onset of

PHC-spreading into soil (1% soil concentration) was studied in greenhouse after

some initial dose tests to assess the tolerance of hybrid aspens to PHC (Mukherjee

et al. 2013). A drastic change of the soil bacterial community structures was seen

immediately after the PHC addition and most probable number (MPN) assay

revealed an increase in the abundance of culturable PHC-degraders in the polluted

rhizosphere during first 2 weeks. Ecological succession refers to a process of more

or less deterministic developments in the composition or structure of an ecological

community (Connell and Slatyer 1977; Walker and Del Moral 2003). Succession

has so far been a well-known concept derived from plant ecology, however,

microbial succession has received much less attention (Fierer et al. 2010). Recent

methodological advancements have made it possible for microbial ecologists to

overcome limitations in analysis of temporal changes of highly diverse and rapidly

changing microbial communities in various ecosystems (Wertz et al. 2007;

Kowalchuk et al. 2000; Banning et al. 2011; Podell et al. 2014). Studies on

secondary succession can play an instrumental role in understanding the resistance

and resilience of microbial communities in response to perturbations (Griffiths and

Philippot 2013).

29.7.1 Secondary Succession in Rhizoremediation
of Petroleum: A Case Study

Petroleum contains toxic chemicals that reduce the growth of many microbial

taxa, but in nutrient-poor soils with low organic contents, the added hydrocarbons

are a resource for other taxa to propagate. Soil quality becomes a major factor

effecting the outcome of remediation. The level and duration of pollution influence

the results of rhizoremediation when aged pollution decreases the bioavailability

of contaminants. Fresh petroleum contamination was subjected to poplar

rhizoremediation in Southern Finland where different clones of hybrid aspen

(Populus tremula) were used. The seasonality of bacterial communities in

rhizosphere-associated soil was monitored and the temporal development was

followed (Mukherjee et al. 2015). The petroleum level was 0.79% (w/w) at the

start of remediation, but turned out to be quite toxic to the hybrid aspen plants.

Fertilization was not used for the low nutrient sandy soil at the beginning of

remediation in order to be able to see the direct response of plants to the petroleum

contamination.

29 Rhizoremediation in Cold Climates 673



The rhizosphere-associated and unvegetated soils were sampled at seven differ-

ent time points during 2 years and the sampling points were chosen to take into

account the seasonal variations (Mukherjee et al. 2015). DNA was isolated from the

polluted soil and from controls and was PCR-amplified. To get detailed data about

the bacterial succession, 454 pyrosequencing was adopted. Successional patterns of

bacterial communities after PHC-pollution in aspen rhizosphere in the field were

demonstrated. Seasonality had a significant impact on bacterial communities during

winter months. November 2011 and February 2012 communities were different

from the spring (May 2012) and summer (August 2012) communities, using 16S

rRNA as marker gene in this long-term field experiment (Mukherjee et al. 2015).

Experimental details: The 16S rRNA gene was amplified by PCR.

454 pyrosequencing yielded a total of 3215 OTUs (97% sequence similarity)

from 34 samples after removing singletons. The standard operating procedure

(http://www.mothur.org/wiki/Schloss_SOP) was followed for the analysis (Schloss

et al. 2009). In order to determine the co-occurrence patterns of OTUs across seven

sampling time points, hierarchical clustering was performed separately. Top

50 most abundant OTUs were selected, and spearman’s correlation coefficients

based on the average linkage criteria were calculated in Cluster 3.0 software. The

resulting heatmaps with hierarchical clustering were visualized in Java Tree view.

Non-metric multidimensional scaling (NM-MDS) and hierarchical clustering

(Fig. 29.2) grouped the bacteria into distinct clusters. Bacterial communities in

contaminated rhizosphere-associated soil and bulk soil from June 2010, September

2010 and May 2011 grouped in the “early phase.” The samples from August 2011 to

February 2012 grouped in the “late phase.”

29.7.2 Microbial Functional Diversity in Secondary
Succession

Two different marker genes, edo (extradiol dioxygenase gene) and alkB (alkane

monooxygenase gene), were used for elucidating the functional diversity in

PHC-polluted rhizosphere and bulk soil: edo as a marker for bacteria-degrading

aromatic hydrocarbons and alkB as a marker for bacteria-degrading aliphatic

hydrocarbons. Similar to the 16S rRNA communities, a clear succession was

displayed by EDO (extradiol dioxygenase amino-acid sequences) communities.

Differences in rhizosphere and bulk communities were more prominent in the

late phase of succession. We also observed a steady rise in EDO diversity during

the course of succession.

Experimental details: 454 pyrosequencing of extradiol dioxygenase amplicons

was performed from 34 samples taken at seven time points from rhizosphere and

unvegetated soil during the 2-year study period. A total of 22,391 good quality

sequences were clustered into 153 EDO OTUs (90% amino-acid sequence similar-

ity). Co-occurrence patterns of EDO OTUs were determined by hierarchical
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clustering to differentiate between the members of late phase and early phase

communities.

In order to identify the putative hosts of the extradiol dioxygenase sequences

detected in this study, we constructed a phylogenetic tree (Fig. 29.3) with the OTU

representative sequences; closest hits were taken from NCBI database (-nr) and

sequences from a study by Sipilä et al. (2008). Members of the previously men-

tioned early phase communities grouped in two different clusters of the bacterial

EDO phylogenetic tree. In the late phase of succession, community composition of

these bacterial EDOs was much more diverse and the sequence dissimilarity higher

according to the EDO tree. OTUs dominating in the late phase showed sequence

similarity to Sphingomonas, Sphingopyxis, Novosphingobium, Burkholderia,
Cycloclasticus, Polaromonas, Ralstonia, Pseudomonas, and Rhodococcus type

extradiol dioxygenases.

Fig. 29.2 Hierarchical clustering of 50 most abundant 16S rRNA OTUs. Closest phylogenetic

identification is given for each OTU. Spearman’s correlations of the co-occurring OTUs forming

clusters are indicated. RHIZ, rhizosphere; BULK, unvegetated samples (Mukherjee 2014)
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29.8 Woody Plant Stress in Polluted Soil

The addition of hydrocarbon pollutants, like PAHs, to planted soil confers stress to

the plant. This was studied using heavy metal-tolerant birch clones (Tervahauta

et al. 2009). Two birch clones, HA and WA, originating from metal-contaminated

sites were exposed for 3 months to soils (sand–peat ratio 1:1 or 4:1) spiked with a

mixture of PAHs: anthracene, fluoranthene, phenanthrene, pyrene. PAH degrada-

tion differed between the two birch clones and also by the soil type. The statistically

most significant elimination ( p � 0.01), i.e., 88% of total PAHs, was observed in

the more sandy soil planted with birch, the clearest positive effect being found with

Betula pubescens (HA) clone for phenanthrene. Birch clone HA did, however, not

Fig. 29.3 Maximum-likelihood tree of extradiol dioxygenase (EDO) amino-acid sequences. The

bootstrap consensus tree was inferred from 500 replicates. The 50 most abundant OTUs were

included in the tree along with the closest hits from NCBI non-redundant protein database

(Mukherjee 2014)
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grow in the experimental conditions and displayed chlorosis and higher level of

HsP70 protein than the WA clone. Proteomic profiling supported these results.

29.9 Rhizosphere and Endophytic Bacteria

Endophytic microbes are today defined as microbes that spend at least part of their

life cycle within plant tissue in the different plant compartments, roots, stem, and

leaves (Hardoim et al. 2015). An interesting finding was more than a decade ago,

when it was found that certain bacterial catabolic genotypes (alkB, ndoB, ntdAa,
and ntnM) were enriched in the interior of plant roots, in so-called endophytic

bacteria in response to pollution in a contaminant-dependent manner (Siciliano

et al. 2001). Plasmids may contain catabolic genes and even whole pathways for

degradation of xenobiotics (Sipilä 2009; Sipilä et al. 2010). The pTOM toluene-

degradation plasmid of Burkholderia cepacia G4 was introduced into B. cepacia L.
S.2.4, a natural endophyte of yellow lupine (Lupinus luteus). After surface-

sterilized lupine seeds were successfully inoculated with the recombinant strain,

the engineered endophytic bacteria strongly degraded toluene, resulting in a marked

decrease in its phytotoxicity (Barac et al. 2004). Epiphytic and endophytic bacteria

associated with hybrid aspen were isolated in a rhizoremediation study with PAHs.

The largest diversity of associated bacteria was found in the rhizosphere (Yrjälä

et al. 2010b). Some of the isolated bacteria were able to grow on PAHs and

identified as Burkholderia species. One of the isolates was further characterized,

Burkholderia fungorum 95, and was shown to reduce selenite to elemental selenium

detected as intracellular nanoparticles (Khoei et al. 2017). Other examples of

capacities of endophytic bacteria are the Cr(VI)-reducing bacterial strains Pseudo-
monas aeruginosa Rb-1 and Ochrobactrum intermedium Rb-2 that were found to

colonize wheat roots. While detoxifying Cr(VI), they were detected in root cortex

cells simultaneously increasing wheat root growth (Batool et al. 2015). One impor-

tant function of these plant-associated microbes is plant growth promotion and

protection against biotic and abiotic stress (Hardoim et al. 2015). The origin of

endophytic microbes found in the plant has not been known. The root microbiome

of Arabidopsis was determined using 454-pyrosequencing of the 16SrRNA gene

(Lundberg et al. 2012). Very recent findings suggest that soil type defines the

composition of root-inhabiting bacterial communities and host genotype deter-

mines their ribotype profiles to a limited extent (Bulgarelli et al. 2012).

29.9.1 Protection Against Biotic and Abiotic Stress

Endophytes may induce so-called induced systemic resistance (ISR) giving higher

tolerance to pathogens (Zamioudis and Pieterse 2012). Fungal endophytes produce

alkaloids that can inhibit growth of pathogens and herbivores (Fletcher and Harvey
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1981). Bacterial endophytes can produce antimicrobial compounds, such as

4-hydroxybenzoate (Taghavi et al. 2009). Endophytes produce siderophores for

iron acquisition which can play a role in pathogen–host interactions.

Methylobacterium strains have been shown to be involved in suppression of citrus

chlorosis (Araujo et al. 2002). Fungal strains of Neotyphdodium spp. have been

shown to increase tolerance to draught, nitrogen starvation, and water stress (Ravel

and Courty 1997). ACC (1-aminocyclopropane-1-carboxylate) deaminase is a

bacterial enzyme that lowers the levels of ethylene in the plant. Ethylene is a

plant hormone and a key regulator of colonization of plant tissue. It inhibits the

elongation of roots stems and leaves. Burkholderia phytofirmans PsJN has ACC

deaminase activity and promotes root growth (Sun et al. 2009).

29.9.2 Plant Growth Promotion

Inoculation of hybrid poplar with Enterobacter sp. 638 increased the biomass of the

plant. The results indicate that an increase in the environmental and economic

viability of poplar as a biofuel feedstock is possible when inoculated with endo-

phytic bacteria like Enterobacter sp. 638 (Rogers et al. 2012). Endophytes with

appropriate characteristics can be inoculated to phytoremediation plants like poplar

to help dealing with toxic chemicals and organic contaminants (Weyens et al.

2015). Phytohormone production by endophytes leads to changes in plant host;

the production of auxin and gibberellins is found in root endophytes (Shi et al.

2009; Khan et al. 2012). Several root endophytes fix nitrogen. Most efficient N-fixer

is Gluconacetobacter diazotrophicus living in symbiosis with sugarcane (Dong

et al. 1994). The inoculation of hybrid poplar with Burkholderia fungorum DBT1,

a dibenzothiophene degrader, resulted in elongated roots, although total growth was

not stimulated compared to control plants in an 18-week greenhouse study with

PAH-polluted soil. The inoculated plant treatment was most effective in removing

PAHs (Andreolli et al. 2013).

29.10 Spatial Heterogeneity in Assessing Rhizoremediation

Potential of Soil

For in situ treatments of polluted soils, site investigation is crucial and the extent

and level of pollution has to be estimated. Spatial heterogeneity is typical for the

spread of pollution around the polluted area; aging of PAHs is a common phenom-

enon. The spatial uncoupling between biodegradation and soil respiration seemed

to be governed by the aging of PAHs in the soil (Bengtsson et al. 2010). This puts

constraints on sampling, and not only the chemical property of the soil but also the

biology of the soil needs attention. Extensive sampling of a 1.7-ha creosote-
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polluted site and analysis of soil respiration, enzyme activity, and bacterial diversity

gave valuable site information for implementing rhizoremediation (Mukherjee

et al. 2014). Taking use of geostatistical approach (GIS) revealed how the bacteria

find their own niches in heterogenic pollution. Geostatistical methods are valuable

for visualization of ecosystem data like of soil quality over different scales (Enwall

et al. 2010). The geographical information system became a very useful tool in

visualizing the results from soil analysis and can as well be used in

rhizoremediation monitoring.

29.11 Conclusions

Soils are providing fundamental ecosystem services like production of biomass,

storage, filtration and transformation of nutrients, substances, and water. They are

best habitats for both species and genetic biodiversity. Unfortunately, soils are not

very well protected from organic and inorganic pollutants as well as excess of

nutrients, but the microbial communities adjust to these disturbances providing

capacities, together with plants, for remediation and improvement of the quality of

water. Rhizoremediation has in the new Millennium provided green solutions to

environmental problems with the increased understanding of plant–microbe inter-

actions also through omics approaches. The recognition of the huge functional

diversity of microbes together with appreciation of the biomass produced through

rhizoremediation with carbon fixing potential, will greatly enhance the practical use

of this type of phytotechnology.
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Sipilä T (2009) Plasmids and aromatic degradation in Sphingomonas for bioremediation: aromatic

ring cleavage genes in soil and rhizosphere. Dissertationes bioscientiarum molecularium

Universitatis Helsingiensis in Viikki 31/2009, Helsinki, Finland

Sipilä TP, Riisi€o H, Yrjälä K (2006) Novel upper meta-pathway extradiol dioxygenase gene

diversity in polluted soil. FEMS Microbiol Ecol 58:134–144
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Torsvik V, Øvreås L (2002) Microbial diversity and function in soil: from genes to ecosystems.

Curr Opin Microbiol 5:240–245

Van Aken B, Yoon JM, Just CL, Schnoor JL (2004) Metabolism and mineralization of hexahydro-

1, 3, 5-trinitro-1, 3, 5-triazine inside poplar tissues (Populus deltoides� nigraDN-34). Environ
Sci Technol 38:4572–4579

Van Dillewijn P, Couselo JL, Corredoira E, Delgado A, Wittich R, Ballester A, Ramos JL (2008)

Bioremediation of 2, 4, 6-trinitrotoluene by bacterial nitroreductase expressing transgenic

aspen. Environ Sci Technol 42:7405–7410

Vervaeke P, Luyssaert S, Mertens J, Meers E, Tack F, Lust N (2003) Phytoremediation prospects

of willow stands on contaminated sediment: a field trial. Environ Poll 126:275–282

Walker LR, Del Moral R (2003) Primary succession and ecosystem rehabilitation. University

Press, Cambridge

Wertz S, Degrange V, Prosser JI, Poly F, Commeaux C, Guillaumaud N, Le Roux X (2007)

Decline of soil microbial diversity does not influence the resistance and resilience of key soil

microbial functional groups following a model disturbance. Environ Microbiol 9:2211–2219

Weyens N, Van Der Lelie D, Artois T, Smeets K, Taghavi S, Newman L, Carleer R, Vangronsveld

J (2009) Bioaugmentation with engineered endophytic bacteria improves contaminant fate in

phytoremediation. Environ Sci Technol 43:9413–9418

Weyens N, Beckers B, Schellingen K, Ceulemans R, Van der Lelie D, Newman L, Taghavi S,

Carleer R, Vangronsveld J (2015) The potential of the Ni-resistant TCE-degrading Pseudo-
monas putidaW619-TCE to reduce phytotoxicity and improve phytoremediation efficiency of

poplar cuttings on a Ni-TCE co-contamination. Int J Phytoremediat 17:40–48

Wullschleger SD, Jansson S, Taylor G (2002) Genomics and forest biology: Populus emerges as

the perennial favorite. Plant Cell 14:2651–2655
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Yrjälä K, Keskinen A, Åkerman M, Fortelius C, Sipilä TP (2010a) The rhizosphere and PAH
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